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Preface to "Cancer Prevention with Molecular Target
Therapies 3.0"

Today, the oncologist is like a detective of the human body who, instead of a magnifying

glass, uses the new tools of molecular pathology to search not only for genes or molecular targets,

to be targeted with innovative anticancer therapies, but also molecular alterations that allow the

identification of population groups at risk of developing tumors for preventive purposes. This

is the precision oncology thanks to which it is possible today to aim at treatments but also at

personalized cancer prevention, based on precision medicine models, through the identification of

specific genomic determinants linked to an increased risk of developing cancer. This area includes

a series of interventions to identify cancer at an early stage or to avoid the onset of the disease.

Molecular pathology is a cornerstone of precision oncology, and today, it is necessary to study

not only the single alterations but also the overall modifications of the cellular signal transduction

pathways. In this way, the molecular pathologist can provide the clinician with crucial information

to drive the therapeutic choice. The so-called histological model, which has long-governed clinical

research in oncology and clinical practice, is now flanked by the molecular model. In this approach,

the starting point is represented by the organ from which the neoplasia originates, followed by

the histological examination, the identification of any molecular alterations and the choice of the

drug, through a path of selecting patients who are more likely to respond to treatment. Targeted

anticancer therapies are currently at the heart of the development of many anticancer drugs including

hormone therapies, signal transduction inhibitors, gene expression modulators, apoptosis inducers,

angiogenesis inhibitors, immunotherapies and toxin-releasing compounds. It is important to note

that targeted cancer therapies have some limits concerning the possibility of acquired resistance to

the treatment. Additionally, it is possible to use molecular targeted therapy in combination with one

or more traditional chemotherapy drug. Another limitation of targeted therapy is that drugs for some

identified targets are difficult to develop due to the structure of the target and/or the way its function

is regulated by the cell. The purpose of this Special Issue was to highlight the importance of research

aiming at discovering new and more informative methods of diagnostic molecular testing, targeted

therapies mainly in early-stage disease and future directions for precision oncology approaches to

understand the tumor evolution and the possible related therapeutic resistance.

Laura Paleari

Editor
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A DSC Test for the Early Detection of Neoplastic Gastric
Lesions in a Medium-Risk Gastric Cancer Area
Valli De Re 1,* , Stefano Realdon 2 , Roberto Vettori 1, Alice Zaramella 3,4, Stefania Maiero 2,
Ombretta Repetto 1 , Vincenzo Canzonieri 5,6 , Agostino Steffan 1 and Renato Cannizzaro 2,6
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6 Department of Medical, Surgical and Health Sciences, University of Trieste, 34127 Trieste, Italy
* Correspondence: vdere@cro.it; Tel.: +39-0434-659672

Abstract: In this study, we aimed to assess the accuracy of the proposed novel, noninvasive serum
DSC test in predicting the risk of gastric cancer before the use of upper endoscopy. To validate
the DSC test, we enrolled two series of individuals living in Veneto and Friuli-Venezia Giulia, Italy
(n = 53 and n = 113, respectively), who were referred for an endoscopy. The classification used for
the DSC test to predict gastric cancer risk combines the coefficient of the patient’s age and sex and
serum pepsinogen I and II, gastrin 17, and anti-Helicobacter pylori immunoglobulin G concentrations
in two equations: Y1 and Y2. The coefficient of variables and the Y1 and Y2 cutoff points (>0.385
and >0.294, respectively) were extrapolated using regression analysis and an ROC curve analysis
of two retrospective datasets (300 cases for the Y1 equation and 200 cases for the Y2 equation).
The first dataset included individuals with autoimmune atrophic gastritis and first-degree relatives
with gastric cancer; the second dataset included blood donors. Demographic data were collected;
serum pepsinogen, gastrin G17, and anti-Helicobacter pylori IgG concentrations were assayed using an
automatic Maglumi system. Gastroscopies were performed by gastroenterologists using an Olympus
video endoscope with detailed photographic documentation during examinations. Biopsies were
taken at five standardized mucosa sites and were assessed by a pathologist for diagnosis. The
accuracy of the DSC test in predicting neoplastic gastric lesions was estimated to be 74.657% (65% CI;
67.333% to 81.079%). The DSC test was found to be a useful, noninvasive, and simple approach to
predicting gastric cancer risk in a population with a medium risk of developing gastric cancer.

Keywords: gastric cancer; pepsinogen; gastrin G17; Helicobacter pylori; screening

1. Introduction

Gastroscopy is the standard procedure for gastric cancer (GC) diagnosis with a false-
negative rate of about 19% [1]. This procedure is invasive, time-consuming, and uncomfortable.

The 5-year GC survival rate is poor, reaching approximately 30% in Europe [2]. Stud-
ies in countries such as Japan and Korea have shown a high incidence of GC, with a
30% reduction in GC mortality due to gastroscopy screening programs [3].

Overall, a GC diagnosis at an early/asymptomatic stage not only improves clinical
outcomes [4] but is associated with endoscopic resections in most cases, resulting in the
now-standard treatment for early gastrointestinal cancers without regional lymph node
metastasis [5].

A population with an age-standardized incidence rate (ASIR) of 10 to 20 per 100,000 is
considered to have an intermediate risk of developing GC. According to published data, in
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northern Italy, the ASIR was calculated as 12 to <14 in 2017, on average twofold higher in
males (33.9) than in females (17.0) [6,7]; thus, Italy is a geographic area whose population
has an intermediate risk of developing GC.

At present, the screening for GC is only performed in countries with an elevated risk
of GC, such as Japan and Korea [8]. In a country with an intermediate risk of GC, using
gastroscopy as first-line testing alone is not considered feasible due to its invasiveness
and expensive cost [9]. On the other hand, the inappropriateness of upper endoscopies
leads to decreased diagnostic yield [10,11]. Thus, it is necessary to consider a less invasive
and more cost-effective solution to find subjects at risk of developing GC. Moreover, it
is necessary to take changes in GC epidemiology that have occurred over the last few
decades into consideration. GC epidemiology has changed concomitantly with a reduction
in Helicobacter pylori (H. pylori) infections, but also with an increased incidence of cardia GC
and an increase in GC diagnoses and mortality in younger adults [12].

The available pepsinogen (PG) test (PG test) is based on a combination of the serum
PG-I level and the PG-I/PG-II ratio, which is used as a marker for chronic atrophic gastritis
(CAG), and it has been widely proposed for the selection of patients at risk for GC [13,14].

However, while the PG test is accurate for CAG diagnosis, it suffers from an unsat-
isfactory specificity in predicting GC due to using the widely standardized cutoff points
of PGI < 70 ng/mL and PGI/PGII < 3.0 [15–17]. Therefore, the ability to predict GC risk
needs to be improved.

Recently, the addition of serum gastrin G17 (G17) and anti-H. Pylori immunoglobulin
(IgG) to the PG test was proposed to improve the diagnosis of atrophic gastritis and
GC [18]. PGI is only secreted by the fundic glands; PGII is secreted by the fundic glands,
the pylorus, and the Brunner glands; and gastrin G-17 is only secreted by gastric antral G
cells. Accordingly, serum PG and G17 levels can be used to localize morphology and detect
the extension of gastric lesions [19]. Gastrin G17 might also sustain the proliferation and
migration of epithelial gastric cells [20]. H. pylori is pathogenetic for GC and a subtype of
autoimmune gastritis [21]. Age ≥ 60 and male sex have been reported to be independent
risk factors for GC in several studies [22,23].

Based on our earlier study [24] and two new datasets in this work, first (the discovery
part), we developed a model—herein called the DeRe–Steffan–Cannizzaro (DSC) test—to
discriminate patients at risk of developing GC. Briefly, the model is based on regression
analyses to calculate the coefficient of the patient’s age and sex and their PG, anti-H. Pylori
immunoglobulin (IgG), and serum gastrin G17 levels.

Second (the validation part), we validated the DSC test. Two monocenter studies were
conducted involving 53 retrospectively selected (based on their diagnosis) individuals who
presented at the Gastroenterology Unit of the Veneto Institute of Oncology IOV-IRCCS,
Padua, Italy (validation cohort 1), and 113 consecutive individuals who were referred by
physicians to the oncological gastroenterology unit of the Centro di Riferimento Onco-
logico of Aviano, Italy (validation cohort 2). Physician indications included dyspepsia,
preneoplastic lesions, and/or suspected GC. Dyspepsia was defined as upper gastroin-
testinal symptoms, such as gastric pain and/or burning, without a typical disease and
with no clear cause [10,11]. The preneoplastic lesions were diagnosed via gastroscopy
and histologically examining the biopsies [25–29]. The GC diagnoses were confirmed via
histopathological examinations [30,31]. Data on each patient’s age and sex were collected,
and expression profiles of serum PG, gastrin G17, and H. Pylori IgG were performed in
order to group patients based on GC risk classes into negative, neutral, and positive results,
respectively. The accuracy of the model was then demonstrated with gastroendoscopy and
a histological diagnosis.

This is the first study on GC risk prediction adopting the DSC model. The model
showed an overall 74.66% accuracy rate for GC diagnosis, notably improving the detection
sensitivity from 15.00% to 70.00% and retaining a good specificity (74.66%) compared with
the standard cutoff for PG tests. This study could help physicians make better decisions and
allocate proper resources to improve GC prevention, for example, by removing high-grade
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preneoplastic lesions and selecting patients for endoscopic surveillance. In addition, by
diagnosing opportunistic GC at an early stage, the GC survival rate can be improved [2,3].

2. Results
2.1. Study Design

Based on our previous observations [24] and the two new cohorts in this work
(Figure 1, discovery cohort 1 and discovery cohort 2), we developed a model based on the
coefficients of the patient’s age, sex, and serum PG, H. Pylori IgG, and gastrin G17 levels
to discriminate patients at an elevated risk of GC. The results of the Y1 and Y2 equations
obtained from discovery cohort 1 and discovery cohort 2 are reported in Figure 1. Data
from all the study’s participants are reported in Table 1. The median G17 level in the female
category in discovery cohort 1 was higher than in the other groups due to the prevalence of
females affected by autoimmune atrophic gastritis [24]. In discovery and validation cohorts,
H. pylori IgG and PG II levels were higher in individuals >65 years old, in accordance with
the decreased incidence of H. pylori infection in the global population [12] and increases in
serum PG II levels often found in individuals infected with H. pylori [24].

Next, we recruited two validation cohorts, the first consisting of a retrospective series
of selected participants from the Veneto region (validation cohort 1, n = 53) and the second
consisting of a prospective series of consecutive participants who were referred to gastroen-
terologists for gastroscopy from the Friuli geographic area (validation cohort 2, n = 113).
The study participants’ data are reported in Table 1.

2.2. DSC Classifications for GC Risk

Two validation cohorts were enrolled in the study. The first cohort consisted of a
retrospective series of 53 participants (validation cohort 1); the second cohort consisted of a
prospective series of 113 participants consecutively enrolled since May 2020 (validation
cohort 2).

The DSC test measures the serum biomarkers and demographic data of the participants.
The patients’ data are reported in Table 1. Based on the results of both the DSC Y1 and Y2
equations, Y1 < 0.385 and Y2 < 0.294 (as reported in Figure 1 and described in the methods
section), we classified participants receiving the serological test as having negative, neutral,
or positive DSC results.

The results of the DSC test are reported in Table 2 according to the calculated Y1
and Y2 equations for each participant. Based on these criteria, 19 (35.8%) and 81 (71.7%)
participants were classified as negative; 5 (9.4%) and 10 (8.8%) were classified as neutral;
and 29 (54.7%) and 22 (19.5%) were classified as positive for GC risk in validation cohort 1
and validation cohort 2, respectively.

2.3. Gastroscopy and Histopathological Diagnosis

The same participants were classified after using gastroscopy and histological exam-
inations to diagnose them with GC, dysplasia, severe atrophy (OLGA stages III–IV), or
no/moderate-grade atrophy (OLGA stages 0–II). The diagnosis results are summarized in
Table 3.

In the first cohort, consisting of a retrospective series of participants (validation cohort
1), the diagnosis was GC in nine patients, dysplasia in five, and severe atrophy in 14. The
remaining participants (n = 25) showed no atrophy or mild–moderate atrophy (OLGA
stages 0–II).

Of the 113 consecutive participants in the second cohort (validation cohort 2), a
neoplastic lesion was diagnosed in two patients (i.e., one advanced, differentiated, diffuse-
type GC with middle tumor infiltration; one early antrum GC), dysplasia was diagnosed
in three patients (one adenoma with high-grade dysplasia in the corpus; one low-grade
dysplasia with intestinal metaplasia and neuroendocrine hyperplasia in the antrum; one
dysplasia with intestinal metaplasia in the corpus), a preneoplastic adenoma was diagnosed
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in one case, and severe atrophy was diagnosed in 15 cases; the remaining participants
(n = 92) showed no atrophy or mild–moderate atrophy (OLGA stages 0–II).
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Figure 1. Schematic of the study design and main results. 

Figure 1. Schematic of the study design and main results.
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Table 2. DSC GC risk classifications for participants in the validation cohorts.

DSC Cohorts

GC Risk Classification Validation 1 Validation 2 Overall Validation Process

n. % n. % n. %

Negative 19 35.8 81 71.7 100 60.2
Neutral 5 9.4 10 8.8 15 9.0
Positive 29 54.7 22 19.5 51 30.7

Total 53 113 166

Table 3. Aggregation of participants according to histopathological diagnosis.

Diagnosis Cohorts

Validation Cohort 1
N = 53

Validation Cohort 2
N = 113

n. Patients % n. Patients %

Atrophy (OLGA stages 0–II) 25 47.2 92 81.4
Severe atrophy (OLGA stages III–IV) 14 26.4 15 13.3
Dysplasia/preneoplastic lesion 5 9.4 4 3.5
Gastric cancer 9 17.0 2 1.8

In the patient with an early GC and the four patients with dysplasia, mini-invasive
gastric resections were conducted via endoscopy.

2.4. DSC Classification Accuracy

A comparison between the DSC classification results and a histological classification
was used to calculate the accuracy of the DSC test. A subgroup analysis was performed
separately for validation cohort 1 and validation cohort 2, and then for all cases.

In both validation cohorts, we observed a substantially larger risk of GC in individuals
classified as DSC-positive (validation cohort 1: 7/9 (77.78%); validation cohort 2: 2/2
(100%)) than those classified as DSC-neutral (validation cohort 1: 1/5 (20.0%); validation
cohort 2: 0/10) or DSC-negative (validation cohort 1: 1/19 (5.3%); validation cohort 2:
0/81). The relative risk of GC diagnosis in individuals classified with a positive DSC score
was RR 2.90 (95% CI; 0.67–12.67) and RR 20 (95% CI; 0.99–402.45) in validation cohort 1 and
validation cohort 2, respectively.

Figure 2 shows the distribution of DSC-positive, -neutral, and -negative results in the
validation datasets according to the individual diagnosis of each participant.

Based on the DSC test, 60.2% of the overall participants in the validation cohorts were
classified as negative, 9.0% as neutral, and 30.7% as positive for GC risk (Table 2).

The predictive value of the DSC test for the risk of GC was calculated using a diagnostic
test; the AUC value was 0.723 considering all participants in the validation datasets (0.614
in validation cohort 1 and 0.749 in validation cohort 2). The overall accuracy was 74.657%,
with a calculated disease prevalence of about 0.01% in the general Italian population [6]
(see details in Table 4).

2.5. Reproducibility of the DSC Method

In 26 participants (17 negative, three neutral, and six positives in the DSC test), the test
was repeated after a median interval of 15.5 months (IQR, 10 to 19 months) (Table 5). We
found a change in DSC classifications from negative to neutral in two participants with a
diagnosis of mild–moderate atrophy (OLGA 0-II category). In the remaining 24 cases, both
the classification and the diagnosis remained the same (Table 5).
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Table 4. Prediction value of DSC test for GC risk.

Validation 1
53 Selected Retrospective

Cases

Validation 2
113 Consecutive Prospective

Cases

Overall Validation Process
166 Cases

Value 95% CI Value 95% CI Value 95% CI

Sensitivity 71.429% 41.896% to 91.611% 66.667% 22.278% to 95.673% 70.000% 45.721% to 88.107%
Specificity 51.282% 34.780% to 67.582% 83.178% 74.723% to 89.714% 74.658% 66.800% to 81.486%

AUC 0.614 0.470 to 0.744 0.749 0.659 to 0.826 0.723 0.649 to 0.790
Positive LR 1.466 0.924 to 2.327 3.963 1.957 to 8.024 2.762 1.852 to 4.120

Negative LR 0.557 0.230 to 1.347 0.401 0.129 to 1.247 0.402 0.204 to 0.790

Disease prevalence 0.010%
Positive PV 0.028% 0.019% to 0.041%

Negative PV 99.996% 99.992% to 99.998%
Accuracy 74.657% 67.333% to 81.079%

LR, likelihood ratio; PV, predictive value.
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Table 5. Reproducibility of the DSC test.

DSC Classification FIRST TEST At Median Follow-Up
(15.5 Months) Diagnosis First Test At Median Follow-Up

(15.5 Months)

n. (%) n. (%) n. (%) n. (%)

negative 17 (65.4%) 15 (57.7%) OLGA 0–II 22 (22.3%) 22 (22.3%)
neutral 3 (11.5%) 5 (19.2%) OLGA III–IV 3 (11.5%) 3 (11.5%)
positive 6 (23.1%) 6 (23.1%) GC 1 (3.8%) 1 (3.8%)

2.6. Comparison of the Overall Validation Process (n = 166 Cases) Using the DSC Test and the
Standardized Pepsinogen Test

The standard cutoff for the PG test is PG I < 70 ng/mL and a PG I/PG II ratio of ≤3.0,
resulting in an area under the curve (AUC) of 0.470 (Table 6). For the DSC test, the AUC
was 0.723, a better AUC, mostly due to the increase in the sensitivity value from 15.00% to
70.00%. Because the predictive value depends on the prevalence of the disease (0.01% in
the general population of Italy), the predictive value for positive cases was 0.03% when
using the DSC test and 0.01% when using the PG test, while the overall accuracy remained
similar between tests.

Table 6. Comparison between the predictive values of the DSC test and pepsinogen tests for GC risk.

DSC Test PG Test

Value 95% CI Value 95% CI

Sensitivity 70.00% 45.721% to 88.107% 15.00% 3.207% to 37.893%
Specificity 74.66% 66.800% to 81.486% 78.77% 71.236% to 85.094%

AUC 0.723 0.649 to 0.790 0.470 0.391 to 0.548
Positive LR 2.762 1.852 to 4.120 0.71 0.238 to 2.099

Negative LR 0.402 0.204 to 0.790 1.08 0.881 to 1.321

Disease prevalence 0.01% 0.01%
Positive PV 0.03% 0.019% to 0.041% 0.01% 0.002% to 0.021%

Negative PV 99.996% 99.992% to 99.998% 99.989% 99.987% to 99.991%
Accuracy 74.66% 67.333% to 81.079% 78.76% 71.748% to 84.717%

LR, likelihood ratio; PV, predictive value.

3. Discussion

In this work, we proposed a screening strategy to select individuals at risk for GC
based on our newly developed DSC test. The DSC test showed good accuracy (74.66%)
with an increase in sensitivity when compared with the PG test, meaning that it could
be helpful in identifying gastroenterological patients for opportunistic GC screening in
medium-risk areas, e.g., Italy. The DSC test is noninvasive, reproducible, and has high
specificity (i.e., a true negative rate). In individuals with a positive DSC classification,
gastroscopy and surveillance should be recommended to detect GC at an early stage and
improve prevention rates, for example, by using mini-invasive cures.

Earlier studies have confirmed the high risk of GC in patients with atrophic and/or
metaplastic gastritis. In particular, two pathological classifications developed from the
Sydney System to grade long-standing gastritis and metaplasia (the OLGA and OLGIM clas-
sifications) have been shown to be informative in determining severe atrophy/metaplasia
(stage III-IV) and an increased risk of GC development [32–34]. Based on these results,
gastroenterology guidelines recommend an endoscopic follow-up every 3 years in individ-
uals with a diagnosis of severe atrophy/metaplasia [35]. Performing the DSC test on these
patients could be a useful approach for clinical practices better detect individuals at higher
risk, who would then be examined using a stricter endoscopic approach in the follow-up.

The results obtained from using the DSC test on the prospective, non-selected, individ-
ual cohort (validation cohort 2) are comparable to those achieved using a similar approach
in an area of high GC incidence (GC prevalence, 2.84%; ROC curve predicting GC, 0.79).
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We propose using this test as an opportunistic screening method in individuals attending
the gastroenterology attention to improve the detection rate of GC at an early stage [36].

To the best of our knowledge, there has only been one prospective study that combined
the pepsinogen test in a population with a medium GC risk [37], but the study was focused
on surveilling patients with precancerous lesions (atrophic gastritis, intestinal metaplasia,
dysplasia). The authors showed that only patients with extended precancerous lesions
with a low PGI/II ≤ 3 ratio and/or OGLIM stage (III-IV) developed high-grade dysplasia
or neoplasia at follow-ups after about 57 months. However, it is noteworthy that atrophy
is usually associated with H. pylori infection and intestinal-type GC. The proposed DSC
model introduces the possibility of selecting individuals at high risk of opportunistic
neoplastic lesions for further endoscopic examinations. In our study, at a median follow-up
of 15.5 months, two individuals out of 17 showed an increase in DSC classification from the
negative category to the neutral category, however the histological diagnosis remained at
moderate atrophy (OLGA stage 0-II).

GC is a disease of old age, with about one-half of patients with GC being over age
65. A primary characteristic of aging is a progressive loss of physiological gastric tissue
integrity that, in turn, leads to impaired function and increased alteration of the PG-I/PG-II
ratio, which leads to a decline in gastric acidity [37] and a low circulating concentration
of vitamin B12 [38,39]. This could justify a potential decrease in the accuracy of the DSC
classification in older subjects (>75 years old); as such, it is necessary to take this aspect into
consideration regarding the idea of screening the general population. Therefore, it may be
helpful to add other biomarkers to increase the DSC accuracy by reducing the number of
false positives in particular in individuals who are >75 years old.

Several studies have reported the serum indicators of GC. Some of them have been
proposed in combination with pepsinogen to improve the accurate diagnosis of GC, e.g.,
sugar carbohydrate antigen 72-4 (CA72-4) [40], CEA, CA12-5, and CA19-9 [41]; metabolites
such as hydroxylated sphingomyelins (SM(OH)) and acylcarnitine derivatives (C2, C16,
and C18:1) [42]; alcohol dehydrogenase (ADH) activity [43]; interleukin-6 (IL-6); human
epididymal protein 4 (HE-4); adiponectin; ferritin and Krebs von den Lungen (KL-6) [44];
soluble T cell immunoglobulin; and mucin domain molecule 3 (sTim-3) [45]. Overall,
these results are interesting, but they are all preliminary and need to be evaluated in large
prospective studies in combination with the DSC test.

In the last few years, new, increasingly complex technological strategies have emerged,
such as the single-cell RNA sequencing (scRNA) transcriptome, which can characterize
cellular and molecular networks present in a tissue at the same time [46]. scRNA offers the
possibility of finding new GC diagnostic markers by reducing the complexity of gene RNA
expression patterns in distinct cell populations. This approach is also useful in deciphering
GC pathogenesis and detecting rare, tumor-specific cells at the onset of early GC stages.
Currently, only one study has reported potential diagnostic markers for GC using this
technology [46], but candidates have also been found in other tissues. Moreover, it is
necessary to screen candidates such as secretory proteins, which are abundantly expressed
in GC cells and could be evaluated in the serum alone or in addition to the DSC test for
GC prediction. Furthermore, their sensitivity and specificity in comparison to the DSC test
should be assessed.

Our study had limitations due to the limited number of cases tested and its application
in a unique laboratory. Its use in other medium-risk GC populations is necessary to support
its validity.

4. Materials and Methods
4.1. Study Cohorts

This study was based on four cohorts of participants: two discovery cohorts (discovery
cohort 1 and discovery cohort 2) and two validation cohorts (validation cohort 1 and
validation cohort 2). Demographic and serological data were collected from all participants.
Subjects who initially declined consent were excluded from the study.

9



Int. J. Mol. Sci. 2023, 24, 3290

Discovery cohort 1 included 300 retrospectively selected subjects at risk of GC, i.e.,
subjects with a family history of GC, autoimmune chronic atrophy gastritis, severe precan-
cerous lesions, or a diagnosis of GC.

Discovery cohort 2 included 200 subjects: blood donors and patients with a GC diagnosis.
Validation cohort 1 consisted of 53 selected individuals from a retrospective series of

cases with no atrophy, mild–moderate atrophy, dysplasia, or GC enrolled in the Veneto
region, Italy.

Validation cohort 2 consisted of prospective participants recruited from May 2020 to
September 2022 (n = 113). Cases were consecutive participants who were referred to a
gastroenterologist by a physician for gastroscopy.

Participants from the four cohorts received serological tests to determine their serum
PG, G17, and H. pylori IgG values. Participant data according to the cohorts are detailed in
Table 1.

The study was conducted following the Declaration of Helsinki and approved by the
Unique Regional Ethics Committee for Friuli-Venezia Giulia (approval number CRO-2019-46).
Written informed consent was obtained from all participants.

4.2. Construction of the DSC Model

Data from each participant enrolled in discovery cohort 1 and discovery cohort 2 were
used to perform a regression analysis that discriminated patients with GC and determined
the coefficients of each variable (i.e., PG, age, sex, H. pylori IgG, and gastrin G17)

The resulting Y1 and Y2 equations discriminated patients affected by GC in discovery
cohort 1 and discovery cohort 2, respectively.

Y1 = −7.49 − 0.0025 × PG I + 0.097 × PG II − 0.017 × G17 − 0.0007 × HP IgG + 0.1 × age + 1.18 × if male.

Y2 = −9.28 + 0.0015 × PG I + 0.0824 × PG II − 0.009 × G17 + 0.0001 × HP IgG +0.1337 × age + 0.423 × if male.

To establish the best cutoff for the discrimination, we used an ROC curve analysis.
The combination of the Y1 and Y2 results, based on cutoffs of Y1 < 0.385 and Y2 < 0.294,

determined the DSC classification model.
In detail, subjects positive for Y1 > 0.385 and Y2 > 0.294 were classified as having high

GC risk; subjects positive for only one (Y1 or Y2) were classified as having medium risk;
and subjects were deemed low risk when any of the Y1 or Y2 criteria were satisfactory.

4.3. DSC Model Assessment in the Validation Cohorts

Participants in the validation cohorts were classified using the DSC model. The DSC
classification of each participant was recorded in a database. For each participant, the
data were correlated with the diagnosis obtained via gastroscopy and the histological
examination of the biopsies.

4.4. Serological Data

Blood samples of approximately 5 mL each were obtained from all participants after
10 h of fasting. The tubes were centrifugated for 10 min at ≥10,000 rpm. The serum
was stored immediately at −20 ◦C until an assay was performed. Serologic testing for H.
pylori-IgG, PGI, PGII, and gastrin G17 was performed using an automated chemilumines-
cence immunoassay (CLIA) Maglumi analyzer (Medical Systems). Recommended cutoff
points, as reported by the manufacturer, were PGI: 70–240 ng/mL, PGII: <13 ng/mL, G17:
2–10 pmol/L, H.p IgG titer: <30 EIU. A combination of PGI < 70 ng/mL and a PGI/PGII
ratio of <3 is informative for atrophic gastritis (AG).

4.5. Diagnosis

A gastroendoscopy was performed by gastroenterologists on all participants, and
biopsies were collected (two biopsies from the antrum, two from the body, and one from
the incisure). Gastric mucosae were examined with high-definition (HD) white-light
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endoscopy and narrow-band imaging (NBI) to improve the visibility of blood vessels and
mucosal structures.

Pathological examinations of biopsy samples fixed in buffered formalin (10%) were con-
ducted by an expert pathologist, and the results were reported according to updated OLGA
stages to define gastritis [29], and Lauren [30] and Who [31] for GC classifications of gastric
tumors and dysplasia. According to the pathological examinations, participants were clas-
sified into three groups: without atrophy or metaplasia, with mild–moderate preneoplastic
gastric lesions (atrophy or metaplasia), with dysplasia, and with neoplastic lesions.

4.6. Statistical Analyses

All analyses were conducted using MedCalc Statistical Software, version 19.0.4 (Med-
Calc Software bvba, Ostend, Belgium). The results were summarized using age intervals
and descriptive statistics. Comparisons between groups were made using a one-way
ANOVA test. The predicted DSC scores for each patient were categorized into low-risk,
medium-risk, and high-risk groups based on results of the Y1 and Y2 equations as follows:
high-risk: Y1 > 0.385 and Y2 => 0.294; medium-risk: Y1 > 0.385 or Y2 => 0.294; low-risk:
neither Y1 > 0.385 nor Y2 => 0.294. Considering the histopathology of the gastric lesions,
the subjects were categorized into three groups: without lesions, with mild–moderate
gastric lesions (chronic and/or autoimmune atrophic gastritis, intestinal metaplasia), and
with severe gastric lesions (dysplasia, early GC, and advanced GC). Categorical data were
entered into a two-way table by counting the number of observations that fell into each
group of variables. A Spearman’s rank correlation was used to test the relationship between
the DSC and histological categories. To test the accuracy of the high-risk DSC model in
predicting the diagnosis of dysplasia and GC, we used a diagnostic test; p < 0.05 was
considered statistically significant.

5. Conclusions

We developed the DSC test model and assessed its accuracy for the classification of
people at a high risk of developing GC in two validation datasets. The DSC test achieved a
good accuracy of 74.66% and a sensitivity increase of 70.00% compared with 15.00% for
the PG test, which supports its potential utility in clinical practice for opportunistic GC
identification and the selection of patients at elevated risk for strict follow-ups. It remains
to be seen whether the DSC test is effective in follow-ups, since gastric lesions may progress
or develop later.
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Abstract: Targeted therapies have come into prominence in the ongoing battle against non-small cell
lung cancer (NSCLC) because of the shortcomings of traditional chemotherapy. In this context, indole-
based small molecules, which were synthesized efficiently, were subjected to an in vitro colorimetric
assay to evaluate their cyclooxygenase (COX) inhibitory profiles. Compounds 3b and 4a were found to
be the most selective COX-1 inhibitors in this series with IC50 values of 8.90 µM and 10.00 µM, respec-
tively. In vitro and in vivo assays were performed to evaluate their anti-NSCLC and anti-inflammatory
action, respectively. 2-(1H-Indol-3-yl)-N′-(4-morpholinobenzylidene)acetohydrazide (3b) showed selec-
tive cytotoxic activity against A549 human lung adenocarcinoma cells through apoptosis induction
and Akt inhibition. The in vivo experimental data revealed that compound 3b decreased the serum
myeloperoxidase and nitric oxide levels, pointing out its anti-inflammatory action. Moreover, compound
3b diminished the serum aminotransferase (particularly aspartate aminotransferase) levels. Based on the
in vitro and in vivo experimental data, compound 3b stands out as a lead anti-NSCLC agent endowed
with in vivo anti-inflammatory action, acting as a dual COX-1 and Akt inhibitor.

Keywords: Akt; anti-inflammatory action; COX-1; hydrazones; non-small cell lung cancer;
thiosemicarbazides

1. Introduction

Non-small cell lung cancer (NSCLC), which accounts for the majority (~85%) of lung
cancer cases, is by far the primary cause of cancer-related death throughout the world [1].
Despite significant advances in both diagnosis and treatment, the prognosis for patients
with NSCLC still remains poor and the 5-year survival rates of the patients are very low [2].
Surgery, chemotherapy, radiotherapy, immunotherapy, and targeted therapy are existing
treatment modalities for NSCLC [3]. Clinical outcomes of patients with NSCLC depend
on the cancer stage at the time of diagnosis [4]. The early stages of NSCLC carry the
maximum potential for therapeutic intervention and, therefore, its early detection is critical
for managing the disease and improving the survival rate [4]. However, there are many
challenges in the diagnosis of NSCLC, as it is often asymptomatic early in its course [5,6].

The best treatment option for early stage NSCLC continues to be surgical resection.
When the disease is diagnosed at an advanced stage, surgical intervention is no longer an op-
tion [7]. In this case, radiotherapy and chemotherapy (e.g., platinum-based chemotherapy)
become major therapeutic approaches for unresectable NSCLC [1]. Despite their bene-
fits in NSCLC therapy, conventional chemotherapeutic agents destroy normal cells along
with cancer cells and, therefore, these drugs cause severe toxicity and adverse effects [8,9].
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Two major barriers to NSCLC management are resistance to radio(chemo)therapy and
metastasis [1,9], both of which are the main causes of NSCLC-related mortality [10,11].

The above-mentioned drawbacks have shifted the paradigm of cancer therapy from
traditional chemotherapy to targeted therapy, a milestone approach that aims to maximize
therapeutic benefits with negligible side effects [3].

The lungs are particularly prone to injury and inflammation since the lungs are contin-
uously exposed to the external environment [12]. Mounting evidence has demonstrated the
causal link between chronic inflammation and lung cancer. According to epidemiological
data, approximately 20% of cancer-related deaths are associated with unabated inflamma-
tion [13]. Chronic inflammation plays a multifaceted role in carcinogenesis; conversely,
cancer can also lead to inflammation [12]. Inflammation predisposes to the development
of lung cancer [14] and can contribute to tumor initiation, promotion, progression, and
metastasis [15]. Targeting inflammation stands out as a rational strategy not only for can-
cer therapy but also for cancer prevention [16]. Nonsteroidal anti-inflammatory drugs
(NSAIDs) significantly diminish the risk of developing certain types of cancer (e.g., colon,
lung, breast, and prostate cancer) by reducing tumor-related inflammation [13]. Long-term
aspirin use has been reported to reduce the incidence and mortality associated with several
cancer types. Several possible mechanisms have been suggested to explain the link between
NSAID use and cancer prevention. One of those is cyclooxygenase (COX) inhibition, which
reduces the production of inflammatory mediators, particularly prostaglandins (PGs) [16].

COX-1 expression has been reported to be up-regulated in tumorigenesis [17] and
implicated in multiple aspects of cancer pathophysiology and, therefore, the inhibition of
COX-1, by a variety of selective and nonselective inhibitors, is an emerging approach for
pharmacologic intervention in cancer. However, there is only one selective COX-1 inhibitor
currently prescribed as an NSAID (mofezolac), just in Japan, for the management of pain
and inflammation [17–20].

Akt, also known as protein kinase B (PKB), is one of the most frequently hyperac-
tivated protein kinases in a variety of human cancers including NSCLC [21–23]. Akt
overactivation affects several downstream effectors and mediates multiple pathways that
promote tumorigenesis (e.g., cell survival, growth, and proliferation) [21]. Furthermore, the
hyperactivation of Akt intrinsically up-regulates the nuclear factor-κB (NF-κB) pathway,
which transcriptionally initiates pro-inflammatory networks to build up the inflammatory
tumor microenvironment [24]. Although diverse small molecule Akt inhibitors have been
entered in clinical trials, none of them have been approved [25].

Hydrazides-hydrazones are not only versatile intermediates for the synthesis of vari-
ous heterocyclic compounds but also commonly occurring motifs in drug-like molecules
because of their unique features (e.g., serving as both H-bond donors and acceptors) and
diverse pharmacological applications for the management of microbial infections, cancer,
and inflammation [26–29]. Hydrazones exert pronounced antitumor action through diverse
mechanisms including apoptosis induction, cell cycle arrest, angiogenesis inhibition, and
inhibition of a plethora of biological targets related to the pathogenesis of cancer, includ-
ing Akt [29–36]. Moreover, mounting evidence has demonstrated the anti-inflammatory
and/or COX inhibitory potential of hydrazones [37–41].

Thiosemicarbazides are sulfur and nitrogen-containing ligands distinguished by their
capability to form complexes with transition metals (e.g., iron, zinc, and copper) [42].
Thiosemicarbazides have aroused great interest not only as intermediates for the synthesis
of biologically active heterocycles but also privileged motifs in many bioactive pharma-
ceutical products [42–45]. Thiosemicarbazides/thiosemicarbazones show a wide range
of pharmacological activities ranging from anticancer activity to anti-inflammatory po-
tency due to their unique structural features, allowing them to interact with the pivotal
residues of biological targets associated with the pathogenesis of many diseases, particu-
larly cancer and inflammation [42–56]. Triapine, a synthetic thiosemicarbazone, is a small
molecule antineoplastic agent endowed with ribonucleotide reductase (RNR) inhibitory
activity [42–45].
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The indole ranks among the top 25 most common nitrogen heterocycles in U.S. Food
and Drug Administration (FDA)-approved drugs. It is also a key structural component
of an essential amino acid (tryptophan), a monoamine neurotransmitter (serotonin), and
countless natural products (e.g., vinca alkaloids) [57]. The diverse applications of the
indole core in challenging diseases (e.g., lung cancer, inflammatory diseases) make it one
of the most privileged heterocyclic scaffolds for drug discovery [57,58]. Among vinca
alkaloids, vinorelbine is the most frequently used antimitotic drug to treat lung cancer
and vinblastine, in combination with cisplatin, is used in the management of NSCLC.
Nintedanib (in combination with docetaxel), alectinib, osimertinib, anlotinib, and sunitinib
are indole-based anti-NSCLC agents (Figure 1) [59]. In general, indole derivatives have
been reported to exert marked anti-NSCLC action through diverse mechanisms including
the induction of apoptosis, the inhibition of crucial biological targets such as microtubule,
topoisomerases, protein kinases (e.g., Akt), and histone deacetylases (HDACs) [58–62].
The indole is also considered to be one of the most eligible scaffolds for anti-inflammatory
drug discovery [62–67]. Indomethacin (Figure 2) is one of the most commonly prescribed
NSAIDs exerting its action through the inhibition of COXs. Moreover, several experimental
studies have revealed that indomethacin shows significant antiproliferative activity against
a broad array of cancer (e.g., colorectal, lung) cell lines [68–72].
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Figure 2. Indomethacin.

Taken together, the aforementioned data [26–72] prompted us to design two classes of
indole-based small molecules (3a-j, 4a-g) for the targeted therapy of NSCLC. In this context,
we performed the synthesis of new hydrazones (3a-j) and thiosemicarbazides (4a-g) effi-
ciently and conducted in vitro and in vivo assays to assess their potential for the targeted
therapy of NSCLC.

2. Results

The reaction sequence for the preparation of the hitherto unreported small
molecules (3a-j, 4a-g) is depicted in Figure 3, starting from 2-(1H-indol-3-yl)acetic acid.
The convenient and efficient reaction of compound 2 with aromatic aldehydes or ketones
and aryl isothiocyanates yielded new hydrazones (3a-j), and thiosemicarbazides (4a-g),
respectively.
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Figure 3. The synthetic route for the preparation of compounds 3a-j and 4a-g. Reagents and con-
ditions: (i) EtOH, H2SO4, reflux, 12 h; (ii) NH2NH2.H2O, EtOH, reflux, 4 h; (iii) RCHO or RCOR′,
EtOH, reflux, 15 h; (iv) R”C6H4NCS, EtOH, rt, 8 h.

New hydrazones (3a-j) and thiosemicarbazides (4a-g) were subjected to in vitro assays
to determine their COX inhibitory profiles. Among compounds 3a-j, compound 3a was found
to be a nonselective COX inhibitor with IC50 values of 10.35 µM and 12.50 µM for COX-1 and
COX-2, respectively (Table 1). On the other hand, compound 3b was the most selective COX-1
inhibitor (IC50 = 8.90 µM) in this series with a selectivity index (SI) value of 0.13.
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3e 4-(Methylsulfonyl)phenyl H 83.75 ± 6.25 35.00 ± 9.90 2.39
3f 4-(Methylsulfonyl)phenyl CH3 93.75 ± 6.25 51.00 ± 12.73 1.84
3g 4-Morpholinophenyl CH3 51.00 ± 1.00 52.50 ± 0.71 0.97
3h 4-(2-Morpholinoethoxy)phenyl H 38.50 ± 1.5 50.50 ± 0.70 0.76
3i 1-Methyl-1H-indol-3-yl H 31.25 ± 1.25 >100 <0.31
3j 5-Methoxy-1H-indol-3-yl H >100 44.50 ± 6.36 >2.25

Indomethacin - - 0.12 ± 0.01 0.58 ± 0.08 0.21
Celecoxib - - 8.88 ± 0.38 2.75 ± 0.05 3.23

* IC50 for COX-1/IC50 for COX-2.

Among compounds 4a-g, compound 4a was the most selective COX-1 inhibitor
(IC50 = 10.00 µM) (Table 2). Other compounds did not show any inhibitory potency on
COX-1 at the tested concentrations.

Table 2. COX inhibitory profiles of compounds 4a-g and positive controls.
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Compound R”
IC50 (µM)

SI *
COX-1 COX-2

4a Br 10.00 ± 0.13 76.50 ± 6.36 0.13
4b CF3 >100 61.50 ± 0.71 >1.63
4c CN >100 56.50 ± 4.49 >1.77
4d Piperidin-1-ylsulfonyl >100 59.00 ± 8.48 >1.69
4e 1H-Pyrazol-1-yl >100 31.50 ± 2.12 >3.17
4f 3,4-Methylenedioxy >100 51.50 ± 0.71 >1.94
4g Benzyloxy >100 59.50 ± 2.12 >1.68

Indomethacin - 0.12 ± 0.01 0.58 ± 0.08 0.21
Celecoxib - 8.88 ± 0.38 2.75 ± 0.05 3.23

* IC50 for COX-1/IC50 for COX-2.

All compounds were examined for their cytotoxic effects on L929 mouse fibroblast
(normal) cells using the MTT test. Based on the in vitro experimental data, compound 3a,
the nonselective COX inhibitor, showed cytotoxicity toward L929 cells with an IC50 value
of 17.33 µM (Table 3), which is close to its IC50 values indicated in Table 1. On the other
hand, compounds 3b and 4a did not show cytotoxicity against L929 cells at their effective
concentrations. As a result, compounds 3b and 4a (Figure 4), the selective COX-1 inhibitors
in this series, were chosen for further studies.
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Table 3. IC50 values of all compounds for L929 cells.

Compound IC50 (µM)

3a 17.33 ± 2.08
3b 176.67 ± 5.77
3c 21.33 ± 0.58
3d 20.00 ± 1.73
3e 85.00 ± 17.32
3f <3.90
3g <3.90
3h <3.90
3i 42.33 ± 0.58
3j 43.00 ± 1.73
4a 84.00 ± 19.70
4b 22.67 ± 2.08
4c 26.33 ± 3.51
4d 45.67 ± 6.03
4e 62.33 ± 7.51
4f 14.00 ± 5.29
4g 14.00 ± 3.46
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Figure 4. Selective COX-1 inhibitors in this series.

Compounds 3b and 4a were also subjected to the MTT assay to assess their cytotoxicity
toward A549 human lung adenocarcinoma cell line. Based on the data presented in Table 4,
compound 3b was found to be the most potent anticancer agent on A549 cells with an IC50
value of 89.67 µM compared to cisplatin (IC50 = 22.67 µM). On the other hand, compound 4a
showed cytotoxic activity against A549 cells with an IC50 value of 179.33 µM.

Table 4. IC50 values of compounds 3b, 4a, and cisplatin for A549 cells.

Compound IC50 (µM)

3b 89.67 ± 10.78
4a 179.33 ± 77.59

Cisplatin 22.67 ± 4.04

After 24 h incubation of A549 cells treated with compounds 3b and 4a in this series and
cisplatin, flow cytometry-based apoptosis detection assay was performed to identify early
and late apoptotic cells using Annexin V-fluorescein isothiocyanate (FITC)/propidium
iodide (PI) staining. The percentages of A549 cells undergoing apoptosis (early and late)
exposed to compounds 3b and cisplatin at their IC50/2 concentrations were found to
be 11.67% and 6.57%, respectively. On the other hand, the percentages of A549 cells
undergoing apoptosis (early and late) exposed to compounds 3b and cisplatin at their IC50
concentrations were 12.85% and 4.46%, respectively (Table 5, Figure 5). The percentages
of A549 cells undergoing early and late apoptosis exposed to compound 4a at its IC50/4
concentration were 7.34% and 5.19%, respectively. On the other hand, the percentages
of A549 cells undergoing early and late apoptosis exposed to compound 4a at its IC50/2
concentration were found to be 7.07% and 6.62%, respectively (Table 5, Figure 5).
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Table 5. Percentages of typical quadrant analysis of Annexin V FITC/PI flow cytometry of A549 cells
treated with compounds 3b, 4a, and cisplatin.

Compound Early Apoptosis
(%)

Late Apoptosis
(%)

Necrosis
(%)

Viability
(%)

Control 4.98 1.18 0.36 93.47
Compound 3b at IC50/2 5.89 5.78 0.36 87.97

Compound 3b at IC50 6.84 6.01 0.48 86.66
Compound 4a at IC50/4 7.34 5.19 0.37 87.10
Compound 4a at IC50/2 7.07 6.62 0.60 85.71

Cisplatin at IC50/2 3.69 2.88 0.72 92.72
Cisplatin at IC50 2.43 2.03 2.34 93.20

A549 cells were cultured for 24 h in medium with compound 4a (at its IC50/4 and IC50/2 concentrations),
compound 3b, and cisplatin (at their IC50/2 and IC50 concentrations). At least 10,000 cells were analyzed per
sample, and quadrant analysis was performed.Int. J. Mol. Sci. 2023, 24, x FOR PEER REVIEW 8 of 23 
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Figure 5. Flow cytometric analysis of A549 cells treated with IC50/2 and IC50 concentrations of
compounds 3b, 4a, and cisplatin. At least 10,000 cells were analyzed per sample, and quadrant
analysis was performed. Q1-LR, Q1-UR, Q1-LL, and Q1-UL quadrants represent early apoptosis, late
apoptosis, viability, and necrosis, respectively. (a) Control; (b) Control; (c) Compound 3b at IC50/2
concentration; (d) Compound 3b at IC50 concentration; (e) Compound 4a at IC50/4 concentration;
(f) Compound 4a at IC50/2 concentration; (g) Cisplatin at IC50/2 concentration; (h) Cisplatin at IC50

concentration.

Akt inhibition caused by compounds 3b and 4a in A549 cells was examined using a
colorimetric assay. Compounds 3b and 4a caused Akt inhibition in A549 cell line with IC50
values of 32.50 and 45.33 µM as compared to GSK690693 (IC50= 5.93 µM) (Table 6).

Table 6. Akt inhibitory effects of compounds 3b, 4a, GSK690693, and cisplatin in A549 cells.

Compound IC50 (µM)

3b 32.50 ± 4.95
4a 45.33 ± 6.51

GSK690693 5.93 ± 1.20

Cisplatin 9.30 ± 2.55

The lipopolysaccharide (LPS)-induced sepsis model was used to assess the in vivo
anti-inflammatory activities of compounds 3b and 4a. According to the data indicated in
Table 7, the myeloperoxidase (MPO) activity of the LPS group increased as compared to the
control group. However, this increase is not statistically significant. The LPS + compound
3b group slightly decreased the MPO activity compared to the LPS group, while the LPS +
compound 4a group significantly decreased the MPO activity compared to the LPS group
(p < 0.05). The decrease in the MPO activity caused by compound 4a was higher than that
caused by the indomethacin therapy.

Table 7. Effects of compounds 3b, 4a, and indomethacin on MPO levels.

Groups MPO (U/L)

Control 1.03 ± 0.51
LPS 1.79 ± 0.27

LPS + Compound 3b 1.50 ± 0.81
LPS + Compound 4a 0.84 ± 0.26 #

LPS + Indomethacin 1.06 ± 0.73

Values are given as mean ± standard deviation (SD). Significance according to LPS values, #: p < 0.05. One-way
ANOVA, post-hoc Tukey test n = 8.
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As presented in Table 8, there was a significant increase in the nitric oxide (NO) level
after LPS administration compared to the control (p < 0.001). LPS + compound 3b, LPS +
compound 4a, and LPS + indomethacin caused a significant decrease in the serum NO
levels. However, this decrease in LPS + compound 3b was similar to the control. The
NO level was significantly higher in the LPS group than in the control group, while it
was markedly lower in the compound 4a pre-treatment group compared to the LPS group
(p < 0.05).

Table 8. Effects of compounds 3b, 4a, and indomethacin on NO levels (µmol/L).

Groups 25% Percentile Median 75% Percentile

Control 0 0.07 0.14
LPS *** 4.482 6.018 8.386

LPS + Compound 3b 0.316 0.667 2.772
LPS + Compound 4a * 1.369 2.509 4.0
LPS + Indomethacin * 0.667 1.281 3.123

Significance relative to control values, *: p < 0.05, ***: p < 0.001. One-way ANOVA, Kruskal–Wallis test, n = 8.

According to the in vivo experiments, the alanine aminotransferase (ALT) level de-
creased in all groups compared to the LPS group (Table 9). This decrease was greater in
the group treated with compound 4a compared to the group treated with compound 3b.
Likewise, the aspartate aminotransferase (AST) level decreased in all groups compared to
the LPS group. This decrease was greater in the group treated with compound 3b compared
to the group treated with compound 4a and the group treated with indomethacin. However,
the decrease caused by the compounds in the ALT and AST levels was not statistically
significant compared to the LPS group.

Table 9. Effects of compounds 3b, 4a, and indomethacin on ALT and AST levels.

Groups ALT (U/L) AST (U/L)

Control 45.75 ± 3.81 126.60 ± 24.09
LPS 57.14 ± 22.94 139.90 ± 26.34

LPS + Compound 3b 50.25 ± 21.86 114.90 ± 22.04
LPS + Compound 4a 48.29 ± 26.88 132.30 ± 37.06
LPS + Indomethacin 44.00 ± 14.64 123.50 ± 32.14

Values are given as mean ± SD. One-way ANOVA, post-hoc Tukey test, n = 8.

3. Discussion

Experimental studies have demonstrated that hydrazones show marked antitumor action
through various mechanisms, including the inhibition of Akt [31] or the phosphatidylinositol 3-
kinase (PI3K)/Akt signaling pathway [32,36]. N′-benzylidene-2-[(4-(4-methoxyphenyl)pyrimid
in-2-yl)thio]acetohydrazide was previously reported to exert marked anticancer activity
against the 5RP7 H-ras oncogene transformed rat embryonic fibroblast cell line via the induc-
tion of apoptosis and the inhibition of Akt (IC50 = 0.50 µg/mL) [31]. According to western blot
data reported by Han et al., (S)-2-{[5-[1-(6-methoxynaphtalene-2-yl)ethyl]-4-(4-fluorophenyl)-
4H-1,2,4-triazole-3-yl]thio}-N′-[(5-nitrofuran-2-yl)methylidene]acetohydrazide caused a sig-
nificant decrease in the epidermal growth factor receptor (EGFR), PI3K, and Akt phospho-
rylation in PC3 human prostate cancer cells [32]. Bak et al. indicated that 5-hydroxy-7,4′-
diacetyloxyflavanone-N-phenyl hydrazone (N101-43) induced apoptosis via the up-regulation
of Fas/FasL expression, the activation of caspase cascade, and the inhibition of the PI3K/Akt
signaling pathway in NSCLC cells [36].

The anti-inflammatory and/or COX inhibitory potential of hydrazones was demon-
strated by in vitro and in vivo studies [37–41]. In our previous work, 2-[(1-methyl-1H-
tetrazol-5-yl)thio]-N′-(4-(piperidin-1-yl)benzylidene)acetohydrazide and 2-[(1-methyl-1H-
tetrazol-5-yl)thio]-N′-(4-(morpholin-4-yl)benzylidene)acetohydrazide caused selective COX-
1 inhibition [37].
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Thiosemicarbazides show pronounced antiproliferative activity toward a variety of
tumor cells through diverse mechanisms [42–52]. Our research team reported that 4-(1,3-
benzodioxol-5-yl)-1-([1,1′-biphenyl]-4-ylmethylene)thiosemicarbazide showed remarkable
anticancer activity against A549 human lung adenocarcinoma and C6 rat glioma cells
through apoptosis induction mediated by the disruption of ∆Ψm [52].

In vitro and in vivo experimental data revealed that thiosemicarbazides exert marked
anti-inflammatory action through several mechanisms including COX inhibition [53–56]. In
our recent work [53], 4-[4-(piperidin-1-ylsulfonyl)phenyl]-1-[4-(4-cyanophenoxy)benzylidene]t
hiosemicarbazide was found to be a selective COX-1 inhibitor with an IC50 value of 1.89 µM.
On the other hand, 4-[4-(piperidin-1-ylsulfonyl)phenyl]-1-[4-(4-nitrophenoxy)benzylidene]thio
semicarbazide was determined to be a nonselective COX inhibitor (COX-1 IC50 = 13.44 µM,
COX-2 IC50 = 12.60 µM). Based on the LPS-induced sepsis model, these agents diminished
the MPO, NO, high-sensitivity C-reactive protein (hsCRP), malondialdehyde (MDA), ALT,
and AST levels. Both compounds were identified as potential anti-inflammatory agents [53].

Indole-based small molecules exert a notable anti-NSCLC action through multiple
mechanisms such as the induction of apoptosis and the inhibition of crucial biologi-
cal targets including protein kinases (e.g., Akt) [58–62]. Furthermore, mounting evi-
dence has demonstrated that indole derivatives show marked anti-inflammatory action
via COX inhibition [62–67]. In our previous study [65], 3-(5-bromo-1H-indol-3-yl)-1-
(4-cyanophenyl)prop-2-en-1-one was found to be a nonselective COX inhibitor (COX-1
IC50 = 8.10 µg/mL, COX-2 IC50 = 9.50 µg/mL), while 3-(5-methoxy-1H-indol-3-yl)-1-(4-
(methylsulfonyl)phenyl)prop-2-en-1-one inhibited COX-1 (IC50 = 8.60 µg/mL). According
to the LPS-induced sepsis model, both compounds markedly decreased the MPO, NO,
hsCRP, MDA, ALT, and AST levels. Both indole derivatives were identified as potential
anti-inflammatory agents [65].

Based on the aforementioned studies [26–72], two classes of indole-based small
molecules (3a-j, 4a-g) for the targeted therapy of NSCLC were designed. In this con-
text, we carried out the synthesis of new hydrazones (3a-j) and thiosemicarbazides (4a-g)
efficiently and performed in vitro and in vivo experiments to assess their potential for the
targeted therapy of NSCLC.

Among compounds 3a-j, compound 3a was determined to be a nonselective COX in-
hibitor with IC50 values of 10.35 µM and 12.50 µM for COX-1 and COX-2, respectively, while
compound 3b was found to be a selective COX-1 inhibitor (IC50 = 8.90 µM). Compound 3b
exhibited COX-2 inhibitory activity with an IC50 value of 71.00 µM. The SI values of
compounds 3a and 3b were determined to be 0.83 and 0.13, respectively. In particular, the
pyrrolidine ring enhanced the inhibitory effects on both COXs, whereas the morpholine
substitution caused selective COX-1 inhibitory potency. The replacement of the morpho-
line ring (compound 3b) with the piperidine ring (compound 3c) or the piperazine ring
(compound 3d) led to a substantial drop in COX-1 inhibitory activity. Compound 3c,
carrying a piperidine ring, showed the lowest COX inhibition (>100 µM) in this series.

According to the in vitro data related to the inhibitory effects of compounds 3b and 3h
on COXs, it can be concluded that the ethoxy linker between the morpholine and the
benzene rings diminishes COX-1 inhibition, while it enhances COX-2 inhibition. Taking
into account the inhibitory effects of compounds 3b and 3g on COXs, it is important to note
that the methyl branching decreases COX-1 inhibition and increases COX-2 inhibition.

The SI values of compounds 3e and 3f were found to be 2.39 and 1.84, respectively,
indicating that the methylsulfonyl group significantly enhances COX-2 selectivity.

Based on the experimental results related to the inhibitory effects of compounds 3i and 3j
on COXs, the methyl substituent at the 1st position of the indole scaffold enhances COX-1
selectivity, while the methoxy substituent at the 5th position of the indole core enhances COX-2
selectivity.

Among compounds 4a-g, the most selective COX-1 inhibitor was found to be
compound 4a (IC50 = 10.00 µM, SI = 0.13). It can be concluded that the bromo substituent at
the 4th position of the phenyl moiety significantly enhanced the COX-1 inhibitory potency.
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Other compounds did not exhibit any inhibitory activity towards COX-1 at the tested
concentrations. Thiosemicarbazides tested in this work, except for compound 4a, were
found to have a tendency to inhibit the COX-2 enzyme.

Among the indole-based small molecules (3a-j, 4a-g), compounds 3b and 4a, selective
COX-1 inhibitors in this series, were chosen for further studies since both compounds did
not exert cytotoxicity toward L929 (normal) cells at their effective concentrations reported
for their COX-1 inhibitory activity.

To investigate their potential as anti-NSCLC agents, their cytotoxic effects on A549
cells were evaluated by means of the MTT assay protocol. Based on the experimental data,
compound 3b was the most potent anticancer agent on A549 cell line with an IC50 value of
89.67 µM. It can be concluded that the anticancer activity of compound 3b against A549
cells is selective since the IC50 value of compound 3b for L929 cells is 176.67 µM. On the
other hand, compound 4a showed cytotoxic activity against A549 and L929 cells with IC50
values of 179.33 µM and 84.00 µM, respectively. The cytotoxic activity of compound 4a
toward A549 cells was found to be nonselective at its IC50 value. For this reason, the IC50/4
and IC50/2 concentrations of compound 4a were applied in the flow cytometry analyses of
apoptosis and the Akt inhibition assay.

In cancer, cells lose their ability to undergo apoptosis, resulting in uncontrolled pro-
liferation [73]. The induction of apoptosis is reported to be an intriguing modality for the
management of all types of cancer since apoptosis evasion is a hallmark of cancer and is non-
specific to the cause or the type of the cancer [74]. Based on the flow cytometry-based apop-
tosis detection assay performed in this work, A549 cells treated with compounds 3b and 4a
underwent apoptosis, pointing out their apoptosis-inducing efficacy.

Akt participates in the pathogenesis of NSCLC and, therefore, the inhibition of
Akt by natural and synthetic agents stands out as a rational strategy for cancer ther-
apy [21–25]. The colorimetric assay conducted in this study revealed that the Akt inhibitory
activity of compound 3b (IC50 = 32.50 µM) was more notable than that of compound 4a
(IC50 = 45.33 µM) in A549 cells.

Sepsis is described as a life-threatening organ dysfunction provoked by a dysregulated
host response to infection [53]. Inflammatory imbalance plays a fundamental role in
the pathogenesis of sepsis and occurs throughout the whole process of sepsis [75]. The
parameters related to inflammation are crucial for evaluating a sepsis case [76]. In this
work, the LPS-induced sepsis model was used to evaluate the in vivo anti-inflammatory
activities of compounds 3b and 4a.

MPO is linked to several diseases, particularly those in which strong infiltration
of polymorphonuclear cells (PMNs) and acute or chronic inflammation are involved.
MPO contributes to the pathophysiology of diverse diseases such as rheumatoid arthritis,
atherosclerosis, pulmonary fibrosis, renal glomerular injury, multiple sclerosis, Hunting-
ton’s disease, Alzheimer’s disease, Parkinson’s disease, liver diseases, diabetes, obesity, and
cancer. MPO is reported to promote tumor initiation and progression. MPO participates in
the regulation of tumor growth, apoptosis, migration, and metastasis [77]. In this work,
compound 3b caused a slight decrease in the MPO activity compared to the LPS group,
whereas compound 4a significantly diminished the MPO activity compared to the LPS
group (p < 0.05).

Sepsis is characterized by a robust rise in NO production throughout the body that is
driven by inducible NO synthase (iNOS) [78]. Due to the key role of NO in the pathogenesis
of inflammation as a signaling molecule [78–80], herein the effects of compounds 3b and
4a on the serum NO levels were evaluated. The in vivo experimental data revealed that
compounds 3b and 4a diminished the serum NO levels.

Aminotransferases, also referred to as transaminases, are commonly used as markers
of hepatocellular injury in nonclinical toxicology studies and clinical trials. In general,
aminotransferase activity in blood (serum or plasma) is elevated in the hepatocellular
damage induced by diseases or drugs such as anti-inflammatory drugs [81–84]. Based on
the in vivo experimental data performed in this work, both compounds caused a decrease
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in the serum aminotransferase levels. In particular, compound 3b diminished the serum
AST level more than indomethacin.

Taking into account the knowledge obtained from the in vitro and in vivo assays,
compound 3b can be considered as a lead compound for the targeted therapy of NSCLC
due to its direct cytotoxic effects on A549 cells as well as its possible effects on the tumor
microenvironment (e.g., tumor-related inflammation).

4. Materials and Methods
4.1. Chemistry

The chemicals were procured from commercial suppliers and were used without
further purification. Melting points (M.p.) were determined on the Electrothermal IA9200
digital melting point apparatus (Staffordshire, UK) and were uncorrected. Thin Layer
Chromatography (TLC) was performed on TLC Silica gel 60 F254 aluminum sheets (Merck,
Darmstadt, Germany) using petroleum ether:ethyl acetate solvent system (1:1). IR spectra
were recorded on the IRPrestige-21 Fourier Transform Infrared spectrophotometer (Shi-
madzu, Tokyo, Japan). 1H and 13C NMR spectra were recorded on the Varian Mercury
400 NMR spectrometer (Agilent, Palo Alto, CA, USA). HRMS spectra were recorded on the
LC/MS IT-TOF system (Shimadzu, Tokyo, Japan) using the electrospray ionization (ESI)
technique.

4.1.1. Preparation of ethyl 2-(1H-indol-3-yl)acetate (1)

Compound 1 was synthesized starting from 2-(1H-indol-3-yl)acetic acid according to
a previous work [85].

4.1.2. Preparation of 2-(1H-indol-3-yl)acetohydrazide (2)

Compound 2 was obtained by the reaction of compound 1 with hydrazine hydrate
according to a previous work [85].

4.1.3. General Method for the Preparation of N′-benzylidene/(1-arylethylidene)-2-(1H-
indol-3-yl)acetohydrazide Derivatives (3a-j)

A mixture of compound 2 and aromatic aldehyde or ketone in ethanol was heated
under reflux for 15 h. At the end of this period, the precipitate was filtered off and dried.
The product was crystallized from ethanol.

2-(1H-Indol-3-yl)-N′-[4-(pyrrolidin-1-yl)benzylidene]acetohydrazide (3a)
Yield: 78%. M.p.: 302–303 ◦C. IR νmax (cm−1): 3196.05, 3074.53, 3043.67, 2966.52,

2914.44, 2873.94, 2848.86, 1668.43, 1595.13, 1546.91, 1521.84, 1487.12, 1460.11, 1431.18,
1386.82, 1350.17, 1323.17, 1292.31, 1249.87, 1224.80, 1174.65, 1163.08, 1118.71, 1047.35,
1001.06, 983.70, 958.62, 929.69, 914.26, 856.39, 804.32, 719.45, 682.80. 1H NMR (400 MHz,
DMSO-d6): 2.02–2.05 (m, 4H), 3.40–3.42 (m, 4H), 3.60 and 4.02 (2s, 2H), 6.92–7.07 (m, 4H),
7.21 (dd, J = 2.4 Hz, 12.8 Hz, 1H), 7.31–7.35 (m, 1H), 7.48–7.59 (m, 3H), 7.88 and 8.08 (2s,
1H), 10.85 and 10.88 (2s, 1H), 11.05 and 11.28 (2s, 1H). 13C NMR (100 MHz, DMSO-d6):
25.41 (2CH2), 32.13 (CH2), 47.70 (2CH2), 108.79 (C), 111.74 (CH), 115.13 (2CH), 118.74 (CH),
119.19 (CH), 121.33 (CH), 124.32 (CH), 124.75 (C), 127.90 (C), 128.27 (2CH), 136.45 (C),
146.90 (CH), 152.26 (C), 172.72 (C). HRMS (ESI) (m/z): [M + H]+ calcd. for C21H22N4O:
347.1866, found: 347.1864.

2-(1H-Indol-3-yl)-N′-(4-morpholinobenzylidene)acetohydrazide (3b)
Yield: 85%. M.p.: 306–307 ◦C. IR νmax (cm−1): 3275.13, 3178.69, 3055.24, 2964.59,

2922.16, 2870.08, 2825.72, 1660.71, 1604.77, 1558.48, 1541.12, 1519.91, 1506.41, 1489.05,
1456.26, 1446.61, 1425.40, 1392.61, 1375.25, 1338.60, 1313.52, 1301.95, 1259.52, 1224.80,
1186.22, 1176.58, 1159.22, 1109.07, 1095.57, 1062.78, 1045.42, 1006.84, 958.62, 921.97, 875.68,
858.32, 846.75, 823.60, 798.53, 786.96, 742.59, 682.80. 1H NMR (400 MHz, DMSO-d6): 3.19
(t, J = 4.41 Hz, 4.62 Hz, 4H), 3.72–3.75 (m, 4H), 3.61 and 4.02 (2s, 2H), 6.92–7.08 (m, 4H),
7.21 (dd, J = 2.4 Hz, 12.8 Hz, 1H), 7.31–7.35 (m, 1H), 7.49–7.60 (m, 3H), 7.88 and 8.07 (2s,
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1H), 10.85 and 10.89 (2s, 1H), 11.05 and 11.28 (2s, 1H). 13C NMR (100 MHz, DMSO-d6):
32.13 (CH2), 53.79 (2CH2), 66.40 (2CH2), 108.79 (C), 111.74 (CH), 115.13 (2CH), 118.74 (CH),
119.19 (CH), 121.33 (CH), 124.32 (CH), 124.75 (C), 127.91 (C), 128.27 (2CH), 136.45 (C),
146.90 (CH), 152.29 (C), 172.73 (C). HRMS (ESI) (m/z): [M + H]+ calcd. for C21H22N4O2:
363.1816, found: 363.1824.

2-(1H-Indol-3-yl)-N′-[4-(piperidin-1-yl)benzylidene]acetohydrazide (3c)
Yield: 80%. M.p.: 265–266 ◦C. IR νmax (cm−1): 3203.76, 3082.25, 3034.03, 2972.31,

2935.66, 2856.58, 2825.72, 1668.43, 1598.99, 1552.70, 1514.12, 1448.54, 1427.32, 1384.89,
1350.17, 1282.66, 1247.94, 1220.94, 1182.36, 1124.50, 1024.20, 962.48, 914.26, 858.32, 804.32,
721.38, 651.94. 1H NMR (400 MHz, DMSO-d6): 1.58 (brs, 6H), 3.32 (brs, 4H), 3.60 and 4.02
(2s, 2H), 6.92–7.08 (m, 4H), 7.21 (dd, J = 2.4 Hz, 12.8 Hz, 1H), 7.31–7.35 (m, 1H), 7.48–7.59
(m, 3H), 7.88 and 8.08 (2s, 1H), 10.85 and 10.89 (2s, 1H), 11.05 and 11.28 (2s, 1H). 13C NMR
(100 MHz, DMSO-d6): 24.40 (CH2), 25.42 (2CH2), 32.12 (CH2), 48.95 (2CH2), 108.79 (C),
111.74 (CH), 115.13 (2CH), 118.74 (CH), 119.19 (CH), 121.33 (CH), 124.32 (CH), 124.75 (C),
127.91 (C), 128.27 (2CH), 136.45 (C), 146.90 (CH), 152.26 (C), 172.73 (C). HRMS (ESI) (m/z):
[M + H]+ calcd. for C22H24N4O: 361.2023, found: 361.2031.

2-(1H-Indol-3-yl)-N′-[4-(4-methylpiperazin-1-yl)benzylidene]acetohydrazide (3d)
Yield: 81%. M.p.: 218–220 ◦C. IR νmax (cm−1): 3398.57, 3205.69, 3165.19, 3111.18,

3043.67, 2939.52, 2883.58, 2831.50, 1649.49, 1602.85, 1517.98, 1446.61, 1427.32, 1409.96,
1377.17, 1340.53, 1286.52, 1232.51, 1184.29, 1159.22, 1141.86, 1124.50, 1105.21, 1080.14,
1001.06, 956.69, 943.19, 921.97, 806.25, 794.67, 742.59, 686.66. 1H NMR (400 MHz, DMSO-d6):
2.21 (s, 3H), 2.40–2.44 (m, 4H), 3.20–3.22 (m, 4H), 3.59 and 4.02 (2s, 2H), 6.92–7.08 (m, 4H),
7.21 (dd, J = 2.4 Hz, 12.8 Hz, 1H), 7.31–7.35 (m, 1H), 7.48–7.59 (m, 3H), 7.88 and 8.08 (2s,
1H), 10.85 and 10.89 (2s, 1H), 11.05 and 11.28 (2s, 1H). 13C NMR (100 MHz, DMSO-d6):
32.13 (CH2), 46.21 (CH3), 47.69 (2CH2), 54.89 (2CH2), 108.79 (C), 111.74 (CH), 115.13 (2CH),
118.74 (CH), 119.19 (CH), 121.33 (CH), 124.32 (CH), 124.75 (C), 127.91 (C), 128.27 (2CH),
136.45 (C), 146.90 (CH), 152.28 (C), 172.73 (C). HRMS (ESI) (m/z): [M + H]+ calcd. for
C22H25N5O: 376.2132, found: 376.2148.

2-(1H-Indol-3-yl)-N′-(4-methylsulfonylbenzylidene)acetohydrazide (3e)
Yield: 86%. M.p.: 264–265 ◦C. IR νmax (cm−1): 3344.57, 3205.69, 3055.24, 2929.87,

2897.08, 1668.43, 1604.77, 1556.55, 1489.05, 1454.33, 1408.04, 1365.60, 1328.95, 1313.52,
1290.38, 1242.16, 1222.87, 1199.72, 1145.72, 1089.78, 1055.06, 1018.41, 983.70, 972.12, 956.69,
943.19, 869.90, 835.18, 792.74, 769.60, 750.31, 729.09, 686.66, 651.94. 1H NMR (400 MHz,
DMSO-d6): 3.24 (s, 3H), 3.67 and 4.09 (2s, 2H), 6.94–7.09 (m, 2H), 7.25 (dd, J = 2.4 Hz,
9.6 Hz, 1H), 7.34 (t, J = 8.0 Hz, 8.4 Hz, 1H), 7.56–7.60 (m, 1H), 7.90–7.96 (m, 4H), 8.07
and 8.31 (2s, 1H), 10.87 and 10.93 (2s, 1H), 11.52 and 11.76 (2s, 1H). 13C NMR (100 MHz,
DMSO-d6): 31.87 (CH2), 43.64 (CH3), 108.10 (C), 111.51 (CH), 118.53 (CH), 118.87 (CH),
121.12 (CH), 124.18 (CH), 127.31 (C), 127.50 (2CH), 127.70 (2CH), 136.19 (C), 139.35 (C),
141.21 (C), 144.37 (CH), 173.17 (C). HRMS (ESI) (m/z): [M + H]+ calcd. for C18H17N3O3S:
356.1063, found: 356.1071.

2-(1H-Indol-3-yl)-N′-[1-(4-methylsulfonylphenyl)ethylidene]acetohydrazide (3f)
Yield: 81%. M.p.: 204–205 ◦C. IR νmax (cm−1): 3342.64, 3190.26, 3088.03, 3032.10,

3005.10, 2924.09, 2848.86, 1668.43, 1585.49, 1562.34, 1489.05, 1456.26, 1417.68, 1394.53,
1338.60, 1296.16, 1280.73, 1226.73, 1188.15, 1145.72, 1093.64, 1070.49, 1008.77, 977.91, 964.41,
852.54, 839.03, 788.89, 758.02, 740.67, 717.52, 700.16, 688.59. 1H NMR (400 MHz, DMSO-d6):
2.30 (s, 3H), 3.26 (s, 3H), 3.81 and 4.12 (2s, 2H), 6.95–7.07 (m, 2H), 7.20–7.36 (m, 2H),
7.54–7.61 (m, 1H), 8.01 (d, J = 8.0 Hz, 2H), 8.15 (d, J = 8.8 Hz, 2H), 10.63 and 10.66 (2s,
1H), 10.84 and 10.89 (2s, 1H). 13C NMR (100 MHz, DMSO-d6): 14.96 (CH3), 31.87 (CH2),
43.42 (CH3), 108.10 (C), 111.26 (CH), 118.25 (CH), 118.64 (CH), 121.12 (CH), 123.84 (CH),
126.70 (C), 127.11 (2CH), 127.39 (2CH), 141.55 (C), 142.06 (C), 142.97 (C), 156.20 (C),
173.17 (C). HRMS (ESI) (m/z): [M + H]+ calcd. for C19H19N3O3S: 370.1220, found: 370.1202.

2-(1H-Indol-3-yl)-N′-[1-(4-morpholinophenyl)ethylidene]acetohydrazide (3g)
Yield: 79%. M.p.: 198–199 ◦C. IR νmax (cm−1): 3269.34, 3080.32, 3047.53, 2966.52,

2916.37, 2848.86, 1668.43, 1608.63, 1593.20, 1546.91, 1516.05, 1454.33, 1444.68, 1417.68,
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1379.10, 1361.74, 1340.53, 1301.95, 1263.37, 1236.37, 1197.79, 1118.71, 1068.56, 1051.20,
1026.13, 937.40, 923.90, 864.11, 821.68, 798.53, 742.59, 729.09, 648.08. 1H NMR (400 MHz,
DMSO-d6): 2.31 (s, 3H), 3.19 (t, J = 4.41 Hz, 4.62 Hz, 4H), 3.72–3.75 (m, 4H), 3.60 and 4.02
(2s, 2H), 6.92–7.08 (m, 4H), 7.21 (dd, J = 2.4 Hz, 12.8 Hz, 1H), 7.31–7.35 (m, 1H), 7.48–7.59
(m, 3H), 10.85 and 10.89 (2s, 1H), 11.05 and 11.27 (2s, 1H). 13C NMR (100 MHz, DMSO-d6):
14.96 (CH3), 32.13 (CH2), 53.79 (2CH2), 66.40 (2CH2), 108.79 (C), 111.74 (CH), 115.13 (2CH),
118.74 (CH), 119.19 (CH), 121.33 (CH), 124.32 (CH), 124.75 (C), 127.91 (C), 128.27 (2CH),
136.45 (C), 143.30 (C), 156.18 (C), 172.73 (C). HRMS (ESI) (m/z): [M + H]+ calcd. for
C22H24N4O2: 377.1972, found: 377.1982.

2-(1H-Indol-3-yl)-N′-[4-(2-morpholinoethoxy)benzylidene]acetohydrazide (3h)
Yield: 83%. M.p.: 132–135 ◦C. IR νmax (cm−1): 3383.14, 3319.49, 3196.05, 3045.60,

2958.80, 2918.30, 2850.79, 1664.57, 1604.77, 1548.84, 1510.26, 1456.26, 1421.54, 1355.96,
1340.53, 1303.88, 1240.23, 1201.65, 1170.79, 1116.78, 1049.28, 1010.70, 983.70, 952.84, 925.83,
860.25, 831.32, 742.59, 646.15. 1H NMR (400 MHz, DMSO-d6): 2.45–2.47 (m, 4H), 2.66–2.70
(m, 2H), 3.55–3.58 (m, 4H), 4.04 (s, 2H), 4.08–4.12 (m, 2H), 6.95–7.07 (m, 4H), 7.23 (dd,
J = 2.4 Hz, 12.4 Hz, 1H), 7.34 (t, J = 8.0 Hz, 1H), 7.57–7.65 (m, 3H), 7.94 and 8.16 (2s,
1H), 10.86 and 10.91 (2s, 1H), 11.15 and 11.39 (2s, 1H). 13C NMR (100 MHz, DMSO-d6):
31.85 (CH2), 53.79 (2CH2), 57.12 (CH2), 65.64 (CH2), 66.35 (2CH2), 108.44 (C), 111.48 (CH),
115.05 (2CH), 118.47 (CH), 118.91 (CH), 121.07 (CH), 124.07 (CH), 127.18 (C), 127.63 (C),
128.41 (2CH), 136.19 (C), 146.18 (CH), 159.90 (C), 172.64 (C). HRMS (ESI) (m/z): [M + H]+

calcd. for C23H26N4O3: 407.2078, found: 407.2071.
2-(1H-Indol-3-yl)-N′-[(1-methyl-1H-indol-3-yl)methylene]acetohydrazide (3i)
Yield: 84%. M.p.: 221–224 ◦C. IR νmax (cm−1): 3414.00, 3147.83, 3101.54, 3061.03,

2980.02, 2945.30, 2908.65, 2819.93, 1651.07, 1612.49, 1570.06, 1539.20, 1502.55, 1462.04,
1452.40, 1421.54, 1404.18, 1377.17, 1346.31, 1332.81, 1321.24, 1253.73, 1244.09, 1197.79,
1157.29, 1139.93, 1120.64, 1087.85, 1072.42, 1045.42, 1008.77, 948.98, 933.55, 900.76, 856.39,
808.17, 785.03, 744.52, 734.88, 673.16. 1H NMR (400 MHz, DMSO-d6): 3.64 and 4.13 (2s,
2H), 3.79 (s, 3H), 6.94–7.18 (m, 3H), 7.22–7.28 (m, 2H), 7.36 (t, J = 8.4 Hz, 8.8 Hz, 1H), 7.47
(t, J = 8.4 Hz, 9.2 Hz, 1H), 7.64 (t, J = 7.6 Hz, 1H), 7.73 (d, J = 2.4 Hz, 1H), 8.20–8.38 (m,
2H), 10.86 and 10.92 (2s, 1H), 10.99 and 11.19 (2s, 1H). 13C NMR (100 MHz, DMSO-d6):
31.94 (CH2), 32.90 (CH3), 108.74 (C), 110.42 (CH), 110.83 (CH), 111.49 (C), 118.50 (CH),
118.93 (CH), 120.89 (CH), 121.10 (CH), 121.86 (CH), 122.80 (CH), 123.96 (CH), 124.70 (C),
127.70 (C), 133.81 (CH), 136.23 (C), 137.76 (C), 142.98 (CH), 172.09 (C). HRMS (ESI) (m/z):
[M + H]+ calcd. for C20H18N4O: 331.1553, found: 331.1538.

2-(1H-Indol-3-yl)-N′-[(5-methoxy-1H-indol-3-yl)methylene]acetohydrazide (3j)
Yield: 82%. M.p.: 231–233 ◦C. IR νmax (cm−1): 3415.93, 3373.50, 3049.46, 3012.81,

2958.80, 2931.80, 2877.79, 2829.57, 1654.92, 1614.42, 1577.77, 1539.20, 1487.12, 1456.26,
1421.54, 1396.46, 1354.03, 1342.46, 1307.74, 1292.31, 1261.45, 1213.23, 1182.36, 1176.58,
1130.29, 1105.21, 1087.85, 1072.42, 1049.28, 1022.27, 1006.84, 950.91, 923.90, 856.39, 810.10,
744.52, 725.23, 671.23, 651.94. 1H NMR (400 MHz, DMSO-d6): 3.59 (s, 3H), 3.74 and 4.16 (2s,
2H), 6.83 (dd, J = 2.4 Hz, 8.8 Hz, 1H), 6.93–7.10 (m, 2H), 7.27–7.38 (m, 3H), 7.64 (t, J = 8.8 Hz,
9.2 Hz, 1H), 7.72–7.80 (m, 2H), 8.23 and 8.41 (2s, 1H), 10.85 and 10.91 (2s, 1H), 11.02 and
11.18 (2s, 1H), 11.40 (s, 1H). 13C NMR (100 MHz, DMSO-d6): 31.90 (CH2), 55.01 (CH3),
103.47 (CH), 108.71 (C), 111.50 (C), 111.59 (CH), 112.39 (CH), 112.64 (CH), 118.52 (CH),
118.83 (CH), 121.14 (CH), 123.88 (CH), 124.83 (C), 127.73 (C), 130.56 (C), 132.19 (CH),
136.19 (C), 143.76 (CH), 154.55 (C), 172.04 (C). HRMS (ESI) (m/z): [M + H]+ calcd. for
C20H18N4O2: 347.1503, found: 347.1505.

4.1.4. General Method for the Preparation of 4-aryl-1-[2-(1H-indol-3-yl)acetyl]thiosemicar
bazide Derivatives (4a-g)

A mixture of compound 2 and aryl isothiocyanate in ethanol was stirred at room
temperature for 8 h. The precipitate was filtered off. The product was crystallized from
ethanol.

4-(4-Bromophenyl)-1-[2-(1H-indol-3-yl)acetyl]thiosemicarbazide (4a)
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Yield: 87%. M.p.: 187–189 ◦C. IR νmax (cm−1): 3390.86, 3311.78, 3286.70, 3207.62,
3143.97, 3057.17, 2997.38, 2927.94, 1680.00, 1647.21, 1620.21, 1589.34, 1544.98, 1506.41,
1485.19, 1452.40, 1419.61, 1352.10, 1309.67, 1282.66, 1247.94, 1207.44, 1138.00, 1087.85,
1074.35, 1049.28, 1004.91, 987.55, 871.82, 823.60, 792.74, 736.81, 715.59, 669.30. 1H NMR
(400 MHz, DMSO-d6): 3.63 (s, 2H), 6.97 (t, J = 6.8 Hz, 1H), 7.07 (t, J = 6.8 Hz, 1H), 7.25
(d, J = 2.4 Hz, 1H), 7.34 (d, J = 8.0 Hz, 1H), 7.42 (d, J = 8.0 Hz, 2H), 7.51 (d, J = 8.4 Hz,
2H), 7.59 (d, J = 7.6 Hz, 1H), 9.59 (brs, 1H), 9.73 (s, 1H), 10.10 (brs, 1H), 10.89 (s, 1H).
13C NMR (100 MHz, DMSO-d6): 31.18 (CH2), 108.39 (C), 111.75 (CH), 118.80 (CH), 119.26
(CH), 121.46 (CH), 122.70 (C), 124.44 (CH), 127.70 (C), 129.40 (2CH), 131.37 (2CH), 136.51
(C), 139.05 (C), 170.35 (C), 181.10 (C). HRMS (ESI) (m/z): [M + H]+ calcd. for C17H15BrN4OS:
403.0223, found: 403.0204.

4-(4-Trifluoromethylphenyl)-1-[2-(1H-indol-3-yl)acetyl]thiosemicarbazide (4b)
Yield: 80%. M.p.: 184–186 ◦C. IR νmax (cm−1): 3392.79, 3315.63, 3292.49, 3223.05,

3163.26, 3070.68, 2995.45, 2927.94, 1681.93, 1649.14, 1616.35, 1568.13, 1544.98, 1504.48,
1454.33, 1419.61, 1357.89, 1321.24, 1246.02, 1224.80, 1209.37, 1184.29, 1163.08, 1132.21,
1120.64, 1112.93, 1085.92, 1070.49, 1012.63, 985.62, 846.75, 788.89, 736.81, 711.73, 665.44.
1H NMR (400 MHz, DMSO-d6): 3.64 (s, 2H), 6.97 (t, J = 6.8 Hz, 1H), 7.07 (t, J = 6.8 Hz,
1H), 7.26 (d, J = 2.0 Hz, 1H), 7.34 (d, J = 8.0 Hz, 1H), 7.60 (d, J = 7.6 Hz, 1H), 7.67–7.75
(m, 4H), 9.75 (brs, 1H), 9.88 (s, 1H), 10.14 (brs, 1H), 10.89 (s, 1H). 13C NMR (100 MHz,
DMSO-d6): 31.16 (CH2), 108.36 (C), 111.76 (CH), 118.80 (CH), 119.25 (CH), 121.45 (CH),
123.45 (CH), 124.46 (2CH), 125.64 (C), 126.15 (C), 127.69 (2CH), 132.50 (C), 136.51 (C),
143.45 (C), 170.35 (C), 181.10 (C). HRMS (ESI) (m/z): [M + H]+ calcd. for C18H15F3N4OS:
393.0991, found: 393.0989.

4-(4-Cyanophenyl)-1-[2-(1H-indol-3-yl)acetyl]thiosemicarbazide (4c)
Yield: 89%. M.p.: 180–182 ◦C. IR νmax (cm−1): 3425.58, 3313.71, 3284.77, 3201.83,

3145.90, 3059.10, 2995.45, 2956.87, 2914.44, 2223.92, 1680.00, 1651.07, 1620.21, 1602.85,
1541.12, 1510.26, 1475.54, 1454.33, 1409.96, 1334.74, 1290.38, 1244.09, 1226.73, 1203.58,
1174.65, 1136.07, 1093.64, 1060.85, 1012.63, 975.98, 837.11, 790.81, 769.60, 734.88, 692.44.
1H NMR (400 MHz, DMSO-d6): 3.64 (s, 2H), 6.97 (t, J = 7.2 Hz, 7.6 Hz, 1H), 7.07 (t, J = 7.2 Hz,
7.6 Hz, 1H), 7.26 (s, 1H), 7.35 (d, J = 7.6 Hz, 1H), 7.60 (d, J = 7.2 Hz, 1H), 7.78 (s, 4H), 9.76
(brs, 1H), 9.97 (s, 1H), 10.16 (brs, 1H), 10.90 (s, 1H). 13C NMR (100 MHz, DMSO-d6):
31.17 (CH2), 108.04 (C), 109.58 (C), 111.49 (CH), 118.53 (C), 118.97 (CH), 119.16 (CH),
121.20 (CH), 124.20 (CH), 127.40 (C), 129.32 (2CH), 132.55 (2CH), 136.24 (C), 143.87 (C),
170.35 (C), 181.10 (C). HRMS (ESI) (m/z): [M + H]+ calcd. for C18H15N5OS: 350.1070, found:
350.1063.

4-[4-(Piperidin-1-ylsulfonyl)phenyl]-1-[2-(1H-indol-3-yl)acetyl]thiosemicarbazide (4d)
Yield: 85%. M.p.: 182–184 ◦C. IR νmax (cm−1): 3390.86, 3288.63, 3197.98, 3089.96,

2939.52, 2850.79, 1645.28, 1595.13, 1550.77, 1496.76, 1467.83, 1404.18, 1336.67, 1315.45,
1276.88, 1244.09, 1226.73, 1215.15, 1149.57, 1093.64, 1053.13, 1028.06, 1012.63, 983.70, 929.69,
860.25, 839.03, 819.75, 777.31, 752.24, 738.74, 719.45, 698.23, 667.37. 1H NMR (400 MHz,
DMSO-d6): 1.33–1.36 (m, 2H), 1.50–1.54 (m, 4H), 2.87 (t, J = 4.8 Hz, 5.2 Hz, 4H), 3.66 (s, 2H),
6.98 (t, J = 7.2 Hz, 1H), 7.08 (t, J = 7.2 Hz, 1H), 7.27 (d, J = 2.0 Hz, 1H), 7.36 (d, J = 7.6 Hz,
1H), 7.61 (d, J = 8.0 Hz, 1H), 7.67 (d, J = 8.4 Hz, 2H), 7.83 (d, J = 8.4 Hz, 2H), 9.75 (brs, 1H),
9.93 (s, 1H), 10.16 (brs, 1H), 10.90 (s, 1H). 13C NMR (100 MHz, DMSO-d6): 23.37 (CH2),
25.14 (2CH2), 31.18 (CH2), 47.08 (2CH2), 108.35 (C), 111.78 (CH), 118.83 (CH), 119.26 (CH),
121.48 (CH), 124.49 (CH), 125.05 (2CH), 127.68 (C), 128.11 (2CH), 135.47 (C), 136.53 (C),
143.89 (C), 170.34 (C), 181.11 (C). HRMS (ESI) (m/z): [M + H]+ calcd. for C22H25N5O3S2:
472.1472, found: 472.1452.

4-[4-(1H-Pyrazol-1-yl)phenyl]-1-[2-(1H-indol-3-yl)acetyl]thiosemicarbazide (4e)
Yield: 85%. M.p.: 196–198 ◦C. IR νmax (cm−1): 3305.99, 3223.05, 3167.12, 3134.33,

3095.75, 3061.03, 2999.31, 2933.73, 1680.00, 1647.21, 1622.13, 1573.91, 1546.91, 1523.76,
1454.33, 1421.54, 1396.46, 1359.82, 1332.81, 1317.38, 1305.81, 1249.87, 1222.87, 1199.72,
1159.22, 1136.07, 1124.50, 1089.78, 1043.49, 1033.85, 1008.77, 985.62, 935.48, 840.96, 792.74,
758.02, 744.52, 717.52, 667.37. 1H NMR (400 MHz, DMSO-d6): 3.65 (s, 2H), 6.53 (t, J = 2.4 Hz,
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1H), 6.99 (t, J = 7.2 Hz, 1H), 7.08 (t, J = 7.2 Hz, 1H), 7.27 (d, J = 2.0 Hz, 1H), 7.36 (d, J = 8.0 Hz,
1H), 7.55 (d, J = 8.0 Hz, 1H), 7.62 (d, J = 8.0 Hz, 2H), 7.74 (d, J = 1.6 Hz, 1H), 7.80 (d,
J = 8.8 Hz, 2H), 8.46 (d, J = 2.4 Hz, 1H), 9.65 (brs, 1H), 9.71 (s, 1H), 10.13 (s, 1H), 10.90 (s,
1H). 13C NMR (100 MHz, DMSO-d6): 31.20 (CH2), 108.23 (C), 108.45 (CH), 111.77 (CH),
118.56 (CH), 118.82 (CH), 119.28 (2CH), 121.48 (CH), 124.47 (CH), 126.80 (CH), 127.73 (C),
128.09 (2CH), 136.53 (C), 137.64 (2C), 141.30 (CH), 170.32 (C), 181.10 (C). HRMS (ESI) (m/z):
[M + H]+ calcd. for C20H18N6OS: 391.1336, found: 391.1334.

4-(1,3-Benzodioxol-5-yl)-1-[2-(1H-indol-3-yl)acetyl]thiosemicarbazide (4f)
Yield: 81%. M.p.: 168–170 ◦C. IR νmax (cm−1): 3300.20, 3209.55, 3149.76, 3057.17,

2929.87, 2897.08, 1678.07, 1643.35, 1591.27, 1539.20, 1500.62, 1481.33, 1454.33, 1419.61,
1334.74, 1282.66, 1240.23, 1197.79, 1122.57, 1089.78, 1037.70, 981.77, 923.90, 850.61, 815.89,
808.17, 790.81, 731.02, 698.23. 1H NMR (400 MHz, DMSO-d6): 3.62 (s, 2H), 6.02 (s, 2H),
6.72 (d, J = 8.4 Hz, 1H), 6.87 (d, J = 8.0 Hz, 1H), 6.96–7.09 (m, 3H), 7.26 (s, 1H), 7.34 (d,
J = 8.4 Hz, 1H), 7.60 (d, J = 8.0 Hz, 1H), 9.47 (brs, 1H), 9.55 (s, 1H), 10.06 (s, 1H), 10.89 (s,
1H). 13C NMR (100 MHz, DMSO-d6): 30.65 (CH2), 101.21 (CH2), 107.38 (C), 107.97 (CH),
111.25 (CH), 118.29 (2CH), 118.78 (CH), 120.95 (CH), 123.95 (CH), 127.24 (CH), 133.08 (C),
136.02 (2C), 144.59 (C), 146.56 (C), 170.35 (C), 181.10 (C). HRMS (ESI) (m/z): [M + H]+ calcd.
for C18H16N4O3S: 369.1016, found: 369.0998.

4-[4-(Benzyloxy)phenyl]-1-[2-(1H-indol-3-yl)acetyl]thiosemicarbazide (4g)
Yield: 88%. M.p.: 198–200 ◦C. IR νmax (cm−1): 3394.72, 3290.56, 3213.41, 3155.54,

3059.10, 3032.10, 2939.52, 2873.94, 1681.93, 1649.14, 1618.28, 1564.27, 1546.91, 1504.48,
1456.26, 1417.68, 1381.03, 1359.82, 1294.24, 1244.09, 1219.01, 1170.79, 1138.00, 1089.78,
1051.20, 999.13, 912.33, 879.54, 829.39, 790.81, 734.88, 702.09, 646.15. 1H NMR (400 MHz,
DMSO-d6): 3.64 (s, 2H), 5.10 (s, 2H), 6.97–7.01 (m, 3H), 7.06–7.10 (m, 1H), 7.27–7.29 (m,
3H), 7.33–7.47 (m, 6H), 7.61 (d, J = 8.0 Hz, 1H), 9.47 (brs, 1H), 9.53 (s, 1H), 10.07 (s,
1H), 10.90 (s, 1H). 13C NMR (100 MHz, DMSO-d6): 30.68 (CH2), 69.34 (CH2), 107.99 (C),
111.27 (CH), 114.22 (2CH), 118.31 (2CH), 118.79 (CH), 120.96 (CH), 123.95 (CH), 127.25 (C),
127.67 (2CH), 127.80 (2CH), 128.41 (2CH), 132.15 (C), 136.03 (C), 137.08 (C), 155.77 (C),
170.39 (C), 181.17 (C). HRMS (ESI) (m/z): [M + H]+ calcd. for C24H22N4O2S: 431.1536,
found: 431.1554.

4.2. Biochemistry
4.2.1. In Vitro COX Inhibition Assay

COX (ovine) Colorimetric Inhibitor Screening Assay (Cayman, Ann Arbor, MI, USA)
was conducted to detect the peroxidase component of COX-1 and COX-2 according to the
manufacturer’s instructions [53]. The assay was performed in triplicate. Half maximal
inhibitory concentration (IC50) data (µM) were expressed as mean ± SD.

4.2.2. Cell Culture and Drug Treatment

A549 human lung adenocarcinoma and L929 mouse fibroblast cell lines were obtained
from American Type Culture Collection (ATCC) (Manassas, VA, USA). Both cell lines were
cultured, and drug treatments were carried out as previously reported [31,86].

4.2.3. MTT Assay

MTT assay was conducted as previously explained in the literature [87] with small
modifications [86]. Cisplatin was used as a positive control. The assay was performed in
triplicate. IC50 data (µM) were expressed as mean ± SD.

4.2.4. Flow Cytometry-Based Apoptosis Detection

FITC Annexin V Apoptosis Detection kit (BD Pharmingen, San Jose, CA, USA) was
applied based on the manufacturer’s instructions after the incubation of A549 cells with
compound 4a (at its IC50/4 and IC50/2 concentrations), compound 3b, and cisplatin (at
their IC50/2 and IC50 concentrations) for 24 h [87].
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4.2.5. Determination of Akt Inhibition

After A549 cells were incubated with compounds 3b (22.42 µM, 44.84 µM, 89.67 µM),
4a (22.42 µM, 44.84 µM, 89.67 µM), Akt inhibitor GSK690693 (3.61 µM, 7.23 µM, 14.45 µM),
and cisplatin (5.67 µM, 11.34 µM, 22.67 µM) for 24 h, Akt Colorimetric In-Cell ELISA Kit
(Thermo Fisher Scientific, Waltham, MA, USA) was used according to the manufacturer’s
instructions [87]. The assay was performed in triplicate. IC50 data (µM) were expressed as
mean ± SD.

4.2.6. Experimental Animals

Male albino Sprague Dawley rats (~250–300 g) were procured from the Medical and
Surgical Experimental Animals Application and Research Center of Eskisehir Osmangazi
University (ESOGU). In the animal house, the rats were housed in stainless steel cages
under standard atmospheric conditions at 22 ± 1 ◦C and exposed to 12 h/12 h light/dark
cycle [53]. Food and water were given ad libitum. All experiments and protocols reported
in this work were approved by ESOGU Animal Experiments Local Ethics Committee
(10 December 2018/700).

4.2.7. Chemicals and Drug Administrations

Compounds 3b, 4a, and indomethacin (Sigma-Aldrich, St. Louis, MO, USA) were
dissolved in 5% dimethyl sulfoxide (DMSO) and then diluted. The final DMSO concentra-
tion in the solution was 0.5% (v/v). The agents were administered by gastric intubation.
LPS (Sigma-Aldrich, St. Louis, MO, USA) (1 mg/kg) dissolved in 0.9% sodium chloride
solution was intraperitoneally injected only once on the 7th day for the experimentally
induced sepsis model [53].

4.2.8. In vivo Experimental Design

Rats were randomly divided into five groups (n = 8) as control group, LPS group, test
groups (3b and 4a), and reference group. 0.5% DMSO was used as control solution for LPS
group. Indomethacin (5 mg/kg) was used as a reference agent. Control group (Group I)
was fed with basal rat chow throughout the experimental period. LPS group (Group II)
was fed with basal rat chow for six days (only 0.5% DMSO was administered by gastric
intubation) and LPS was injected intraperitoneally in 0.9% sodium chloride solution only
once on the 7th day. Groups III, IV, and V were fed with basal rat chow and compound 3b
(10 mg/kg/day), compound 4a (10 mg/kg/day), and indomethacin were administered,
respectively, by gastric intubation for six days. Then, LPS was injected intraperitoneally in
0.9% sodium chloride solution only once on the 7th day for three groups as well. After 24 h
of LPS injection, all rats were sacrificed by ketamine (80 mg/kg) ve xylazine (10 mg/kg)
anesthesia via intraperitoneal route. Blood samples were collected via cardiac puncture in
tubes containing gel for obtaining serum [53].

Serum ALT and AST levels were determined using enzyme-based Roche Diagnostics
kit in Roche Modular Systems analyzer by photometric assay [53] based on the manufac-
turer’s instructions. The other serum samples were stored at −80 ◦C (Thermo Electron,
Waltham, MA, USA) for subsequent analyses of MPO and NO levels.

4.2.9. Determination of MPO Levels

Suzuki’s assay [88] was performed with slight modifications [53]. The rate of MPO-
catalyzed oxidation of 3,3′,5,5′-tetramethylbenzidine (TMB) was followed by recording the
absorbance increase at 655 nm for 5 min. Taking into account the linear phase of the reaction,
the absorbance change was measured per minute. The enzyme activity was expressed
as the amount of the enzyme producing one absorbance change per minute under assay
conditions [53].
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4.2.10. Determination of NO Levels

Nitrate and nitrite, which represent the best index of the entire NO production, are the
stable end products of NO in vivo. Nitrate in serum was assayed by a slight modification of
the Cd-reduction method as reported by Cortas and Wakid [89].

4.2.11. Statistical Analyses

The data used in statistical analyses were obtained from eight animals for each group
and statistically evaluated by means of Statistical Package for the Social Sciences (SPSS)
for Windows 17.0. Comparisons were performed by one-way ANOVA (Tukey for post-hoc
analyses) test. Differences between groups were considered statistically significant at a
level of p < 0.05.

5. Conclusions

In this paper, two classes of indole-based small molecules (3a-j, 4a-g) were designed
and synthesized for the targeted therapy of NSCLC. Based on the data gathered from the
COX colorimetric inhibitor screening assay, compounds 3b and 4a were found to be the
selective COX-1 inhibitors in this series with IC50 values of 8.90 and 10.00 µM, respectively.
In vitro and in vivo assays were conducted to assess their potential for the targeted ther-
apy of NSCLC. The experimental data demonstrate that compound 3b exerts selective
anticancer activity against A549 cells through apoptosis induction and Akt inhibition.
Compound 3b also caused a substantial drop in the serum MPO and NO levels, pointing
out its potential as an anti-inflammatory agent. Moreover, compound 3b decreased the
serum aminotransferase (particularly AST) levels. Taken together, compound 3b stands out
as a lead anti-NSCLC agent endowed with in vivo anti-inflammatory action acting as a dual
COX-1 and Akt inhibitor. In the view of this work, a new generation of indole-based small
molecules with enhanced antitumor potency could be designed through the molecular
modification of compound 3b for the targeted therapy of NSCLC.
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Abstract: Cancer cells undergo metabolic reprogramming and switch to a ‘glycolysis-dominant’
metabolic profile to promote their survival and meet their requirements for energy and macro-
molecules. This phenomenon, also known as the ‘Warburg effect,’ provides a survival advantage to
the cancer cells and make the tumor environment more pro-cancerous. Additionally, the increased gly-
colytic dependence also promotes chemo/radio resistance. A similar switch to a glycolytic metabolic
profile is also shown by the immune cells in the tumor microenvironment, inducing a competition
between the cancer cells and the tumor-infiltrating cells over nutrients. Several recent studies have
shown that targeting the enhanced glycolysis in cancer cells is a promising strategy to make them
more susceptible to treatment with other conventional treatment modalities, including chemotherapy,
radiotherapy, hormonal therapy, immunotherapy, and photodynamic therapy. Although several
targeting strategies have been developed and several of them are in different stages of pre-clinical and
clinical evaluation, there is still a lack of effective strategies to specifically target cancer cell glycolysis
to improve treatment efficacy. Herein, we have reviewed our current understanding of the role of
metabolic reprogramming in cancer cells and how targeting this phenomenon could be a potential
strategy to improve the efficacy of conventional cancer therapy.

Keywords: glycolysis; cancer metabolism; combination therapy

1. Introduction

Cancer cells reprogram their metabolism to promote growth, metastasis, and survival.
They exhibit an increased glycolytic dependency and show an elevated glucose uptake and
fermentation of glucose to lactate to meet the heightened anabolic needs for cancer cell
proliferation [1]. Increased glycolysis is not only important for meeting the energy needs
of the cells but is also crucial for the generation of metabolic intermediates necessary for
macromolecule synthesis in cancer cells [2,3]. This phenomenon, often referred to as the
‘Warburg effect,’ is observed even in the presence of completely functional mitochondria [4].
The Warburg effect has been studied for over 90 years, and several studies have explored
the mechanisms governing the increased glycolytic dependency of cancer cells. Several
oncogenic proteins and tumor suppressors, including the hypoxia-inducible factor (HIF-1),
Myc, p53, and PI3K/Akt/mTOR pathway, have been implicated in regulating this cancer
cell-specific metabolic reprogramming.

The altered metabolism in the cancer cells provides an avenue for developing cancer
cell-specific therapeutic targets and anti-cancer agents. Indeed, therapeutic strategies
that target glycolysis and cancer cell-specific biosynthetic pathways are a major focus
area in cancer research. Although the increased glycolytic dependency of neoplastic cells
suggests the potential therapeutic efficacy of glycolytic inhibitors in cancer treatment,
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glycolytic inhibition alone is not effective in a clinical setting [5]. Targeting metabolism,
especially in combination with chemotherapy, is expected to improve therapy responses
and may help overcome drug resistance [6]. Elevated glycolysis in cancer cells and the
resulting lactic acidosis modulate the tumor stroma to a pro-tumorigenic microenvironment.
Targeting glycolytic changes in the tumor microenvironment has been shown to be a safe
and effective strategy to enhance therapeutic efficacy [7,8]. In this review, we explore and
discuss glycolytic modulation in cancer cells and how it could aid as a therapeutic strategy
in combination therapies with chemotherapy and radiotherapy, immunotherapy, hormonal
therapy, and photodynamic therapy (PDT).

2. Modulating Glycolysis to Improve Chemotherapy and Radiotherapy

Metabolic modulation has been shown to sensitize cancer cells toward chemotherapy
and radiotherapy. Increased glycolysis, facilitated by an increased glucose uptake, is the
major energy source in cancer cells apart from being the major source of macromolecules for
cell proliferation and survival [9]. Recently it was demonstrated that glycolysis-addicted
cancer cells show metabolic rewiring via mTORC1 activation [10,11]. Sustained mTORC1
activation bypasses glycolysis by directing the glucose flux toward the pentose phosphate
pathway. Metabolic rewiring, including dysregulated glycolysis, elevated ATP production,
and cell-death escape mechanisms, are the major culprits for therapeutic resistance in
cancer cells. The intracellular ATP level in cancer cells is also associated with metastasis
and stemness. Thus, targeting glycolysis or intracellular/extracellular ATP levels [12–14]
is a promising strategy to sensitize cancer cells toward chemotherapy. Several studies
have reported that glycolytic inhibitors improve the efficacy of cancer treatment and that
glycolytic inhibition is a promising strategy when used as a combination therapy with
other treatment modalities. In line with this, inhibiting glycolytic enzymes, hexokinase
(HK) [15], pyruvate kinase (PK) [16], and lactate dehydrogenase (LDH) [17], have shown
sensitizing effects with several chemotherapeutic agents [5].

2.1. Targeting Glucose Transporters and Glucose Uptake to Improve Chemotherapy

The inhibition of glucose transporters (GLUTs), a critical rate-limiting step in glucose
metabolism, modulates the therapeutic efficacy of several drugs. GLUT expression is
elevated in several types of cancers and is associated with a poor prognosis suggesting their
key role in cancer cell metabolism [18–22]. Glycolysis inhibition using inhibitors of GLUT1,
when combined with routine cancer therapy, has proven to be relevant in potentiating their
effects in a synergistic manner in pre-clinical studies for several cancers [19,23–26]. GLUT1
inhibition curbs the self-renewing capacity and tumor-initiating potential of cancer stem
cells and has a substantial significance from a therapeutic perspective [27].

A widely studied small molecule inhibitor of GLUT1, WZB117 synergistically inhibits
breast cancer cells by inducing DNA damage when treated in combination with an allosteric
AKT inhibitor [24,28]. WZB117 also sensitizes breast cancer cells toward treatment with
adriamycin [29] and radioresistant breast cancer cells to radiotherapy [27,30]. Previous
studies have reported the synergistic effects of GLUT1 inhibitor #43 in melanoma cells
and have shown that GLUT1 inhibition induces apoptosis, intracellular reactive oxygen
species (ROS) generation, and the loss of mitochondrial membrane potential. Combination
therapy with GLUT1 inhibitor #43 enhances the DNA-damaging effects of cisplatin by
regulating the AKT/mTOR pathways [24]. Another GLUT1 inhibitor, BAY-876, enhances
the cisplatin-mediated inhibition of esophageal squamous cell carcinoma [23]. siRNA-
mediated GLUT1 inhibition also showed similar results and improved the efficacy of
low-dose cisplatin treatment [23]. In vivo studies in uterine cancer, patient-derived models
have shown that glycolytic activation contributes to the stemness of uterine endometrial
cancer, and BAY-876-mediated GLUT inhibition synergistically suppressed endometrial
cancer cell proliferation when used in combination with paclitaxel [31].

Combination therapy with GLUT modulators can also improve the bioavailability
of chemotherapeutic drugs. The co-treatment of paclitaxel with silybin (a GLUT modu-

38



Int. J. Mol. Sci. 2023, 24, 2606

lator) significantly improved the oral bioavailability of the drug in several in vitro and
in vivo studies and overcame the major drawback of the limited oral bioavailability of
paclitaxel [32,33]. A nanomedicine-based combination therapy using GLUT1 inhibitor and
chemotherapeutic agent, curcumin, deprived cancer cells of glucose and sensitized cancer
cells to chemotherapy, induced apoptosis, improved anti-tumor effects, and alleviated
side-effects in vitro and in vivo [34]. Thus, combination therapy with GLUT1 inhibitors
might be a rational therapeutic strategy and could also allow for low-dose treatment
with chemotherapy drugs providing a paradigm for high-efficacy, low-toxicity therapeutic
options [35].

Another straightforward and interesting strategy to improve the effectiveness of
chemotherapy is to deprive cancer cells of glucose [36]. Icard et al. proposed that the
modulation of glucose intake in combination with chemotherapy could improve the effi-
cacy of the drug via the deprivation of ATP to cancer cells. A recent study showed that
intermittent fasting throughout chemotherapy was well tolerated in patients and reduced
chemotherapy-induced toxicity as measured by hematologic, metabolic, and inflammatory
parameters [37]. Contrastingly, an opposite effect was reported in a pre-clinical model of
pancreatic ductal adenocarcinoma (PDAC), wherein a relative glucose abundance sensi-
tized PDAC cells to chemotherapy. Hyperglycemic patients with stage IV PDAC showed an
enhanced response to chemotherapy, possibly via impaired glutathione biosynthesis [38]. A
case report on non-small cell lung cancer (NSCLC) with bone and brain metastasis reported
the efficacy of glucose uptake inhibition in combination with chemotherapy as a palliative
treatment strategy. Fasting-induced hypoglycemia or insulin-induced hypoglycemia com-
bined with low-dose chemotherapy could benefit cancer patients, particularly those who
do not tolerate the conventional dosage of drugs [39].

2.2. Targeting Glycolysis Enzymes to Improve Chemotherapy and Radiotherapy

The enhanced glycolysis in the cancer cells correlates with an upregulation and acti-
vation of critical glycolytic enzymes. Targeting the key glycolytic enzymes is a promising
strategy to rewire the altered tumor metabolism, to sensitize (or re-sensitize, when resis-
tance develops) cancers to chemotherapy.

HK catalyzes the first step in glucose metabolism and converts glucose to glucose-6-
phosphate. Four HK isoforms, HK1-4, with different cellular distributions and glucose affin-
ity have been identified. HK1 and HK2 are located on the outer mitochondrial membrane
and are associated with AKT-mediated cell survival [40,41]. Further, HK2 is associated
with the recurrence and poor prognosis of breast cancer (BC) [42]. HK2 expression is
also elevated in lung cancer, and shows significant association with the tumor stage. The
deletion of the Hk2 gene in lung cancer cells ameliorated glucose-derived ribonucleotides
and glutamine-derived carbon utilization in anaplerosis [43]. Targeting HK2 inhibits cell
proliferation and shifts the metabolic profile of cancer cells from glycolytic to oxidative
phosphorylation (OXPHOS) [43,44].

2-Deoxy glucose (2-DG), an HK inhibitor, has been shown to sensitize cancer cells to
chemotherapy and radiotherapy and is being investigated in clinical trials. 2-DG is a glu-
cose analog that triggers the intracellular accumulation of 2-deoxy-d-glucose-6-phosphate
(2-DG6P), inhibiting the function of HK and glucose-6-phosphate isomerase [45]. Glycoly-
sis inhibition with 2-DG can improve the therapeutic efficacy of trastuzumab in treating
HER2+ BC [46]. Similarly, the therapeutic efficacy of paclitaxel was enhanced when treated
in combination with 2-DG in in vivo studies in NSCLC and osteosarcoma models [47]. A
recent study showed that 2-DG could sensitize glioblastoma cells to chloroethyl nitrosourea
by regulating glycolysis, intracellular ROS generation, and endoplasmic reticulum stress
induction [48]. Another study reported that combining 2-DG with autophagy inhibiting
drug hydroxychloroquine enhances apoptosis in BC cells. The inhibition of autophagy
combined with 2-DG induced the accumulation of misfolded proteins in the endoplasmic
reticulum and resulted in sustained endoplasmic reticulum stress, induced through the
pERK-eIF2α-ATF4-CHOP axis to enhance apoptosis in BC cells [49]. Although a few clinical
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trials (NCT05314933, NCT00096707) are investigating the toxicity, tolerability, pharmacoki-
netics, and recommended dose of 2-DG in advanced tumors [50], additional studies and
trials are required to characterize the mechanism of action and treatment benefits of 2-DG
in cancer.

Curcumin, another compound with a proven anti-tumor effect, is also known to
inhibit HK expression by inhibiting transcriptional repressor SLUG. Combination therapy
of curcumin with docetaxel demonstrated a high response rate, low-toxicity, and improved
patient tolerance in prostate cancer [51].

3-Bromopyruvate acid (3BrPA) is another classic glycolytic inhibitor, which inhibits
several enzymes in the glycolytic pathway, including HK and LDH, and is a potent in-
hibitor of cancer cell growth [52–55]. Combining 3BrPA with rapamycin enhanced the
anti-tumor efficacy through the dual inhibition of mTOR signaling and glycolysis in LC
and neuroblastoma [56,57]. In BC cells, 3BrPA enhanced the expression of thioredoxin
interacting protein (TXNIP) and inhibited HK2 expression via c-Myc downregulation [58],
and enhanced tamoxifen-induced cytotoxicity in vitro [59]. The combination regimen with
tamoxifen also enhanced oxidative stress and reduced glutathione levels in cells, and af-
fected tumor angiogenesis and metastasis in animal models [59]. Further, the intra-cranial
delivery of 3BrPA with temozolomide showed synergistic effects and increased survival in
animal models of glioma [60]. Moreover, enhanced therapeutic efficacy was demonstrated
when 3BrPA was combined with sorafenib in murine models of liver cancer [61]. 3BrPA
can also enhance the anti-tumor effect of low-dose radiation via the reprogramming of
mitochondrial metabolism and hindering of ATP generation [62]. 3BrPA also inhibits mono-
carboxylate transporter 1 (MCT1) expression, which mediates the bidirectional transport of
lactate in cancer cells, and sensitizes cancer cells to ionizing radiation [63].

Elevated glycolysis in cancer cells results in the conversion of pyruvate to lactate, even
under aerobic conditions. Lactate is excreted at high levels from tumor cells and acts as a
metabolic fuel and oncometabolite with signaling properties. Lactate utilization by tumor
cells depends on the expression of monocarboxylic transporters (MCTs), which are upregu-
lated in cancer cells [64,65]. MCTs facilitate the shuttle of lactate from cancer cells to neigh-
boring cells, tumor stroma, and tumor-associated endothelial cells and induce metabolic
rewiring. Lactate is involved in several tumorigenic functions of cancer cells, including
tumor microenvironment modulation and tumor angiogenesis [66]. Targeting MCTs has
been shown to suppress tumor growth in cancer cells [67]. MCT1 and MCT4 inhibitors
impair leukemia cell proliferation and enhance their sensitivity toward chemotherapy [68].
Currently, a phase 1 clinical trial is evaluating the toxicity and pharmacokinetic profile of
AZD3965, an MCT inhibitor in cancer therapy for B-cell lymphoma [69,70].

LDH is a key glycolytic enzyme that is elevated in aggressive cancers and is essential
for tumor maintenance [71–73]. LDH-A is regulated by numerous oncogenic transcription
factors, including c-Myc and HIF-1, and is closely associated with malignant phenotypes
of cancer cells [74]. LDH-A overexpression upregulated AKT phosphorylation and PI3K,
which upregulated cyclin D1 and c-Myc expression in LC cells [75–78]. LDH overexpression
is also associated with epithelial–mesenchymal transition (EMT)-related genes, SNAIL and
SLUG, and is thus involved in regulating the metastatic progression of cancer cells [79].
LDH-A levels could thus serve as a biomarker for cancer diagnosis and prognosis [80–82].
LDH inhibition induces oxidative stress, impacting cancer stem cells’ renewable capacity.
The overburden of mitochondrial complex II is speculated to account for the increased
ROS production in LDH-A-inhibited cancer stem cells [83,84]. The widely studied LDH-A
inhibitors include pyruvate analog, oxamate (OXM), and the NADH competitive inhibitor,
gossypol. LDH-A inhibition with OXM triggers a specific tumor reduction in brain tumors
by reducing ATP levels, increasing ROS production, and inducing apoptosis [85]. OXM also
induces autophagy via the AKT-mTOR signaling pathway in certain cancer cell types [86].
Recent pre-clinical and clinical studies have supported the combined use of LDH inhibitors
with concurrent treatments as a promising strategy in cancer therapy [85]. Combination
therapy of OXM with other chemotherapeutic drugs, an including mTORC1 inhibitor
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and phenformin (phenethylbiguanidine; an anti-diabetic agent), have shown synergistic
effects suggesting their implications in combination therapies [87,88]. A triple combination
therapy of doxorubicin with metformin and OXM induced autophagy and apoptosis in
colorectal cancers by downregulating hypoxia-induced HIF-1 expression [85].

Enolase (ENO-1), which converts 2-phosphoglycerate (2PG) to phosphoenol pyruvate
(PEP), is emerging as a promising target for cancer therapy, partially owing to its diverse
functions apart from being a major enzyme in glycolysis [89–91]. The overexpression of
ENO-1 is associated with disease progression, metastasis-free survival, and overall survival
in colorectal cancer, BC, gastric cancer, gliomas, head and neck cancer, and leukemia.
ENO-1 promotes tumor cell progression via a plethora of mechanisms, including inducing
angiogenesis, evading immune suppression and growth suppressors, and resisting cell
death [92–94]. Small molecule inhibitors of ENO-1 have been shown to inhibit cancer cell
growth [95–97]. POMHEX, a selective enolase inhibitor, has been shown to selectively
inhibit the tumor cell progression of glioma cells in vivo by triggering apoptosis, showing
a favorable safety profile and tolerance in non-human primates [98]. A previous study
identified a potent inhibitor of ENO1, macrosphelide A, which demonstrates anti-cancer
effects by simultaneously inactivating ENO1, aldolase, and fumarase [95].

6-phosphofructokinase/fructose-2,6-bisphophatase (PFKFBs) catalyzes the first irre-
versible step in glycolysis, which is the conversion of fructose-6-phosphate to fructose-1,6-
bis-phosphate. As with most other glycolytic enzymes, PFKFB activity and expression are
enhanced in many cancers. The selective inhibition of PFKFB3 displays broad anti-tumor
activity in syngenic pre-clinical models and early human studies by inducing necroptotic
cell death, apoptosis, cell cycle arrest, and inhibiting invasion [99,100]. A phase-1 dose
escalation study for PFK-158, a first-in-human, first-in-class, small molecule inhibitor of
PFKFB3, showed commendable tolerance and tumor burden reduction in pancreatic can-
cer, renal cell carcinoma, and adenocystic carcinoma patients [101–103]. The synergistic
effect of PFK-158 with other FDA-approved targeted-chemotherapy agents can potentially
improve their chemotherapy efficacy and is being validated. In gynecologic cancers, it
was shown that PFK-158 improves lipophagy and sensitizes platinum therapy-resistant
cells to carboplatin/oxaliplatin therapy [104]. Combining PFKFB3 inhibition with standard
chemotherapy can thus be a novel strategy to improve the outcome in gynecologic and
endometrial cancer patients who are resistant to therapy or have advanced, recurrent
diseases [89].

Besides its glycolytic function, PFKFB3 is a crucial player in regulating endothelial cells,
tumor angiogenesis, and tumor vascularization [105,106]. A transient inhibition of PFKFB3
in endothelial cells using 3-(3-pyridinyl)-1-(4-pyridinyl)-2-propen-1-one (3PO) induced
tumor vessel normalization, impaired metastasis, and improved chemotherapy [107,108].
The PFKFB3 inhibitor, AZ67, inhibited angiogenesis in vivo, independent of glycolysis
regulation [109]. A combination therapy with PFKFB3 inhibitor and VEGF inhibitor,
bevacizumab, improved tumor vasculature, alleviated tumor hypoxia, normalized lactate
production, and improved the efficacy and delivery of doxorubicin in glioblastoma [110].

Pyruvate kinase M2 (PKM2), which catalyzes the conversion of PEP to pyruvate,
is upregulated in numerous cancers and has emerged as a critical regulator of cancer
cell metabolism [111,112]. Apart from being a key enzyme in glycolysis, nuclear PKM2
regulates the expression of GLUT1 and LDH-A through positive feedback to further support
glycolytic metabolism [113]. PKM2 expression is upregulated under hypoxic conditions and
induces tumor angiogenesis and metastasis [114]. The association of PKM2 expression with
poor prognosis and overall survival indicates that PKM2 level could serve as a prognostic
or diagnostic marker for cancers [115–117]. PKM2 inhibition induces apoptosis and tumor
regression in xenograft models of different cancer types [89] and plays a role in maintaining
redox homeostasis and glutathione turnover. PKM2 inhibition also increases the efficacy of
docetaxel treatment in vitro and xenograft models of LC [118,119]. In NSCLC patients who
received platinum therapy in a first-line setting, tumors with low PKM2 expression showed
significantly longer progression-free survival and overall survival [120]. In tumor xenograft
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models of NSCLC, combination therapy with PKM2 siRNA and chemotherapeutic agents
increased apoptosis and inhibited tumor growth [121].

Targeting Glyceraldehyde 3-phosphate dehydrogenase (GAPDH) is being explored as
an alternative approach for inhibiting glycolysis [122]. GAPDH catalyzes the first step in
which energy is derived from NADH in the ‘pay-off-phase’ of glycolysis. NADH, the first
molecule generated in this phase, is critical for regulating intracellular ROS and redox bal-
ance. Targeting GAPDH triggers the accumulation of glucotrioses such as glyceraldehyde-
3-phosphate and dihydroxy acetone phosphate in the cells, the partial degradation of which
results in the formation of cytotoxic methylglyoxal [123]. Thus, inhibiting GAPDH not
only depletes ATP but also triggers cytotoxicity through the upregulation of ROS and the
accumulation of methylglyoxal [122]. 3-BrPA, discussed above, is a potent inhibitor of
GAPDH and was shown to deplete intracellular ATP. Additionally, 3-BrPA showed high
specificity and selectivity for GAPDH both in vitro and in vivo [122,124,125].

Although targeting glycolytic enzymes can improve the efficacy of chemotherapy
and radiotherapy, the ubiquitous nature of glycolysis and glycolytic enzymes presents
the challenge of the systemic toxicity of glycolysis inhibition. The selective targeting of
cancer-specific enzymes or enzyme isoforms and the targeted delivery of therapeutic agents
could circumvent this challenge.

2.3. Modulating Glycolysis to Overcome Drug Resistance

Aberrant glycolysis is a major contributor to drug resistance in cancer [126,127]. The
mechanism underlying glucose metabolism reprogramming-induced drug resistance is
not clearly understood. Increased glucose uptake induces gemcitabine resistance in pan-
creatic cancer, doxorubicin resistance in BC, and cisplatin resistance in genitourinary
cancers [6,128]. It is thought that glucose metabolism reprogramming in cancer cells in-
duces DNA repair and immune suppression in the tumor microenvironment, contributing
to drug resistance. Anabolic alterations could account for the increased nucleotide demand
required for the efficient repair of chemotherapy/radiation-induced DNA damage. The
DNA repair pathways in reprogrammed cancer cells induces the activation of several pro-
tumorigenic signaling pathways, including Wnt, PI3K/AKT, NF-κB, and MAPK, triggering
prolonged cancer cell survival and apoptosis resistance [89,129]. Aberrant glycolysis can
also promote DNA repair by increasing nucleotide turn over by enhancing the hexosamine
biosynthetic pathway (HBP) and pentose phosphate pathway (PPP) [130,131]. By limiting
pyruvate flux into OXPHOS, upregulated glycolysis also enables cancer cells to reduce
the ROS accumulation in cells, another mechanism by which metabolic reprogramming
contributes to resistance to therapy. Increasing evidence also suggests that the activation of
Wnt, PI3K/AKT, and Notch pathways activate autophagy which also contributes to cancer
cell survival and resistance to therapy, whereas inhibiting autophagy sensitizes cancer cells
to therapy [89,132,133]. Autophagy, thus, downregulates cell metabolism leading to cancer
cell quiescence and survival, inducing radio-resistance [134].

Metabolic changes in the tumor cells happen hand-in-hand with similar reprogram-
ming of the tumor microenvironment. This metabolic reprogramming induces immuno-
suppression and immune escape of cancer cells and contributes to the development of
resistance to chemotherapy and radiotherapy [135,136]. The upregulation of glycolytic
enzyme HK2 suppresses the mTOR-S6K signaling pathway and blocks chemotherapy-
induced apoptosis by binding to voltage-dependent anion channels, and suppresses the
formation of mitochondrial permeability transition pores, contributing to chemoresistance.
Aberrant glycolytic pathways in cancer stem cells also play critical roles in contributing
to resistance to therapy via enhancing cancer cell stemness by activating the PI3K/AKT
pathway and upregulating the stem cell-like properties [89]. Enhanced exosomal secretion
from cancer stem cells also activates neighboring cancer cells toward stemness and pro-
motes chemo/radio-resistance [137,138]. The overexpression of ENO-1 in cancer cells can
also contribute to cisplatin resistance in different cancer types [139] and is considered a
biomarker to predict prognosis and drug resistance in cancers [85,140].
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Glycolytic inhibitors are reported to sensitize cancer cells to chemotherapy and ra-
diotherapy, thereby overcoming resistance to therapy. 3BrPA aids in dissociating HK2
from the mitochondrial complex and improves therapy response to daunorubicin [15].
A combination therapy of curcumin and docetaxel has demonstrated improved drug re-
sponse and tolerance in a clinical study in prostate cancer patients [141]. 2-DG, a glycolytic
inhibitor that modulates several glycolytic enzymes, restores sensitivity to adriamycin
in ER+ BC cells. In HER2+ BC, trastuzumab inhibits tumor growth by downregulating
heat shock factor 1 (HSF1) and LDH-A, thereby inhibiting glycolysis. A combination
therapy of trastuzumab with LDH-A siRNA-mediated glycolysis inhibition synergistically
inhibited tumor growth in trastuzumab-resistant breast cancer cells, suggesting their use-
fulness in overcoming drug resistance. Further, the combination therapy of trastuzumab
with glycolytic inhibitor 2-DG and oxamate increased the sensitivity of ErbB2-positive
cancer cells to therapy. An allosteric inhibitor of phosphoglycerate mutase (PGAM), a gly-
colytic enzyme that converts 3-phosphoglycerate to 2-phosphoglycerate, has been shown
to overcome erlotinib resistance in NSCLC. PGAM inhibition alters the ERK and AKT
signaling pathways and induces oxidative stress and ROS production to overcome erlotinib
resistance [142].

ENO-1 overexpression has been associated with chemoresistance in prostate and
pancreatic cancer cells [102,143–145]. Cisplatin-resistant gastric cancer cells also exhibit
enhanced glycolysis by upregulating ENO-1. ENO1 inhibition in cisplatin-resistant cells
increased sensitivity to the therapy by activating apoptotic pathways or inducing au-
tophagy [96]. In ovarian cancer cells, inhibiting ENO-1 expression increased cell senescence
and improved cisplatin resistance [146]. Hypoxia-induced resistance to gemcitabine is
a critical issue in PDAC treatment. A recent study demonstrated that the shRNA-based
downregulation of ENO-1 modulated redox homeostasis, increased intracellular ROS
concentration, and sensitized resistant PDAC cells to gemcitabine treatment. In ovarian
cancer models, PFKFB3 inhibitors, 3-PO and PFK-158, impaired metabolic reprogramming-
induced stemness and chemoresistance, possibly by modulating apoptosis via the NF-κB
pathway [147,148].

PKM2 can contribute to chemoresistance against cisplatin and gemcitabine treatment in
different cancer types. PKM2 overexpression has been reported to be a biomarker for cancer
resistance. PKM2 regulates the DNA repair mechanism in addition to glucose metabolism
and induces resistance to genotoxic damage, driving treatment resistance [149,150]. Targeting
PKM2 sensitizes cancer cells to treatment. In NSCLC, shRNA-based silencing of PKM2
enhanced radiation-induced autophagy in vitro and in vivo [149] and increased the sensi-
tivity to docetaxel treatment [119]. PKM2 expression also correlated with a resistance to
platinum-based therapy in colorectal cancer [151].

A few studies, however, have reported contradicting results, where PKM2 activation
was shown to act as a chemosensitizer in some cancer types. In a study by Anastasiou
et al., an increase in intracellular ROS concentration in response to therapy was shown to
inhibit PKM2, which in turn diverted the glucose flux into PPP generating redox potential
for the detoxification of ROS. These regulatory properties of PKM2 confer an additional
advantage to cancer cells to tolerate therapy-induced oxidative stress. The endogenous
expression of oxidation-resistant-PKM2 mutants increased oxidative stress and impaired
tumor progression [152]. PKM2 activation could thus be an attractive strategy in cancer
therapy. High levels of PKM2 activate the mTOR-HIF1α pathway and are associated
with a positive chemotherapy response in cervical cancer patients treated with cisplatin-
neoadjuvant chemotherapy [153,154]. The high expression of PKM2 has been shown to
enhance drug response to epirubicin and 5-fluorouracil in BC [155], whereas a decrease
in PKM2 levels/activity contributes to cisplatin/oxaliplatin resistance in cervical cancer,
colorectal cancer, and gastric cancer cells [153,156,157].
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The development of resistance is frequently encountered in cancer treatment, and the
link between cancer cell metabolism and the development of resistance is becoming more
apparent. Targeting metabolic enzymes is an efficient strategy to re-sensitize the resistant
cells to chemotherapy and radiotherapy. However, the clinical application of glycolysis inhi-
bition to overcome drug resistance has remained limited. Future studies should identify the
key metabolic shifts that contribute to the development of drug resistance and explore their
potential as drug targets to improve the sensitivity of cancers to chemotherapeutic agents
and radiotherapy and to overcome the development of resistance. Figure 1 summarizes
how targeting glycolysis can be used to modulate cancer therapy (Figure 1).
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Figure 1. Targeting glycolysis to improve cancer therapy. The cancer cells show enhanced depen-
dency on glycolysis that may be targeted to improve the treatment efficacy of conventional cancer
therapy modalities, including chemotherapy, radiotherapy, immunotherapy, hormonal therapy, and
photodynamic therapy. Glycolysis metabolism can be potentially targeted by limiting glucose uptake
(targeting glucose transporters), targeting glycolysis enzymes, targeting glutaminolysis, targeting
lactate synthesis, targeting MCT, or targeting mitochondrial complexes. The increased glycolysis
in the cancer cells increase the release of lactic acid to the tumor microenvironment, acidifying it
and making it pro-cancer and immunosuppressive. The tumor-infiltrating immune cells also show a
similar shift toward glucose metabolism increasing the competition for glucose in the tumor microen-
vironment. Modulating glycolysis in the immune cells can potentially improve immune therapy. This
figure was created using the Biorender app.

3. Targeting Glycolysis to Enhance Immunotherapy

The advances in our understanding of the remarkable potential of the immune sys-
tem to fight cancer have garnered tremendous attention on immunotherapy for cancer.
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Arguably, immunotherapy is now being considered one of the most promising therapeu-
tic strategies for several types of cancers, and immune checkpoint blockade (ICB)- and
adoptive-cell therapy (ACT)-based therapeutic strategies have been approved for sev-
eral cancers [158–160]. However, several reports have shown that a high percentage of
patients initially fail to respond to these interventions or acquire resistance in the long
run [161,162], limiting the application of these promising strategies. Several studies have
reported that the metabolic reprogramming of the cancer cell that leads to the development
of an immunosuppressive tumor microenvironment is one of the main contributors to the
reduced efficacy of immunotherapy [163]. Further, it has been suggested that metabolic
interventions can significantly enhance the efficacy of immunotherapy [164,165]. Therefore,
understanding the challenges the immune cells face in the harsh immunosuppressive tumor
microenvironment and identifying strategic interventions to overcome these challenges
would contribute to improving immunotherapy.

3.1. Glucose Metabolism in the Immune Cells of the Tumor Microenvironment

It is known that cancer cells undergo a metabolic reprogramming called the ‘Warburg
effect’ or aerobic glycolysis in response to hypoxia and oncogenic signals, such as Myc and
PI3K [165]. This preference for glycolysis is also shared by other rapidly proliferating cells
in the TME, including effector T-cells and M1-like macrophages, to satisfy their increased
energy requirements [166]. In contrast, other cells in the TME, including memory T-cells,
regulatory T-cells (Tregs), and M2-like macrophages, rely on fatty acid oxidation (FAO) to
satisfy their energy needs.

The naïve T-cells utilize TCA-coupled OXPHOS as their primary energy source [167].
On MHC activation, the T-cell receptor (TCR) and CD28 activate the PI3K-AKT-mTORC1
and Myc signaling pathways and induce metabolic reprogramming [167]. The effector
T-cells upregulate aerobic glycolysis and enhance their anabolic metabolism for cancer-
killing and clone expansion. In addition, the glycolytic intermediates support effector T-cell
activation and cytokine generation. Phosphoenolpyruvate (PEP), a glycolytic metabolite,
blocks sarco/endoplasmic reticulum Ca2+-ATPase (SERCA)-mediated endoplasmic reticu-
lum calcium uptake and the nuclear factor of activated T-cells (NFAT) signaling, enabling
TCR signaling [168]. In addition, phosphoenolpyruvate carboxykinase 1 (PCK1) catalyzes
the conversion of oxaloacetate (OAA) into PEP, and the overexpression of PCK1 enhances
the cancer-killing functions of adoptive transferred CD4+ and CD8+T-cells [168]. However,
although CD8+ T-cells experiencing continuous stimulation or hypoxia differentiated into
functional effectors in vitro, it rapidly drove T-cell dysfunction and exhaustion [169].

Similar to the CD8+ T-cells, the functions of the CD4+ T-cells are also affected by
specific metabolic reprogramming. Increased glycolysis promotes IL-2, TNFα, and IFN
secretion in the CD4+ T-cells, and the inhibition of glycolysis drives the functional and
metabolic exhaustion of the CD4+ T-cells [170,171]. In line with this, the inflammatory
CD4+ T-cells (Th1 and Th17) show enhanced glycolysis. The Th17 cells exclusively express
the pyruvate dehydrogenase (PDH) inhibitor, pyruvate dehydrogenase kinase isozyme
1 (PDHK1), which, when downregulated, leads to the selective reduction of Th17 cells [172].
On the other hand, Tregs show upregulated OXPHOS and FAO [172], and their expression
of FOXP3 inhibits Myc and attenuates PI3K-AKT-mTORC1 axis-mediated activation of gly-
colysis and increases oxidation and catabolic metabolism, rendering a survival advantage
in the TME [64,173]. Furthermore, the Tregs utilize lactate metabolism, and culturing them
in high-glucose conditions decreases their stability [167]. The mechanisms by which the
low levels of oxygen, high levels of lactate, and the high competition for glucose potentially
contribute to T-cell dysfunction in the tumor microenvironment is been summarized in
Figure 2.
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Figure 2. Naïve T-cells relay on oxidative metabolism. After activation, the effector T-cells increase
glycolysis to support their function. On antigen clearance, the effector T-cells enter a memory state.
On antigen persistence, as with long-term tumor elimination, inhibitory receptors such as PD-1 and
CTLA4 reprogram the T-cell metabolism leading to metabolic impairments. Exhausted T-cells show
reduced glycolysis and glutaminolysis and dependence of fatty acid oxidation. The low levels of
oxygen, high levels of lactate, and the high competition for glucose potentially contribute to T-cell
dysfunction in the tumor microenvironment. The image was created using Biorender app.

The M1-like macrophages preferentially utilize glycolysis to sustain the inflammatory
phenotype [174], while the M2-like macrophages depend on TCA and FAO to maintain an
immunosuppressive phenotype [175]. The highly acidic environment of melanoma was
found to induce tumor-associated macrophages (TAM) toward a cancer-promoting phe-
notype [176]. The tumor-associated neutrophils (TAN), on the other hand, exhibit pro- or
anti-tumor effects in different cancer microenvironments. In pancreatic ductal adenocarci-
noma (PDAC), it was shown that the TANs undergo an LDH-A-mediated glycolytic switch
and exhibit a tumor-promoting phenotype [177]. Triple-negative BC (TNBC) cells with an
accelerated glycolysis support myeloid-derived suppressor cell (MDSC) development and
facilitate CD8+T-cell inhibition and cancer progression [178]. In addition, an increase in
lactate generation enhances the tumor-promoting capacity of MDSCs [179].

The TME is characterized by a decrease in nutrients, insufficient vasculature, increased
lactate accumulation, and hypoxia, conditions that affect the cancer-killing capacity of
the T-cell. The cancer cells and the immune cells compete for glucose utilization, and
the activated glycolysis of the cancer cells endows them with an advantage over the
immune cells, impairing the function and survival of the effector T-cells. It has been
shown that the expression of glycolysis-related genes, such as ALDOA, ALDOC, ENO2,
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GAPDH, GPI, and PFKM, negatively correlates with T-cell infiltration in melanoma and
NSCLC [180]. The lower availability of glucose in the TME affects the glycolytic capacity
of the T-cells [168], inducing T-cell exhaustion [181]. Furthermore, the lack of glucose
also affects mitochondrial functions, promoting terminal CD8+ T-cell exhaustion [182].
In addition to the competition for glucose, the increased production of lactate due to the
increased rate of glycolysis contributes to the immunosuppressive character of the TME.
Lactate metabolism has been shown to contribute to oncogenesis [183], and LDH has been
reported to be a marker for poor prognosis and immunotherapy efficacy [184,185]. The low
pH in the TME triggers reduced CD25 and TCR expression in the effector CD8+ T-cells and
inactivated STAT5 and ERK signaling, affecting anti-tumor immunity [186]. Lactate also
affects TCR signaling [187], and exposure to large amounts of lactate makes the Tregs switch
to OXPHOS for regenerating NAD+; however, the Tregs fail to maintain the NAD+/NADH
balance through this pathway [64]. Moreover, lactate in the TME promotes the expression
of pro-inflammatory cytokines, including IL-23 and IL-17, supporting tumorigenesis and
impairing anti-tumor immunity [188]. The poor vasculature and the increased metabolism
of the cancer cells contribute to the formation of a hypoxic environment, further affecting
anti-tumor immunity. Hypoxia triggers epigenetic reprogramming of effector T-cells,
reducing their functional capabilities [189,190]. Although hypoxia-inducible factor-1α (HIF-
1α), expressed in response to hypoxia, can induce Tregs and bind to the promoter region of
the FOXP3 to promote transcription [191] (22988108), it contributes to the development of an
immunosuppressive TME by enhancing cancer-promoting immune cell functions [192,193].

3.2. Signaling Mechanisms Regulating Glycolysis

The signaling pathways that modulate glycolysis in the immune cells can be poten-
tially targeted to improve their anti-tumor functions, and drugs such as metformin and
phenformin have been extensively tested in the clinical setting [194–196]. The liver kinase
B1 (LKB1)-AMPK pathway and the PI3K-AKT-mTOR axis are the two primary signaling
mechanisms that modulate glycolysis in the cell. The LKB1-dependent kinases regulate
metabolic pathways by targeting several effectors, including AMPK [197]. LKB1 loss up-
regulates GLUT1 and hexokinase 2 (HK2), increasing T-cell glycolytic transcription and
flux [198].

On the other hand, the deregulation of the PI3K-AKT-mTOR axis promotes HIF-1
activation and GLUT1 expression [199,200]. PI3K activation increases AKT phosphorylation
and glycolytic flux via LDH-A in T-cells [201]. AKT is the primary glycolysis regulator in
both cancer and immune cells. AKT activation induces GLUT1 and LDH-A expression [202],
activates HK1 by promoting HK2 and PFK2 phosphorylation [203], and inhibits PDH by
activating pyruvate dehydrogenase kinase-1 (PDK1) [204], resulting in activated glycolysis.
mTOR regulates the expression of HIF-1α, the major transcription factor regulating several
glycolytic enzymes and GLUT1 [199]. mTOR kinases determine effector and memory
CD8+ T-cell fates, and blocking mTOR promotes T-cell effector functions [205,206].

3.3. Targeting Glycolysis to Improve Immunotherapy

Adoptive-cell transfer (ACT) and immune checkpoint blockade (ICB) are the two pri-
mary strategies for immunotherapy. The interplay between anti-tumor immunity and can-
cer metabolism suggests that combining immunotherapy with glycolysis-targeted therapy
is a promising strategy to improve treatment efficacy. ACT utilizes therapeutic-modified
immune cells to directly boost anti-tumor immunity. Ex vivo-expanded T-cells and T-cells
engineered to express antigen-specific TCRs or chimeric antigen receptors (CARs) are
primarily used for ACT [207]. ACT has shown promising efficacies, particularly with
CD19-specific CAR-T cells, in the treatment of B-cell acute lymphoblastic leukemia and
B-cell lymphomas [208]. However, responses in other cancers have been poor. It has been
suggested that optimizing T-cell metabolism to support robust initial and durable T-cell
responses for target cells and the TME would improve and broaden their applicability.
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CAR-T cells can be engineered to express specific signaling domains, and endowing
them with specific properties can tailor them for effector activity and long-lasting memory.
The two FDA-approved CARs carry a CD19-targeting extracellular domain coupled with
an intracellular signaling domain from CD3ζ and the co-stimulatory molecules CD28 or 4-
1BB [209]. Linking TCR signaling with the co-stimulatory signals enables the CARs to elicit
effector functions in the absence of additional inflammatory or co-stimulatory stimuli [210].
CAR-T cells carrying the CD28 domain have increased glycolysis and show enhanced
effector responses but are short-lived. On the other hand, CAR-T cells expressing the 4-1BB
domain show elevated OXPHOS and FAO and display a memory phenotype [211]. This
is in line with the normal physiological functions of the co-stimulatory molecules. CD28
stimulation activates PI3K/AKT/mTOR, promoting glycolysis and effector differentiation,
whereas 4-1BB activates AMP-driven FAO and OXPHOS [211]. Based on this understand-
ing, it has been proposed that introducing signaling mutations could improve CAR-T cell
effector functions and survival. For example, it was shown that mutations of the YMNM
signaling motif of CD28 increase CAR-T cell survival and reduce T-cell exhaustion, enabling
enhanced tumor control [212]. Furthermore, additional co-stimulatory molecules modulat-
ing T-cell metabolism may be incorporated into CAR constructs to improve T-cell function.
For example, ICOS, a CD28 family member, promotes glycolysis and mTORC1 activity
in T follicular helper cells [213]; GITR agonists enhance cellular metabolism to support
CD8+ T-cell proliferation and effector cytokine production [214]; OX40 is associated with
enrichment of glycolysis and lipid metabolism transcripts; and OX40 agonists enhanced
lipid uptake in Tregs [215]. Similar to the CAR-T cells, T-cells procured from tumors and
expanded ex vivo, or modified to express engineered TCRs, can also be optimized through
metabolic manipulations, and T-cells with low glycolysis rates can be generated or selected
for longevity while retaining effector functions [216].

The in vitro stimulation and the T-cell engineering phases of the ACT strategy pro-
vides the added advantage of the opportunity to modify T-cell metabolism and mitochon-
dria without affecting other cells and tissues and thus prevent any potential boosting of
the cancer cell metabolism from the intervention. It was also shown that blocking glu-
tamine metabolism increases T-cell function [217]. Furthermore, supplementing the culture
medium with glutamine antagonist 6-Diazo-5-oxo-l-norleucine (DON) enhanced CAR-T
cell FAO and reduced glycolysis, making the CAR-T cells remain in a more undifferentiated
state [218]. Inhibiting glycolysis using the HK-2 inhibitor, 2-DG, before ACT induced a
memory-like phenotype in the T-cells, enabling a more efficient control of tumors and
prolonged survival in an animal model [219]. Similarly, CD19-CAR-T cells treated with
AKT inhibitors showed reduced glycolysis and a memory-like phenotype and had robust
tumor elimination potential [220]. Conversely, modulating mitochondrial OXPHOS and
FAO would enable CAR-T cell longevity and the continued expression of a memory-like
phenotype. Furthermore, a transient glucose restriction followed by glucose re-exposure
could enhance the tumor-clearing efficacy of CD8+ T-cells [221].

Unlike ACT, which directs anti-tumor immunity through pharmaceutical interven-
tions, ICB aims to modify inhibitory signals to activate endogenous anti-tumor-specific
T-cells. Furthermore, ICB is primarily targeted against solid tumors, which show a greater
influence of the TME in modulating T-cell metabolism. In addition to the initial challenge
of T-cells infiltrating the tumors, ICB must overcome several obstacles, including tumor-
infiltrating lymphocyte (TIL) exhaustion, the upregulation of inhibitory receptors and
epigenetic modifications, metabolic adaptations resulting in nutrient deficits, impaired
translocation of GLUT1 to the cell surface, the downregulation of glycolytic enzymes,
GAPDH and ENO-1, and dysregulated and fragmented mitochondria with increased ROS
generation [222–225]. It was reported that the TIL inflammatory function could be enhanced
by rescuing TIL metabolism by expressing PCK to promote gluconeogenesis and replacing
the intracellular glycolytic intermediates or by improving mitochondrial metabolism by
treating with pyruvate or acetate [225]. The immunosuppressive environment of the TME
and chronic antigen stress direct the T-cells to an exhausted state, characterized by the
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expression of immune checkpoints and decreased cytotoxicity. The checkpoint molecules,
including CD28, CD40L, and cytotoxic T lymphocyte-associated protein-4 (CTLA-4), along
with TCR signaling, drive TIL exhaustion and contribute to the persistence of the exhausted
state. The concurrent metabolic adaptations further enhance the immunosuppressive ef-
fects of the checkpoints. Thus, targeting glycolytic regulators and metabolites that support
the immune checkpoint-directed T-cell inhibition is a potential strategy to improve the
efficacy of ICB.

The most well-known and commonly targeted immune checkpoints in cancer are the
programmed cell death protein-1 (PD-1) and CTLA-4. CTLA-4 is expressed primarily on T-
cells and plays an immunosuppressive role during the initial phase of T-cell activation and
downregulates T-cell activation-triggered glycolysis. PD-1 is activated after TCR activation
and impedes glucose uptake and glycolysis while promoting FAO. Thus, these checkpoint
signals prevent T-cell activation and inflammation. It was shown that PD-1–deficient T-cells
maintain higher metabolic activity in chronic infection [226,227]. Thus, blocking PD-1 and
CTLA-4 relieves PI3K/AKT/mTORC1 signaling and allows increased T-cell stimulation
and metabolism, inducing an effector-like phenotype. In addition, this metabolic shift
induces epigenetic reprogramming inducing effector functions and longevity. Although PD-
1 and CTLA-4 are the most extensively targeted ICB candidates, several other co-inhibitory
and co-stimulatory molecules modulate T-cell metabolism. Notably, T-cell immunoglobulin
mucin receptor 3 (TIM-3) downregulates glycolysis and GLUT1 expression [228], while
LAG3 downregulates OXPHOS [229]. Similarly, inhibiting 4-1BB and OX40 enhances T-cell
OXPHOS and promotes effector function and longevity [230]. Taken together, immune
checkpoint molecules induce metabolic dysfunction and thus affect anti-tumor immunity,
suggesting that combining ICB with metabolic regulators is a potential strategy to improve
treatment efficacy.

3.4. Glycolysis-Targeting Therapies to Improve Immunotherapy Efficacy

mTOR is an oncogenic molecule that contributes to the regulation of metabolism in
TILs. The inhibition of the mTOR signaling axis downregulates the malignant phenotype
of cancer cells. Owing to their inhibitory effects, several rapamycin analogs have been
approved for treating cancers [231,232]. However, it was shown that mTOR inhibition
could diminish anti-tumor immunity [194] as these inhibitors directly affect the lineage
differentiation-determining glycolytic activity in T-cells. It was shown that rapamycin
suppresses Th17 differentiation and promotes Treg differentiation under TGFβ induc-
tion [233,234]. Further, the activation of AKT-mTORC1 signaling was associated with T-cell
function restoration and the reduced expression of PD-1 and TIM-3 [235]. Additionally, the
over-activation of mTORC1 affects the immunosuppressive function of Tregs, while low
mTORC1 levels enhance Treg activity [236]. These suggest that an optimized inhibition of
the PI3K-mTORC1 signaling axis is critical for improving the efficacy of immunotherapies.

Metformin has shown promising effects in different cancers [195] and has been shown
to regulate metabolism by interacting with AMPK, the PI3K-AKT-mTOR axis, and HIF-
1α [237,238]. Additionally, metformin promotes the cancer-killing capacity of CD8+ T-cells
by modulating glycolysis [239–241] and downregulates immune checkpoint expression
and glycolytic flux through HIF-1α inhibition [242,243]. Furthermore, it was shown that
metformin stops the cancer cells from using the lactate and ketone bodies produced by
cancer-associated fibroblasts as nutrients and thus suppresses cancer progression [244].
A recent study combined 2-DG, an HK inhibitor [245], BAY-876, a GLUT-1 inhibitor, and
chloroquine and developed the nano-drug, D/B/CQ@ZIF-8@CS, which inhibited glycolysis
and improved anti-CTLA-4 immunotherapy by reducing Treg metabolic fitness [246].
Tregs pretreated with 2-DG showed enhanced inhibition of T-cell proliferation in ovarian
cancer [247]. Furthermore, HK upregulates PD-L1 expression in cancer cells, and combining
the HK inhibitor, Lonidamine, with anti-PD-1 therapy improved cancer cell elimination in
a mouse model [248].
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Knocking out glucose-6-phosphate isomerase (GPI), the enzyme that catalyzes the con-
version of glucose-6-phosphate (G6P) to fructose-6-phosphate (F6P), upregulated OXPHOS
and sustained the survival of cancer cells [245]. Additionally, GPI inhibition selectively
eliminated inflammatory encephalitogenic and colitogenic Th17 cells without affecting the
homeostatic microbiota-specific Th17 cells [249]. However, it remains unknown whether
GPI-targeted therapies would improve the efficacy of immunotherapy.

The GAPDH inhibitor, dimethyl fumarate (DMF), promotes the oxidative PPP and
inhibits glycolysis and OXPHOS in cancer cells. This reduces the competition between
cancer cells and T-cells for glucose consumption and promotes the efficacy of ICB and
IL-2 therapy [250]. Low-dose osimertinib was shown to inhibit GAPDH and tumor en-
dothelial glycolysis and promote vascularization and immune cell infiltration and thus
improve the efficacy of anti-PD-1 therapy [251]. Inhibiting fructose-2,6-bisphosphatase
3 (PFKFB3), which is upregulated in several cancers, repressed glycolysis and upregulated
PD-L1 expression [193]. On the contrary, glucose deficiency upregulated PD-L1 through
the EGFR/ERK/c-Jun pathway, leading to the upregulation of PFKFB3, and promoted
glycolysis [252,253]. This suggests the existence of a positive feedback loop between
metabolism and checkpoint molecules [254]. A dual-target drug comprising paclitaxel and
the PFKFB3 inhibitor, PFK15, blocked cancer-associated fibroblast-mediated cancer cell
growth and reduced the lactate concentration in the TME [193]. PFK15 was also shown to
upregulate PD-1 and LAG-3 expression in the context of type 1 diabetes [171]. Pyruvate
kinase isoform M2 (PKM2), the final rate-limiting enzyme in glycolysis, promotes PD-L1
expression in macrophages, DCs, and tumor cells and contributes toward accelerated
tumor progression [255]. High PKM2 expression was associated with a poor prognosis of
pancreatic ductal adenocarcinoma, and the knocking down of PKM2 improved the efficacy
of anti-PD-1/PD-L1 therapy [256].

ENO-1, which catalyzes the conversion of 2-phosphoglycerate to PEP and also acts
as a plasminogen receptor and a DNA-binding protein, was shown to be overexpressed
in several cancers. [64]. A pan-cancer analysis showed that ENO-1 expression correlated
with immune cell infiltration, including B cells, CD8+ and CD4+ T-cells, macrophages,
neutrophils, and dendritic cells [257]. The presence of autoantibodies against ENO-1
correlated with a better prognosis in PDA, suggesting that ENO-1 was a good molecular
candidate for improving immune cell response to cancers [258]. Antibodies against ENO-1
were detected in approximately 60% of patients with PDAC, and ENO-1-specific T-cell
responses are observed in patients who have the anti-ENO-1 antibodies. In line with this, an
ENO-1 DNA vaccine induced an antibody and cellular response and increased the median
survival in mouse models of PDA [259]. ENO-1-targeting DNA vaccines have shown
prophylactic and therapeutic potential in PDAC mouse models by inducing complement-
dependent cytotoxicity and immune cell response [144,259,260]. In a spontaneous mouse
model of PDAC, co-treatment with gemcitabine and ENO-1 DNA vaccine enhanced CD4
anti-tumor activity and impaired tumor progression [261,262]. Additionally, a recent
study showed that targeting ENO-1 using specific antibodies targets multiple TME niches
involved in prostate cancer (PC) progression and bone metastasis via a plasmin-related
mechanism [263]. These show the potential of ENO-1 targeted therapies in improving the
efficacy of immunotherapies.

Optimizing T-cell metabolism is a promising strategy for improving cancer immunother-
apy. Metabolic modification can potentially increase stemness and long-term memory,
enhance effector functions, and reduce T-cell exhaustion. Future studies should identify
key metabolic transitions and regulatory steps that are differently regulated in cancer cells
and immune cells and develop effective targeting strategies to enhance the synergistic
effects of metabolic modulation and cancer immunotherapy [264].

4. Targeting Glycolysis to Enhance Hormonal Therapy

Hormonal therapy has shown remarkable advancement as a therapeutic strategy for
cancers dependent on hormones, especially in breast, prostate, and other gynecological
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cancers. Aromatase inhibitors (AI), estrogen receptor (ER) antagonists, ER modulators,
anti-estrogens, and GnRH agonists are effective therapeutic drugs and have shown high
success rates in patients with hormone-sensitive recurring or metastatic gynecologic malig-
nancies [265]. Hormone therapy interferes with the hormone-dependency of cancer cells
by limiting hormone production in the body [266]. While hormonal therapy has improved
survival and reduced recurrence in different cancer types [266], de novo or acquired re-
sistance to hormonal therapy is a major clinical problem that requires the development
of innovative strategies [264]. Resistance to hormonal therapy invariably occurs in most
patients with ER+ metastatic BC and castration-resistance PC (CRPC) [267]. Metabolic
reprogramming is an inherent feature of endocrine-resistant cancer cells, implicating that
combination therapy with metabolic regulators and conventional hormonal therapy might
be beneficial in overcoming resistance [268]. However, it is unclear whether metabolic
rewiring is a cause or consequence of endocrine resistance, and several studies are investi-
gating the cross-talk between hormone signaling and cancer cell metabolism [269]. Somatic
mutation in estrogen receptors is related to the clinical development of the resistance to
hormone therapies [268,270–272]. The Y537S mutation in ER-α enhanced mitochondrial
metabolism and glycolysis in BC cells. The Y537S mutation is also associated with poor
clinical outcomes, suggesting that enhanced glucose metabolism is a highly conserved
mechanism of endocrine resistance [268].

Elevated glucose levels resembling hyperglycemia in BC cells have been attributed
to a reduced response to tamoxifen therapy and could act as a marker for responses
to hormonal therapy [273,274]. An increased glycolytic rate is a characteristic feature
of tamoxifen-resistant cells, and inhibiting glycolysis is expected to restore tamoxifen
sensitivity [273,275]. Elevated glycolysis in BC cells is also associated with mitochondrial
malfunction and upregulated AKT/mTOR and HIF-1α signaling pathways. Tamoxifen-
resistant BC cells escape cell death by increasing autophagy through the inactivation of
TOR-S6K via the HK2 pathway [276]. Glycolytic inhibition by the knockdown of HK2
or 3BrPA treatment downregulated AKT/mTOR signaling and could be a therapeutic
strategy to overcome tamoxifen resistance in BC [277]. A recent study investigated the
potency of a combination therapy employing low-dose tamoxifen (ERα antagonist) and
metabolism inhibitors, 2-DG and CB-839 (glutaminolysis inhibitor), in improving the anti-
proliferation effect in tamoxifen-resistant ERα-positive BC cells. The triple combination
showed superior cell growth inhibition by inducing apoptosis and c-Myc downregulation;
however, a combination of tamoxifen with 2-DG did not show significantly strong inhibition
of cell viability [278,279]. The pharmacological inhibition of glycolysis with PFK-158, a
PFKFB3 inhibitor, with tamoxifen or fulvestrant has been explored as a potential therapeutic
intervention to overcome endocrine resistance. PFKFB3 upregulation, with an elevated
basal expression of PFKFB3 mRNA, is observed in endocrine-therapy-resistant BC cells and
is associated with adverse recurrence-free survival in BC patients. The anti-tumor effect of
PFK-158 is exacerbated when combined with tamoxifen and fulvestrant treatment [280].
PFKFB3 inhibition activated necroptotic markers receptor-interacting kinase 1 (RIPK1)
and mixed lineage kinase domain-like pseudokinase (MLKL), implicating the possible
mechanism of PFK-158-induced cell death [281]. In a long-term estrogen deprivation
model (LTED) of AI resistance, cancer cells were demonstrated to have increased glycolysis
dependency. The inhibition of glycolysis with HK2 inhibitors, along with AI, and letrozole,
reduced cell viability [282]. Dietary interventions that target metabolic rewiring have also
been shown to improve the efficacy of endocrine therapy in liver metastatic BC patients.
Metastatic burden in the liver increases with increasing carbohydrate percentage in the
diet. A fasting-mimicking diet increased the efficacy of fulvestrant treatment and reduced
the metastatic burden in BC liver metastatic models, providing a proof-of-concept for a
more straightforward strategy to circumvent drug resistance, with potential applicability
in other cancer types as well [283].

Metabolic reprogramming is emerging as a crucial mechanism contributing to resis-
tance to endocrine therapy in PC [284]. The expression of key glycolytic enzymes, including
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LDH-A, MCT-4, and GLUT1, is elevated in mCRPC patients [285]. Glycolysis inhibition
by targeting GLUT1 plays an important role in drug response in prostate PC [286]. In
PC, elevated androgen levels increase glucose uptake and upregulate the expression of
GLUTs, implying a cross-talk between androgen signaling and glycolytic pathway, a mech-
anism that protects PC cells from glucose-deprivation-induced oxidative stress [287,288].
NF-κB-mediated GLUT1 overexpression and upregulated glucose metabolism are asso-
ciated with enzalutamide resistance in PC [289,290]. In xenograft models of CRPC and
enzalutamide-resistant PC patients, GLUT1 inhibition significantly reduced tumor vol-
ume and displayed synergistic effects with androgen receptor (AR)-targeted therapy [286].
Glycolytic inhibitors, gossypol (LDH-A inhibitor), and AZD3965 (MCT-1 inhibitor) are
currently in clinical trials as potential glycolysis-targeting agents in mCRPC. Progesterone
treatment was reported to have an anti-tumor effect in glioblastoma multiform (GBM)
in vitro and in vivo and improved the efficacy of temozolomide [291]. Recently it was
shown that high-dose progesterone treatment inhibits GBM growth by inhibiting the key
modulators of glycolytic metabolism. This early observation highlighted the potential of
progesterone in metabolic reprogramming; however, more direct evidence is essential to
validate this, and future studies should determine the synergistic effect of direct glycolytic
inhibitors and progesterone in GBM treatment [291].

Endocrine resistance remains a major clinical barrier that requires the development of
novel strategies to circumvent the resistance. Several mechanisms that contribute to en-
docrine resistance have been identified. Metabolic rewiring is frequently observed in most
cancer cells that exhibit resistance, and targeting glucose metabolism with well-established
glycolytic inhibitors has shown to enhance the sensitivity to endocrine therapy in breast
and PC models. The mutual interplay between glucose metabolism and androgen recep-
tor/ER signaling implies that combination approaches of endocrine therapy with metabolic
modulators could be a standard-of-care to overcome resistance. Dietary interventions that
modulate glucose metabolism have also been demonstrated to be an interesting strategy for
evading resistance to therapy. Well-designed clinical trials are urgently needed to elucidate
the clinical utility of the strategies mentioned above and to develop metabolic drugs as
routine standard-of-care in endocrine-resistant cancer patients in clinical settings.

5. Targeting Glycolysis to Improve Photodynamic Therapy

Photodynamic therapy (PDT) is a relatively new, minimally invasive therapeutic
procedure that relies on the selective accumulation of a photosensitive compound in the
cancer cells, which, on excitation with light of an appropriate wavelength, would generate
ROS, predominantly singlet oxygen, within the cancer cells, and eventually kill the cancer
cell, with minimal damage to the surrounding tissue [292–294]. Although PDT is widely
used to treat several cancers, its efficacy is limited by several factors, including the effective
irradiation of deep tissue. Therefore, several studies have attempted to improve the efficacy
of PDT by combining it with other chemotherapeutic agents. It has been shown that
glycolytic inhibitors disrupt cancer cell metabolism, elevate the cellular ROS level, and
disrupt the mitochondria, resulting in cell death [295]. Therefore, when combined with
PDT, glycolytic inhibitors could, in theory, enhance the levels of cellular ROS and thus
trigger increased cancer cell death.

5-aminolevulinic acid (5-ALA) is one of the most commonly used photosensitizers
for photodynamic therapy. 5-ALA is a naturally occurring non-proteinogenic δ-amino
acid synthesized in the mitochondria by the condensation of glycine and succinyl-CoA
by mitochondrial 5-ALA synthase (ALAS). This is the first committed step toward heme
biosynthesis. The final precursor of heme is Protoporphyrin IX (PpIX), which is a highly
potent photosensitizer. The exogenous supplementation of 5-ALA overrides the normal
feedback inhibition of ALAS and results in the accumulation of PpIX selectively in can-
cer cells, owing to the differences in the heme biosynthesis pathway enzyme activities
between the cancer cells and normal cells. This cancer-specific accumulation of PpIX is
exploited for selectively purging cancer cells by PDT and for the visualization of tumor
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tissue by photodynamic diagnosis (PD). 5-ALA was approved by the U.S FDA in 2017
as an adjunct for the visualization of malignant tissue in grade III and IV glioma (NDA
208630/SN0014) and is currently used in the clinic to guide the resection of malignant
glioma and glioblastoma. In addition to its role as a precursor of PpIX, 5-ALA has been
reported to enhance aerobic bioenergetics [296], promote mitochondrial protein expression,
and stimulate heme-oxygenase-1, triggering heme degradation [297]. Figure 3 describes
the heme biosynthetic pathway, and how it is correlated with glycolysis.
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Figure 3. The heme biosynthesis is connected with glucose and glutamine metabolism. Enhanced
glycolysis and glutaminolysis in the cancer cell might contribute to the elevated rate of heme synthesis
and the upregulation of several heme biosynthesis pathway enzymes in the cancers. Addition
of exogenous 5-ALA bypasses the feedback inhibition of ALAS and increase the accumulation
of protoporphyrin IX (PpIX) in the cancer cells. The elevated accumulation of PpIX is exploited
for fluorescence-guided detection (photodynamic diagnosis) of cancers. Further, irradiating PpIX-
accumulating cancer cells with light generated singlet oxygen and ROS that kills the cancer cell, with
minimal damage to the surrounding tissue (photodynamic therapy; PDT). The interdependency of
glucose metabolism and the heme synthesis pathways suggest that targeting glycolysis could enable
the modulation of PpIX accumulation in the cancer cells. The image was created using Biorender app.

A recent study showed that 5-ALA is a potent competitive inhibitor of LDH with
efficacies comparable to oxamate (OXM) and tartronate (TART) [298]. They showed that
treatment with 5-ALA induced glycolysis inhibition and triggered cell death in glioblastoma
cell lines. Further, it was shown that up to 25% of the 5-ALA was used for glycolysis
inhibition in these cells, leaving a lower amount of 5-ALA for conversion to PpIX and
subsequent use as a photosensitizer for PDT and PD. Treating the glioblastoma cells with
an LDH inhibitor before 5-ALA treatment enhanced the efficacy of PDT by 15%. Precise
delineation of the tumor–normal tissue is of critical importance, especially in brain cancer
surgeries, and a 15% increase in PD efficacy is a significant improvement.

Another study showed that exogenous 5-ALA suppressed oxidative metabolism and
glycolysis and reduced cell proliferation in ovarian and BC cells [299]. Further, 5-ALA
also destabilized Bach1 and inhibited cancer cell migration. The study also showed that
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5-ALA-induced suppression of oxidative metabolism and glycolysis was mediated through
different mechanisms in BC and ovarian cancer but involved Bach1 destabilization, AMPK
activation, and the induction of oxidative stress. Additionally, an inverse relationship
between oxidative metabolism and ALA sensitivity was revealed.

It was also shown that the administration of 5-ALA for 6 weeks reduced the plasma
glucose levels in rats without affecting their plasm insulin levels and induced HO-1 expres-
sion in the liver and white adipose tissue [297]. An increase in HO-1 indicates an increase in
heme in the liver, which promotes the formation of nuclear receptor subfamily 1 (Rev-Erbα)
with its corepressor nuclear receptor co-repressor 1 (NCOR), which in turn downregulates
the enzymes involved in gluconeogenesis such as PEPCK and G6Pase, resulting in reduced
glucose production in the liver [300]. On the other hand, 5-ALA administration enhances
glucose metabolism in the adipocytes by decreasing the total amount of adipose tissue or
decreasing the number of mitochondria in the adipose tissue [301]. It has been shown that
the induction of peroxisome proliferator-activated receptor γ coactivator 1-α (PGC-1α), a
master transcription coactivator, increases heme synthesis by upregulating ALAS [302].
Glucose intake repressed PGC-1α mediated ALAS in this study, suggesting that nutrient
stress could trigger increased heme synthesis. Nutrient stress is a characteristic feature
of the tumor microenvironment, and earlier studies have shown that BC cells (MCF7)
grown under glucose deprivation produced higher levels of PpIX than those cultured
under standard conditions [66,303]. Furthermore, co-treatment with glycolytic inhibitors
and 5-ALA reduced intracellular PpIX levels [304]. This has been attributed to the inacti-
vation of ABC transporters induced by ATP depletion, which in turn decreased the flux
of precursors into the cell [303,305]. Interestingly, other studies have reported an increase
in cellular PpIX accumulation with the inhibition of ABC transporters [306,307]. On the
other hand, a combined treatment with 5-ALA-PDT and dichloroacetate, an inhibitor of
pyruvate dehydrogenase, showed improved efficacy in BC (MCF 7) cells [308].

In another study, an 18 h glucose deprivation prior to PDT reduced intracellular
glutathione levels and increased the cytotoxicity of PDT [309]. A similar increase in PDT
efficacy was observed when inhibitors of glutathione synthesis (buthionine-sulfoximine)
or its regeneration (1,3-bis-(2-chlorethyl)-1-nitrosourea) were used for co-treatment with
PDT [310]. Changes in the availability of glycolytic substrates affect NADPH availability in
the cells. NADPH is a critical agent involved in the anti-oxidative defense mechanisms of
the cell. As mentioned, PDT relies on increased ROS in the cancer cells to kill them. PDT-
based ROS generation under conditions of impaired glucose and glutathione metabolism
results in much higher intracellular ROS levels, contributing to increased efficacy. In
line with this, ROS scavengers were shown to protect the cells from ALA-PDT-induced
damage [311].

A recent study showed that the metabolic reprogramming toward aerobic glycolysis
in cancer cells contributes to the development of resistance to 5-ALA-PDT. Further, they
showed that treatment with metformin reduced aerobic glycolysis and increased OXPHOS
in squamous cell carcinoma cells, and improved the cytotoxic effect of PDT by increasing
PpIX production, ROS generation, and AMPK expression, and inhibiting the AKT/mTOR
pathway [312]. In another study, combining glycolysis inhibitor 2-DG with 5-ALA induced
an enhanced accumulation of PpIX in HepG2 liver cancer cells [313], contributing to
improved treatment efficacy. Further, treatment with 2-DG and 3-bromopyruvate (3-BP)
synergistically improved the efficacy of PDT in BC cells [314].

Oncogenic transformation has been reported to upregulate glycolytic enzymes and
contribute to the increased exogenous ALA-treatment-induced PpIX accumulation in
cells [315]. The increased PpIX accumulation in cancer cells is often attributed to their
lower ferrochelatase (FECH) levels. FECH is the terminal enzyme in the heme synthesis
pathway that catalyzes the chelation of PpIX with the ferrous ion to generate heme. Lower
FECH levels have shown a significant association with the cancer grade, the TNM stage,
unfavorable prognosis, and impaired immune cell infiltration in clear cell renal cell carci-
noma [316]. However, oncogenic Ras/MEK has been shown to increase the conversion of
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PpIX to heme by increasing HIF-1α expression and thereby promoting FECH activity [317].
Inhibiting MEK decreased HIF-1α expression and FECH activity and increased 5-ALA-
induced PpIX accumulation in cancers [317,318]. Oncogenic Ras/MEK signaling-induced
HIF-1α expression has also been implicated in increasing glycolytic flux and driving can-
cer progression [319,320]. Although 5-ALA-induced PpIX accumulation in cancer cells is
a well-documented and well-studied concept, our knowledge of the underlying mecha-
nisms remains largely vague. The inter-dependencies between oncogenic transformation,
glycolytic flux, and heme metabolism should be further studied to identify the optimal
targeting strategy to enhance 5-ALA-induced PpIX accumulation in cancer cells and to
improve the efficacies of PDT and PD.

6. Conclusions

The metabolic signatures of tumor cells are different from normal cells, which allows
the tumor cells to adapt to the increased energy and metabolite demands [321,322]. Several
signaling mechanisms that regulate or hijack the canonical reactions in glucose metabolism
have been identified; however, there is no universal mechanism underlying the reprogram-
ming of glucose metabolism in all cancers. Elevated glucose metabolism, hypoxia-induced
GLUT, LDH-A, and PFKFB3 overexpression, and the AKT- and c-Myc-mediated transcrip-
tional activation of HK2 are observed in most cancer cells, and these metabolic changes
may be exploited for developing effective therapeutic approaches. The tumor microen-
vironmental regulation and immune suppressive effects of metabolic rewiring are also
crucial players in cancer cell progression, survival, and resistance. Apart from glycolytic
modulation, mitochondrial dysfunction, elevated ROS production, and dysregulated TCA,
cycle enzymes also participate in oncogenic signaling and tumor progression, which were
not discussed in this review, and are elegantly reviewed elsewhere [323,324].

Elevated glucose metabolism and nutrient uptake have been exploited for tumor
diagnosis in the clinic, and F-18 fluoro-2-deoxyglucose PET is widely used in the clinical
staging of cancers [325,326]. However, glycolysis inhibition has not been exploited to its
full potential in cancer therapy and it has not translated into the clinic. The inhibition of
glycolysis may have undesirable consequences as normal cells also use the same glycolytic
enzymes, and it is hence necessary to identify the enzymes or enzyme isoforms that are
specifically upregulated or preferentially used by cancer cells. Additionally, several of
the glycolysis inhibitors that have been developed for clinical use have been shown to
have off-target effects, killing non-cancerous cells [327]. In addition, though the inhibition
of glycolysis might inhibit cancer cell proliferation, cancer cells may adapt by upregu-
lating OXPHOS or glutaminolysis, which could result in the development of resistance
to therapy, in addition to co-morbidities such as cachexia in patients. This rewiring of
metabolic pathways also poses challenges to precision therapies. In fact, previous studies
have highlighted the dispensability of the Warburg effect in cancer cell growth and have
shown that a complete disruption of glycolysis would require the deletion of both LDHA
and LDHB genes. The study evaluated a potent LDH A/B dual inhibitor GNE-140 and
demonstrated that the “glycolytic Warburg” phenotype of tumor cells depends on both
LDH A and LDH B expression, and is a dispensable phenotype that can be replaced by
OXPHOS [328]. This emphasizes the importance of evaluating the simultaneous inhibition
of glycolysis and OXPHOS as a therapeutic strategy. In cell lines that are innately resistant
to GNE-140 as they predominantly use OXPHOS, the inhibition of OXPHOS sensitized the
cells to GNE-140 treatment [329]. Understanding the pathways that contribute to resistance
in glycolysis targeting drugs is hence crucial [245,329–331].

Despite early indications, glycolytic inhibitors such as 2-DG have failed in the clinical
setting due to their limited effects as a monotherapy agent. In addition, it might be
necessary to combine glycolytic inhibitors with other agents that target alternate pathways
that are activated in response to glycolytic inhibition. Studies have shown promising effects
when metformin (that inhibits mitochondrial complex 1) was used along with glycolytic
inhibitors. The simultaneous targeting of MCT1 inhibitor AZD3965 and the mitochondrial
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respiratory complex 1 inhibitor IACS01759 is a more clinically relevant strategy compared
with targeting only one pathway in B-cell lymphomas [332]. Using glycolytic inhibitors as
adjuvant therapy with already approved conventional therapies, including chemotherapy,
radiotherapy, immunotherapy, and photodynamic therapy, is an attractive strategy, and
several early studies have shown promising results. Dietary interventions and lifestyle
changes also affect the metabolic landscape of cancer cells, and studies should address this
issue in detail to emphasize their clinical implications.

Though metabolic rewiring unquestionably affects cancer cell proliferation, the trans-
lation of metabolic reprogramming to the clinic must overcome several hurdles [333].
In-depth analytical and extensive pre-clinical studies should identify targetable metabolic
enzymes/enzyme isoforms that are efficacious in different tumor types with minimal
toxicity to normal cells. Another major challenge in the clinical development of cancer
therapeutics is the need to identify patient groups that would benefit from the therapy.
Dependency on metabolic pathways is not universal for all cancer types, which makes
it all the more important to identify appropriate patient groups to avoid unwanted ad-
verse effects and toxicity. Technical hurdles in measuring metabolism in vivo also add
more complexity. It is essential to integrate genetic and metabolic biomarkers and tissue
information to optimize the criteria for patient selection. An interesting study published
recently showed the possibility of using glycolytic enzymes as a surrogate for glycolytic
activity in cancer cells, using liquid biopsy. Cells expressing high levels of HK2 were
identified in both cytokeratin (CK)-positive and CK-negative CTC populations isolated
from lung adenocarcinoma patients [334]. The possibility of monitoring the glycolytic
metabolic rewiring in real-time using liquid biopsy samples and downstream single-cell
level molecular, genomic, and metabolic studies is likely to create a paradigm shift in the
clinical utility of glycolytic modulations in cancer therapy. Well-designed clinical trials that
unravel the metabolic dependencies of different cancer types and their association with
genetic and histopathological information might answer several questions on the complex
and sophisticated nature of cancer metabolism. Metabolomic studies, with powerful tech-
nological backing, would take the lead in the early identification of cancer risk factors and
aid in improving cancer therapy and cancer screening, diagnosis, and therapy monitoring
in the coming years.
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Abstract: Taste and smell disorders (TSDs) are common side effects in patients undergoing cancer
treatments. Knowing which treatments specifically cause them is crucial to improve patients’ quality
of life. This review looked at the oncological treatments that cause taste and smell alterations and
their time of onset. We performed an integrative rapid review. The PubMed, PROSPERO, and Web of
Science databases were searched in November 2022. The article screening and study selection were
conducted independently by two reviewers. Data were analyzed narratively. Fourteen studies met
the inclusion criteria and were included. A high heterogeneity was detected. Taste disorders ranged
between 17 and 86%, while dysosmia ranged between 8 and 45%. Docetaxel, paclitaxel, nab-paclitaxel,
capecitabine, cyclophosphamide, epirubicin, anthracyclines, and oral 5-FU analogues were found
to be the drugs most frequently associated with TSDs. This review identifies the cancer treatments
that mainly lead to taste and smell changes and provides evidence for wider studies, including those
focusing on prevention. Further studies are warranted to make conclusive indication possible.

Keywords: dysgeusia; dysosmia; taste; smell; cancer treatment; rapid review

1. Introduction

Global cancer statistics estimate that around 19.3 million new cancer diagnoses oc-
curred in 2020. Lung cancer remained the leading cause of death, with an estimated
1.8 million deaths (18%), followed by colorectal (9.4%), liver (8.3%), stomach (7.7%), and
female breast (6.9%) cancers [1].

Taste and smell disorders (TSD) are common side effects in cancer patients undergoing
chemotherapy (CT) treatments but often are described as single entities and patients may
have difficulty in identifying them [2]. The reported prevalence of taste disturbance ranged
from 20% to 86% [3], and its development occurs approximately 2–3 weeks after the start of
cancer treatment and persists throughout the duration of the therapy [4]. The prevalence of
patients with dysosmia is in the range of 5–60% [5].

Interestingly, in the literature, it is reported that only a few patients report taste
and smell alterations spontaneously and these symptoms are often underestimated by
oncologists and nurses [6]. A study by Gill et al. reported a discrepancy in the importance
given to retaining a normal sense of taste and smell, as reported by patients and by the
multidisciplinary team involved in their care (p < 0.013) [7]. We previously hypothesized
that the hesitancy of physicians in approaching these disorders may be due to a “cultural
aspect” where the physician tends to underestimate and leave untreated the adverse
events (AEs) related to therapies that do not have a clinical implication [8]. However, it
is important to consider these disorders as they can lead to reduced food enjoyment and,
most importantly, an inappropriate nutrient intake, with a high impact on the nutritional
status, quality of life, and possibly on the efficacy of therapy itself [9].
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Literature describes five basic tastes: sweet, sour, bitter, salty, and umami [10,11]. The
sense of taste starts with the activation of the taste receptors located on the microvilli or taste
receptor cells. These cells are clustered and together they form taste buds. Taste receptor
cells are modified epithelial cells that can detect and process gustatory, olfactory, and
trigeminal stimulation [12]. Dysgeusia can be classified as follows: (1) ageusia, which is a
complete lack of taste; (2) hypogeusia, which is a decreased taste sensitivity; (3) hypergeusia,
which is a heightened taste sensitivity; and (4) phantageusia, which is the perception of
an unpleasant taste in the absence of a corresponding stimulus in the environment [9].
The sense of smell is even more complex than the sense of taste. Over a trillion different
smells can be identified. There are two ways for odors to reach the olfactory epithelium:
via the ortho-nasal passage or via the retro-nasal passage [13]. In general, four categories of
smell disorders are classified depending on how they impact odor perception. (1) Anosmia
is the absence of smell perception; (2) hyposmia is a quantitatively reduced ability to
perceive scent; (3) parosmia is a qualitative distortion of an ordinarily detected smell; and
(4) phantosmia is the perception of odors when none are present [14].

In addition to cancer treatment, including radiotherapy and surgical treatments, other
factors may contribute to taste and smell disorders, such as age, oral infections, smoking,
alcohol abuse, chronic diseases such as diabetes, hypertension, and chronic rhinosinusitis,
and the type of cancer [15–17]. In fact, the study by Dhuibhir and colleagues showed a
high prevalence of taste and smell disorders in newly diagnosed cancer patients before
treatment [18].

Currently, TSD can be assessed through clinical methods (objective) or self-reported
by patients (subjective). The objective methods assess the oral sensitivity to taste agents
through the thresholds of the five taste qualities. The numerical results facilitate the
comparison of the taste perception abilities between populations [19] but do not reflect
the ‘real-world’ taste experience [20] as they do not capture dimensions of taste that are
important to patients, such as flavor, food enjoyment, or hedonic changes [21]. For this
reason, patient-reported questionnaires and qualitative research methods that capture
patients’ individual experience are recommended [6,22].

A review by Enriquez-Fernandez et al. [23] reports a growing interest in the assessment
of taste and smell changes in cancer patients but presents limitations in terms of the
heterogeneity in the number of items, assessment range, and in the domains of taste
changes. They suggest developing a standardized tool validated by patients to ensure that
the terms associated with sensory changes are understood and reliably used by clinicians
and researchers.

The aforementioned papers have mainly highlighted the pathophysiology, prevalence,
clinical features, and assessment tools of chemosensory alterations. However, there are
limited literature reviews highlighting the oncological therapies that lead to these alter-
ations. The aim of this rapid review was to examine the existing and current literature on
cancer treatments that can cause TSDs to develop prevention and education strategies in
the future.

2. Materials and Methods
2.1. Study Design

Between October and November 2022, an integrative rapid review was conducted as a
knowledge synthesis strategy to provide timely information [24]. Despite being thoroughly
studied, the field of TSD is evolving due to novel cancer treatments. As a result, timely
reviews can describe current research and report on clinical and organizational levels [25].

2.2. Needs Assessment and Topic Selection

The primary need was to map the most recent data on cancer drugs that cause TSD, to
summarize the knowledge and enable nurses and oncologists to continuously improve the
quality of care and patient management. Thus, the review question was: which oncological
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drugs cause taste and smell disorders? To this review, we decided to include only studies
focused on cancer treatment for solid tumors in adults.

2.3. Study Development

According to the methodological process inspired firstly by Tricco and colleagues in
2017 [25], which was then further developed by Langlois et al. in 2019 [26], the following
seven-stage process was implemented: (1) a needs assessment and topic selection; (2) study
development; (3) literature search; (4) screening and study selection; (5) data extraction;
and (6) risk-of-bias assessment. In addition, the Preferred Reporting Items for Systematic
reviews and Meta-Analysis (PRISMA) guidelines were applied [27].

2.4. Literature Search

The literature search was performed independently by 2 reviewers (TBW and IMB)
through the MEDLINE (via PubMed), PROSPERO, and Web of Science databases between
October and November 2022. The inclusion criteria were: (a) studies on adult patients
with solid tumors undergoing treatment with oncological drugs, (b) studies designed to
detect the incidence and prevalence of TSD and/or assess the time of onset; (c) quantitative
and qualitative primary studies; and (d) studies published in English within the past
10 years. The exclusion criteria were: (a) studies on patients with hematologic malignancies
and (b) studies on patients undergoing radiation therapy. Therefore, the Medical Subject
Headings [MeSH] and free-text words used were: “dysgeusia”, “taste alteration”, “anos-
mia”, “olfaction disorders”, “smell alteration”, “therapeutics”, “therapies”, “treatments”,
“cancer”, and “neoplasm”. The research was limited to the last 10 years.

2.5. Screening and Study Selection

The screening of titles and abstracts was performed by three researchers (TBW, IMB,
and LP) to identify the articles’ eligibility in relation to the inclusion criteria. Then, an
independent full-text evaluation was performed by the same researchers to determine if the
studies fully met the inclusion criteria. When disagreements occurred, the final decision to
include or exclude an article was made by a consensus. As reported in the PRISMA flow
diagram (Figure 1), the flow of a study’s inclusion is summarized together with the reasons
for exclusion. At the end of the process, 14 papers were retrieved.

2.6. Data Extraction

The data were extracted and reported in a Microsoft Excel® spreadsheet. The following
data were collected from each selected study and reported in the grid: the (a) author(s),
year, country; (b) study design; (c) aims; (d) participants; (e) assessment tool used for TSD
detection; (f) cancer treatment; and (g) key findings. The full grid is available as Table 1.

2.7. Risk of Bias Assessment

The review team shared in advance the decisions about inclusion and exclusion to
prevent information and a selection bias. In addition, to ensure the consistency of the
results, the following methodological requirements [28] were respected: (a) the verification
of the study selection and data extraction were performed by three reviewers [TBW, IMB,
LP]) and (b) an additional independent researcher (=a fourth reviewer [ADC]) contributed
and reviewed the narrative synthesis and the summary table.
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Table 1. Characteristics of studies that evaluated cancer therapy-related dysgeusia.

Ref. n. Study Design Aim (s) Participants
(N)

Assessment
Tool (s)

Cancer
Treatments Key Findings

[9] Prospective Prevalence 75
Prostate cancer

Survey
regarding the

taste and smell
of food, appetite,

and nausea.

CT and/or HT
(regimen not

specified)

• TAs: 17%; SAs: 8%.
• TAs most frequent in

patients treated with
denosumab (35.0% vs.
10.9%, OR = 4.40,
p = 0.020) or docetaxel
(41.7% vs. 12.7%,
OR = 4.91, p = 0.022).

• Poor taste of food
associated with poor
appetite and ≥10%
weight loss.
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Table 1. Cont.

Ref. n. Study Design Aim (s) Participants
(N)

Assessment
Tool (s)

Cancer
Treatments Key Findings

[29] Prospective

Self-reported
TSDs based
on the type

of CT
treatment.
Impact of
CT on the
severity of
the TSDs.

151

Questionnaire
structured in
three sections:
eating habits;

sensory changes
(taste/smell
changes and

thermal
sensitivity); and

other clinical
disorders (nausea,
vomiting, dry

mouth, mucositis,
and dysphagia).

CT
(regimen,
Paclitaxel,
oxaliplatin,
docetaxel,

carboplatin,
anthracyclines,

cisplatin,
irinotecan,

5-FU,
vinorelbine)

• TAs: 76%.
• SAs: 45%.
• TAs in patients treated

with anthracyclines,
paclitaxel, carboplatin,
and docet-axel.

• Cisplatin and 5-FU are
the CT resulting in the
lowest complaints.

• Xerostomia is strongly
associated with bad taste
in mouth (OR = 5.96;
CI = 2.37–14.94;
p value = 0.000) and
taste loss (OR = 5.96;
CI = 2.37–14.94;
p value = 0.000).

[30] Cross-
sectional

Prevalence,
severity
and self-
reported

characteris-
tics of TAs
induced by

CT.
TAs across

CT regimes.

243

Validated TA
Scale

Self-reported
TAs duration

CiTAS.

CT
(regimen:
FOLFOX,
paclitaxel,
docetaxel,
cisplatin,

pemetrexed,
FEC, EC,
FOLFIRI,

Gemcitabina,
TJ, TPF,

Gemcarbo,
Cisgem,
Gemox)

• TAs ranged from
51–86%.

• 43% of participants
complained of TAs
with the start of Ct
and 75% reported TAs
within the fourth week
of treatment.

• TAs in patients treated
with gemcitabine,
cisplatin plus
pemetrexed and
epirubi-cin plus
cyclophospha-
mide (EC).

• Low levels of TAs
were found among
participants receiving
GEMCARBO
and CISGEM.

• 55% of participants
reported some
difficulties in tasting
food. Tasting saltiness
was the most
affected ability.

[31] Prospective Incidence of
TAs

41
BC

Not validated
Questionnaire,

filter paper disk
method,

CTCAE v. 4.0.

CT
(regimen:

Epirubicin,
cyclophos-
phamide)

• TA on the 4th day
after CT was 53%.

• TAs decreased to
about 9% immediately
before new cycles.

• Age and body surface
area influenced Tas.
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Table 1. Cont.

Ref. n. Study Design Aim (s) Participants
(N)

Assessment
Tool (s)

Cancer
Treatments Key Findings

[32] Prospective
Prevalence
TAs across

CT regimes.

109
BC, gyneco-

logical

Validated TAs
scale.

CT
(regimen,

Gemcitabina,
epirubicin, doc-

etaxel,capecitabine,
epirubicin/docetaxel)

• TAs was 76.1%.
• The highest TAs with

epiru-bicin, docetaxel,
capecita-bine.

• Lowest TAs with
gem-citabine.

[33] Prospective
To provide
new data

about TSDs.

33
head/neck

Sniffin’ Sticks
test

(Determination
of threshold,

discrimination,
and identification,

TDI).

CT
(regimen:
Cisplatin,

carboplatin,
5-FU,

docetaxel)

• In normosmic or
hyposmic, the mean
decrease in TDI-score
was significant lower
during the second cycle.

• Age (>55 years) and
smokers had a significant
(negative) impact.

[34] Prospective
Prevalence

of
dysgeusia.

31 males
15 females
(9 did not

undergo CT)

Salt-
impregnated

taste strips with 6
concentrations

of Sodium
chloride.

CT
(regimen: 5-FU,
platinum, Tx)

• TAs in 38.8%.
• 48% in 5-FU or its

oral analogues.
• 55.6% of patients

receiving oral 5-FU
analogues.

• Patients aged ≥70 years
also tended to
experience
dysgeusia (75%).

[35] Prospective

Effect of
cisplatin CT

on odor
perception.

15 bronchial
cancer

patients
and 15 control

subjects

European Test
of

Olfactory
Capabilities

(ETOC).

CT
(regimen:
cisplatin)

• Odor detection and
odor identification
abilities were not
influenced by the
administration of
cisplatin, a decrease in
pleasantness was
observed only for food
odors, and not for
non-food odors.

[36] Cross-
sectional

TAs charac-
teristics 100

Taste
recognition
thresholds

(TRTs) via a
taste disc kit
PRO-CTCAE

CiTAS.

CT
(regimen:
Tx based)

• TAs in 59%.
• DTX associated with a

higher prevalence of
more severe and longer
TAs than PTX or
nab-PTX regimens.

• Significantly elevated taste
recognition thresholds
(hypogeusia) for sweet,
sour, and bitter tastes
in the taste alteration group
receiving nab-paclitaxel
(p = 0.022, 0.020, and
0.039, respectively).

• Docetaxel, previous
CT, dry mouth, and
peripheral neuropathy
were significantly
associated with Tas.
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Table 1. Cont.

Ref. n. Study Design Aim (s) Participants
(N)

Assessment
Tool (s)

Cancer
Treatments Key Findings

[37] Observational

Prevalence
and clinical
therapeutic
risk factors.

7425 CTCAE v5.0 CT
(not specified)

• TAs in 19.0%; 15.0%
grade 1 dysgeusia and
6.0% grade 2.

• CT duration (p < 0.001),
female sex (p < 0.001),
location of the primary
tumor in the uterus
(p = 0.008), head and
neck (p = 0.012), and
testicles (p = 0.011),
and use of ifosfamide
(p = 0.009), docetaxel
(p = 0.001), paclitaxel
(p < 0.001),
pertuzumab (p = 0.005),
bevacizumab (p < 0.001),
and dacarbazine
(p = 0.002) indepen-
dently increased the
risk of dysgeusia.

[38] Mixed
methods

To
investigate

whether
mycotoxic

and/or
neurotoxic
drugs com-

promise
olfactory
perfor-
mance.

44

Sniffin’ Sticks
test

(Determination
of threshold,

discrimination,
and

identification,
TDI).

CT
(regimen:

Oxaliplatin,
5-FU,

capecitabine,
gemcitabine,
carboplatin,

cisplatin,
doxorubicin,

liposomal
doxorubicin,

taxanes)

• TDI scores were
significantly lower
after chemotherapy in
all age groups.

• Patients older than
50 years were more
susceptible to
olfactory toxicity.

[39] Case control

Changes in
the

perception
of tastes.

43 Taste strips

CT
(regimen:
platinum

based)

• Salty and sour were
the most affected
tastes in the study
group (p = 0.001
and 0.05).

[40] Observational

Changes in
the detection

(DT) and
recognition

(RT)
thresholds
of umami,
sweet, and

bitter tastes.

40
(NSCLC)

Rinsing
technique.

Not validated
Questionnaire

CT
(regimen:
Cisplatin,
paclitaxel)

• TAs 34% after treatment.
• 42% reported a bitter

taste in the mouth.
• 57% reported dry

mouth.
• 35% reported food

being tasteless, and
12% reported food
having an
unpleasant taste.
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Table 1. Cont.

Ref. n. Study Design Aim (s) Participants
(N)

Assessment
Tool (s)

Cancer
Treatments Key Findings

[41] Qualitative

Patient and
carer de-

scriptions,
experiences
and conse-
quences of
taste and

flavor changes.

10 patients
4 carers

Semi-
structured
interviews

Ct
(regimen:

Oxaliplatin)

• TAs were apparent by
the third CT cycle.

• Worse symptoms in
the 5–7 days
immediately post CT
infusion, relief toward
the end of a CT cycle.

• Full resolution of
symp-toms by
6–8 weeks fol-lowing
the completion of
oxaliplatin treatment.

• Most common oral
sensations: ‘metallic’
or a ‘slick’ or ‘coating’
in the mouth.

Abbreviations. CT: chemotherapy; HT: hormone therapy; 5-FU: 5-fluorouracil; TAs: taste alterations; FOLFOX:
folinic acid, fluorouracil, oxaliplatin; FEC: epirubicin, fluorouracil, cyclophosphamide; EC: epirubicin, cyclophos-
phamide; FOLFIRI: folinic acid, fluorouracil, irinotecan; TA: taste alteration; TJ: carboplatin, paclitaxel; TPF:
docetaxel, cisplatin, fluorouracil; GEMCARBO: gemcitabine, carboplatin; GEMOX: gemcitabine, oxaliplatin;
CISGEM: cisplatin, gemcitabine; BC: breast cancer; CTCAE: Common Terminology Criteria for Adverse Events;
Tx: taxane; CiTAS: Chemotherapy induced Taste Alteration Scale; PRO-CTCAE: patient-reported outcome; DTX:
docetaxel; PTX: paclitaxel; nab-PTX: nab-paclitaxel; NSCLC: non-small cell lung cancer.

3. Results
3.1. Study Characteristics

A preliminary search aimed at exploring knowledge on cancer treatments causing
TSDs was conducted by examining the MEDLINE database (via PubMed), Web of Science,
and PROSPERO between October and November 2022. There were not recently published
or ongoing reviews on this specific topic; meanwhile, a large number of articles on TSDs in
cancer patients related to eating habits and quality of life have been published in recent
years. The database searches, after the duplicates were removed, returned 703 articles, of
which 113 were screened. Out of the 113 articles assessed for their eligibility, 14 studies
met the inclusion criteria (Figure 1). The specific characteristics of each selected study
that met the inclusion criteria are presented in Table 1. Most of the selected studies used
a quantitative method [9,29–40], and only one was a qualitative study [41]. Nine studies
focused on changes in the taste [30–32,34,36,37,39–41], 3 focused on smell [33,35,38], and 2
focused on a combination of both [9,29]. The study population among the studies was very
different in terms of the cancer diagnosis, stage, treatment, line of therapy, and sample size.
Moreover, a high degree of heterogeneity in the tools to assess TSD was observed, even
within the study itself. In fact, some studies used a subjective evaluation [9,29,30] while
others used validated questionnaires (e.g., CITAS) [30,36] or standardized measurement
scales such as CTCAE [31,36,37]. Two studies used the Sniffin’ Sticks test [33,38] while one
study used taste recognition thresholds (TRTs) [36].

3.2. Prevalence, Onset, Resolution of Taste and Smell Disorders

Taste disorders were found in 17% to 86% of people and were linked to a poor appetite
and a 10% weight loss [29,30]. Campagna et al. reported that 43% of participants complained
of TSDs at the start of CT, and 75% reported it by the fourth week of treatment [30]. The worsen-
ing of symptoms occurs within 5–7 days immediately following the CT infusion and decreases
by about 9% immediately before the next cycle [31]. The complete resolution of symptoms
(e.g., from oxaliplatin) occurs within 6–8 weeks after the completion of treatment [31,41].
Xerostomia is strongly associated with a bad taste in the mouth (OR = 5.96; CI = 2.37–14.94;
p-value = 0.000) and a loss of taste (OR = 5.96; CI = 2.37–14.94; p-value = 0.000) [29]. Salty
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and sour were the most affected tastes (p = 0.001 and 0.05, respectively) [40]. Body surface,
smokers, and people over the age of 70 had a significant negative impact on taste and
smell [31,33,34]. The duration of CT (p = 0.001), female gender (p = 0.001), and location
of the primary tumor in the uterus (p = 0.008), head and neck (p = 0.012), and testicles
(p = 0.011) independently increased the risk of dysgeusia [37]. The prevalence of olfactory
disorders ranged from 8% to 45%; in normosmics or hyposmics, the mean decrease in
the threshold determination, discrimination, and identification (TDI score) was significant
during the second cycle of cancer treatment and smoking and being over 50 years old were
risk factors for smell alterations [9,29,33].

3.3. Cancer Treatment

Docetaxel is the main drug related to the occurrence of TSDs and is associated with
a higher prevalence of more severe and longer taste alterations than paclitaxel or nab
paclitaxel [36]. Anthracyclines, carboplatin, epirubicin, cyclophosphamide, capecitabine,
and cisplatin/pemetrexed are also frequently related to TSDs [9,30]. Low levels of taste al-
terations were found in gemcitabine/carboplatin (GEMCARBO) and cisplatin/gemcitabine
(CISGEM) combinations [30], as well as in cisplatin and gemcitabine administered indi-
vidually [32]. Additionally, 5-fluorouracil (5-FU) or its oral analogues showed a high
prevalence of TAs [34]. Docetaxel, previous CT, dry mouth, and peripheral neuropathy
were significantly associated with taste alterations [36]. Regarding the effect of cisplatin
on odor, detection, and identification abilities were unaffected by an administration of
cisplatin; a decrease in pleasantness was observed only for food odors and not for non-food
odors [35].

4. Discussion

In addition to oncology drugs, the literature reports hundreds of drugs from all major
therapeutic classes that have been clinically reported to cause unpleasant and altered
taste sensations when administered alone or in combination with other drugs. These
unpleasant sensations include metallic and bitter tastes, a partial or complete loss of taste,
and distortions and perversions of taste [42].

As suggested in the review by Schiffman et al., there are a number of topics which
are useful for understanding the biological basis of drug-induced taste disorders: (1) the
interaction of drugs with taste receptors on the apical side of the tongue in the oral cavity;
(2) genetic differences among patients that affect the taste perception of drugs; (3) taste
sensations caused by injectable drugs; (4) drug interactions caused by the use of multiple
drugs; and (5) potential biochemical causes.

It is also important to recognize which groups are most vulnerable to this alteration.
These include (1) the elderly, who use a disproportionate number of drugs [43], (2) people
with certain genetic polymorphisms related to the perception of a bitter taste [44], (3) people
with a reduced drug clearance [45], and (4) people with a drug metabolism [46].

TSDs in cancer patients are an often underestimated and underreported problem that
may result from the disease and/or its treatment; this is probably because physicians and
nurses do not regularly use standardized taste tests to verify and validate drug-related
taste disorders in patients. Additionally, many disorders of taste cannot be categorized
according to conventional tastes such as sweet (sucrose), sour (citric acid), salty (NaCl),
bitter (quinine), or umami (monosodium glutamate). Dysgeusia and dysosmia alter the
pleasure of eating and reduce appetite, which, especially in compromised patients, can
lead to malnutrition, increased treatment-related toxicities, and a worsened quality of
life. Therefore, the identification of risk factors, such as the use of a specific oncological
treatment, that may promote the development of TSDs, is an important aspect to reduce the
impact of this condition on these frail patients. Our research identified 14 articles published
in the last 10 years that investigated cancer treatments leading to TSDs. In accordance with
the existing literature, the range of taste alterations varies between 17% and 86% [29,30]
and the severity of the symptoms varies during the cycle [30,31,35]. In fact, the symptoms
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severity tends to worsen 5–7 days after the CT cycle and then diminish by about 10%
before the following cycle [35]. Moreover, the taste alterations tend to persist for a long
time [31,41], suggesting that the risk of malnutrition and a worsened quality of life may
continue even after the end of the cancer treatment. Salty and sour tastes seem to be the
tastes which are most affected by cancer treatments [40], so it might be useful to provide
patients with specific nutritional guidance aimed to minimize the alterations. Dysosmia
is less investigated but still its prevalence ranges from 8 to 45% of cancer patients [9,29].
According to the results of the current study, dysgeusia and dysosmia were more strongly
associated with breast, gynecological, and colorectal cancer [32]. Docetaxel, paclitaxel,
nab-paclitaxel, capecitabine, cyclophosphamide, epirubicin, anthracyclines, and oral 5-FU
analogues were found to be the drugs most frequently associated with TSDs [9,30,34,36].
Other important risk factors for TSDs included the number of chemotherapy cycles, the
female sex, the presence of distant metastases, and the primary tumor’s location in the
uterus, testicles, or head and neck [37]. An interesting correlation emerged between
dysgeusia and peripheral neuropathy; numbness or tingling in the hands or feet (OR, 2.04;
95% CI, 1.25–3.57; p = 0.004) were significantly associated with TAs [36]. Knowing the
factors most associated with TSDs is crucial for physicians and nurses to carefully monitor
their occurrence and severity and to implement adequate prevention strategies. Sevryugin
et al., in a recent review [3], summarized a wide range of therapy alternatives, including
zinc and polaprezinc, radioprotectors, vitamins and supplements, anti-xerostomia agents,
active swallowing exercises, nutritional interventions, delta-9-tetrahydrocannabinol, and
photobiomodulation that can be used as a strategy to reduce TSDs.

The high heterogeneity among the selected studies in terms of the diagnosis, stage of
disease, treatment, the instruments used to assess the TSDs, and the sample size makes it
difficult to make firm conclusions. The limited number of studies exploring specifically
which cancer therapies cause alterations in taste and smell leads us to hypothesize that these
disorders have not yet been given due attention. In addition, none of the studies included
in the present review considered new therapies, such as immunotherapy, suggesting that
further studies are needed to investigate the impact of cancer therapies more comprehen-
sively on TSDs. Most published studies relate taste and smell alterations to quality of life, so
interventions in a preventive context would be necessary; although, there is no consensus
on the prevention strategies to be used in this setting, so an algorithm for selecting the best
treatment for TSDs was developed [3]. The algorithm can help the clinician to provide a
therapeutic solution for chemosensory disorders or it can help the researcher to design an
appropriate clinical trial to increase the knowledge on this underestimated problem.

4.1. Study Limitations

This rapid review aimed to highlight current cancer drugs that can cause changes in
taste and smell; however, we know that there are no studies that take into consideration
other therapies such as hormone therapy, target therapies, immunotherapies, and mono-
clonal therapy. Furthermore, the wide heterogeneity of the evaluation tools used, and the
different moments of detection do not allow for an accurate generalizability of the results.
Our results are not to be considered conclusive, as another limitation is that we explored a
limited number of databases.

4.2. Implications for Clinical Practice and Research

Oncologists and nurses should be trained on treatments that induce taste and smell dis-
orders to educate patients about proper nutrition and reduce the impact of these symptoms
on their quality of life.

5. Conclusions

Taste and smell disorders are not life-threatening events for patients but have a signifi-
cant impact on their quality of life. Oncologists, nurses, and nutritionists play an important
role in the management of these chemotherapy-related symptoms, so further studies are
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needed to provide specific information to patients on which oncology drugs cause dysgeu-
sia or anosmia, the time of their onset and duration, and to support clinical governance
strategies as well.
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Abstract: Lung cancer is the deadliest cancer worldwide. Tissue biopsy is currently employed for
the diagnosis and molecular stratification of lung cancer. Liquid biopsy is a minimally invasive
approach to determine biomarkers from body fluids, such as blood, urine, sputum, and saliva. Tumor
cells release cfDNA, ctDNA, exosomes, miRNAs, circRNAs, CTCs, and DNA methylated fragments,
among others, which can be successfully used as biomarkers for diagnosis, prognosis, and prediction
of treatment response. Predictive biomarkers are well-established for managing lung cancer, and
liquid biopsy options have emerged in the last few years. Currently, detecting EGFR p.(Tyr790Met)
mutation in plasma samples from lung cancer patients has been used for predicting response and
monitoring tyrosine kinase inhibitors (TKi)-treated patients with lung cancer. In addition, many
efforts continue to bring more sensitive technologies to improve the detection of clinically relevant
biomarkers for lung cancer. Moreover, liquid biopsy can dramatically decrease the turnaround time
for laboratory reports, accelerating the beginning of treatment and improving the overall survival
of lung cancer patients. Herein, we summarized all available and emerging approaches of liquid
biopsy—techniques, molecules, and sample type—for lung cancer.

Keywords: liquid biopsy; lung cancer; biomarkers; precision medicine

1. Introduction

Lung cancer has the highest incidence rate for cancer type and the second-highest
mortality rate in the world [1]. The high mortality rates associated with lung cancer are
mostly due to its late detection and diagnosis, leading to a decrease in these overall survival
rates [2,3]. However, even patients diagnosed in the early stages of the disease and still
during cancer’s contained stage still show a poor five-years overall survival rate, which
is lower than 60% compared to other cancer types. Despite the early detection, the poor
prognosis is attributed to the disease progression [4].

Cigarette smoking and other tobacco exposure habits are the major risk factor for lung
cancer, and it is associated with approximately 80% of all lung cancer cases [5,6]. However,
additional risk factors associated with environmental and occupational exposures have
also been linked to lung cancer development [7]. In addition to environmental risk factors,
single nucleotide polymorphisms (SNPs) have also been associated with an increased risk
for lung cancer development [8–10].

The biological processes behind lung cancer are complex, and the tumors are highly
heterogeneous [11]. Histologically, lung cancer is divided into two major subtypes: small-
cell lung cancer (SCLC) and non-small-cell lung cancer (NSCLC) [12]. The SCLC accounts
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for approximately 15–20% of all lung cancer cases, and SCLC patients show extremely
low survival rates [13]. The NSCLC accounts for approximately 80–85% of all lung cancer
patients, and it is further classified into three main histological subtypes: adenocarcinoma,
squamous cell carcinoma (SCC), and large cell carcinoma [14]. NSCLC patients present
heterogeneous survival rates depending on several features, including the stage of the dis-
ease at the time of diagnosis, the patient’s performance status, smoking habits, histological
subtypes, and molecular characteristics [15,16].

In addition to the histological categorization, molecular characteristics are a critical
additional component of the biological study of lung cancer due to the advances in preci-
sion medicine for both methodological procedural aspects and molecular biomarkers [17].
Currently, the number of FDA-approved drugs targeting molecular biomarkers has dramati-
cally increased in the market, creating a more efficient route for treating NSCLC patients [18].
On the other hand, tumor tissue biopsy has continued to be mandatory for histological
evaluation and diagnosis, and in the last decades, it has also been employed in the detec-
tion of molecular biomarkers [18,19]. However, the methods commonly used for tissue
procurement are highly invasive and may have many side effects, which depending on the
performance status of a patient, may not even be eligible for such an invasive procedure.
Moreover, tumor tissue biopsy represents a small fragment of the tumor as a whole, which
may result in unviable tissue biopsies for assessing tumor heterogeneity [20]. Thus, the
development of new approaches is pivotal, given that the current approaches have some
disadvantages, especially when it comes to offering a viable option for those who are not
eligible for the currently existent methods of sample procurement [20–23].

In the last few years, a new approach has emerged, attracting various efforts for
its implementation in the diagnostic routine of lung cancer [24,25]. Liquid biopsy is a
minimally invasive approach for sample procurement, mostly body fluids, and it is used to
detect molecular alterations, tumor cells, and metabolites. Furthermore, liquid biopsy, the
emerging approach attracting substantial attention, has currently been employed for clinical
management, specifically for guiding treatment and monitoring disease. In addition, to
being a minimally invasive approach, the liquid biopsy also enables the serial collection
of samples allowing early detection of residual disease and relapses and resistance to
treatment [20,21,23,26,27]. For NSCLC, this approach is particularly valuable for patients
who are not eligible for the conventional tissue biopsy, mainly due to patients’ individual
conditions and the tumor location, as previously discussed. As a result, liquid biopsy has
been employed for disease and treatment monitoring and for creating a targeted treatment
for NSCLC patients within the field of precision medicine [21,28].

This review aims to gather the most up-to-date information for the procedure of liquid
biopsy, given the context of NSCLC patients. This review will focus on information such
as the various types of body fluids used for liquid biopsy, the currently available and
promising biomarkers in the field, and a discussion of the major challenges involved in
analyzing and securing samples for liquid biopsy.

2. Sample Types and Analytes for Liquid Biopsy from NSCLC

Body fluids such as plasma, sputum, saliva, urine, stool, cerebrospinal fluid, and
pleural effusions, among others, are suitable sources for detecting diagnostic, prognostic,
and predictive biomarkers for NSCLC [21,29–33]. As a result, liquid biopsy has been
employed due to its minimally invasive sample procurement. However, it is important to
point out that not all body fluids are collected by a minimally invasive sample procurement
(e.g., cerebrospinal fluid). Thus, the type of body fluid selected for liquid biopsy must
be carefully chosen based on the type of cancer, especially because some body fluids do
not properly represent tumor origin (Table 1 and Figure 1). Moreover, the most important
benefit of liquid biopsy is the minimally invasive sample procurement, and we should
avail this advantage.
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Table 1. Liquid biopsy analytes for NSCLC: major clinical applications, biofluids, and methods.

Clinical Application Biofluids Methodologies Reference

ctDNA/cfDNA

Diagnosis,
Tumor burden,

Treatment response,
Prognosis.

Peripheral blood,
Sputum.

qPCR, dPCR, ddPCR, ARMS,
BEAMing [32–35]

CTCs
Diagnosis,

Tumor burden,
Prognosis.

Peripheral blood RT-qPCR, Ep-CAM, NGS [36–38]

Extracellular vesicles
(exosomes)

Diagnosis,
Prognosis. Peripheral blood

ultracentrifugation,
exosomes

immunoprecipitation,
immune beads precipitation

[39]

miRNAs
Diagnosis,

Disease,
Progression.

Plasma,
Serum,

Sputum.
RT-qPCR [40]

DNA Methylation
biomarkers

Diagnosis,
Disease progression. Plasma

Immunoprecipitation,
methyl-sensitive restriction
enzymes, sodium bisulfite

conversion, q-PCR, and
Next-Generation Techniques

[41,42]

Metabolites/Proteins

Progression,
Predictive,
Diagnosis,
Prognosis.

Serum
HRMAS MRS
UPLC–MS and

immunoradiometric assay
[43–46]

Autoantibodies
tumor-associated

antigens

Diagnosis,
Predictive. Serum ELISA [47,48]

ARMS: Scorpion amplification-refractory mutation system; qPCR: quantitative Polymerase Chain Reaction;
dPCR: digital Polymerase Chain Reaction; ddPCR: droplet digital Polymerase Chain Reaction; BEAMing: beads,
emulsion, amplification, and magnetics; Ep-CAM: Epithelial cell adhesion molecule, NGS: Next-Generation
Sequencing; HRMAS: High-Resolution Magic Angle Spinning; MRS: magnetic resonance spectroscopy; UPLC–
MS: ultra-performance liquid chromatography-tandem mass spectrometry.
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Liquid biopsy samples are mostly composed of cell-free DNA (cfDNA), cell tumor
DNA (ctDNA), circulating cell-free microRNAs (ccfmiRNAs), circulating tumor cells
(CTCs), metabolites, and proteins as well as extracellular vesicles such as exosomes, which
contain proteins and cell-free nucleic acids (cfNA) such as miRNAs (Figure 1). These
components are released into body fluids through processes such as apoptosis, necrosis,
and secretion [26]. Therefore, liquid biopsy has been an important “supporting actor” for
guiding therapeutic strategies for NSCLC patients and has emerged as a “leading title-role
actor” in the routine setting of precision medicine.

3. NSCLC Biomarkers for Detection in Liquid Biopsy Samples

Clinical biomarkers can be found in different biofluids; currently, the most frequently
used in precision medicine are plasma and serum, both of which originate from the periph-
eral blood [49]. Both blood-derived biofluids can be used to analyze different biomarkers
from distinctive sources, such as CTCs, ctDNA, cfDNA, ccfmiRNAs, and metabolites,
among others [50]. The major applications of each type of molecule in the field of lung
cancer are summarized hereafter.

3.1. Circulating-Tumor DNA (ctDNA) and Cell-Free DNA (cfDNA)

Fragments of cell-free DNA (cfDNA) are freely available throughout the blood. CfDNA
is released into the bloodstream due to natural body mechanisms, such as apoptosis,
necrosis, and active secretion [26,31]. CfDNA can be found in both healthy subjects and
cancer patients, although cfDNA levels tend to be higher in cancer patients (Figure 2).

Int. J. Mol. Sci. 2023, 24, x FOR PEER REVIEW 4 of 23 
 

 

 
Figure 1. Overview of liquid biopsy. Inspired by Hanahan & Weinberg (192). 

3. NSCLC Biomarkers for Detection in Liquid Biopsy Samples 
Clinical biomarkers can be found in different biofluids; currently, the most frequently 

used in precision medicine are plasma and serum, both of which originate from the periph-
eral blood [49]. Both blood-derived biofluids can be used to analyze different biomarkers 
from distinctive sources, such as CTCs, ctDNA, cfDNA, ccfmiRNAs, and metabolites, 
among others [50]. The major applications of each type of molecule in the field of lung cancer 
are summarized hereafter. 

3.1. Circulating-Tumor DNA (ctDNA) and Cell-Free DNA (cfDNA) 
Fragments of cell-free DNA (cfDNA) are freely available throughout the blood. CfDNA 

is released into the bloodstream due to natural body mechanisms, such as apoptosis, necro-
sis, and active secretion [26,31]. CfDNA can be found in both healthy subjects and cancer 
patients, although cfDNA levels tend to be higher in cancer patients (Figure 2). 

 
Figure 2. Comparison of cfDNA and ctDNA. Individual aspects and similarities of both molecules 
are described. 

Circulating tumor DNA (CtDNA), different from cfDNA, can harbor somatic muta-
tions reflecting the tumor dynamics [51,52]. Tissue biopsy is a single “snapshot” of the 
tumor and, therefore, can mirror a unique subclone or a few subclones, while ctDNA can 
be more representative of the tumor’s entire tissue composition. Moreover, it is currently 
possible to trace the subclone’s origin of relapses and metastases through the phylogenetic 
profile of ctDNA. Tracing the clonal origin of the tumor can provide a collage of a tumor’s 

Figure 2. Comparison of cfDNA and ctDNA. Individual aspects and similarities of both molecules
are described.

Circulating tumor DNA (CtDNA), different from cfDNA, can harbor somatic mutations
reflecting the tumor dynamics [51,52]. Tissue biopsy is a single “snapshot” of the tumor
and, therefore, can mirror a unique subclone or a few subclones, while ctDNA can be more
representative of the tumor’s entire tissue composition. Moreover, it is currently possible to
trace the subclone’s origin of relapses and metastases through the phylogenetic profile of
ctDNA. Tracing the clonal origin of the tumor can provide a collage of a tumor’s evolution,
opening possibilities for the translation of such information into clinical practice [34].

Using liquid biopsy to detect ctDNA is extremely effective, as it is possible to collect
a sample at any time during the disease and therapy course, assessing the progression
of the disease in real-time [51]. However, liquid biopsy can become challenging when
the concentration of ctDNA is measured to be extremely low (<1%) compared to the
concentration of cfDNA in a patient’s bloodstream. Thence, highly sensitive and specific
techniques are required for detecting mutations to track, detect, and monitor genomic
alterations as cancer progresses [52–54]. The current standard methods for detecting
somatic mutations, such as RT-PCR, Sanger sequencing, and next-generation sequencing
(NGS), may not be sensitive enough for the detection of mutational ctDNA, specifically
mutations presented with a low variant allele frequency (VAF) [51].

The main advantage of analyzing ctDNAs is the high specificity of the molecule, as it is
proven that any molecular alterations present in these molecules are identical to those in the
tumor tissue. In addition, advanced-stage cancer patients usually present with higher levels
of ctDNA, which allows for easy monitoring of the disease’s course, tumor heterogeneity
and dynamics, tumor evolution, and any tumor-acquired resistance to targeted treatments.
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Recently, ctDNA was associated with shorter survival, and actionable alterations in ctDNA
were not detectable in time-matched tissue [55]. In addition, the turnaround time was
decreased for the release of a biopsy report to guide therapeutic decisions that can be made
earlier and safer [55].

Currently, highly sensitive PCR-based techniques, such as droplet digital PCR (ddPCR)
and BEAMing, are considered sensitive enough for detecting mutations at low frequencies
and have emerged as potential tools not only for advanced cancers but also for early
detection [53]. NGS is also an extremely sensitive technique for detecting somatic mutations
and identifying mutational frequencies as low as 0.02% VAF; however, the NGS technique
produces an error rate of about 0.5–2.0% [56].

Therefore, the detection of rare variants by NGS remains challenging due to its limit
of detection (LoD) and errors incorporated during sequencing. Furthermore, random
errors can be incorporated into the DNA molecules during the library preparation or the
sequencing processes, which could be mistaken for true variants. Strategies using molecular
barcoding principles, such as hybrid capture and amplicon-based NGS, have also been
used to detect low-frequency mutations in both liquid and conventional biopsy samples to
decrease false negative results [51,53]. Each molecule in the sequencing library is marked
with a small sequence of random nucleotides (8–16 N), which can be called a Unique
Molecular Identifier (UMI), Tag Sequencing, or molecular barcodes and to decrease the
chances of detecting false variants, the sequenced reads are grouped according to these UMI.
As a result, sequencing artifacts can then be detected as they are not present in all reads
with the same UMI, which increases the reliability of naming the true variants. Therefore,
molecular barcoding technology allows for the correction of sequencing errors [57,58].

Due to the advances in sensitive technologies, ctDNA and mutational analysis are
now possible for NSCLC patients. In addition, the detection rate of ctDNA can be higher
than 80% in the plasma from NSCLC patients, suggesting that ctDNA analysis is an
adequate alternative when sampling tissue biopsy is not an option [59]. EGFR, KRAS,
ERBB2, and BRAF mutations, gene rearrangements (EML4—ALK, ROS1, NTRK1/2, and
RET), exon skipping alterations, and gene amplifications (MET) are routinely evaluated
in the management of care for NSCLC patients [51]. All these molecular alterations have
been adapted into the clinical practice for guiding and monitoring patients’ treatment and
disease state [53]. Currently, broader NGS panels have been employed in clinical practices,
such as MSK-IMPACT (tissue) and MSK-ACCESS (plasma) [55]. A quarter of the patients
presented alterations in ctDNA not detected in tissues [55], which suggests that plasma
samples may present a higher specificity then previously reported, supporting the use of
NGS as a sensitive, specific tool for plasma samples analysis [60].

Unfortunately, not all of the actionable alterations mentioned above have been trans-
lated for the clinical management of NSCLC patients through liquid biopsy sampling.

The FDA recently approved two IVD (in vitro diagnosis) tests (Cobas EGFR Mutation
Test v2, Roche, and Idylla TM ctEGFR Mutation Assay) for NSCLC patients, which em-
ploys plasma samples for the detection of EGFR resistance mutation p.(Tyr790Met), exon
19 deletions and p/L858R mutations [61]. Although the IVD test shows a lower sensitivity
when compared with other methods of variant detection (e.g., ddPCR and NGS), its ap-
proval was a great addition to the present tools used in guiding therapeutic decisions and
monitoring treatment results for NSCLC patients [62].

3.2. cfDNA Methylation Biomarkers

Genetic mutations and epigenetic modifications, such as DNA methylation, have been
detected in cfDNA and ctDNA. It has been considered a promising approach for translation
into clinical applications to be used for diagnosis, prognosis, and predictive purposes.

Methylation is an incorporation of a methyl group (CH3) into a Cytosine in regions
enriched with CG bases, also known as CpG islands [63]. Methylation occurs in CpG islands
when found at the promoter regions of several genes, and it often results in gene silencing
commonly found in tumor suppressor genes. On the other hand, the transcriptional
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activation of genes with the methylation present in the gene body is associated with
various cancer types, including lung cancer [41,64]. Methylome analysis has yielded
highly successful results on tumor tissues, especially when the analysis is focused on
molecular subtyping and biomarkers discovery of several tumor types, including lung
cancer [65,66]. In addition to plasma and serum, other body fluids deserve attention,
such as sputum and bronchoalveolar lavage fluids, specifically due to their proximity to
the tumor’s location [41].

Analysis of methylation-based biomarkers in cfDNA can also be used for diagnostic
purposes for the management of lung cancer patients. Plasma cfDNA showed significant
differences in DNA methylation level for early-stage NSCLC patients, including stage
IA patients, indicating this type of biomarker could be a valuable tool for screening and
early detection of NSCLC combined with imaging tests to improve the detection of early-
stage pulmonary nodules [63,67–70]. Multi-cancer early detection (MCED) test may be
a promising approach for cancer screening and early detection. MCED is a targeted
methylation-based assay for complementary use in screening programs [71–73]. However,
results for stage I lung cancer have not shown to be sensitive enough for being employed
in a screening setting [72]. A recent study screened asymptomatic subjects from the NHS-
Galleri trial (ISRCTN91431511) but results about the clinical utility of the MCED test for
lung cancer still need to be addressed [73].

The combined methylation analysis of the CDO1 and HOXA9 was associated with unfa-
vorable outcomes, while the combination of PTGDR and AJAP1 methylation was associated
with favorable outcomes. A prognostic risk based on these methylation-based biomarkers may
be useful to refine risk stratification [65,67]. In addition to prognostication, methylation-based
biomarkers can also be useful as predictive biomarkers. Deregulation of methylation in cfDNA
was also associated with EGFR-TKI resistance in early-stage NSCLC patients [74,75].

3.3. Circulating Tumor Cells (CTCs)

Circulating tumor cells (CTCs) are cells derived from primary tumors that were disso-
ciated from tumor mass by either mechanical motion, the loss of adhesion molecules on the
surface of cells entering the circulatory system, or a combination of both. CTCs are com-
monly detected in lower concentrations in the peripheral blood compared to other types of
analytes (e.g., ctDNA), and it may be a challenge requiring the sampling of CTC-rich pe-
ripheral blood [38,52,54]. Although studies have shown that aggressive tumors can release
thousands of these cells into the bloodstream every day, and it may be associated with the
mechanism of distant metastasis, such a result would require completing a complex pro-
cess [38,54]. Once these cells enter the bloodstream, they are capable of planting metastatic
sites through active trans-endothelial migration while remaining inactive; however, no
studies have yet been able to show how the biological process of transition from dormancy
to active growth happens [52]. As a result, the mechanisms through which cancer spreads
from one organ to another using CTCs are of great interest to the scientific community [54].

Furthermore, the methods of isolating CTCs include identifying these cells based
on the presence of specific markers, such as the epithelial cell adhesion molecule (Ep-
CAM), the cytokeratin of epithelial CTCs, and the N-Cadherin or vimentin of mesenchymal
CTCs [76,77]. The FDA has confirmed an IVD method, based on anti-EpCAM ferromagnetic
microbeads, called CellSearch CTC kit® (Veridex LLC, Raritan, NJ, USA) for prognostic
assessment. This IVD method detects anti-EpCAM ferromagnetic microbeads on circu-
lating tumor cells (CTC) in peripheral blood samples [78]. As previously mentioned, the
characterization of CTCs is difficult since the detection method requires high sensitivity to
detect these molecules’ low concentrations in extracorporeal fluids.

The presence of CTCs is considered a prognostic biomarker since it can help pre-
dict disease progression in cancer patients, including the progression of NSCLC [54].
One study showed that patients with metastatic lung cancer and a state of progressive
disease presented a higher expression of the PIK3CA, AKT2, TWIST, and ALDH1 genes in
CTCs compared to patients with non-metastatic disease. Thus, it is possible to correlate the
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presence of CTCs with the diagnostic scope of disease burden, including possible metastasis
and disease progression [37]. The presence of CTCs was found to be independent of the
tumor stage at diagnosis (49% stage I, 48% stage II, 48% stage III, and 52% stage IV patients)
and histology (47% adenocarcinoma and 40% squamous cell carcinoma) when using a
size-based filtration method for CTC detection [79]. Moreover, of the cells with the highest
glucose uptake, hypermetabolic CTCs were isolated to analyze EGFR and KRAS mutations
using ddPCR. The comparison between the primary tumor’s EGFR and KRAS mutations
and that of CTCs showed a match in 70% of the cases [80].

3.4. Extracellular Vesicles

Extracellular vesicles (EVs) can be divided into microvesicles, vesicles, and exosomes.
Exosomes are released by various methods and are detectable in several cell types and
bodily fluids, including cancer cells. Moreover, exosomes are released during the process
of exocytosis following the fusion of multivesicular bodies (MVBs) and cell membranes,
and they can also be detected in body fluids such as blood (plasma and serum), urine,
pleural effusions, saliva, cerebrospinal fluid, and semen [27,54]. In addition, exosomes have
been shown to mediate intercellular communication between the tumor and the stroma,
resulting in a rich source of molecular information that enables the location of origin cells
for these exosomes [50,81].

Furthermore, ultracentrifugation or differential centrifugation (DC) and size-exclusion
chromatography, based on size selection and chemical isolation during polymeric-based
precipitation (PBP), are all commonly used for EV isolation [82–84].

Tumor cells can release more exosomes than non-tumor cells, making exosomes a
potential biomarker in liquid biopsies for various types of tumors [27]. In lung cancer,
exosomal RNA, DNA, and proteins can be used to detect molecular alterations, including
actionable mutations [27,85]. Qu et al. (2019) identified exosomes harboring EGFR mutation,
showcasing exosomes as a valuable component in the analysis’s tumor progression, pre-
metastatic niche formation, and resistance to treatment [86]. The comparison between
exosome-derived and tumor-derived mutations showed a sensitivity of 100% in detecting
EGFR mutations and a specificity greater than 96% [86].

Furthermore, exosomal miRNAs (exo-miRNA) have also been generating interest from
the scientific community as a potential biomarker in several types of cancer, including lung
cancer. Exo-miRNA is protected from RNAse degradation in the bloodstream due to the lipid
bilayer membrane, which results in their stability in body fluids and easily detectable form in
body fluids [27]. As a result, exo-miRNA load was reported as a prognostic biomarker [87].
Additionally, exo-miRNAs miR-564 and miR-659 switched sensitive to resistant cells to
gefitinib [88], which proved to be a predictive phenotype for exo-miRNA. On the other
hand, the exo-miRNA miR-302-b is associated with the suppression of lung cancer cell
proliferation and migration via the TGFβRII/ERK pathways, which has established the
miR-302-b as a potential therapeutic target for lung cancer patients [89]. Thus, exosomal
miRNAs may be employed in the process and measurements of diagnosis, prognosis, and
monitoring of lung cancer patients, which reveals the need for further studies of exosomes
and their clinical application in the context of precision medicine.

3.5. MicroRNA/CircRNA

MicroRNAs (miRNAs) are small RNAs (19–24 nucleotides) responsible for regulating
gene expression. However, most miRNAs have unknown biological functions [90,91].
MiRNAs differ from mRNAs due to their stability, small size, and regulatory control in
gene expression, rendering them a new generation of biomarkers [40]. Circulating-free
miRNAs (cfmiRNAs) have already been reported in body fluids from cancer patients,
including plasma, serum, urine, and saliva [92–94].

The detection of miRNAs in liquid biopsy samples was reported to distinguish NSCLC
patients from healthy subjects paving the way for cfmiRNAs as promising early detection
biomarkers [95]. Reis and collaborators (2020) recently reported differential expression of
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a set of miRNAs in plasma samples from early-stage lung cancer patients [96]. Similarly,
plasma samples from early-stage NSCLC patients paired with non-cancer patients were
screened for 754 circulating miRNAs, and a highly accurate 24-miRNAs panel was proposed
for early detection of lung cancer in addition to the known risk factors [95]. In addition,
dysregulation of miRNA expression can also be associated with exposure factors.

For example, the downregulation of let-7i-3p and miR-154-5p was found in serum
from smokers, both non-cancer subjects and lung cancer patients. These miRNAs are
involved in lung cancer development and progression, rendering these circulating miRNAs
a potential role as a diagnostic and prognostic biomarker in lung cancer for tobacco-exposed
patients [97,98]. Moreover, high expression of miR-34 and miR34-c in plasma samples from
surgically resected NSCLC patients was associated with increased survival [98].

Recently, some publications have explored the potential of circular RNA (circRNA)
as a biomarker in liquid biopsy [99]. This is because circRNA are resistant to RNases
and other exonucleases due to the lack of final 5’ or 3’ regions [100,101], having a longer
half-life than linear RNA [102]. Moreover, its specific tissue expression and stage of
development increase this interest as a potential biomarker [98,103–105]. Studies show that
circRNA expression varies in different tumor types, including lung cancer [104,106–108].
In adenocarcinoma patients, circRNA can be over-expressed, such as circ_0013958, which
was upregulated [107], and circFARSA, a circRNA derived from exon 5–7 of the FARSA
gene, in the plasma of patients with NSCLC compared to controls without cancer [109,110].

In addition, studies with circRNAs reported that they could detect specific signature
profiles in tissue samples, capable of distinguishing histological groups in addition to
NCLSC patients from healthy ones [105]. However, studies are being carried out to analyze
the profile of circRNAs signatures in liquid biopsy samples, such as plasma, exosomes, and
lymphocytes, to implement these molecules as diagnostic and predictive biomarkers.

Altogether, the detection of miRNAs/circRNAs in minimally invasive samples has
emerged as a promising approach for the early detection of NSCLC to be incorporated
in lung cancer screening programs and for prognostic purposes to be incorporated in the
clinical management of these patients.

3.6. Metabolites and Proteins

In pathological conditions, including cancer, circulating metabolites can be detected in
body fluids [45]. For detecting metabolites in biological fluids, Gas chromatography-mass
spectrometry (GC-MS), nuclear magnetic resonance (NMR), and high-performance liquid
chromatography UV detector (LC-UV) along with software (Metaboanalyst, Metabolite
Set Enrichment Analysis [MSEA], Metlin, BioStatFlow and Human metabolome database
[HMDB]) have been employed for detecting, processing, and analyzing metabolic data [111].

Lung cancer patients show changes in metabolic pathways compared to non-cancer
patients; starch and sucrose metabolism, galactose metabolism, fructose, mannose degrada-
tion, purine metabolism, and tryptophan metabolism are among the unbalanced metabolic
pathways [43]. In addition, some amino acids such as valine, leucine, and isoleucine are
related to stress and energy production, regulating many signaling pathways, such as
protein synthesis, lipid synthesis, cell growth, and autophagy, and can be found at higher
levels in lung cancer patients compared with non-cancer patients [44]. However, these
previously reported data must be clinically tested and reproduced in other series.

Although metabolomics has been a promising approach for managing and monitoring
cancer patients, some limitations have still been experienced, such as identifying unknown
compounds, detecting cancer-specific metabolites, and standardization of cutoffs [111].

In addition to metabolites, serum proteins have currently been used as cancer biomark-
ers, such as carcinoembryonic antigen (CEA), cytokeratin 19fragment (CYFRA 21-1), cancer
antigen 125 (CA 125), neuron-specific enolase (NSE) and squamous cell carcinoma antigen
(SCCA) [112,113]. Immunoassay (e.g., ELISA) and mass spectrometry can detect these
serum proteins. In the last few years, considerable efforts have been made to find serum
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protein biomarkers for the early detection of lung cancer that will potentially be employed
in screening programs soon.

Acute-phase reactant proteins (APRPs) are produced in response to inflammation
caused by cancer and can also be used as potential biomarkers for the diagnosis of different
types of cancer [114]. Lung cancer patients presented higher serum haptoglobin β (HP- β)
chain levels than healthy controls. However, patients with other respiratory diseases also
presented increased levels of Hp-β chain; thus, medical history, and radiological images
should also be considered [115]. Lung cancer patients also presented higher serum amyloid
A (SAA), another APRP, compared with healthy controls [116]. With higher levels of SAA1
and SAA2, lung adenocarcinoma patients also presented decreased serum levels of Apo
A-1—a protein responsible for removing endogenous cholesterol from inflammatory sites.
Thus, SAA1, SAA2, and Apo A-1 could also be considered potential biomarkers for the
early detection of lung cancer [117].

In addition, to early detection applications, some proteins involved with metastasis and
tumor progression are promising prognostic biomarkers. For example, plasma and pleural
effusions from NSCLC patients with high levels of the S100A6 protein—a member of the
S100 family with pro-apoptotic function—presented longer survival time compared with
S100A6-negative cases [118,119]. On the other hand, NSCLC patients show high serum
Cytokeratins (CKs) levels, such as CK 8, 18, and 19, which were associated with unfavorable
prognoses [119,120]. In addition, the combined analysis of regulators of actin—calmodulin,
thymosin β4, cofilin-1, and thymosin β10—was suitable for predicting patients’ outcomes [121].

The CancerSEEK reported forty-one potential protein biomarkers detectable at least
in one out of the eight tumor types. The authors selected the best eight biomarkers for
composing the final bead-based immunoassay test (CA-125, CA19-9, CEA, HGF, Myeloper-
oxidase, OPN, Prolactin, TIMP-1), which were highly effective in distinguishing cancer
patients from healthy controls [122]. The positivity for the CancerSEEK test was about 70%
for all cancer types. According to this study, combining protein biomarkers with cfDNA
mutations increased sensitivity without significantly decreasing specificity [122].

Although proteomic approaches have been promising tools for precision medicine
in the lung cancer field, there are some limitations regarding using proteins as biomark-
ers. Many of these proteins are associated with different tumor types. They present
poor sensitivity, are not organ-specific, and can also be detected in non-malignant dis-
eases [112,113,123]. Thus, clinical history and radiological exams should always be con-
sidered. Moreover, some proteins are presented with low serum levels, precluding their
employment for early lung cancer diagnosis [123,124]. Finally, the analysis of these biomark-
ers can be influenced by the contamination of intracellular proteins caused by cell lysis
during sample procurement and processing. Thus, pre-analytical steps are pivotal [118].

Scalable proteomics has also emerged as a tool for the identification of high-risk sub-
jects for lung cancer. The most recent example is Olink Proteomics, which was created
to detect circulating proteins (https://olink.com/, accessed on 16 November 2022). A
36-protein multiplexed assay was developed for risk assessment of lung cancer develop-
ment, and this set of proteins includes growth factors, tumor necrosis factor receptors, and
chemokines and cytokines [125]. Scalable proteomic approaches may not be affordable
for low-middle-income countries, but when feasible, they should still be considered as a
complementary tool along with LDCT in lung cancer screening programs. However, more
studies should be conducted to prove these proteomic approaches are cost-effective for
lung cancer screening, especially considering limited resources and minorities.

3.7. Autoantibodies against Tumor-Associated Antigens

Autoantibodies against tumor-associated antigens (TAAs) are circulating antibodies
to autologous cellular antigens [126–128]. Tumor tissues can release cellular proteins, lead-
ing to the activation of the immune system and the production of autoantibodies [129,130].
Therefore, cancer patients produce autoantibodies against aberrant or overexpressed proteins
produced by these cancer cells [131]. TAAs are stable in the serum and have been studied
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in several types of tumors, including lung cancer. TAAs can be detected through the immu-
noenzymatic assay (ELISA) [48,129,132]. Moreover, they can also provide information for
early detection and disease monitoring [47,48,132–135].

In the 90s, Lubin et al. (1995) analyzed the presence of p53 antibodies in the serum of
patients with lung cancer [136]. These antibodies were 30% higher in cancer patients than
in non-cancer patients, associated with TP53 mutations [136]. TAAs panels have also been
developed, combining many different TAAs to improve test sensitivity [48,126,132,137,138].
The panels developed include TAAs for p53, NY-ESO-1, CAGE, GBU4–5, Annexin 1, SOX2,
c-Myc, MDM2, NPM1, p16, cyclin B1, among others [48,132,139]. Although the levels of
most biomarkers increase proportionally to tumor burden, TAAs levels do not differ among
different stages of lung cancer, possibly due to the humoral immune response—present
from the beginning of tumorigenesis [48,132,139]. This feature renders TAAs a potential
tool for early detection [48,132,140,141]. However, studies including proper sample size and
validation set are required for greater reliability of TAAs in the routine lung cancer setting.

4. Clinical Application of Liquid Biopsy for NSCLC

The absence of pathognomonic symptoms in lung cancer leads to late diagnosis—many
patients may mistakenly receive another diagnosis, such as pneumonia, Chronic obstructive
pulmonary disease (COPD), among others, especially from low-middle income countries,
where resources are limited, and health systems are recurrently offscourings. The late
diagnosis in limited therapeutic options and curative intent is no longer available, culminating
in the highest lethality rate among all cancer types [3].

4.1. Prognosis

Lung cancer in the early stage has an excellent prognostic after surgery due to early
screening but needs more information about the disease is needed to understand metastatic
lung cancer [142]. After the liquid biopsy advent, the prediction of outcomes for NSCLC
patients employing molecular biomarkers became more feasible for those who may not be
eligible for conventional biopsy [21,27].

In NSCLC and SCLC, more CTCs were associated with adverse prognostic factors for
survival [54,143,144]. A study compared the number of CTCs present in blood in patients with
small-cell lung cancer. The CTC count was made at the beginning, before, and after treatment.
The authors show that patients with eight or more CTCs, per 7.5 mL of blood had a worse
survival than those with less than 8 CTCs at the pretreatment, and patients whose baseline
CTC levels remained lower than 8 CTC at the posttreatment showed better survival [143].

Undetectable ctDNA blood levels may serve as a prognostic marker for targeted
therapy and chemotherapy in patients with NSCLC [142,145]. CtDNA has been proposed
as a non-invasive, real-time biomarker to provide prognostic information to monitor
treatment since patients with the same mutation may differ in response to treatment [146].
Based on this, techniques can detect recurrent point mutations in controller genes. When
using ddPCR, plasma G12/G13 status was associated with an unfavorable prognostic in
progression-free survival and overall survival in NSCLC patients [147]. The prognostic
value of TP53 in lung cancer is being debated. Several changes in this gene are found
in patients with advanced NSCLC. Patients carrying pathogenic plasma mutations in
TP53 have lower overall survival when compared to wild TP53. In addition, the risk of
extrathoracic metastases in patients with TP53 ctDNA alteration is greater [148].

In addition to point mutations, the methylation status of critical genes can also be ana-
lyzed in minimally invasive samples, and the methylation status can serve as a prognostic
biomarker [135,142]. For example, Wen et al. (2021) showed that circulating metHOXA9 is
an adverse prognostic factor in patients with advanced NSCLC. In this study, the authors
analyzed the levels of metHOXA9 in patients’ blood before starting treatment and before
each cycle of chemotherapy. As a result, it was observed that the levels of metHOXA9
increased after the first treatment cycle; that is, the treatment changed the status of the
biomarker, decreasing the overall survival of these patients [149].

94



Int. J. Mol. Sci. 2023, 24, 2505

The hypermethylation of some genes as p16, CDH1, FHIT, and APC, can be considered
a prognostic factor. In addition to being classified by stages and histological type, genetic
alterations among each stratified group may reveal additional and more accurate prognostic
factors [150]. Such as, the methylation of genes p16, CDH13, RASSF1A, and APC in patients
with early-stage NSCLC-treated surgery was associated with an early recurrence [151,152].
More studies are needed to analyze the best genes to use as prognostic biomarkers in lung
cancer. By considering post-transcriptional mechanisms, miRNAs can also serve as prognostic
biomarkers. For example, NSCLC patients with downregulated miR-590-5p had significantly
lower median survival rates when compared to patients expressing high miR-590-5p, and it
was associated as a potential prognostic marker for the progression of NSCLC [152].

High expression levels of miR-18a, miR-20a, miR- 92a, miR-126, miR-210, and miR-19a
correlated with worse disease-free survival (DFS), in addition to a shorter overall survival
(OS) than patients with low expression levels of these miRNAs. So, these results suggested
that these miRNAs can be potential biomarkers for the prognosis of NSCLC patients [153].
In addition, elevated levels of miR-34a correlated with a prolonged DFS and OS compared
to low levels of expression in 196 NSCLC patients, i.e., miR-34a has potential prognostic
value for lung cancer patients [98].

Boeri et al. (2011) and Tian et al. (2016), with a short cohort, reported that miR-
486-5p was downregulated in adenocarcinoma patients’ plasma, and miR-181b-5p was
upregulated in squamous cell carcinoma patients’ plasma. In addition, the two miRNAs
negatively regulate their targets—RASSF1 and PIK3R1 [148,149], while that elevated levels
of miR-21 in plasma samples predicted poorer overall survival of NSCLC patients [154,155].
However, more studies with increased sample sizes must incorporate microRNAs into
clinical practice as prognostic biomarkers [154].

4.2. Precision Medicine and Disease Monitoring

Positron Emission Tomography/Computed Tomography (PET/CT) and tissue biopsy
are currently employed for NSCLC disease staging and monitoring and for guiding thera-
peutic strategies either based on disease staging or molecular alterations [43,156]. However,
not all patients are eligible for tissue biopsy, depending on tumor location and the pa-
tient’s clinical performance [157]. Using liquid biopsy for clinical management, including
treatment and disease monitoring, can better represent tumor heterogeneity, and predic-
tive biomarkers can be successfully detected to guide therapeutic options for NSCLC.
Unfortunately, the successful detection of predictive biomarkers in this sample depends
on assay sensitivity and the variant allele frequency (VAF). Fortunately, susceptible tech-
nologies have emerged as suitable approaches for cfDNA analysis, making rare detecting
alleles feasible [126,158,159].

There are two approved tests for the search for actionable mutations in liquid biopsy,
the Idylla TM ctEGFR Mutation Assay and the Cobas®EGFR Mutation Test v2, equally real-
time PCR-based [160,161]. Identifying EGFR mutations has become essential since EGFR-
TKI therapy has become the standard treatment choice for EGFR mutant patients [162].
The acquisition of resistance to treatment is recurrent in up to 60% of patients, and disease
recurrence undergoing EGFR-TKI therapy is generally mediated by the p.(Tyr790Met)
mutation [163]. As Cabanero and Tsao (2018) suggest, in patients diagnosed with NSCLC,
ctDNA analysis can provide tumor resistance responses acquired in real-time to TKIs for
EGFR [164]. For them, the clinical application of these tests is about to reach reality because
the current digital platforms approach greater sensitivity and precision to ctDNA [165].
Some patients presented with the EGFR p.(Tyr790Met) mutation early as 344 days before
disease recurrence [160]. EGFR-mutated patients presented undetectable ctDNA after
four weeks of TKi therapy, associated with a 12-week radiological response and progression-
free and overall survival [66].

A prospective study was carried out in 2015 using available serial samples of
blood—collected and follow-up for ten months—of 41 patients with lung cancer. All sam-
ples of blood were analyzed cfDNA observing EGFR mutation and p.(Tyr790Met) mutation,
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and the authors observed that the appearance or increase in a unit of the p.(Tyr790Met)
allele frequency almost triples the risk of death and progression, and this information can
be used for to estimate whether p.(Tyr790Met) positive patients should start second-line
treatment based on molecular data rather than imaging data [166].

In addition to mutations, the decreased concentration of CTCs has been associated
with the radiographic response of the tumor during the different treatments in patients
with NSCLC (surgery, chemotherapy, radiotherapy, target therapy, immunotherapy), while
the increased number of CTCs has been correlated with the disease progression [167].

Studies have also investigated the expression of PD-L1 in CTC and white blood
cells (WBC) in NSCLC [68,168–170]. Expression of PD-L1 in CTC and WBC was highly
correlated with the tumor tissue expression, pointing out the importance of this evaluation
of the “liquid microenvironment” to assist in the immunotherapy stratification and the
monitoring of disease [170]. Studies with tumor tissue from patients with NSCLC have
shown a relationship between high tumor mutational burden (TMB) and a longer duration
of response and survival in patients treated with anti-PD-1 or anti-PD-L1 therapy [171–173].
For example, Gandara et al. (2018) analyzed 797 plasma samples from NSCLC patients, and
the authors observed that TMB in plasma (bTMB)≥ 16 had a higher benefit for progression-
free survival with atezolizumab therapy [174]. However, few studies have been conducted
with a blood-based assay to measure bTMB in lung cancer, and the effectiveness of bTMB
remains unclear [175].

Gene fusions can also be detected in blood samples of NSCLC patients, such as
anaplastic lymphoma kinase (ALK, ROS1, RET, and NTRK) [176]. The detection and
permanence of this fusion were associated in this study with shorter progression-free
survival to crizotinib [177].

4.3. Early Detection as an Emerging Application of Liquid Biopsy for NSCLC

The high mortality rate of lung cancer patients is related chiefly to late diagnosis when
curative treatments are ineffective. In order to decrease lung cancer mortality, screening
programs have been implemented worldwide [178,179].

There are currently cancer screening programs, such as breast cancer and lung cancer,
which use X-ray and low-dose computed tomography (LDCT) emission, respectively, to
increase the chances of early diagnosis and increase patient survival. However, these tests
are performed only in the percentage of the population considered at high risk; that is, the
young do not have the opportunity to undergo the screening procedure because they also
have a chance of developing cancer. In addition, developing countries, associated with low
income and the lack of easy access to public health programs, make screening programs
difficult to occur due to the cost of equipment and the need for mobile units, which lead to
late diagnosis of cancer [180]. For this reason, implementing public policies to aid research
and development in the context of liquid biopsy is significant.

However, many challenges have been experienced in lung cancer screening programs,
and additional strategies are required to increase the early detection of lung cancer [181].
Plasma levels of cfDNA from NSCLC patients are higher than controls with no cancer,
rendering cfDNA plasma levels an exciting approach as a diagnostic biomarker [107,182].
CTCs can be eliminated by the primary tumor, even in the early stages of tumor develop-
ment. However, they are available at low abundance, requiring precision and empathetic
methodologies to detect them [183]. Improvements in the CTC isolation methods have
emerged, making CTCs in clinical practice feasible to increase the patient’s possibility of
care and quality of life [76]. Moreover, the use of biomarkers to distinguish benign from ma-
lignant lesions, and to identify molecules that can complement imaging tests during lung
cancer screening, can reduce the number of false positives and false negatives [179,180].

MiRNAs released in plasma and serum may also be used for lung cancer screen-
ing [184]. The use of microRNAs for lung cancer screening and early detection should be
considered to be used along with CT images in order to improve the accuracy of screening
programs when CT images do not show clinically detectable disease. The Multicenter Ital-
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ian Lung Detection (BioMILD) trial showed a miRNA signature classifier (MSC) combined
with CT was more effective for risk stratification than only CT or only MSC [185]. Subjects
with CT positive and MSC negative (CT+/MSC-) showed an HR of 13.73, and subjects with
CT positive and MSC positive (CT+/MSC+) showed an HR of 30.71. However, validation
and reproducibility studies are necessary for the implementation of this strategy proposed
by the BioMILD trial. In addition, the employment of miRNAs as a minimally invasive
tool together with CT in lung cancer screening programs still needs to be better addressed,
especially due to conflict data about these biomarkers in blood samples [186].

Technologies are under development to improve the detection of rare and/or small
molecules present in the human body. circRNAs-based signatures have emerged as a
promising tool for the early detection of lung cancer [187,188].

The CancerSEEK improved the early detection of several types of tumors, including
lung cancer, by combining several biomarkers in plasma [123]. The authors analyzed
plasma samples from 1005 patients with eight different tumor types, and none of the
patients received neoadjuvant chemotherapy nor harbored evident metastases before blood
collection. CtDNA isolated from plasma for mutation analysis was initially submitted to
PCR amplification using primers designed to amplify regions of interest in the 16 genes.
Simultaneously, eight proteins were analyzed in the same samples by the Luminex bead-
based immunoassays technique (Millipore, Bilerica, NY). The accuracy of the prediction of
this approach was 39% for lung cancer. The sensitivity of CancerSEEK for lung cancer was
approximately 60% [123].

The INTEGRAL Risk Biomarker and Nodule Malignancy project analyzes a proteomic
panel, based on Olink assay, with 21 protein relevant for lung cancer using a minimum
quantity of blood (<50 uL) to optimize LDCT screening [189]. This project was initiated
with case-control cohorts—training and validation sets, totalizing more than four thousand
people—of several screening programs, main in EUA, Australia, Singapura, and Canada.
However, we expect results from this trial to prove the effectiveness of using proteomics
panels in lung cancer screening scenarios.

On the other hand, a multiple cancer early detection test (MCED) developed a
biomarker based on cfDNA methylation in the plasma of 4077 subjects. This biomarker
showed an overall sensitivity and specificity of 51.5% and 99.5%, respectively [72]. For
lung cancer, this same methylation panel has shown a sensitivity of 79.5% in cases with
stage II (95% CI).

The DETECT-A study (Detecting cancers Earlier Through Elective mutation-based
blood Collection and Testing) was performed with 10,000 women, 65 to 75 years old, with
no personal history of cancer, and was analyze mutations of 16 genes in cfDNA and nine
protein highly validated biomarkers in blood samples [190]. Twenty-six cancer patients
were detected by blood testing, and nine were lung cancer. In addition, a PET-CT scan was
performed for 15 patients to exclude distant metastasis [190]. Only 1.2% of the individ-
uals tested in the blood test were submitted to PET-CT, decreasing the costs of imaging
scans [190]. These data demonstrate the possible relevance of combining multi-cancer
blood testing with PET-CT in the clinical routine, improving early detection of lung cancer
in a non-invasive way [191]. In addition, lung cancer screening programs can shift the
diagnosis scenario from metastatic to early-stage disease. Although overdiagnosis remains
a concern, a recent study reported no increase in the overall incidence rate of lung cancer
but a decrease in metastatic cases and an increased number of stage I cases compared with
an unscreened population [192]. Furthermore, the development of alternative techniques
for screening and early detection, such as liquid biopsy, can help the conventional methods
already used, reducing the costs of public coffers and reducing exposure to radiation and
patient discomfort.
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5. Challenges and Limitations

Liquid biopsy has been a promising approach for detecting biomarkers in NSCLC
patients. This minimally invasive approach better represents tumor heterogeneity and can
also be effective for lung cancer screening.

The lack of standardization prevents liquid biopsy implementation in the clinical rou-
tine. For this reason, more studies involving protocol standardization and a more significant
number of cases become necessary to obtain a more excellent population representation,
generating accurate and applicable results. Another limitation is that some biomarkers
are fragile, requiring great pre-analytical care. The interaction between genetics and envi-
ronment is challenging to control. Additionally, specific and sensitive methodologies are
necessary to isolate and analyze these biomarkers, mainly due to the low concentration of
some molecules in the body fluid.

6. Open Issues e Future Perspectives

Although many studies and advances have been made over the last few years con-
cerning liquid biopsy, little has been translated into clinical practice, probably due to the
several challenges already mentioned in this review. In addition, we must consider that the
vast majority of studies analyze populations of European and North American, opening
a gap for the genomic analyses referring to more heterogeneous populations, such as the
population of South America and Africa [193,194].

The development and improvement of specific techniques, both to isolate analytes
from liquid biopsy and to analyze them, are necessary to increase the sensitivity and
specificities of the tests so that they are safe to be used for both early detection, prognosis,
and monitoring. Methodologies that increase confidence to detect rare variants or allow a
small initial sample input is welcome in this area. Training professionals in this area is also
critical for reliable results. In addition, improving new mathematical and computational
methods based on machine learning can also improve liquid biopsy methods making this
approach even closer to the routine setting.

In this review, we summarized promising biomarkers that can be used for lung cancer
screening associated with gold standard methods—such as LDCT—improving detection
rates of screening programs (Figure 3). In the near future, a liquid biopsy will hopefully
increase the early detection of lung cancer.
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Abstract: Neuroblastoma (NB) is characterized by several malignant phenotypes that are difficult to
treat effectively without combination therapy. The therapeutic implication of mitochondrial ClpXP
protease ClpP and ClpX has been verified in several malignancies, but is unknown in NB. Firstly,
we observed a significant increase in ClpP and ClpX expression in immature and mature ganglion
cells as compared to more malignant neuroblasts and less malignant Schwannian-stroma-dominant
cell types in human neuroblastoma tissues. We used ONC201 targeting ClpXP to treat NB cells,
and found a significant suppression of mitochondrial protease, i.e., ClpP and ClpX, expression
and downregulation of mitochondrial respiratory chain subunits SDHB and NDUFS1. The latter
was associated with a state of energy depletion, increased reactive oxygen species, and decreased
mitochondrial membrane potential, consequently promoting apoptosis and suppressing cell growth
of NB. Treatment of NB cells with ONC201 as well as the genetic attenuation of ClpP and ClpX
through specific short interfering RNA (siRNA) resulted in the significant upregulation of the
tumor suppressor alpha thalassemia/mental retardation X-linked (ATRX) and promotion of neurite
outgrowth, implicating mitochondrial ClpXP proteases in MYCN-amplified NB cell differentiation.
Furthermore, ONC201 treatment significantly decreased MYCN protein expression and suppressed
tumor formation with the reactivation of ATRX expression in MYCN-amplified NB-cell-derived
xenograft tumors. Taken together, ONC201 could be the potential agent to provide diversified
therapeutic application in NB, particularly in NB with MYCN amplification.

Keywords: neuroblastoma; ATRX; MYCN; ClpPX protease; ONC201; apoptosis; mitochondria

1. Introduction

Neuroblastoma (NB) is a genetically heterogeneous tumor characterized by pleomor-
phic cells, including those with MYCN amplification that are highly glycolytic, presenting
the opportunity to use glycolytic inhibitor 2-deoxyglucose (2DG) to suppress NB cell
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growth [1,2]. Significant changes in mitochondrial membrane potential, impaired mito-
chondrial function, increased oxidative stress, and subsequent cell death are involved in
the process [3,4], indicating the importance of studying mitochondrial function.

The proper execution of mitochondrial functions depends on the maintenance of the
integrated mitochondrial proteome. Mitochondrial unfolded protein response (UPRmt) is
a feedback loop, wherein the dysfunction of the mitochondrial proteome is sensed and
communicated to the nucleus, which subsequently launches an extensive transcriptional
program to repair the damage and to rescue mitochondrial function [5]. UPRmt is main-
tained primarily by the chaperones HSP10, HSP60, HSP70, and HSP90 and by proteases of
the AAA+ superfamily, specifically the Lon, ClpXP, and m-AAA proteases. Dysregulation
of the proteases in cancer may serve as a novel therapeutic target in malignancies which
are highly dependent on mitochondrial functions for survival, including acute myeloid
leukemias and a subset of melanomas [6]. ClpXP protease is composed of ClpP, which
forms a multimeric complex with ClpX, leading to proteolytic activity. ClpXP is overex-
pressed in hematologic malignancies and solid tumors. Notably, both the inhibition and
hyperactivation of ClpXP was reported to lead to impaired respiratory chain activity and
cause cancer cell death [7].

ONC201 was discovered initially as a first-in-class TNF-related apoptosis-inducing
ligand (TRAIL) compound (known as TIC10). Based on the central core structure of
ONC201, several compounds of the imipridone family have been developed, including
ONC201, ONC206, and ONC212. There are more than 15 ongoing Phase I and Phase
II clinical trials of ONC201, either as a single agent or in combination, to treat cancers
including glioblastoma, acute leukemia, breast, colorectal, endometrial high-grade gliomas,
multiple myeloma, neuroendocrine, and other solid cancers [8,9].

Many studies emphasize the importance of ClpP in mediating cancer cell death,
including in breast cancer tissue, SK-N-SH neuroblastoma cells, and acute myeloid
leukemia [10–13]. Moreover, the coordination of ClpP and ClpX was important in a study
that showed boron-based peptidomimetics as potent inhibitors of human ClpP in the pres-
ence of human ClpX [10]. ClpX is suppressed upon ONC212 treatment in pancreatic cancer
cells and in diffuse intrinsic pontine glioma (DIPG) cells treated with ONC206 [11,12]. How-
ever, both ClpP and ClpX are suppressed when DIPG cells are treated with ONC212 [12].
Results of these studies clearly indicate the importance of studying both ClpP and ClpX
when treating cancer cells with imipridones because their diversified response is obviously
dependent on the cell types as well as on different members of the imipridone family.

In addition to cell proliferation and death, ClpXP protease is also involved in cell
differentiation, including the morphological differentiation of Streptomyces lividans [13,14].
Preclinical testing of a combined treatment with the ClpP activator ONC201/TIC10 and
2DG resulted in a dual metabolic reprogramming and synergistic anti-proliferative and anti-
migratory effects on glioblastoma cells [15]. In that respect, ClpP-mediated degradation of
mitochondrial energy-related components is additive to the effects of 2DG as a glycolytic
inhibitor [16]. However, our previous study has revealed that 2DG alone can simultaneously
target cancer and endothelial cells to significantly suppress NB growth in mice regardless of
the status of MYCN amplification [2]. The latter means that if we use 2DG in combination
with ONC201 to treat NB cells, it might mask the efficacy of ONC201 for the treatment of
NB. In this study, we decided to test the effect of ONC201 alone on NB cell differentiation
and tumor growth. The results offer promise for the development of future therapy for NB.

2. Results
2.1. The Expressions of ClpP and ClpX Are Associated with NB Differentiation

Elevated ClpP expression is associated with poor survival in patients with other malig-
nancies, but remains unclear with regard to NB tumors. Firstly, we evaluated the expression
of ClpP and ClpX from the resected tumors of patients with NB. Immunostaining of ClpP
and its multimeric partner ClpX was herein performed in NB tumors. A total of 23 patients
with 5 different International Neuroblastoma Pathology Classification (INPC) statuses were
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included. The staining intensity of ClpP and ClpX varied significantly according to the
cell type, even in different tissue blocks of the same patient. Accordingly, the expressions
of ClpP and ClpX in the NB tumors were classified according to the predominant cell
type, categorized as primitive neuroblast, differentiated neuroblast, immature ganglion
cell, mature ganglion cell, and Schwannian stroma. The expressions of ClpP and ClpX were
clearly different among the various cell types (Figure 1A). The primitive neuroblast and
Schwannian stroma cell types were either devoid of ClpP expression or were very weak; on
the contrary, the expression of ClpP in the immature ganglion cells was significantly higher
than in the former two cell types, followed by that of mature ganglion cells and differenti-
ated neuroblasts (Figure 1B). The expression of ClpX in the NB cells essentially followed
the same trend as that of ClpP, except that the highest expression was identified in mature
ganglion cells, followed by immature ganglion cells, and differentiated neuroblasts. The
primitive neuroblast and Schwannian stroma were essentially devoid of ClpX expression
(Figure 1C). These results suggest that both ClpP and ClpX may involve the differentiation
process in NB.
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profiles of ClpP and ClpX immunostaining in differentiated NBs. (B,C) Histological scoring for ClpP 
Figure 1. Comparison of ClpP and ClpX expressions in subtypes of human NBs: (A) Representative
profiles of ClpP and ClpX immunostaining in differentiated NBs. (B,C) Histological scoring for ClpP
and ClpX intensity in NBs tissues. Data in each bar chart are represented as mean ± SD. Primitive
neuroblast (n = 4), differentiated neuroblast (n = 12), immature ganglion cell (n = 10), mature ganglion
cell (n = 4), and Schwannian stroma (n = 12). Upper panel, ×200 magnification, scale bar 100 µm;
lower panel, ×400 magnification, scale bar 50 µm. * p < 0.05.

2.2. Administration of ONC201 Inhibits NB Cell Growth and Promotes NB Cell Death

To investigate the efficacy of ONC201 alone in the treatment of NB cells, MYCN-
nonamplified SK-N-AS and MYCN-amplified BE(2)M17 cell lines were treated with various
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concentrations of ONC201 (from 0 to 40 µM) for 48 h and 96 h. As shown in Figure 2A,
treatment of ONC201 alone displayed about 20% of growth suppression in two NB cell
lines at 48 h; however, more than 60% was suppressed in both cell lines at 96 h, suggesting
that the low concentration of ONC201 is sustainable for the treatment of NB. The effect of
ONC201 on the ClpXP complex in the four NB cell lines was measured by Western blot.
Interestingly, the results of the short treatment period demonstrate that ONC201 (5 µM) did
not affect the protein levels of ClpP, but was associated with the significant downregulation
of ClpX expression in the four NB cell lines (Supplementary Figure S1A–D). For the longer
treatment period, ONC201 almost eliminated the protein expression of ClpX at both 24 h
and 48 h, whereas ClpP was notably decreased by ONC201 at 48 h in the four NB cell lines
(Supplementary Figure S1A–D). The phase contrast images show that the cell density was
markedly decreased with ONC201 (5 µM) treatment of SK-N-AS cells and BE(2)M17 cells
(Figure 2B).
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Figure 2. Effects of ONC201 on cell survival in NB cells: (A) SK-N-AS and BE(2)M17 cells were
treated with ONC201 (5 µM) for 48 h and 96 h. The cell survival was detected by Resazurin assay.
(B) Representative phase contrast images demonstrating cell density and morphological changes in
NBs exposed to ONC201 for 48 h. Scale bar 50 µm. (C) After incubation with ONC201 (5 µM) for
48 h, cells were collected and stained by trypan blue solution. The percentage of trypan-blue-positive
cells was quantified using flow cytometry. (D,E) Representative profiles of TUNEL staining (red) in
control and ONC201-treated NB cells. DAPI (blue) was used as a nuclear counterstain. Scale bar
20 µm. (D) The apoptotic cells are expressed as the percentage of the number of TUNEL-positive
cells over the number of DAPI-positive cells. All data are expressed as mean ± SD from triplicate
experiments. * p < 0.05.

We further evaluated cell viability by trypan blue staining using flow cytometry
analysis as well as TUNEL assay. Consistent with the previous results of cell growth
inhibition, the percentage of trypan-blue-positive cells was less significant at 48 h of
treatment with ONC201, but more significant at 96 h in both SK-N-AS and BE(2)M17 NB
cells (Figure 2C).

An additional assay using TUNEL staining to detect DNA breaks also revealed signifi-
cantly increased cell death in both NB cell lines treated with ONC201 for 48 h (Figure 2D,E).
These results suggest that monotherapy with ONC201 alone is effective to suppress NB cell
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growth and promote cell death within the time frame of the study, regardless the status of
MYCN amplification.

We also studied the effect of siRNA targeting ClpP and ClpX on the proliferation
and death of SK-N-AS and BE(2)M17 cells. The data show that siClpP and sClpX could
significantly decrease cell proliferation while increase cell death in both NB cells
(Supplementary Figure S2A,B).

2.3. ONC201 Alone Is Capable of Disturbing Respiratory Chain Proteins and Mitochondrial
Functions in NB Cells

Respiratory chain proteins have previously been identified as putative ClpP sub-
strates, and the inhibition of ClpP is known to accumulate degraded or misfolded subunits.
Thus, we herein investigated two representative respiratory chain subunits, SDHB and
NDUFS1. The results reveal that treatment with ONC201 alone remarkably reduced ClpP
and ClpX expressions in representative SK-N-AS cells (Figure 3A). Moreover, the protein
levels of SDHB and NDUFS1 were significantly decreased by ONC201 in SK-N-AS cells
(Figure 3A). We next investigated whether mitochondrial functions were changed in NB
cells. To achieve this, the Seahorse XF analyzer was applied to evaluate OCR (quantity of
mitochondrial respiration) and ECAR (indicator of glycolysis) in ONC201-treated NB cells.
The OCR of SK-N-AS cells treated with ONC201 (5 µM) significantly diminished to less than
30 pMoles/min/2 × 104 cells of basal respiration (Figure 3B,C). However, ONC201 treat-
ment did not boost the inhibitory effect on ECAR (Figure 3D,E). These results reveal that
ONC201 inhibits the oxidative phosphorylation chain but not glycolysis in the NB cells.
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Figure 3. Effects of ONC201 on mitochondrial functions in NB cells: (A) The relative protein levels of
ClpP, ClpX, SDHB, and NDUFS1 were determined by Western blot and quantified by Image Pro-plus
analysis software. (B,C) OCR in ONC201-treated cells were detected by the Seahorse XF24 analyzer
in the absence or presence of oligomycin (1 µM), FCCP (0.5 µM), and rotenone (1 µM) by counting
1 × 105 cells. (D,E) Profiling of ECAR in control and ONC201-treated cells was measured by the
Seahorse XF24 analyzer. (F) Cells were labeled with TMRM (100 nM) to examine mitochondrial
membrane potential and analyzed by flow cytometry. (G) Total cellular ATP levels were measured
using the luciferase-based luminescence assay kit. All data were obtained from three independent
experiments, and are expressed as mean ± SD. * p < 0.05.

We next examined other mitochondrial functions, including MMP and ATP production,
in NB cells treated with ONC201. The MMP detected by TMRM revealed that ONC201
treatment significantly decreased the MMP in both SK-N-AS and BE(2)17 cells (Figure 3F).
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The baseline ATP contents were higher in the MYCN-amplified BE(2)17 cells than in the
MYCN-nonamplified SK-N-AS cells. However, single treatment with ONC201 significantly
decreased of the ATP production in both NB cells (Figure 3G). Collectively, these results
indicate that ONC201 treatment alone could disturb mitochondrial functions regardless of
the status of MYCN amplification.

2.4. ONC201 Treatment Induces ROS Generation and Apoptosis in NB Cells

Excess ROS has been implicated in the regulation of apoptosis in several tumor types.
We thus measured the ROS content by DHE and MitoSox Red assays in ONC201-treated
NB cells. A significant increase in DHE fluorescence was detected in the ONC201-treated
SK-N-AS and BE(2)17 cells (Figure 4A). Subsequently, MitoSox Red staining revealed an
elevated mitochondrial ROS accumulation in ONC201-treated SK-N-AS and BE(2)17 cells
(Figure 4B).
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Figure 4. Effects of ONC201 on mitochondria-mediated apoptosis signaling in NB cells: (A) The
intracellular ROS production of ONC201-treated cells was detected by DHE staining. The relative
intensity of DHE fluorescence was analyzed by flow cytometry. (B) Mitochondrial ROS was detected
by MitoSOX Red and immediately analyzed by flow cytometry. Data are expressed as fold change
compared with control group. (C,D) To detect cytochrome C release, cytosolic and mitochondrial
fractions of NB cells were subjected into 15% SDS-PAGE and probed with anti-cytochrome c antibody
by Western blot analysis. Alpha-tubulin and VDAC1 were used as the cytosolic and mitochondrial
internal control, respectively. (E) The protein levels of cleaved caspase 3 were detected by Western
blot. The relative protein ratio was normalized with β-actin using Image Pro-plus analysis software.
All data were obtained from three independent experiments, and are expressed as mean ± SD.
* p < 0.05.

To investigate whether the treatment triggered mitochondria-mediated intrinsic apop-
tosis in NB cells, NB cells were treated with ONC201 for 48 h before being harvested for
cytosol and mitochondria isolation. Western blot analysis indicated that ONC201 signifi-
cantly increased the expression of cytochrome C in the cytosol and mitochondria fraction
in both SK-N-AS and BE(2)17 cells (Figure 4C,D).

To further verify the apoptotic signaling activation, we evaluated the expression of
cleaved caspase 3 by Western blot. The results reveal that ONC201 alone significantly
enhanced the protein levels of cleaved caspase 3 in both SK-N-AS and BE(2)17 cells
(Figure 4E). These results suggest that single treatment with ONC201 could provoke ROS
generation and mitochondria-mediated apoptosis in NB cells, regardless of the status of
MYCN amplification.
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2.5. Administration of ONC201 Induces Neurite Outgrowth and Promotes ATRX Expression and
Nuclear Translocation in MYCN-Amplified NB Cells

Via microscopy observations, we found that neurite outgrowth was observed when
NB cells were treated with ONC201, which was obvious in BE(2)M17 cells, but not in
SK-N-AS cells (Figure 5A). Given that ATRX has been reported to exhibit involvement in
chromatin remodeling and neuronal differentiation [17], we assessed the levels of ATRX
in NB cells when exposed to ONC201. Western blot analysis showed that ONC201 sig-
nificantly increased the protein levels of ATRX in BE(2)M17 cells, which was associated
with a significant decrease in MYCN (Figure 5B). To further investigate the distribution of
increased ATRX in NB cells, immunofluorescence staining was performed to label ATRX
(red) and mitochondria using an anti-TOM20 antibody (green) under confocal microscopy
observation. Of note, stronger intensity of red fluorescence was found in the nuclei of
ONC201-treated SK-N-AS and BE(2)M17 cells compared with the control group (Figure 5C).
Consistent with the above findings, there was an increase in ATRX in the nucleus, but a
decrease in ATRX in the cytosol (Figure 5D).
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Figure 5. Effects of ONC201 on neurite outgrowth and the express profiles of ATRX in NB cells:
(A) Representative of Giemsa staining in ONC201-treated SK-N-AS and BE(2)M17 cells. Scale bar
20 µm (upper panel) and 10 µm (lower panel), respectively. Red arrow indicates the neurite extension.
(B) Western blot analysis of MYCN and ATRX protein in ONC201-treated BE(2)M17 cells. The relative
protein ratio was normalized with β-actin using Image Pro-plus analysis software. (C) Representative
images demonstrating ATRX enhancement (red) in the nucleus of SK-N-AS and BE(2)M17 cells when
exposed to ONC201 (5 µM) for 48 h. The mitochondria were labeled with anti-TOM20 antibody
(green). The nuclei were labeled with DAPI (blue). Scale bar 10 µm. (D) Western blot analysis of
ATRX protein in nuclear and cytosolic fractions in BE(2)M17 cells. The relative ATRX ratio was
normalized with lamin b and alpha-tubulin, respectively, and expressed as mean ± SD. (E) Analysis
of ATRX expression in siClpP- and siClpX-treated SK-N-AS cells by Western blot. The relative protein
ratio was normalized with β-actin, and is expressed as mean ± SD. All data were obtained from four
to six independent experiments. * p < 0.05.
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To investigate whether ClpXP downregulation can modulate ATRX expression, BE(2)M17
cells were transfected with siClpP or siClpX for 48 h and then harvested for Western blot
analysis. The results indicate that the protein levels of ClpP and ClpX were reduced up to
50% in both siClpP- and siClpX-treated cells compared with the control group. As expected,
the ATRX expression was significantly increased in BE(2)M17 cells receiving siClpP or
siClpX, implying that ATRX upregulation might be dependent on the suppression of ClpXP
protease (Figure 5E).

2.6. ONC201 Significantly Suppresses the Development of MYCN-Amplified NB
Xenograft Tumors

Next, we evaluated the therapeutic efficacy of ONC201 in a xenograft NB animal
model. Administration of ONC201 (50 µg/g) significantly inhibited the tumor growth.
Compared to the control group, the tumor weight of ONC201-treated group (0.28 ± 0.27 g)
decreased down to only around 20% of the control group (1.44± 0.45 g) (Figure 6A). Further
immunohistochemistry analysis demonstrated a significantly higher percentage of nuclear
ATRX-positive cells in ONC201-treated NB tissues than the control group (Figure 6B).
Interestingly, the immunoreactive ClpP and ClpX protein staining was also significantly
increased in the high-dose group, indicating that the administration of ONC201 (50 µg/g)
for a longer period may reverse the decreased protein expression of both ClpP and ClpX
in the in vitro studies (Figure 6C,D). We also verified the effect of ONC201 on MYCN
expression in MYCN-amplified NB cells. Surprisingly, the ONC201 treatment suppressed
the expression of MYCN in BE(2)M17 cells in a dose-dependent manner (Figure 6E).
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Figure 6. Effect of ONC201 administration on tumor growth in NB xenograft animal model
and ClpXP and ATRX expression in tumor tissues: (A) Images of the resected tumors in the
three groups. Tumor weight (g) was measured at sacrifice by microbalance and expressed as
mean ± SD. Control = 3, treatment = 5. Scale bar 1 cm. (B) Representative pictures of ATRX
expression in control and ONC201-treated neuroblastoma tissues. Scale bar 100 µm (upper panel)
and 30 µm (lower panel), respectively. The percentage of nuclear ATRX-positive cells was calculated
from five random images at 400x magnification per tissue, and are expressed as mean ± SD (n = 3).
(C,D) Immunohistochemistry analysis of ClpP and ClpX expression in controls and ONC201-treated
neuroblastoma tissues. Scale bar 30 µm. The intensities of ClpP and ClpX staining were calculated
from five random images at 400×magnification per tissue, and are expressed as mean ± SD (n = 3).
(E) Analysis of MYCN expression in ONC201-treated BE(2)M17 cells by Western blot. The relative
protein ratio was normalized with β-actin using Image Pro-plus analysis software. * p < 0.05.

114



Int. J. Mol. Sci. 2023, 24, 1649

Since the molecular mechanism of the upregulation of ATRX by ONC201 is not clear at
present, we proceeded to study EZH2 expression. The rationale is that MYCN upregulates
EZH2, leading to the inactivation of a tumor suppressor program in neuroblastoma [18],
while ATRX in-frame fusion neuroblastoma is sensitive to EZH2 inhibition [19]. The results
of our study reveal that ONC201 did not change the expression of EZH2 protein. Knock-down
of EZH2 also failed to change the ATRX protein expression (Supplementary Figure S3).

Finally, we also evaluated the potentially toxic effects of ONC201 on the mice by
measuring the body weight, organ weight, and histology of two major organs, the liver and
kidney, which showed no significant difference between groups (Supplementary Figure S4).

Taken together, ONC201 achieves the significant tumor inhibitory effect through
interrupting the mitochondria function and modulating the expression of ATRX and MYCN,
the two critical clinical risk factors for patients with NB.

3. Discussion

The present study first confirms a role for ClpXP protease in the differentiation of
human NB tissues. Using ONC201 to suppress ClpXP protease, we observed significant
decreases in mitochondrial proteases ClpP and ClpX in NB cells, regardless of the MYCN
amplification status, which is associated with impaired mitochondrial respiratory chain
function. ONC201 alone can induce a state of energy depletion, increased ROS, and
decreased mitochondrial membrane potential in NB cells. The overall cascade effect is
significantly enhanced cytochrome c accumulation in the mitochondria, release into the
cytosol, and consequent suppression of NB cell growth through mitochondria-mediated
apoptosis, which is particularly significant in MYCN- amplified NB cells. The latter is also
vulnerable to glycolytic inhibition by 2DG than MYCN-nonamplified NB cells [1,2]. We
also found that MYCN is suppressed in MYCN-amplified NB cells, while ATRX is activated
and accumulates in the nucleus after suppression of ClpP and ClpX with ONC201 or by
siRNA targeting the genes in both NB cell types. The findings are critical since inactivation
of ATRX has been correlated with a high risk of the disease and poor prognosis [20,21]. Our
findings indicate that ATRX could be reactivated by ONC201 treatment or by suppressing
of ClpP/ClpX expression to improve the survival of the patients with high-risk MYCN-
amplified NB.

We found that the highest immunoreactive staining of both ClpP and ClpX proteins
occurred in immature or mature ganglion cells rather than more malignant neuroblasts
in human NB tumors. The expression is also low in the Schwannian-stroma-dominant
cell type, as they are deficient in ganglion cells and also a favorable histological finding,
according to the Shimada classification [22]. The implication of ClpP and ClpX in neuronal
differentiation and maturation in NB seems contrary to previous studies reporting that
ClpXP is overexpressed in hematologic malignancies and solid tumors, and is necessary
for the viability of a subset of tumors [7]. Both inhibition and hyperactivation of ClpXP
lead to impaired respiratory chain activity and causes cell death in cancer cells [7]. The
data provided in our study clearly show that ONC201 suppresses ClpXP and disrupts
mitochondrial function in vitro, but repeated treatment with a high dose of ONC201 in
MYCN-amplified NB xenograft promote the expression of immunoreactive ClpP and ClpX
proteins. The latter is consistent with several other cancers, such as acute myeloid leukemia,
in which ONC201 functions as an activator of ClpXP [9,23].

Respiratory chain subunits have been identified as putative ClpP substrates, while
the inhibition of ClpP leads to the accumulation of degraded or misfolded subunits. Our
findings of notable downregulations of SDHB and NDUFS1 are consistent with a study
reporting that ClpP hyperactivation induces lethality in leukemias and lymphomas, while
selective proteolysis of subsets of the mitochondrial proteome involving mitochondrial
respiration and oxidative phosphorylation are responsible [23]. As one of the subunits
of mitochondrial respiratory chain complex II, SDHB has been shown to significantly
increase the carcinogenesis of oral squamous cell carcinoma [24]. By contrast, SDHB has
been reported to suppress tumorigenesis in clear cell renal cell carcinoma, while decreased
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SDHB accelerates growth in hepatocellular carcinoma (HCC) [25,26], which is ascribed to
a switch from aerobic respiration to glycolysis in HCC. In this study, ONC201 decreased
the expression of SDHB with the interruption of aerobic respiration in NB cells, eventually
leading to NB cell death.

Repression of genes, including NDUFS1, by a sulfonamide anticancer agent, indisu-
lam, has been shown to improve the survival of patients with metastatic melanoma [27].
Granzyme B, a caspase and cytotoxic lymphocyte protease, can increase ROS in target cells
by directly cleaving complex I subunits, including NDUFV1, NDUFS1, and NDUFS2, to
promote apoptosis [28]. Interestingly, oncostatin M, a pleiotropic cytokine belonging to the
IL-6 family, may suppress NDUFS1/2 and improve the glioblastoma response to ionizing
radiation, thereby prolonging lifespan [29]. The above findings are consistent with our
results of a profound decrease in NDUFS1 using ONC201, leading to increased ROS and
promotion of apoptosis in susceptible NB cells.

ROS increases were detected in the NB cells treated with ONC201. ONC201-induced
reduction in ClpP has been shown to blunt UPRmt induction, leading to increased genera-
tion of ROS, and decreased membrane potential [14]. Interestingly, both superoxide and
hydrogen peroxide production, and mitochondrial ROS generation are highest in SK-N-AS,
which is also known to have a high expression of c-Myc. The latter is known to regulate
ROS generation along with HIF-1 alpha [30], which may be ascribed to the c-Myc induction
of nuclear-encoded mitochondrial gene expression and mitochondrial biogenesis [31]. Gene
expression analysis has revealed that MYCN is associated with increased ROS, downregu-
lated mitophagy, and poor prognosis [32]. Forced overexpression of MYCN in neural crest
progenitor cells enhances glutaminolysis, leading to ROS production and rendering NB
cells sensitive to ROS augmentation [33].

Downregulation of ClpXP by ONC201 may be responsible for a decrease in ClpP
in myoblasts, the mouse islet β-cell line (Min6), and human trophoblast cells, which are
all associated with decreased MMP [14,34,35]. Contrary to a previous study reporting
that the downregulation of ClpP in muscle cells impairs myoblast differentiation [14],
ONC201 treatment or siRNA targeting ClpP and ClpX in our study significantly increased
ATRX expression in the nucleus of BE(2)M17. ATRX has been implicated in neuronal
differentiation, which may be impaired by the silencing of ATRX [36]. ATRX as a tumor
suppressor has been associated with protection from DNA replication stress through a
resolution of difficult-to-replicate G-quadruplex (G4) DNA structures [37]. Meanwhile,
ATRX mutation has been regarded as an unfavorable histology [38]. Our finding of an
increased expression of ATRX in the nucleus is of interest and significant. A recent report of
a case with ATRX mutation associated with complex I deficiency suggests that target genes
of the ATRX protein include those responsible for mitochondrial function [39]. ONC201
and ClpXP protease target mitochondria, which concurrently upregulate ATRX expression
in the nucleus, indicating that some form of feedback loop exists in this particular scenario.
A previous study revealed that MYCN upregulates EZH2, leading to the inactivation of
a tumor suppressor program in neuroblastoma [18]; meanwhile ATRX in-frame fusion
neuroblastoma is sensitive to EZH2 inhibition [19]. Our study, using ONC201 or siRNA
targeting EZH2, reveals that even using higher doses that could significantly decrease
EZH2 protein expression, there is little change in ATRX expression. Our results fail to
duplicate that found in glioma or other cancers [40,41]. Obviously, the genetic background
in our NB cell models could be responsible for their difference from diffuse midline glioma.
Special manipulation, such as ATRX in-frame fusion [19], may be required for this purpose.
We will continue to solve this problem in our future study.

MYCN gene amplification is one of the most important prognostic markers for high-
risk NB patients. The reported prevalence of NB patients with MYCN gene amplification is
around 20–30%, with poor overall survival rate of less than 50% [42]. A recent report on
targeting of the MYCN gene by genetic deletion using DNA alkylating agent, MYCN-A3,
induced apoptosis in MYCN-amplified cells, but not in nonamplified cells [43]. In our
present study, we found that ONC201 treatment could significantly inhibit the protein
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expression of MYCN in MYCN-amplified NB cells with a promising tumor suppressor
effect in xenograft tumors. Although the exact mechanism is needed to be elucidated, the
tumor inhibitory effect is encouraging for future application to treat high-risk NB patients.

One limitation of the current study is that we did not investigate how ONC201 de-
creases the expression of MYCN in MYCN-amplified NB cells. Similar findings are shown
in a study using MYCN-amplified IMR-32 and MYCN-nonamplified SK-N-SH NB cells to
address the issues of differential tumorigenic protein expression [44]. They also failed to
verify the mechanism explaining how ONC201 and ONC206 accomplish the specific aim of
decreasing the expression of MYCN and several other tumorigenic proteins. Future studies
are necessary to clarify the issue.

4. Materials and Methods
4.1. Cell Cultures and Reagents

Human NB cell lines SK-N-AS and BE (2)-M17 were purchased from the American
Type Culture Collection (Manassas, VA, USA). All cell lines were maintained in Dulbecco’s
modified Eagle’s medium (DMEM) (Thermo Fisher Scientific, Waltham, MA, USA) and
supplemented with 10% heat-inactivated fetal bovine serum (FBS; Thermo Fisher Scien-
tific, Waltham, MA, USA), GlutaMAX (Thermo Fisher Scientific, Waltham, MA, USA),
nonessential amino acids (Thermo Fisher Scientific, Waltham, MA, USA), and an antibiotic–
antimycotic (Thermo Fisher Scientific, Waltham, MA, USA) in a 5% CO2 humidified in-
cubator at 37 ◦C. ONC201 (SML1068), DHE (309800), and Resazurin sodium salt (199303)
were purchased from Sigma-Aldrich (St. Louis, MO, USA). Cleaved caspase 3 (Asp175) and
N-Myc (9405S) antibodies were purchased from Cell Signaling Technology (Danvers, MA,
USA). ClpX (ab168338), ATRX (ab97508), and EZH2 (ab186006) antibodies were purchased
from Abcam (Cambridge, MA, USA). β-actin (sc-8432), ClpP (sc-271284), SDHB (sc-271548),
VDAC1 (sc-390996), Lamin b (sc-6216), and NDUFS1 (sc-271510) were purchased from
Santa Cruz Biotechnology (Santa Cruz, CA, USA). A-tubulin (GTX112141) was purchased
from GeneTex (Hsinchu, Taiwan).

4.2. Neuroblastoma Xenograft Animal Model

Four-week-old male nonobese diabetic/SCID (NOD/SCID, NOD.CB17-Prkdcscid/NcrCrl)
mice were purchased from the National Laboratory Animal Center (Taipei, Taiwan).
All animal procedures in this study are approved by the Institute of Animal Care and
Use Committee of Kaohsiung Chang Gung Memorial Hospital, Taiwan (IACUC No.
2019091805). To induce human neuroblastoma, SK-N-DZ cells were subcutaneously inocu-
lated into the right flank of mice (1× 107 cells in 0.1 mL of medium). After implantation for
8 days, tumor-bearing mice were randomly divided into control (n = 3), ONC201 (10 µg/g),
and ONC201 (50 µg/g) groups (n = 5), respectively. The mice then received intraperi-
toneal injections of the indicated treatment once weekly for 4 weeks. At the end of the
experiment, mice were sacrificed, and the tumors were harvested and weighed using an
electronic microbalance.

4.3. Cell Survival Assessment

The Resazurin reduction test was utilized to detect the cell survival. Briefly, NB cells
were seeded in a 96-well culture plate (1.5 × 104 cells/well) overnight. Then, cells were
treated with indicated concentrations of ONC201 for 48 h and 96 h. At the end of the
experiment, cells were supplemented with 20 µL per well of Resazurin dye (Sigma-Aldrich,
St. Louis, MO, USA) and incubated for another 3 h at 37 ◦C. The optical density of resorufin
was measured at 570 nm using a 96-well spectrophotometric plate reader (Hidex Sense,
Turku, Finland).

117



Int. J. Mol. Sci. 2023, 24, 1649

4.4. Flow Cytometry to Detect Cell Death

Cell death was detected by trypan blue solution (Thermo Fisher Scientific, Waltham,
MA, USA). After ONC201 (5 µM) treatment, cells were dissociated from the plate with
trypsin-EDTA and then stained with trypan blue solution for 5 min. The percentage of
cell death was detected by FACS caliber 101 flow cytometer (BD Biosciences, San Jose, CA,
USA) and analyzed using winMDI software.

4.5. Terminal Deoxynucleotidyl Transferase dUTP Nick End Labeling (TUNEL) Assay

ONC201-induced NB cell death was detected by enzyme labeling of DNA strand
breaks using a TUNEL assay (In Situ Cell Death Detection Kit; Roche, Germany) according
to manufacturer’s instructions. Briefly, cells were fixed with 4% paraformaldehyde for
10 min and then incubated with a mixture of terminal deoxynucleotidyl transferase and
fluorescein-dUTP at 37 ◦C to label free 3′OH ends of DNA. After TUNEL staining, cells
were washed with PBS and counterstained with DAPI Fluoromount-G (SouthernBiotech,
Birmingham, AL, USA) for 10 min and viewed under a fluorescent microscope. For quanti-
fying the immunostaining of TUNEL, each group was randomly captured by microscopy
for three independent fields. The apoptotic percentage was estimated by normalizing the
number of TUNEL-positive cells to the total number of DAPI-positive cells and calculated
from three independent fields.

4.6. Isolation of Mitochondrial and Cytosolic Fractions

After ONC201 treatment for 24 h, cells were harvested and resuspended in 1.2 mL
RSB Hypo Buffer (10 mM Tris-HCl, pH 7.5, containing 10 mM NaCl and 1.5 mM MgCl2)
for 10 min on ice. Subsequently, cells were homogenized using a 1 mL syringe to pass
the cell suspension through a 27-gauge needle 10 times, and then added to 0.8 mL 2.5X
MS homogenization buffer (12.5 mM Tris-HCl, pH 7.5, containing 2.5 mM EDTA, 525 mM
mannitol, and 175 mM sucrose). Nuclei and intact cells were removed by centrifugation at
3000× g rpm for 5 min at 4 ◦C. The supernatants (cytoplasmic fraction) were recentrifuged
at 13,000 rpm for 20 min at 4 ◦C to move pellets, while the pellets containing mitochondria
were washed with 1X MS homogenization buffer (5 mM Tris-HCl, pH 7.5, containing 1 mM
EDTA, 210 mM mannitol and 70 mM sucrose) twice at 13,000 rpm for 10 min at 4 ◦C, and
then resuspended in PRO-PREPTM Protein Extraction Solution (Intron Biotechnology Inc.,
Seongnam, Republic of Korea) for 20 min on ice. The separation efficiency was determined
by Western blot.

4.7. Isolation of Nuclear and Cytosolic Fractions

Nuclear and cytosolic fractions were extracted according to L&W nucleus/cytoplasm
fractionation protocol [45]. Cells were harvested and resuspended in 0.5 mL hypotonic
solution (20 mM Tris-HCl pH 7.4, 10 mM KCl, 2 mM MgCl2, 1 mM EGTA, 0.5 mM DTT,
0.5 mM PMSF) containing 0.1% NP-40 and incubated for 3 min on ice. Subsequently, cells
were homogenized using a 1 mL syringe to pass the cell suspension through a 27-gauge
needle 10 times, and then centrifugation at 3000× g rpm for 5 min at 4 ◦C. The supernatants
(cytoplasmic fraction) were recentrifuged at 13,000 rpm for 10 min to move pellet debris,
while the pellets containing nuclei were washed with isotonic buffer (20 mM Tris-HCl pH
7.4, 150 mM KCl, 2 mM MgCl2, 1 mM EGTA, 0.5 mM DTT, 0.5 mM PMSF) three times, and
then resuspended in PRO-PREPTM Protein Extraction Solution (Intron Biotechnology Inc.,
Seongnam, Republic of Korea) for 20 min on ice. The supernatants (nuclear fractions) were
obtained by centrifugation at 13,000× g rpm for 10 min at 4 ◦C. The separation efficiency
was determined by Western blot.

4.8. Mitochondrial Bioenergetics Analysis

The rate of oxygen consumption (OCR) and extracellular acidification rate (ECAR)
in NB cells were analyzed using a Seahorse XF24 extracellular flux analyzer (Seahorse
Bioscience Inc.; Chicopee, MA, USA) [46]. Initially, cells were seeded in Seahorse cell
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culture 24-well plates (2 × 104 cells/well) overnight, and then treated with ONC201 (5 µM)
for 48 h. After washing with sodium-bicarbonate-free DMEM medium, cells were refreshed
with 500 µL of medium for further examination. The basic OCR was measured four times
and plotted as a function of the cells under basal conditions; the inhibitors, including
oligomycin (1 µM), FCCP (0.5 µM), and rotenone (1 µM), were added sequentially before
experimental analysis. The basal ECAR was measured after injections of glucose (10 mM)
and oligomycin (1 µM). At the end of recording, cells were collected and counted using a
trypan blue exclusion assay. The OCR and ECAR values were normalized to total protein
levels in individual wells using the BCA protein assay (Thermo Fisher Scientific, Waltham,
MA, USA).

4.9. Measurement of ROS Generation

The intracellular ROS generation was measured by flow cytometry using DHE staining.
Cells were treated with ONC201 (5 µM) for 48 h, and these cells were incubated with DHE
(10 µM) for 30 min at 37 ◦C. The ROS production was further measured using a FACS
caliber 101 flow cytometer (BD Biosciences, San Jose, CA, USA) and analyzed using winMDI
software. For the detection of mitochondrial superoxide anions, the MitoSox Red reagent
(Invitrogen; Carlsbad, CA, USA) was applied according to the manufacturer’s protocol.
Briefly, at the indicated time points after treatment, cells were incubated with MitoSox
Red reagent (5 µM) for 30 min at 37 ◦C. The cells were then collected, washed twice with
PBS, and finally resuspended in a flow tube with 1 mL PBS. The fluorescent signal of cell
suspension was then measured using a FACS caliber 101 flow cytometer (BD Biosciences,
San Jose, CA, USA) and analyzed using winMDI software.

4.10. Measurement of Mitochondrial Membrane Potential

Mitochondrial membrane potential (MMP) was determined by Tetramethyl rhodamine
methyl ester (TMRM; Sigma-Aldrich, USA) staining. Briefly, at the indicated time points
after treatment, cells were incubated with TMRM (100 nM) for 20 min at 37 ◦C in the
dark, washed twice with ice-cold PBS, and finally resuspended in l ml PBS. Mitochondrial
permeability transition was measured immediately by FACS caliber 101 flow cytometer
(BD Biosciences, San Jose, CA, USA) and analyzed using winMDI software.

4.11. Measurement of ATP Content

The cellular ATP concentrations were measured using the ATP Colorimetric/Fluorometric
Assay Kit (BioVision, Inc., Milpitas, CA, USA) according to the manufacturer’s instructions.
Briefly, after treatment with ONC201 (5 µM) for 48 h, cells (4 × 105) were collected and
resuspended in a reaction buffer containing 20 mM glycine, 50 mM MgSO4, and 4 mM
EDTA. Samples were boiled for 2 min at 100 ◦C and centrifuged for 5 min at 3000× g
rpm. Supernatants were collected, and 50 µL of each sample was mixed with 50 µL of an
ATP solution for fluorescence readings at Ex/Em535/587 nm using a fluorescence meter
(FLUOstar OPTIMA; BMG Labtech, Ortenberg, Germany). The level of ATP production
was determined from a standard curve constructed with 10–100 pmol ATP.

4.12. Immunofluorescence Analysis

NB cells were plated overnight on 6-well culture dishes containing sterilized cov-
erslips. After treatment for 48 h, cells were fixed with 4% (w/v) paraformaldehyde and
permeabilized with PBS containing 0.1% (w/v) Triton X-100 and 2% (w/v) BSA at room
temperature for 10 min. Cells were labeled with indicated primary antibodies, followed
by Alexa Fluor-conjugated secondary antibody (Invitrogen; Carlsbad, CA, USA). Cells
were then washed with PBS and mounted in DAPI Fluoromount-G (SouthernBiotech, Birm-
ingham, AL, USA). Labeled cells were visualized with LSM510 (Carl Zeiss, Thornwood,
NY, USA).
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4.13. Western Blot Analysis

NB cells were treated with ONC201 (5 µM) for 48 h before protein analysis. Cell
lysates were separated by SDS-PAGE and transferred to a polyvinylidene difluoride (PVDF)
membrane. The PVD membrane was blocked with 5% milk in TBS-T for 1 h, then incubated
with specific primary antibodies and secondary antibodies conjugated with HRP (1:10,000
dilutions in 5% milk) for 1 h, respectively. The membrane signals were analyzed using
an AutoChemi image system (UVP), or exposed to Fuji medical X-ray film, followed by
quantification with Alpha View SA 3.4.0 (ProteinSimple, San Jose, CA, USA).

4.14. Immunohistochemistry Analysis and Scoring

For the analysis of ClpXP expression in human NB tissues and ATRX profiles in neu-
roblastoma tissues, the paraffin sections were deparaffinized, blocked with 3% hydrogen
peroxide for 10 min, and subjected to antigen retrieval by microwave heating in 0.01 M
citrate buffer for 15 min. The slides were then washed twice with PBS, incubated with
primary antibodies, followed by incubation with the polymer conjugated with peroxidase
for 30 min using a polymer detection system (Zymed Laboratories, San Francisco, CA).
Finally, the color was developed with 3, 3-diaminobenzidine (DAB; Sigma, St. Louis, MO).
The slides were counterstained with Gill’s hematoxylin, dehydrated, and mounted before
microscopic reading. The intensity of positively stained tumor cells was scored as 0 = none;
1 = weak; 2 = intermediate; and 3 = strong. For quantification of ClpXP and ATRX staining
intensity, we randomly selected five high-power (×400) fields for each section to evaluate
each sample. The intensity of positively stained tumor cells was scored as 0 = none;
1 = weak; 2 = intermediate; and 3 = strong. The proportion of each intensity score
was further scored as 0 = no positive cells; 1 = 0–20%; 2 = 21–50%; 3 = 51–80%;
4 = 81–100%. Both scores were multiplied and summed to produce a final immunoreactiv-
ity score, ranging from 0 to 12.

4.15. RNA Interference

For knocking down the gene expression of ClpXP protease, cells were transfected with
control siRNA (D-001810-10-50; Dharmacon, Lafayette, Co, USA), siClpP (L-005811-00-0020;
Dharmacon, Lafayette, Co, USA) and siClpX (L-008763-00-0020; Dharmacon, Lafayette, Co,
USA) for 4 h, respectively, using Lipofectamine 3000 Reagent (Thermo Fisher Scientific,
Waltham, MA, USA) according to the manufacturer’s instructions, and then incubated with
complete medium for 48 h before the ensuing experimental analyses.

4.16. Statistical Analysis

Data are presented as the mean ± standard deviation of three independent experi-
ments, unless otherwise indicated. The statistical analysis was performed using GraphPad
Prism 8.0 software (GraphPad Software, San Diego, CA, USA). One-way ANOVA and post
hoc multiple comparison via the Tukey test were used to compare multiple groups, and
t-tests were used for two-group comparisons. A p-value less than 0.05 was considered
statistically significant.

5. Conclusions

The dysregulation of mitochondria, suppression of MYCN, reactivation of ATRX,
and the implication of ClpP and ClpX in differentiation are key processes involved in the
particular process of ONC201 treatment in NB cells. ONC201, as a single-agent therapy,
can suppress MYCN-amplified NB xenograft growth. Future therapeutic application in
NB, in combination with other agents, is promising. The major finding of our study is
summarized and illustrated in Figure 7.
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Abstract: We report herein the design and synthesis of a series of novel acridine-triazole and acridine-
thiadiazole derivatives. The newly synthesized compounds and the key intermediates were all
evaluated for their antitumor activities against human foreskin fibroblasts (HFF), human gastric
cancer cells-803 (MGC-803), hepatocellular carcinoma bel-7404 (BEL-7404), large cell lung cancer
cells (NCI-H460), and bladder cancer cells (T24). Most of the compounds exhibited high levels of
antitumor activity against MGC-803 and T24 but low toxicity against human normal liver cells (LO2),
and their effect was even better than the commercial anticancer drugs, 5-fluorouracil (5-FU) and
cis-platinum. Further, pharmacological mechanisms such as topo I, cell cycle, cell apoptosis, and
neovascularization were all evaluated. Only a few compounds exhibited potent topo I inhibitory
activity at 100 µM. In addition, the most active compounds with an IC50 value of 5.52–8.93 µM
were chosen, and they could induce cell apoptosis in the G2 stage of MGC-803 or mainly arrest T24
cells in the S stage. To our delight, most of the compounds exhibited lower zebrafish cytotoxicity
but could strongly inhibit the formation of zebrafish sub-intestinal veins, indicating a potential for
clinical application.

Keywords: acridine-triazole; acridine-thiadiazole; topoisomerase I; anti-angiogenesis; zebrafish

1. Introduction

Today, cancer is one of the major health problems in the world. With the development
of molecular biology and molecular pharmacology, the pathogenesis of cancer is being
explored at the gene level. Pharmacological mechanisms such as signal transduction,
neovascularization, telomerase, topoisomerase, cell cycle and cell apoptosis have major
impacts on cancerous cells and can be used as targets in cancer therapy [1].

Acridines are an important classe of nitrogen-containing heterocyclic compounds. Due
to their structural characteristics as planar tricyclic aromatic molecules, acridines intercalate
tightly but reversibly to the DNA helix [2,3]. These compounds reveal a wide variety of bi-
ological activities, including anticancer [4], antimicrobial [5,6], anti-acetylcholinesterase [7],
etc. A number of acridine derivatives serve as chemotherapeutic agents, especially in
the field of antitumor DNA-binding agents [8]. An example of one such compound is
9-amsacrine, which has been clinically used for the treatment of leukemia [9].

Due to their beneficial characteristics, triazole and thiadiazole derivatives can serve as
potential antitumor agents and thus are of pharmaceutical interest. In drug development,
the triazole ring is often used to replace the amino group to reduce the resistance of
some anticancer drugs and enhance their anticancer activity [10]. Thiadiazole groups are
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commonly introduced in the design of anticancer drugs because of their high anticancer
activity. Kumar et al. recently reported the synthesis and anticancer activity of a series of
benzpyrole-thiadiazole derivatives and revealed the important role of the thiadiazole ring
in cytotoxicity [11].

Designing hybrid drugs with multiple effects is a common strategy in the recent search
for new anticancer drugs [12]. In recent years, many structurally diverse hybrid molecules
at the 9-position of the acridine skeleton have been reported for the enhancement of anti-
cancer activity. Examples of such compounds include acridine-mycophenolic acid hybrid
(a) [13], acridine-thiazolidinedione hybrid [14] (b), and acridine-chlormethine hybrid (c) [15]
(Figure 1).
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Considering these facts, our strategy was to couple an acridine and a triazole or
thiadiazole nucleus to obtain a new class of compounds such as the acridine-triazole hybrid
or acridine-thiadiazole hybrid (Figure 2). The anticancer activities of the synthesized
compounds were assessed based on various mechanisms of action and molecular docking.
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2. Results and Discussion
2.1. Chemistry

The general synthetic approach for aroyl thiourea derivatives (4), acridinyl 1,2,4-
triazole derivatives (5) and acridinyl 1,2,4-thiadiazole derivatives (6) is illustrated in
Scheme 1.
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NHNH2; (v) Na2CO3, reflux, or
98% H2SO4, 0 ◦C.

The target compounds of 1,2,4-triazolethiones (5) and 1,2,4-thiadiazoles (6) were
synthesized by means of a ring closure reaction using aroyl thiourea derivatives (4) in
sodium carbonate or concentrated sulfuric acid conditions, respectively. The synthesis of
aroyl thiourea derivatives (4) was carried out according to the known procedure of the
addition of substituted hydrazides to acridin-9-yl isothiocyanate (3). It is important to note
that the precipitate 3a is formed at room temperature, while 3b needs to be cooled in an ice
bath. The key intermediates (4) were obtained in 95% EtOH without purification with a
yield of 73–92% w/w.

As expected, auto-condensation cyclization proceeded effectively in the refluxing
condition of 5% Na2CO3 or 98% concentrated sulfuric acid in an ice bath. It is reported
that acridinyl 1,2,4-triazole derivatives (5) possibly exist in one of two tautomeric forms
(Figure 3), thione (a) or thiol (b) [16]. And the thione form (a) was established by comparison
of the HSQC and HMBC spectra and DFT calculations. To further confirm the structure
of our synthesized products, a single crystal of compound 5b was cultivated in absolute
ethyl alcohol, and the molecular structure was confirmed as indicated in Figure 3c. The
corresponding single crystal structural data for compound 5b is provided in the supporting
information (CCDC 2214949).
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The success of the cyclization of compound 6 mainly depended on reaction tempera-
ture and reaction time. The reaction temperature had to be maintained below 0 ◦C. When
R2 was an electron-withdrawing group such as pyridyl and nitrophenyl, the reaction time
had to be extended almost to 48 h. Interestingly, the final structure of compound 6 was not
the desired acridine skeleton (a, Figure 4) for the compound. The N-10 atom of the acridinyl
moiety captured a proton and thus resulted in the formation of a 9′,10′-dihydroacridine
structure (b, Figure 4), which was verified through X-ray crystallographic analysis (c). The
corresponding single crystal structural data of compound 6d is provided in the supporting
information (CCDC 2214923). The exchangeable NH protons of acridine thiosemicarbazides
are reported in the literature (Figure 5) [16].
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2.2. In-Vitro Anticancer Activity Assay and Structure-Activity Analysis

All newly synthesized acridinyl derivatives (4–6) were screened for their anticancer
activities in comparison to the reference compounds, 5-FU and cis-platinum. Compounds
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4–6 were tested for their in vitro antitumor activities against HFF, MGC-803, BEL-7404,
NCI-H460, and T24 tumor cell lines, and human normal liver cells (LO2), and the results
are shown in Table 1. Most of the compounds had strong selective potency against MGC-
803 and T24 cancer cells. In the MGC-803 cell line assay, almost all of the compounds
displayed better cytotoxicity than the positive control 5-FU (IC50 = 30.45 ± 2.87 µM),
with an IC50 of 5.52–34.99 µM. This indicates that the introduction of the triazole and
thiadiazole groups on the acridine skeleton could improve the antitumor activity against
MGC-803. In addition, except for compounds 4c, 4d, 4e, 4i, 4j, 5a, 5g, 6b, 6d, and 6i,
almost all of the compounds demonstrated better cytotoxicity inhibition than cis-platinum
(IC50 = 15.97 ± 1.53 µM). Particularly, the IC50 values of compounds 5d, 5g, 5i, 6g, 6e,
and 6h were all below 10 µM, and the IC50 of them were 5.52 ± 1.04 µM, 8.5 ± 1.85 µM,
8.92 ± 0.99 µM, 9.01 ± 1.32 µM, 9.95 ± 1.03 µM, and 6.85 ± 0.84 µM, respectively. In the
T24 cell line assay, many compounds, especially the series of compound 4, had significant
activity against T24. This implies that there is a significant increase in potency after
the introduction of the aroyl thiourea group. Among these compounds, R1 = -CH3 and
R2 = -OCH3 might help to improve the antitumor activity of acridine nuclear, such as
compounds 4h, 5h and 6h, all of which exhibited the best inhibition compared with other
analogues, with IC50 values of 8.05± 1.06, 11.25± 1.16, and 8.93± 1.25 µM, respectively. In
particular, compounds 4h and 6h had better antitumor activities than the two commercial
anticancer drugs 5-FU (IC50 = 32.04 ± 1.23) and cis-platinum (IC50 = 9.13 ± 1.54 µM). To
our delight, most 1,2,4-triazolethiones (5) and 1,2,4-thiadiazoles (6) have low toxicity to
LO2 compared with the positive control. Compounds 5d and 6h were the most active but
had lower toxicities than 5-FU and cis-platinum. Therefore, compounds 5d and 6h or 4h
and 6h exhibited good cytotoxicity inhibition against MGC-803 or T24 cancer cells and
were selected for further exploration to identify their mechanisms of cancer cell growth
inhibition.

Table 1. Effect of compounds 4, 5 and 6 against cell viability of different cell lines # (µM).

No. HFF MGC-803 BEL-7404 NCI-H460 T24 LO2

4a 75.79 ± 3.52 10.89 ± 1.82 26.93 ± 2.58 36.41 ± 3.12 >100 21.96 ± 1.71
4b 72.56 ± 3.57 14.47 ± 2.06 25.78 ± 2.83 42.27 ± 2.15 29.82 ± 2.85 34.37 ± 2.05
4c 63.74 ± 2.59 21.04 ± 1.55 13.33 ± 1.37 52.37 ± 3.67 11.23 ± 2.51 19.45 ± 1.69
4d 65.28 ± 3.82 34.99 ± 3.57 43.91 ± 2.59 40.54 ± 4.52 13.01 ± 1.64 25.12 ± 1.33
4e 66.84 ± 4.52 25.55 ± 1.97 25.95 ± 2.17 73.25 ± 3.67 10.32 ± 1.07 10.23 ± 1.12
4f 55.21 ± 1.36 11.24 ± 0.96 34.37 ± 2.24 53.66 ± 3.04 9.66 ± 1.54 10.08 ± 0.96
4g 70.11 ± 3.97 13.54 ± 1.59 20.17 ± 4.13 39.01 ± 2.05 25.84 ± 1.51 14.34 ± 1.52
4h >100 11.25 ± 1.46 27.10 ± 2.91 25.36 ± 3.16 8.05 ± 1.06 9.01 ± 0.93
4i 60.73 ± 2.31 22.34 ± 1.35 23.32 ± 1.33 60.40 ± 2.95 9.89 ± 1.45 11.76 ± 1.38
4j 61.53 ± 1.85 16.37 ± 1.56 24.45 ± 3.53 32.22 ± 2.36 19.95 ± 1.32 20.53 ± 1.39
5a 74.50 ± 4.03 22.41 ± 1.32 22.06 ± 2.72 36.45 ± 2.96 21.17 ± 2.72 41.99 ± 2.31
5b 53.58 ± 2.78 15.81 ± 1.94 27.65 ± 2.97 42.08 ± 3.74 22.05 ± 1.85 58.28 ± 3.25
5c 75.51 ± 2.92 15.13 ± 0.98 28.71 ± 2.24 36.45 ± 3.92 29.29 ± 1.91 >100
5d 62.93 ± 1.90 5.52 ± 1.04 25.07 ± 2.89 19.44 ± 1.58 15.92 ± 1.38 51.79 ± 3.46
5e 74.93 ± 3.35 8.50 ± 1.85 34.66 ± 2.64 35.13 ± 1.94 18.45 ± 1.64 >100
5f 69.22 ± 2.16 15.24 ± 1.08 44.21 ± 2.68 58.79 ± 3.22 15.72 ± 1.58 46.78 ± 2.93
5g 68.31 ± 2.74 19.35 ± 1.38 20.54 ± 1.13 30.64 ± 2.21 19.36 ± 2.17 44.55 ± 2.35
5h 68.07 ± 2.64 10.88 ± 0.97 40.33 ± 2.06 26.32 ± 2.51 11.25 ± 1.16 37.67 ± 2.47
5i 70.85 ± 2.99 8.92 ± 0.99 31.66 ± 2.36 28.31 ± 1.32 14.26 ± 1.27 >100
5j 64.69 ± 3.36 13.51 ± 1.91 45.87 ± 2.48 21.78 ± 2.46 13.06 ± 1.70 36.44 ± 2.65
6a 68.82 ± 1.87 14.31 ± 1.29 19.21 ± 1.30 25.34 ± 3.57 10.18 ± 0.96 40.24 ± 2.74
6b 79.32 ± 2.48 23.27 ± 1.97 32.29 ± 2.82 47.51 ± 3.51 49.36 ± 4.59 >100
6c 65.21 ± 3.92 12.13 ± 1.22 25.11 ± 2.15 30.23 ± 2.45 24.27 ± 2.34 >100
6d >100 26.66 ± 3.35 >100 >100 >100 >100
6e 44.71 ± 1.44 9.01 ± 1.32 21.33 ± 2.81 27.88 ± 3.97 14.88 ± 1.30 33.64 ± 2.01
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Table 1. Cont.

No. HFF MGC-803 BEL-7404 NCI-H460 T24 LO2

6f 45.38 ± 2.18 12.35 ± 1.96 40.26 ± 2.19 55.72 ± 3.28 13.86 ± 1.37 37.22 ± 2.12
6g 76.45 ± 2.79 9.95 ± 1.03 31.25 ± 3.27 25.87 ± 1.83 19.33 ± 1.05 >100
6h 33.90 ± 1.28 6.85 ± 0.84 20.25 ± 1.59 13.33 ± 1.39 8.93 ± 1.25 43.77 ± 2.63
6i 91.95 ± 2.99 22.92 ± 1.85 43.66 ± 2.36 36.41 ± 3.15 29.89 ± 2.45 >100
6j 56.23 ± 3.16 12.99 ± 1.89 48.47 ± 3.06 13.88 ± 1.83 15.47 ± 1.98 51.17 ± 3.09

5-FU 25.45 ± 1.27 30.45 ± 2.87 34.52 ± 1.18 44.04 ± 0.54 32.04 ± 1.23 40.15 ± 1.65
cis-platinum 10.85 ± 0.34 15.97 ± 1.53 10.01 ± 0.52 7.126 ± 1.24 9.13 ± 1.54 21.38 ± 1.25

# human foreskin fibroblasts (HFF); human gastric cancer cells-803 (MGC-803); hepatocellular carcinoma bel-7404
(BEL-7404); large cell lung cancer cells (NCI-H460); and bladder cancer cells (T24); LO2 human normal liver cells
(LO2).

2.3. Antitumor Mechanism Studies
2.3.1. Apoptosis and Cell-Cycle Analysis

Apoptosis and the cell-cycle play a central role in cancer, since their induction in
cancer cells is critical to a successful therapy [17,18]. Therefore, the most active compounds,
including 5d and 6h or 4h and 6h were selected to study their effect on apoptosis and cell
cycle profiles in the MGC80-3 or T24 cell lines, respectively.

The apoptosis ratios of MGC80-3 or T24 cell lines induced by the selected compounds
at the concentration of IC50 and 0.5 IC50 were quantitatively determined by flow cytometry.
Four quadrant images (Q1, Q2, Q3 and Q4) were observed by flow cytometric analysis.
The results of apoptosis ratios (including the early and late apoptosis ratios) after 12 h are
presented in Figure 6 (MGC80-3) and Figure 7 (T24). Figure 6 revealed that compounds 5d
and 6h could induce apoptosis in MGC80-3 cells in a concentration dependent manner. The
apoptosis percentage of compound 5d measured at different concentrations were found
to be 6.616% (2.76 µM) and 17.51% (5.52 µM), while the value for control was 0.586%.
Treatment was also accompanied by a decrease in the percentage of live cells, with values
of 93.0% in control and 81.2% in treated cells. After treatment with compound 6h, 5.62%
(3.43 µM) and 14.25% (6.85 µM) of the cells were apoptotic. These were higher percentages
than the one observed in the control (0.586%). These results further demonstrate that
apoptosis was induced by compounds 5d and 6h in addition to cell proliferation inhibition.
From the results of Figure 7, compounds 4h and 6h led to an increase in the number of
apoptotic cells in T24 with the increase of the concentration (from 0.5 IC50 to IC50), and
their apoptosis ratios at their IC50 concentrations were increased to 12.377% and 10.749%,
respectively, when compared with the control (1.18%). All compounds had little effect on
late apoptosis of MGC80-3 or T24, and some normal cells were found to be necrotic in Q1
region. The results evidently illustrate that representative compounds 5d and 6h or 4h and
6h could suppress cell proliferation by inducing apoptosis in the early apoptotic period.

130



Int. J. Mol. Sci. 2023, 24, 64Int. J. Mol. Sci. 2022, 23, x FOR PEER REVIEW 7 of 21 
 

 

 
Figure 6. Apoptosis ratio detection of compounds 5d and 6h by Annexin V-FITC and PI. (a,d) The 
MGC80-3 cells not treated with compounds 5d or 6h were used as controls; (b,c) compound 5d 
treated MGC80-3 cells for 24 h at concentrations of 2.76 and 5.52 μM, respectively; (e,f) compound 
6h treated MGC80-3 cells for 24 h at concentrations of 3.34 and 6.85 μM, respectively. 

Figure 6. Apoptosis ratio detection of compounds 5d and 6h by Annexin V-FITC and PI. (a,d) The
MGC80-3 cells not treated with compounds 5d or 6h were used as controls; (b,c) compound 5d
treated MGC80-3 cells for 24 h at concentrations of 2.76 and 5.52 µM, respectively; (e,f) compound 6h
treated MGC80-3 cells for 24 h at concentrations of 3.34 and 6.85 µM, respectively.
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T24 cells not treated with compounds 4h and 6h were used as controls; (b,c) compound 4h treated 
T24 cells for 24 h at concentrations of 4.03 and 8.05 μM, respectively; (e,f) compound 6h treated T24 
cells for 24 h at concentrations of 4.50 and 8.93 μM, respectively. 
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Compared to control, both compounds 4h and 5d interfered with the cell cycles of T24 
and MGC80-3 cells, respectively. As shown in Figure 8a,b, the S-phase population of T24 
cells increased by 30.04% compared to the control cells (22.89%), indicating that 
compound 4h might inhibit the growth of tumor cells by arresting the cells in S phase 
during the DNA synthesis period. However, compound 5d could induce a significant cell 
cycle arrest in the G2 phase, resulting in a concomitant population increase (13.32%) 
compared with the control cells (8.91%) at a concentration of 5.52 μM (Figure 8c,d). These 
results suggest that compound 5d may inhibit the growth of tumor cells by arresting cells 
in the G2 phase in the late stage of DNA synthesis. 
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Figure 7. Apoptosis ratio detection of compounds 4h and 6h by Annexin V-FITC and PI. (a,d) The
T24 cells not treated with compounds 4h and 6h were used as controls; (b,c) compound 4h treated
T24 cells for 24 h at concentrations of 4.03 and 8.05 µM, respectively; (e,f) compound 6h treated T24
cells for 24 h at concentrations of 4.50 and 8.93 µM, respectively.

The cell cycle distributions of T24 and MGC80-3cells after 48 h of treatment with the
most active compounds, 4h and 5d, at their IC50 concentrations are shown in Figure 8.
Compared to control, both compounds 4h and 5d interfered with the cell cycles of T24 and
MGC80-3 cells, respectively. As shown in Figure 8a,b, the S-phase population of T24 cells
increased by 30.04% compared to the control cells (22.89%), indicating that compound 4h
might inhibit the growth of tumor cells by arresting the cells in S phase during the DNA
synthesis period. However, compound 5d could induce a significant cell cycle arrest in
the G2 phase, resulting in a concomitant population increase (13.32%) compared with the
control cells (8.91%) at a concentration of 5.52 µM (Figure 8c,d). These results suggest that
compound 5d may inhibit the growth of tumor cells by arresting cells in the G2 phase in
the late stage of DNA synthesis.
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Figure 8. Cell cycle analysis of compound 4h treated T24 cells (b) and compound 5d treated MGC80-
3 cells (d) at their IC50 concentrations (8.05 μM and 5.52 μM) for 48 h. And the T24 and MGC80-3 
cells not treated with compounds 4h and 5d were used as control, (a,c). (G1: Prophase of DNA 
synthesis; S: stage of dna synthesis; G2: Late stages of DNA synthesis). 
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transcription, recombination, and repair in many cellular metabolic processes. The topo I 
inhibitory activity of the compounds with the known topo I inhibitor camptothecin (CPT) 
is depicted in Figure 9. Only compounds 4e, 5c, and 6h exhibit potent topo I inhibitory 
activity at 100 µM. Compounds that have little to no inhibitory activity may have other 
mechanisms for their anticancer effects. Molecular docking studies of the selected 
compounds were carried out by the Surflex-Dock algorithm of Sybyl-X 2.0 (Tripos Inc., St. 
Louis, MI, USA). The molecular docking approach was verified by our previously 
published methods (RMSD (root-mean-square deviation) value was 0.4438 Å) [19]. The 
binding affinities of protein-ligand complexes were expressed as a total score and shown 
in Figure 10. compounds 4e, 5c and 6h exhibited good binding affinities, with total scores 
of 9.79, 7.81 and 9.66, respectively. Potent Topo I inhibitory activity of these compounds 

Figure 8. Cell cycle analysis of compound 4h treated T24 cells (b) and compound 5d treated MGC80-3
cells (d) at their IC50 concentrations (8.05 µM and 5.52 µM) for 48 h. And the T24 and MGC80-3 cells
not treated with compounds 4h and 5d were used as control, (a,c). (G1: Prophase of DNA synthesis;
S: stage of dna synthesis; G2: Late stages of DNA synthesis).

2.3.2. Evaluation of Topo I Inhibitory Activity

DNA topoisomerase I (topo I) has become the main molecular target in anticancer
drugs on account of its significance in all living organisms, participating in replication,
transcription, recombination, and repair in many cellular metabolic processes. The topo I
inhibitory activity of the compounds with the known topo I inhibitor camptothecin (CPT) is
depicted in Figure 9. Only compounds 4e, 5c, and 6h exhibit potent topo I inhibitory activity
at 100 µM. Compounds that have little to no inhibitory activity may have other mechanisms
for their anticancer effects. Molecular docking studies of the selected compounds were
carried out by the Surflex-Dock algorithm of Sybyl-X 2.0 (Tripos Inc., St. Louis, MI, USA).
The molecular docking approach was verified by our previously published methods (RMSD
(root-mean-square deviation) value was 0.4438 Å) [19]. The binding affinities of protein-
ligand complexes were expressed as a total score and shown in Figure 10. compounds
4e, 5c and 6h exhibited good binding affinities, with total scores of 9.79, 7.81 and 9.66,
respectively. Potent Topo I inhibitory activity of these compounds may be attributed to the
formation of hydrophobic residue, hydrogen bond, and π–π stacking with the same amino
acid residue DA113, DC112, TGP11 as CPT.
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Figure 10. The best pose of the binding mode of compounds (4e, 5c, 6h and CPT) with DNA Topo I
complex (PDB:1T8I).
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2.3.3. Toxicity and Anti-angiogenesis in the Zebrafish Model

Many antitumor drugs inevitably have side effects on normal cells, such as bone
marrow suppression, liver and kidney injury, and abnormal blood cells. Therefore, in order
to improve the possibility of clinical application of acridine-heterocyclic derivatives, the
effective and low-toxicity antitumor drugs were screened using a zebrafish model. In this
experiment, 2% DMSO was used to dissolve the target products, and the abnormal rate
(MAR) and mortality rate (MOR) of zebrafish embryos (72 hpf) were used for statistics. At
different concentrations (1–2 mg/mL) of the selected compounds, various deformities were
observed, such as failure to hatch, embryo necrosis, severe angulation of the spine and
severe pericardial edema (Figure 11). The mortality and malformation rates of embryos
increased with a dose-effect relationship (Table 2). Almost all compounds in the compound
4 series were toxic. Particularly, compounds 4a, 4b, 4f and 4h had a total mortality and
malformation rate of 100% at 2.0 mg.L−1, exhibiting the strongest embryonic toxicity. It is
worth mentioning that compounds 5d and 5h displayed high levels of antitumor activities
but were less toxic to zebrafish embryos. At the highest concentration of 2.0 mg.L−1, the
mortality rate of zebrafish embryos was close to 0% and the malformation rate was less
than 15%. Moreover, there was hardly any toxicity observed in compound 6 at lower con-
centrations (1.0 mg.L−1). Compound 6i exhibited very low toxicity at a high concentration
of 2.0 mg.L−1 with 0% mortality rate and 25% malformation rate.
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zebrafish (c) Normal pericardium of zebrafish (d) Embryo necrosis (e) Severe angulation of the spine
(f) Severe pericardial edema.

Currently, the zebrafish has emerged as a valuable model organism to substitute
traditional models for studying angiogenesis inhibitors [20]. The genes of zebrafish show
70–80% similarity to humans, and the vascular structure of zebrafish has high similarity to
that of other vertebrates [21–23]. Therefore, the subintestinal veins (SIVs) in the zebrafish
embryos are used as evaluation indicators for anti-angiogenesis inhibitors. In this study,
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NBT/BCIP vascular staining was used to observe the angiogenesis effect of representative
drugs (4h, 4f, 5d, 5h, 6g and 6h) in a zebrafish model. As shown in Figure 12, SIVs grew
well in the blank group, naturally extending into a network in the abdomen with many
branches. The length of SIVs of zebrafish was measured by Image J software and is shown
in Figure 10b. Compared with the blank control group, the area of the meshed pattern vessel
and the number of vascular branches in the network decreased after the administration of
compounds 4h, 5d, 5h and 6h. Among these compounds, compounds 5d and 5h exhibited
the strongest antiangiogenic effects that led to a nearly 50% reduction in the vessel length
compared to the mean vessel length for the controls. Compounds 4a and 6g could reduce
the area of blood vessels, but at the same time, additional blood vessels were formed on
the blood vessel edge.

Table 2. The mortality rate (MOR) and malformation rate (MAR) of some of the selected compounds.

NO.
Sample Concentration

Control 2% DMSO 2 mg/mL 1.5 mg/mL 1 mg/mL
MOR MAR MOR MAR MOR MAR MOR MAR MOR MAR

4a 0 0 0 0 45% c 55% c 40% c 60% c 15% c 85% c

4b 0 0 0 0 40% a 55% a 15% a 70% a 15% a 70% a

4c 0 0 0 0 35% a 50% a 25% a 60% a 45% a 50% a

4f 0 0 0 0 85% b 15% b 20% b 80% b 10% b 60% b

4h 0 0 0 0 65% a 35% a 15% a 85% a 15% a 35% a

5d 0 0 0 0 0 10% c 0 10% a 0 5% b

5h 0 0 0 0 0 15% a 0 10% a 0 5% a

5j 0 0 0 0 0 15% a 0 5% a 0 0
6a 0 0 0 0 5% b 90% b 0 95% b 0 15% b

6e 0 0 0 0 65% c 35% c 30% c 70% c 10% c 10% c

6h 0 0 0 0 15% b 65% b 0 80% b 0 35% b

6i 0 0 0 0 0 25% c 0 10% b 0 0

Note: a = p < 0.01; b = p < 0.001; c = p < 0.002, compared with the control group.
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Figure 12. Effects of representative compounds (4f, 4h, 5d, 5h, 6g and 6h) and control on the
subintestinal veins (SIVs) length of 72 hpf zebrafish embryos (x ± s, n = 12), p < 0.05.

3. Materials and Methods

All commercially available chemicals were reagent grade and bought from Aladdin
Reagent Co., LTD (Shanghai, China); NBT/BCIP kit was bought from Tiangen Biochemical
Technology Co., LTD (Shanghai, China); AnnexinV-FITC apoptosis detection kit was bought
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from Nanjing KGI Biotechnology Development Co., Ltd. (Nanjing, China); The spectra
such as NMR, MS, and IR were all evaluated and recorded on a Bruker DRX-400 (1H: 400
MHz, 13C: 100 MHz) (Rheinstetten, Germany), a Thermo Fisher LCQ Fleet (ESI) instrument
(Waltham, MA, USA), and FT-IR Thermo Nicolet Avatar 360 using a KBr pellet (Waltham,
MA, USA). And the melting points were measured by the XT-4 A melting point apparatus
(Shanghai, China) without correction. Other instruments include BD FACSAria II Flow
cytometer (Franklin Lakes, NJ, USA), MCO96 carbon dioxide incubator (Osaka, Japan) and
Bio Tek EL × 800 microplate reader (Winooski, VT, USA), etc.

3.1. Synthesis Methods
3.1.1. Synthesis of N-phenyl-o-aminobenzoic acid (1) and 9-chlorine acridine (2)

The synthesis of N-phenyl-o-aminobenzoic acid (1) and 9-chlorine acridine (2) was
carried out according to our previously published procedure, with slight modifications [24].
Compound 1 could proceed to the next step without further purification.

2-methoxyl-9-chlorine acridine (2a): Yellow-green needle crystal, yield 85.2%, m.p.
158–159 ◦C. ESI-MS m/z: 244 ([M + H]+); 1H NMR (CDCl3, 400 MHz) 8.00 (dd, 2H, J = 8.00,
ArH), 7.93 (d, 2H, J = 8.20, ArH), 7.55–7.60 (m, 2H, ArH), 7.50 (d, 1H, J = 8.40, ArH), 7.30 (s,
1H, ArH), and 3.73 (s, 3H, -OCH3).

2-methyl-9-chlorine acridine (2b): Pale green needle crystal, yield 78.5%, m.p. 122–
123 ◦C. ESI-MS m/z: 228 ([M + H])+ 1H NMR (CDCl3, 400 MHz), δ: 8.05 (dd, 2H, J = 8.00,
ArH), 8.00 (d, 2H, J = 9.20, ArH), 7.61–7.68 (m, 2H, ArH), 7.50 (d, 1H, J = 5.40, ArH), 7.43 (s,
1H, ArH), 2.35 (s, 3H, -CH3).

3.1.2. Synthesis of 9-acridinyl Isothiocyanate (3)

To a solution of chlorine acridine 2 (5 mmol) in acetone (50 mL), NaSCN (0.81 g,
10 mmol) and tetrabutylammonium bromide (0.32 g, 1 mmol) were added, and the mixture
was then refluxed at 60 ◦C for 1 h. After cooling to room temperature, crystals of 3a were
immediately precipitated in the reaction mixture, and crystals of 3b were precipitated in an
ice bath. At the end of the procedure, the crystals were filtered, washed with water, and
dried under vacuum, and no further purification was carried out.

2-methoxyl-9-acridinyl isothiocyanate (3a): bright yellow crystal, yield 88.0%, m.p.
149–150 ◦C; ESI-MS m/z: 267 ([M + H]+); 1H NMR (CDCl3, 400 MHz), δ: 8.25 (d, 2H,
J = 8.50, ArH), 8.15 (d, 1H, J = 9.20, ArH), 7.77–7.81 (q, 1H, ArH), 7.66–7.68 (t, 1H, ArH), 7.51
(d, 1H, J = 8.00, ArH), 7.40 (s, 1H, ArH), 4.08(s, 3H, -OCH3); 13C NMR (CDCl3, 100 MHz)
δ: 158.66, 130.48, 127.54, 127.04, 123.48, 122.62, 122.28, 98.50, 55.90; IR (KBr) ν: 2967, 2098
(-N=C=S), 1356–1557 cm−1.

2-methyl-9-acridinyl isothiocyanate (3b): faint yellow needle crystal, yield 94%, m.p.
128–129 ◦C; ESI-MS m/z: 351 ([M + H]+); 1H NMR (CDCl3, 400 MHz), δ: 8.26–8.28 (m,
2H, ArH), 8.15 (d, 1H, J = 8.40 Hz, ArH), 8.04 (s, 1H, ArH), 7.83 (t, 1H, ArH), 7.64–7.70
(m, 2H, ArH), 7.40 (s, 1H, ArH), 2.67 (s, 3H, -CH3); 13C NMR (CDCl3, 100 M Hz) δ: 137.59,
130.46, 127.08, 125.21, 122.92, 122.21, 121.17, 22.12; IR (KBr) ν: 2903, 2143 (-N=C=S), 1411–
1630 cm−1.

3.1.3. General Procedure for the Synthesis of Acridinyl Aroyl Thiourea Derivatives 4a–4f

To a solution of 9-isothiocyanatoacridine 3 (2mmol) in absolute ethyl alcohol (60 mL),
the appropriate substituted hydrazides (2 mmol) were added, and the reaction mixture
was refluxed until the reactants had been consumed (monitored by TLC). The precipitate
of 4a–4f was prepared, filtered off, washed with 95% ethyl alcohol, and dried at room
temperature.

1-2′-methoxyl acridinyl-3-4′-pyridinamide thiourea (4a): Yellow powder, Yield 91%,
m.p. 200–206 ◦C; ESI-MS m/z: 404 ([M + H]+); 1H NMR (400 MHz, DMSO-d6), δ: 11.26 (br,
s, 1H, -NH), 10.41 (br, s, 1H, -NH), 10.22 (br, s, 1H, -NH), 8.80 (s, 1H, ArH), 8.05–8.15 (m,
2H, ArH), 7.93 (s, 1H, ArH), 7.77 (t, 1H, ArH), 7.63 (t, 1H, ArH), 8.15 (d, 1H, J = 8.40 Hz,
ArH), 8.04 (s, 1H, ArH), 7.83 (t, 1H, ArH), 7.53 (d, 1H, J = 9.20 Hz, ArH), 7.45 (s, 1H, ArH),
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4.02 (s, 3H, -OCH3); 13C NMR (DMSO-d6, 100 MHz) δ: 183.19, 167.30, 165.41, 158.40, 150.74,
148.72, 141.00, 139.61, 131.03, 129.59, 125.82, 122.40, 113.46, 109.76, 56.09; IR (KBr) ν: 3108,
2948 (N–H), 1695 (-C=O), 1291 (-C=S) cm−1.

1-2′-methoxyl acridinyl-3-benzoyl thiosemicarbazides (4b): Yellow powder, Yield 76%,
m.p. 190–192 ◦C; ESI-MS m/z: 403 ([M + H]+); 1H NMR (400 MHz, DMSO-d6), δ: 10.96 (br,
s, 1H, -NH), 10.40 (br, s, 1H, -NH), 10.10 (br, s, 1H, -NH), 8.01–8.14 (m, 4H, ArH), 7.76 (s,
2H, ArH), 7.52–7.58 (m, 6H, ArH), 4.02 (s, 3H, -OCH3); 13C NMR (101 MHz, DMSO-d6) δ:
183.14, 166.84, 164.80, 157.06, 156.21, 144.80, 141.24, 139.31, 132.72, 129.80, 128.80, 127.28,
125.95, 122.46, 122.11, 112.10, 111.51, 56.22; IR (KBr) ν: 3102, 2941 (-N—H), 1686 (-C=O),
1289 (-C=S) cm−1.

1-2′-methoxyl acridinyl-3-4′-methoxy benzoyl thiosemicarbazides (4c): Yellow powder,
Yield 87%, m.p. 202–203 ◦C; ESI-MS m/z: 455 ([M + Na]+); 1H NMR (400 MHz, DMSO-d6),
δ: 10.81 (br, s, 1H, -NH), 10.37 (br, s, 1H, -NH), 10.04 (br, s, 1H, -NH), 8.02–8.09 (m, 4H, ArH),
7.32–7.87 (m, 6H, ArH), 7.06 (s, 1H, ArH), 3.82 (s, 3H, -OCH3), 3.32 (s, 3H, -OCH3); 13C
NMR (101 MHz, DMSO-d6) δ: 182.97, 166.60, 162.03, 156.30, 153.82, 140.77, 136.15, 132.16,
129.58, 128.77, 127.25, 125.82, 121.52, 111.00, 108.32, 55.90; IR (KBr) ν: 3107, 2945 (-N—H),
1677 (-C=O), 1256 (-C=S) cm−1.

1-2’-methoxyl acridinyl-3-4′-nitro benzoyl thiosemicarbazides (4d): Yellow powder,
Yield 94%, m.p. 223–227 ◦C; ESI-MS m/z: 448 ([M + H]+); 1H NMR (400 MHz, DMSO-d6),
δ: 11.30 (br, s, 1H, -NH), 10.45 (br, s, 1H, -NH), 10.22 (br, s, 1H, -NH), 8.38 (s, 2H, ArH),
8.26 (s, 2H, ArH), 8.02–8.16 (m, 2H, ArH), 7.53-7.63 (m, 4H, ArH), 7.46 (s, 1H, ArH), 4.02 (s,
3H, -OCH3); 13C NMR (101 MHz, DMSO-d6) δ: 183.22, 167.59, 162.87, 157.42, 149.87, 147.71,
146.73, 140.26, 138.66, 131.49, 131.11, 129.64, 125.67, 124.67, 124.15, 123.98, 117.74, 110.08,
100.87, 56.20; IR (KBr) ν: 3105, 2947 (-N—H), 1697 (-C=O), 1527 (-C=S) cm−1.

1-2’-methoxyl acridinyl-3-4’-nitro benzoyl thiosemicarbazides (4d): Yellow powder,
Yield 94%, m.p. 223–227 ◦C; ESI-MS m/z: 448 ([M+H]+); 1H NMR (400 MHz, DMSO-d6),
δ: 11.30 (br, s, 1H, -NH), 10.45 (br, s, 1H, -NH), 10.22 (br, s, 1H, -NH), 8.38 (s, 2H, ArH),
8.26 (s, 2H, ArH), 8.02-8.16 (m, 2H, ArH), 7.53–7.63 (m, 4H, ArH), 7.46 (s, 1H, ArH), 4.02 (s,
3H, -OCH3); 13C NMR (101 MHz, DMSO-d6) δ: 183.22, 167.59, 162.87, 157.42, 149.87, 147.71,
146.73, 140.26, 138.66, 131.49, 131.11, 129.64, 125.67, 124.67, 124.15, 123.98, 117.74, 110.08,
100.87, 56.20; IR (KBr) ν: 3105, 2947 (-N—H), 1697 (-C=O), 1527 (-C=S) cm−1.

1-2′-methyl acridinyl-3-4′-pyridinamide thiourea (4f): Orange powder, Yield 82%, m.p.
176–180 ◦C; ESI-MS m/z: 410 ([M + Na]+); 1H NMR (400 MHz, DMSO-d6), δ: 11.59 (br, s,
1H, -NH), 10.99 (br, s, 1H, -NH), 10.21 (br, s, 1H, -NH), 8.81 (s, 2H, ArH), 7.89 (s, 3H, ArH),
7.42–7.89 (m, 6H, ArH), 2.33 (s, 3H, -CH3); 13C NMR (101 MHz, DMSO-d6) δ: 183.47, 167.14,
155.61, 150.76, 140.45, 140.16, 138.18, 133.65, 131.24, 126.31, 124.88, 117.52, 111.80, 21.93; IR
(KBr) ν: 3104, 2918 (-N—H), 1556 (-C=O), 1471 (-C=S) cm−1.

1-2′-methyl acridinyl-3-benzoyl thiosemicarbazides (4g): Orange powder, Yield 82%,
m.p. 171–173 ◦C; ESI-MS m/z: 409 [M + Na]+; 1H NMR (400 MHz, DMSO-d6), δ: 10.68 (br,
s, 1H, -NH), 10.41 (br, s, 1H, -NH), 10.13 (br, s, 1H, -NH), 8.58–8.75 (m, 4H, ArH), 7.42–7.57
(m, 5H, ArH), 7.39 (d, J = 8.5 Hz, 2H, ArH), 7.09 (s, 1H, ArH), 2.42 (s, 3H, -CH3); 13C NMR
(101 MHz, DMSO-d6,) δ: 181.29, 166.81, 153.65, 150.24, 148.96, 140.25, 138.24, 133.58, 130.84,
130.35, 126.22, 125.07, 122.13, 121.38, 117.44, 116.40, 111.44, 21.25; IR (KBr) ν: 3102, 2917
(-N—H), 1569 (-C=O), 1471 (-C=S) cm−1.

1-2′-methyl acridinyl-3-4’-methoxy benzoyl thiosemicarbazides (4h): Orange-yellow
powder, Yield 93%, m.p. 210–212 ◦C; ESI-MS m/z: 439 ([M + Na]+); 1H NMR (400 MHz,
DMSO-d6), δ: 10.53 (br, s, 1H, -NH), 10.38 (br, s, 1H, -NH), 10.08 (br, s, 1H, -NH), 7.97–8.18
(m, 4H, ArH), 7.34–7.55 (m, 3H, ArH), 7.34–7.55 (m, 3H, ArH), 7.07 (s, 1H, ArH), 3.44 (s, 3H,
-OCH3), 2.42 (s, 3H, -CH3); 13C NMR (101 MHz, DMSO-d6) δ: 181.09, 166.30, 153.39, 148.81,
140.15, 138.18, 130.79, 130.04, 126.17, 125.32, 121.21, 117.39, 114.12, 111.37, 55.89, 22.24; IR
(KBr) ν: 3094, 2914 (-N—H), 1556 (-C=O), 1471 (-C=S) cm−1.

1-2′-methyl acridinyl-3-4’-nitro benzoyl thiosemicarbazides (4i): Orange-yellow pow-
der, Yield 73%, m.p. 187–188 ◦C; ESI-MS m/z: 457 ([M + Na]+); 1H NMR (400 MHz,
DMSO-d6), δ: 11.56 (br, s, 1H, -NH), 10.76 (br, s, 1H, -NH), 10.15 (br, s, 1H, -NH), 8.41 (d, J
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= 8.5 Hz, 2H), 7.96–8.26 (m, 4H, ArH), 7.26–7.57 (m, 4H, ArH), 7.11 (s, 1H, ArH), 2.44 (s,
3H, -CH3); 13C NMR (101 MHz, DMSO-d6) δ: 183.42, 166.78, 155.67, 149.20, 140.24, 140.14,
131.87, 130.89, 130.41, 124.68, 117.93, 111.56, 22.50; IR (KBr) ν: 3095, 2918 (-N—H), 1598
(-C=O), 1483 (-C=S) cm−1.

1-2′-methyl acridinyl-3-4′-chloro benzoyl thiosemicarbazides (4j): Orange-yellow
powder, Yield 86%, m.p. 178–179 ◦C; ESI-MS m/z: 443 ([M + Na]+); 1H NMR (400 MHz,
DMSO-d6), δ: 10.77 (br, s, 1H, -NH), 10.48 (br, s, 1H, -NH), 10.08 (br, s, 1H, -NH), 8.18–8.34
(m, 4H, ArH), 7.57–7.83 (m, 3H, ArH), 7.33–7.57 (m, 3H, ArH), 7.07 (s, 1H, ArH), 2.42 (s,
3H, -CH3); 13C NMR (101 MHz, DMSO-d6) δ: 182.61, 166.39, 155.38, 149.09, 140.26, 139.92,
131.03, 130.08, 129.29, 124.20, 117.53, 116.31, 111.58, 104.34, 22.83; IR (KBr) ν: 3094, 2915
(-N—H), 1567 (-C=O), 1480 (-C=S) cm−1.

3.1.4. General Procedure for the Synthesis of Acridinyl 1,2,4-triazole Derivatives 5a–5f

The appropriate acyl thiosemicarbazides (4a–4i, 1 mmol) and 5% aqueous sodium
carbonate (40 mL) were refluxed for 5 h. After cooling, the precipitate was filtered off and
the filtrate was acidified by hydrochloric acid to a pH of 2. The precipitates were formed,
filtered off and then crystallized from ethyl alcohol.

4-(2-methoxyacridin-9-yl)-5-(pyridin-4-yl)-2,4-dihydro-3H-1,2,4-triazole-3-thione (5a):
Light yellow powder, Yield 75%, m.p. 272–273 ◦C; ESI-MS m/z: 384 ([M + H]+); 1H NMR
(400 MHz, DMSO-d6), δ: 14.79 (br, s, 1H, -NH), 8.38 (dd, J = 4.6, 1.5 Hz, 2H, ArH), 8.33–8.11
(m, 2H, ArH), 7.94–7.76 (m, 1H, ArH), 7.08 (dd, J = 4.6, 1.6 Hz, 2H, ArH), 6.87 (d, J = 2.6 Hz,
1H), 3.86 (s, 3H, -OCH3); 13C NMR (100 MHz, DMSO-d6) δ: 169.99, 159.21, 157.94, 150.89,
149.46, 134.90, 130.31, 129.15, 126.69, 125.10, 124.89, 120.97, 56.52; IR (KBr) ν: 3069, 2906,
2745 (-N—H), 1505–1633 (-C=N),1480 (-C=S) cm−1.

4-(2-methoxyacridin-9-yl)-5-phenyl-2,4-dihydro-3H-1,2,4-triazole-3-thione (5b): Light
yellow powder, 60%, m.p. 259–261 ◦C; ESI-MS m/z: 385 ([M + H]+); 1H NMR (400 MHz,
DMSO-d6), δ: 14.56 (s, 1H, -NH), 8.22 (dd, J = 12.2, 9.1 Hz, 2H, ArH), 7.89–7.75 (m, 1H, ArH),
7.70–7.58 (m, 2H, ArH), 7.56 (d, J = 8.6 Hz, 1H, ArH), 7.26 (t, J = 6.6 Hz, 1H, ArH), 7.21–7.07
(m, 4H, ArH), 6.82 (d, J = 2.6 Hz, 1H, ArH), 3.85 (s, 3H, -OCH3); 13C NMR (100 MHz,
DMSO-d6) δ: 169.50, 159.01, 151.69, 147.45, 146.68, 132.13, 131.27, 130.24, 130.13, 129.26,
128.94, 127.42, 126.58, 125.76, 124.95, 123.68, 122.58, 98.59, 56.44; IR (KBr) ν: 3056, 2912, 2749
(-N—H), 1500–1632 (-C=N), 1476 (-C=S) cm−1.

4-(2-methoxyacridin-9-yl)-5-(4-methoxyphenyl)-2,4-dihydro-3H-1,2,4-triazole-3-thione
(5c): Light yellow powder, Yield 58%, m.p. 262–267 ◦C; ESI-MS m/z: 415 ([M + H]+); 1H
NMR (400 MHz, DMSO-d6), δ: 14.45 (s, 1H, -NH), 8.23 (dd, J = 11.8, 9.1 Hz, 2H, ArH),
7.93–7.73 (m, 1H, ArH), 7.64 (s, 2H, ArH), 7.54 (s, 1H, ArH), 7.08 (d, J = 8.9 Hz, 2H, ArH),
6.80 (s, 1H, ArH), 6.70 (d, J = 8.9 Hz, 2H, ArH), 3.85 (s, 3H, -OCH3), 3.58 (s, 3H, -OCH3); 13C
NMR (100 MHz, DMSO-d6) δ: 169.30, 161.33, 159.01, 151.58, 147.51, 146.73, 134.08, 132.17,
130.20, 128.95, 126.56, 125.02, 123.76, 122.59, 117.89, 114.76, 98.57, 56.41, 55.60; IR (KBr) ν:
3066, 2883, 2726 (N—H), 1500–1632 (C=N), 1476 (C=S) cm−1.

4-(2-methoxyacridin-9-yl)-5-(4-nitrophenyl)-2,4-dihydro-3H-1,2,4-triazole-3-thione (5d):
Light yellow powder, Yield 40%, m.p. 253–255 ◦C; ESI-MS m/z: 430 ([M + H]+); 1H NMR
(400 MHz, DMSO-d6), δ: 14.79 (s, 1H, -NH), 8.24 (t, J = 9.3 Hz, 2H, ArH), 8.02 (d, J = 8.9
Hz, 2H, ArH), 7.93–7.75 (m, 1H, ArH), 7.63 (dd, J = 9.5, 2.7 Hz, 2H, ArH), 7.58 (s, 1H, ArH),
7.44 (d, J = 8.9 Hz, 2H, ArH), 6.91 (s, 1H, ArH), 3.87 (s, 3H, -OCH3); 13C NMR (100 MHz,
DMSO-d6) δ: 170.00, 159.22, 149.93, 148.90, 147.47, 146.78, 133.20, 132.22, 131.44, 130.25,
129.15, 128.69, 126.70, 124.93, 124.61, 123.51, 122.38, 98.64, 56.54; IR (KBr) ν: 3066, 2883, 2726
(-N—H), 1421–1633 (-C=N), 1345 (-C=S) cm−1.

4-(4-chlorophenyl)-4-(2-methoxyacridin-9-yl)-2,4-dihydro-3H-1,2,4-triazole-3-thione (5e):
Light yellow powder, Yield 78%, m.p. 286–287 ◦C; ESI-MS m/z: 419 ([M + H]+); 1H NMR
(400 MHz, DMSO-d6), δ: 14.61 (s, 1H, -NH), 8.23 (dd, J = 11.4, 9.2 Hz, 2H, ArH), 7.93–7.76
(m, 1H, ArH), 7.73–7.60 (m, 2H, ArH), 7.55 (d, J = 8.6 Hz, 1H, ArH), 7.25 (d, J = 8.6 Hz,
2H, ArH), 7.17 (d, J = 8.6 Hz, 2H, ArH), 6.85 (s, 1H, ArH), 3.86 (s, 3H, -OCH3); 13C NMR
(100 MHz, DMSO-d6) δ: 169.59, 159.10, 150.72, 147.44, 146.71, 136.12, 133.51, 132.17, 130.22,
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129.54, 129.11, 126.64, 124.93, 124.62, 123.57, 122.49, 98.61, 56.49; IR (KBr) ν: 3056, 2909, 2748
(-N—H), 1344–1632 (-C=N), 1503 (-C=S) cm−1.

4-(2-methylacridin-9-yl)-5-(pyridin-4-yl)-2,4-dihydro-3H-1,2,4-triazole-3-thione (5f):
Light yellow powder, Yield 48%, m.p. 264–268 ◦C; ESI-MS m/z: 370 ([M + H]+); 1H NMR
(400 MHz, DMSO-d6) δ: 14.84 (s, 1H, -NH), 8.37 (d, J = 6.0 Hz, 2H, ArH), 8.29 (d, J = 8.7 Hz,
1H, ArH), 8.23 (d, J = 8.9 Hz, 1H, ArH), 7.96–7.84 (m, 1H, ArH), 7.84–7.74 (m, 1H, ArH),
7.72–7.59 (m, 2H, ArH), 7.50 (s, 1H, ArH), 7.04 (d, J = 6.1 Hz, 2H, ArH), 2.52 (s, 3H, -CH3);
13C NMR (100 MHz, DMSO-d6) δ: 170.32, 150.92, 149.15, 148.75, 148.53, 139.37, 134.60,
134.56, 132.85, 131.15 130.21, 130.00, 129.04, 123.54, 123.40, 122.87, 120.84, 120.70, 56.49; IR
(KBr) ν: 3066, 2917, 2757 (-N—H), 1279–1600 (-C=N), 1426 (-C=S) cm−1.

4-(2-methylacridin-9-yl)-5-phenyl-2,4-dihydro-3H-1,2,4-triazole-3-thione (5g): White
powder, Yield 78%, m.p. 292–293 ◦C; ESI-MS m/z: 369 ([M + H]+); 1H NMR (400 MHz,
DMSO-d6) δ: 14.60 (s, 1H, -NH), 8.26 (d, J = 8.8 Hz, 1H, ArH), 8.20 (d, J = 8.9 Hz, 1H, ArH),
7.90–7.82 (m, 1H, ArH), 7.77 (d, J = 9.0 Hz, 1H, ArH), 7.72–7.56 (m, 2H, ArH), 7.48 (s, 1H,
ArH), 7.30–7.17 (m, 1H, ArH), 7.13 (d, J = 4.4 Hz, 4H, ArH), 2.51 (s, 3H, -CH3); 13C NMR
(100 MHz, DMSO-d6) δ: 169.73, 151.47, 148.71, 148.47, 139.08, 135.20, 134.51, 131.29, 131.07,
130.11, 129.91, 129.28, 128.83, 127.33, 125.66, 123.71, 123.58, 123.02, 120.86, 22.15; IR (KBr) ν:
3066, 2917, 2757 (-N—H), 1279–1600 (-C=N), 1426 (-C=S) cm−1.

4-(4-methoxyphenyl)-4-(2-methylacridin-9-yl)-2,4-dihydro-3H-1,2,4-triazole-3-thione
(5h): White powder, Yield 83%, m.p. 268–269 ◦C; ESI-MS m/z: 399 ([M + H]+); 1H NMR
(400 MHz, DMSO-d6) δ: 14.48 (s, 1H, -NH), 8.27 (d, J = 8.8 Hz, 1H), 8.21 (d, J = 8.9 Hz, 1H,
ArH), 7.86 (t, 1H, ArH), 7.78 (dd, J = 9.0, 1.5 Hz, 1H, ArH), 7.65 (d, J = 6.5 Hz, 1H, ArH), 7.60
(d, J = 8.5 Hz, 1H, ArH), 7.46 (s, 1H, ArH), 7.05 (d, J = 8.9 Hz, 2H, ArH), 6.68 (d, J = 8.9 Hz,
2H, ArH), 3.57 (s, 3H, -OCH3), 2.52 (s, 3H, -CH3); 13C NMR (100 MHz, DMSO-d6) δ: 169.51,
161.33, 151.35, 148.77, 148.53, 139.05, 135.42, 134.49, 131.06, 130.06, 128.85, 123.71 123.02,
120.86, 117.78, 114.78, 55.61, 22.17; IR (KBr) ν: 3095, 2925, 2750 (-N—H), 1360–1613 (-C=N),
1514 (-C=S) cm−1.

4-(2-methylacridin-9-yl)-5-(4-nitrophenyl)-2,4-dihydro-3H-1,2,4-triazole-3-thione (5i):
Light yellow powder, Yield 53%, m.p. 245–247 ◦C; ESI-MS m/z: 414 ([M + H]+); 1H NMR
(400 MHz, DMSO-d6) δ: 14.79 (s, 1H, -NH), 8.24 (t, J = 9.3 Hz, 2H, ArH), 8.02 (d, J = 8.9 Hz,
2H, ArH), 7.83 (s, 1H, ArH), 7.71–7.59 (m, 2H, ArH), 7.57 (d, J = 8.7 Hz, 1H, ArH), 7.44
(d, J = 8.9 Hz, 2H, ArH), 6.91 (s, H, ArH), 2.51 (s, 3H, -CH3), 13C NMR (100 MHz, DMSO-
d6) δ: 169.99, 150.53, 148.55, 139.72, 135.26, 131.39, 130.41, 129.19, 128.69, 126.71, 124.62,
123.78, 123.49, 120.98, 22.19; IR (KBr) ν: 3054, 2918, 2755 (-N—H), 1432-1633 (-C=N), 1376
(-C=S) cm−1.

4-(4-chlorophenyl)-4-(2-methylacridin-9-yl)-2,4-dihydro-3H-1,2,4-triazole-3-thione (5j):
Yellow powder, Yield 80%, m.p. 259–263 ◦C; ESI-MS m/z: 403 ([M + H]+); 1H NMR
(400 MHz, DMSO-d6) δ: 14.65 (s, 1H, -NH), 8.27 (d, J = 8.8 Hz, 1H, ArH), 8.20 (d, J = 8.9 Hz,
1H, ArH), 7.88 (dd, J = 10.5, 4.0 Hz, 1H, ArH), 7.77 (d, J = 8.8 Hz, 1H, ArH), 7.73–7.57 (m,
2H, ArH), 7.49 (s, 1H, ArH), 7.24 (d, J = 8.5 Hz, 2H, ArH), 7.14 (d, J = 8.5 Hz, 2H, ArH); 13C
NMR (100 MHz, DMSO-d6) δ: 169.85, 150.49, 148.74, 148.52, 139.19, 136.15, 134.86, 134.52,
131.08, 130.17, 129.97, 129.55, 129.00, 124.51, 123.56, 122.98, 120.81, 22.15; IR (KBr) ν: 3097,
2933 (-N—H), 1258-1600 (-C=N), 1497 (-C=S) cm−1.

3.1.5. General Procedure for the Synthesis of Acridinyl 1,3,4-thiadiazol Derivatives (6)

About 3 mL of 98% concentrated sulfuric acid was added to a 50 mL round-bottom
flask and stirred in an ice bath for 10 min at 0 ◦C. Then, intermediate 4 (0.5 mmol) was
added into the solution in small portions over the course of 1 h. The reaction was continued
at room temperature for 24–48 h, and 10 mL pure water was slowly added to reaction
mixture in an ice bath. The final product 6 was precipitated, filtered off, washed with water,
dried, and crystallized from ethyl alcohol.

7-methoxy-N-(5-(pyridin-4-yl)-1,3,4-thiadiazol-2-yl)-10,10a-dihydroacridin-9(8aH)-imine
(6a): Orange solids, Yield 80%, m.p. 272–275 ◦C; ESI-MS m/z: 386 ([M + H]+); 1H NMR
(400 MHz, DMSO-d6), δ: 8.78 (d, J = 5.7 Hz, 2H, ArH), 8.22 (d, J = 8.6 Hz, 1H, ArH), 8.00–7.94
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(m, 3H, ArH), 7.90 (d, J = 6.2 Hz, 2H, ArH), 7.75 (dd, J = 9.3, 2.7 Hz, 1H, ArH), 7.58 (s, 1H,
ArH), 7.53 (dt, J = 8.3, 4.0 Hz, 1H, ArH), 3.86 (s, 3H, -OCH3); 13C NMR (DMSO-d6, 100 MHz)
δ: 156.40, 149.19, 140.03, 135.03, 130.65, 128.43, 127.65, 127.49, 127.29, 126.86, 125.02, 121.72,
119.38, 103.95, 56.20; IR (KBr) ν: 3055, 3011, 2837 (-C—H, -N—H), 1379-1631 (-C=N) cm−1.

7-methoxy-N-(5-phenyl-1,3,4-thiadiazol-2-yl)-10,10a-dihydroacridin-9(8aH)-imine (6b):
Orange- yellow solid, Yield 81%, m.p. 263–265 ◦C; ESI-MS m/z: 385 ([M + H]+); 1H NMR
(400 MHz, DMSO-d6), δ: 8.19 (d, J = 8.7 Hz, 1H, ArH), 7.92 (q, J = 9.3 Hz, 3H, ArH), 7.80
(dd, J = 6.6, 2.9 Hz, 2H, ArH), 7.68 (dd, J = 9.2, 2.7 Hz, 1H, ArH), 7.58 (s, 1H, ArH), 7.54–7.44
(m, 4H, ArH), 3.83 (s, 3H, -OCH3); 13C NMR (101 MHz, DMSO-d6) δ: 156.06, 140.22, 136.58,
134.49, 131.24, 130.46, 129.83, 127.72, 126.95, 126.79, 124.37, 121.59, 120.02, 120.33, 119.26,
116.76, 104.39, 56.03; IR (KBr) ν: 2771 (-C—H, N—H), 1329-1632 (-C=N) cm−1.

7-methoxy-N-(5-(4-methoxyphenyl)-1,3,4-thiadiazol-2-yl)-10,10a-dihydroacridin-
9(8aH)-imine (6c): Orange-red solid, Yield 54%; m.p. 230–232 ◦C; ESI-MS m/z: 415 ([M +
H]+); 1HNMR (400 MHz, DMSO-d6) δ: 8.35 (d, J = 8.5 Hz, 1H, ArH), 8.10 (d, J = 8.1 Hz, 3H,
ArH), 8.01 (d, J = 9.8 Hz, 1H, ArH), 7.96 (s, 1H, ArH), 7.91–7.79 (m, 1H, ArH), 7.76–7.55 (m,
3H, ArH), 7.06 (t, J = 9.1 Hz, 1H, ArH), 3.93 (s, 3H, -OCH3), 3.81 (s, 3H, -OCH3); 13C NMR
(101 MHz, DMSO-d6) δ: 156.91, 149.55, 144.54, 140.78, 136.88, 135.34, 129.01, 128.50, 126.77,
124.39, 121.00, 116.85, 112.99, 103.39, 103.21, 56.65, 56.17; IR (KBr) ν: 2771 (-C—H, -N—H),
1567 (-C=N) cm−1.

7-methoxy-N-(5-(4-nitrophenyl)-1,3,4-thiadiazol-2-yl)-10,10a-dihydroacridin-9(8aH)-
imine (6d): Orange-red solid, Yield 33%; m.p. 258–260 ◦C; ESI-MS m/z: 430 ([M + H]+);
1H NMR (DMSO-d6

, 400 MHz) δ: 8.32 (d, J = 8.9 Hz, 2H, ArH), 8.29 (d, J = 8.6 Hz, 1H,
ArH), 8.04 (dd, J = 6.9, 4.8 Hz, 5H, ArH), 7.81 (dd, J = 9.3, 2.7 Hz, 1H, ArH), 7.61 (dd, J = 8.5,
2.5 Hz, 2H, ArH), 3.89 (s, 3H, -OCH3); 13C NMR (101 MHz, DMSO-d6) δ: 156.85, 148.76,
145.74, 142.43, 139.80, 136.85, 135.92, 135.35, 129.32, 127.93, 126.55, 125.67, 125.01, 121.90,
120.38, 119.60, 117.03, 103.59, 56.32; IR (KBr) ν: 2829 (-C—H, -N—H), 1346-1633 (-C=N)
cm−1.

7-methoxy-N-(5-(4-chlorophenyl)-1,3,4-thiadiazol-2-yl)-10,10a-dihydroacridin-9(8aH)-
imine (6e): Orange-yellow solid, Yield 51%; m.p. 203–205 ◦C; ESI-MS m/z: 419 ([M + H]+);
1H NMR (400 MHz, DMSO-d6) δ: 8.21 (d, J = 8.6 Hz, 1H, ArH), 7.94 (d, J = 8.1 Hz, 3H, ArH),
7.82 (s, 2H, ArH), 7.72 (dd, J = 9.2, 2.6 Hz, 1H, ArH), 7.58 (dd, J = 5.9, 2.6 Hz, 3H, ArH),
7.55–7.41 (m, 1H, ArH), 3.85 (s, 3H, -OCH3); 13C NMR (101 MHz, DMSO-d6) δ: 156.36,
140.09, 135.90, 134.8, 129.89, 129.19, 128.58, 128.25, 126.65, 124.87, 121.70, 120.01, 119.45,
116.90, 104.12, 102.60, 56.21; IR (KBr) ν: 2781 (-C—H, -N—H), 1467 (-C=N) cm−1.

7-methyl-N-(5-(pyridin-4-yl)-1,3,4-thiadiazol-2-yl)-10,10a-dihydroacridin-9(8aH)-imine
(6f): Orange-yellow solid, Yield 43%; m.p. 276–278 ◦C; ESI-MS m/z: 370 ([M + H]+); 1H
NMR (400 MHz, DMSO-d6) δ: 8.34 (d, J = 8.7 Hz, 2H, ArH), 8.23 (d, J = 8.9 Hz, 1H, ArH),
8.14 (d, J = 8.3 Hz, 1H, ArH), 8.05 (t, J = 9.3 Hz, 3H, ArH), 8.01–7.91 (m, 2H, ArH), 7.88 (s,
1H, ArH), 7.51 (d, J = 8.2 Hz, 1H, ArH), 2.48 (s, 3H, -CH3); 13C NMR (101 MHz, DMSO-d6)
δ: 158.09, 155.78, 151.07, 140.54, 135.49, 133.66, 131.53, 127.77, 126.46, 123.78, 121.88, 118.38,
118.11, 116.14, 21.31; IR (KBr) ν: 2824 (-C—H, -N—H), 1347-1600 (-C=N) cm−1.

7-methyl-N-(5-phenyl-1,3,4-thiadiazol-2-yl)-10,10a-dihydroacridin-9(8aH)-imine (6g):
Yellow solid, Yield 56%; m.p. 294–296 ◦C; ESI-MS m/z: 369 ([M + H]+); 1H NMR (400 MHz,
DMSO-d6) δ: 8.17 (d, J = 8.5 Hz, 1H, ArH), 8.07 (s, 1H, ArH), 7.97–7.85 (m, 2H, ArH), 7.80 (d,
J = 6.9 Hz, 4H, ArH), 7.59-7.49 (m, 3H, ArH), 7.48–7.34 (m, 1H, ArH), 2.45 (s, 3H, -CH3); 13C
NMR (101 MHz, DMSO-d6) δ: 160.12, 157.49, 140.60, 138.98, 137.32, 135.07, 133.97, 131.26,
130.45, 129.82, 127.17, 127.15, 125.56, 124.06, 119.50, 119.21, 118.10, 117.00, 21.44; IR (KBr) ν:
2792 (C—H, N—H), 1366-1627 (C=N) cm−1.

7-methyl-N-(5-(4-methoxyphenyl)-1,3,4-thiadiazol-2-yl)-10,10a-dihydroacridin-9(8aH)-
imine (6h): Orange-yellow solid, Yield 84%; m.p. >300 ◦C; ESI-MS m/z: 399 ([M + H]+); 1H
NMR (400 MHz, DMSO-d6) δ: 8.33 (d, J = 8.7 Hz, 1H, ArH), 8.18 (s, 1H, ArH), 8.10–8.01 (m,
3H, ArH), 7.98 (d, J = 8.8 Hz, 2H, ArH), 7.91–7.77 (m, 1H, ArH), 7.68 (dd, J = 8.6, 2.3 Hz, 1H,
ArH), 7.62 (dd, J = 14.4, 7.9 Hz, 1H, ArH), 7.08 (d, J = 8.7 Hz, 1H, ArH), 2.48 (s, 3H, -CH3);
13C NMR (101 MHz, DMSO-d6) δ: 162.17, 159.02, 140.47, 139.22, 137.04, 136.13, 135.63,
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128.91, 127.11, 127.06, 126.92, 126.85, 125.57, 125.06, 120.71, 120.03, 119.59, 118.29, 117.35,
113.02, 56.20, 21.52; IR (KBr) ν: 3090, 2920, 2830 (-C—H, -N—H), 1486-1628 (-C=N) cm−11.

7-methyl-N-(5-(4-nitrophenyl)-1,3,4-thiadiazol-2-yl)-10,10a-dihydroacridin-9(8aH)-
imine (6i): Purple-red solid, Yield 53%; m.p. 224–226 ◦C; ESI-MS m/z: 414 ([M + H]+); 1H
NMR (400 MHz, DMSO-d6) δ: 12.17 (s, 1H, -NH), 8.35 (d, J = 8.9 Hz, 2H, ArH), 8.15 (d,
J = 8.9 Hz, 2H, ArH), 7.96 (d, J = 5.1 Hz, 2H, ArH), 7.72 (t, J = 7.0 Hz, 1H, ArH), 7.65–7.56 (m,
2H, ArH), 7.54 (d, J = 8.5 Hz, 1H, ArH), 7.18 (t, J = 7.6 Hz, 1H, ArH), 2.35 (s, 3H, -CH3); 13C
NMR (100 MHz, DMSO-d6) δ: 165.41, 148.81, 143.72, 140.52, 139.40, 138.81, 136.22, 135.69,
135.63, 127.93, 126.99, 125.65, 125.02, 120.12, 119.72, 118.15, 117.34, 113.14, 21.54; IR (KBr) ν:
2918 (-C—H, -N—H), 1340-1627 (-C=N) cm−1.

7-methyl-N-(5-(4-chlorophenyl)-1,3,4-thiadiazol-2-yl)-10,10a-dihydroacridin-9(8aH)-
imine (6j): Orange-yellow solid, Yield 67%, m.p. 258–260 ◦C; ESI-MS m/z: 403 ([M + H]+);
1H NMR (400 MHz, DMSO-d6) δ: 8.23 (d, J = 8.6 Hz, 1H, ArH), 8.12 (s, 1H, ArH), 8.04–7.93
(m, 2H, ArH), 7.88 (s, 2H, ArH), 7.81 (d, J = 8.5 Hz, 2H, ArH), 7.58 (d, J = 8.5 Hz, 2H, ArH),
7.51 (t, J = 7.5 Hz, 1H, ArH), 2.49 (s, 3H, -CH3); 13C NMR (101 MHz, DMSO-d6) δ: 160.71,
146.36, 140.56, 139.09, 137.87, 135.87, 135.50, 129.89, 129.14, 128.58, 127.04, 125.34, 124.71,
119.72, 119.37, 118.16, 117.13, 21.47; IR (KBr) ν: 2795 (-C—H, -N—H), 1366–1627 (-C=N)
cm−1.

3.1.6. Preparation of Single Crystal Compounds 5b and 6d and Their X-ray Single Crystal
Diffraction Method

A single crystal of 5b and 6d suitable for X-ray diffraction study was cultivated
from 95% ethyl alcohol and N, N-dimethylformamide respectively, by a slow evapo-
ration method at room temperature. All measurements were performed with Mo Kα
radiation (λ = 0.7107 Å) on a Brucker SMART 1000 CCD X diffractometer (Billerica, MA,
USA). The structure was solved by direct methods with SHELXS-97 [25] and refined by
SHELXL-97 [26]. All non-hydrogen atoms were refined with anisotropic thermal parame-
ters. The final full-matrix least-squares refinement of 5b gave R = 0.0914, ω = 1/[s2(Fo2)
+ (0.0431 p)2 + 0.2721 p] where p = (Fo2 + 2Fc2)/3, S = 1.043, (∆/σ)max = 0.237 and
(∆/σ)min = −0.267 e/Å3. In addition, the final full-matrix least-squares refinement of
6d gave R = 0.0914, ω = (1/[s2(Fo2) + (0.0650 p)2 + 0.0224 p] where p = (Fo2 + 2Fc2)/3,
S = 1.028, (∆/σ)max = 0.236 and (∆/σ)min = −0.197 e/Å3.

3.2. In-Vivo Antitumor Activity
3.2.1. Antiproliferative Activity

Test samples, including compounds 4–6 and commercial classical anticancer drugs
(5-FU and cis-platinum), were screened for their anti-cancer activity against HFF human
foreskin fibroblast cells, MGC-803 human gastric cancer cells, BEL-7404 human hepatocel-
lular carcinoma cells, NCI-H460 human large cell carcinoma cells, and T24 human bladder
carcinoma cells using the 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazoliumbromide
(MTT) assay method cited in the literature [27]. The initial concentration of all the test
samples was 100 µg/mL, which was serially diluted in complete medium with ten-fold
dilutions to give six concentrations per compound. Their cytotoxicity was determined
in 96-well flat bottomed microtiter plates. All the test samples were tested in triplicate.
The results were expressed as the drug concentration that inhibited cell growth by 50%
as compared to the controls (IC50). The IC50 values were calculated from regression lines
obtained from the percent cell growth inhibition plotted as a function of the logarithm of
the dose.

3.2.2. Apoptosis and Cell Cycle Analysis

The apoptosis assay and the cell cycle analysis were carried out by cytometry (FACS-
Verse, BD, Piscataway, NJ, USA) at an excitation wavelength of 488 nm according to the
method described in the literature with slight modifications [28]. The cells were seeded at
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2 × 106/well and washed by cold PBS. The buffer solutions were prepared using 0.1 M pH
7.4 Hepes/NaOH, 1.4 M NaCl, and 25 mM CaCl2.

3.2.3. Topo I Inhibitory Activity

Topo I and pBR322 were obtained commercially from Takara Bio Inc. (Shiga, Japan).
And the enzyme inhibitory activity was determined by our previous methods [19].

3.2.4. Anti-Angiogenic Effect Using the Zebrafish Model

(a) Zebrafish toxicity assay

The zebrafish embryos were collected at 6 hpf and randomly divided into naive control
(embryos maintained in distilled water), vehicle control (embryos treated with 2% DMSO),
and drug groups. Stock solutions of all drugs were prepared in 2% DMSO as a solubilizing
agent and diluted to three concentrations (0.5 mg/mL, 1 mg/mL, and 2 mg/mL). Each
group had 20 embryos per test concentration. The zebrafish embryos were maintained in
an incubator at 28 ◦C and read at 72 hpf for their mortality and teratogenicity (including
non-hatching, egg condensation, spinal curvature, pericardial enlargement, etc.). Each
compound was evaluated in three independent biological experiments.

(b) Angiogenesis assay

The 24 hpf zebrafish embryos were dechorionated with a 1 gL−1 pronase treatment and
maintained in distilled water in 12-well cell culture plates (each well contained 20 embryos).
A negative control group containing zebrafish embryos in distilled water and a vehicle
treatment group that was treated with 2% dimethyl sulfoxide (DMSO) were prepared.
The anti-angiogenic compounds were diluted to 1 mg/mL. After incubating at 28 ◦C for
72 h, the embryos were immersed in 4% paraformaldehyde and dehydrated by gradient
ethanol. Subsequently, the embryos were balanced in NTMT buffer (5 M NaCl + 1 M Tris
[pH 9.0–9.5] + 1 M MgCl2+ 10% Tween), and nitrotetrazolium blue chloride (NBT) and
p-toluidine salt (BCIP) staining were performed. To evaluate the effect of compounds on
the angiogenesis of zebrafish embryos, the growth of embryonic sub-intestinal veins (SIVs)
at 72 hpf was observed using an IX71 Olympus microscope (Hamburger, Germany). The
length of the SIVs was calculated using the image J 1.8.0 software (Bethesda, MD, USA).

4. Conclusions

A new series of acridine-triazole and acridine-thiadiazole derivatives were synthesized
and characterized by spectral studies. All the synthesized compounds were evaluated
for their in vitro cytotoxic activities against HFF, MGC-803, BEL-7404, NCI-H460, and
T24 by the MTT assay method. Most of the compounds were sensitive to MGC-803
and T24 cell lines. Compared to all the prepared compounds, 4a, 5d and 6h exhibited
the best anticancer activity against MGC-803 cell lines, and compounds 4h, 5h and 6h
showed the most excellent antitumor activity against T24. Preliminary studies of antitumor
mechanisms revealed that the representative compounds (5d and 6h or 4h and 6h) could
suppress cell proliferation by inducing apoptosis in the Q3 period of MGC-803 or T24 cell
lines. Compound 5d might inhibit the growth of tumor cells by arresting cells in the G2
phase, while compound 4h had a great effect on the S phase. In the zebrafish experiment,
compound 5d displayed a superior antiangiogenic effect and lower toxicity than other
compounds. Therefore, compound 5d has the potential to be an antitumor drug with high
efficiency and low toxicity.
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Abstract: (1) Destabilization of microtubule dynamics is a primary strategy to inhibit fast growing
tumor cells. The low cytotoxic derivative of microtubule inhibitor D-24851, named BPR0C261 exhibits
antitumor activity via oral administration. In this study, we investigated if BPR0C261 could modulate
the radiation response of human non-small cell lung cancer (NSCLC) cells with or without p53
expression. (2) Different doses of BPR0C261 was used to treat human NSCLC A549 (p53+/+) cells
and H1299 (p53−/−) cells. The cytotoxicity, radiosensitivity, cell cycle distribution, DNA damage,
and protein expression were evaluated using an MTT assay, a colony formation assay, flow cytometry,
a comet assay, and an immunoblotting analysis, respectively. (3) BPR0C261 showed a dose-dependent
cytotoxicity on A549 cells and H1299 cells with IC50 at 0.38 µM and 0.86 µM, respectively. BPR0C261
also induced maximum G2/M phase arrest and apoptosis in both cell lines after 24 h of treatment
with a dose-dependent manner. The colony formation analysis demonstrated that a combination of
low concentration of BPR0C261 and X-rays caused a synergistic radiosensitizing effect on NSCLC
cells. Additionally, we found that a low concentration of BPR0C261 was sufficient to induce DNA
damage in these cells, and it increased the level of DNA damage induced by a fractionation radiation
dose (2 Gy) of conventional radiotherapy. Furthermore, the p53 protein level of A549 cell line was
upregulated by BPR0C261. On the other hand, the expression of PTEN tumor suppressor was found
to be upregulated in H1299 cells but not in A549 cells under the same treatment. Although radiation
could not induce PTEN in H1299 cells, a combination of low concentration of BPR0C261 and radiation
could reverse this situation. (4) BPR0C261 exhibits specific anticancer effects on NSCLC cells by the
enhancement of DNA damage and radiosensitivity with p53-dependent and p53-independent/PTEN-
dependent manners. The combination of radiation and BPR0C261 may provide an important strategy
for the improvement of radiotherapeutic treatment.

Keywords: NSCLC; BPR0C261; radiosensitivity; DNA damage; microtubule inhibitor; p53; PTEN

1. Introduction

Human non-small cell lung cancer (NSCLC) is the primary type of lung cancer globally.
In the United States, 236,740 new cases and 350 deaths per day are reported for lung cancer,
which is still the leading cause of cancer death in 2022 [1]. The good news is that the
incidence and the mortality of NSCLC are decreasing because of the increasing knowledge
on potential risk factors [2]. According to the stage of NSCLC, the treatments range from
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pure surgery, chemo-radiotherapy, immunotherapy, and targeted drug therapy [3]. The
adjuvant chemo-radiotherapy is the most traditional and common method for NSCLC
therapy in different stages [4,5]. However, effective therapeutic approaches for NSCLC
remain to be developed.

Hundreds of N-heterocyclic indolyl glyoxylamides have been synthesized and evalu-
ated for their anticancer activity, including cancer cells of murine leukemia, human gastric,
breast, and uterus sources [6]. These compounds are structurally analogous to N-(pyridin-
4-yl)-[1-(4-chlorbenzyl)-indol-3-yl]-glyoxyl-amid (D-24851) that functions as a microtubule
inhibitor containing oral antitumor activity in vivo, as well as multidrug-resistance tumor
cells [7]. D-24851 has been reported to induce apoptosis in malignant glioma cells without
active p53, a well-known tumor suppressor protein [8]. Interestingly, two compounds
(BPR0C123 and BPR0C259) of N-heterocyclic indolyl glyoxylamides exhibited different
cytotoxicity on human NSCLC cell lines, but also induced p53-independent apoptosis
and radiosensitivity to different levels [9]. BPR0C261 is identified as the most cytotoxic
molecules against a broad spectrum of mammalian cancer cells in this series of com-
pounds [6]. The antitumor actions of BPR0C261 include antimitosis and anti-angiogenesis
in vivo [10]. Because BPR0C261 can also be administrated orally and extend the lifespan of
tumor-bearing mice, it is interesting to be considered in clinical applications [10]. Whether
BPR0C261 also induces cytotoxicity and radiosensitivity in NSCLC with or without p53
tumor suppressor gene is still unclear.

The homozygous mutation of the p53 tumor suppressor gene is engaged in 50–60%
of human cancers [11]. The biochemical role of the p53 gene is to encode a transcription
factor and transactivate downstream genes for apoptosis, DNA repair, senescence, and
cell cycle arrest [12]. A recent report focused on the crosstalk between p53 and immunity
and demonstrated that mutant p53 could suppress innate immunity to promote tumori-
genesis [13]. In addition, p53 can transcriptionally suppress the expression of vascular
endothelial growth factor (VEGF) and induce the production of arrestin to inhibit angio-
genesis in human tumor [14,15]. Although p53 is known to be important for the induction
of apoptosis in cancer cells exposed to genotoxicity, the p53-independent pathways are also
frequently reported to mediate drug-induced apoptosis [16–18]. For instance, the PTEN
(phosphatase and tensin homolog) tumor suppressor has been reported to be involved
in p53-independnet apoptosis [19]. PTEN is a negative regulator of the phosphatidyli-
nositol -3 kinase (PI3K)/Akt/mTOR pathway that phosphorylates phosphatidylinositol
(4,5)-trisphosphate (PIP2) to PIP3 to trigger a series of signal transduction and promote cell
survival, cell cycle progression, cell growth, and angiogenesis [20,21]. Interestingly, the
promoter of the PTEN gene harbors a p53-binding element that can be directly regulated
by wild-type p53, although PTEN is constitutively expressed through a p53-independnet
element [22]. PTEN mutations are mainly discovered in endometrial carcinomas and
glioblastomas and are associated with 13.5% of human cancers [23,24]. PTEN can inhibit
the cell cycle progression and promote apoptosis in NSCLC cells [25]. Moreover, a com-
bination of radiation and paclitaxel has been reported to trigger a PTEN–PI3K–Akt–Bax
signaling cascade in NSCLC xenograft tumors and suppress tumor growth in the absence
of functional p53 [26]. However, the effect of BPR0C261 on the expression of p53 and/or
PTEN tumor suppressors in NSCLC cells remains to be investigated.

In this study, we combine BPR0C261 and radiation for the treatment of NSCLC
cells and compare the results with the individual effect of both methods. The cell cycle,
DNA damage, radiosensitivity, and cell apoptosis are measured and evaluated. We also
demonstrate that p53 expression is significant in NSCLC cells containing wild-type p53,
while PTEN becomes dominant in those with deleted p53. The association of tumor
suppressors with the BPR0C261-enhanced radiosensitivity is discussed.
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2. Results
2.1. Effects of BPR0C261 on NSCLC Cells

First, NSCLC cells were treated with increased concentrations of BPR0C261 and the
drug effects on cells were detected by morphological change and the MTT assay. Starting
from 0.01 µM BPR0C261, an increase of round-up cells could be detected in A549 cells and
H1299 cells exposed to increased concentrations of the drug for 12 h (Figure 1A). We also
measured the IC50 of BPR0C261 by a dose-dependent experiment and showed that A549
cells were more sensitive to the drug than H1299 cells (Figure 1B). The IC50 of BPR0C261
on A549 cells and H1299 cells were 0.38 µM and 0.86 µM, respectively.

2.2. Effects of BPR0C261 on the Redistribution of Cell Cycle

We next examined the cell cycle of A549 cells and H1299 cells treated with BPR0C261.
Through the flow cytometry, the percentage of cells at each phase after BPR0C261 treatment
was indicated from 6 h to 24 h. The results showed that BPR0C261 caused significant G2/M
phase arrest in both A549 cells and H1299 using individual IC50 (Figure 2A,B). Notably,
A549 cells harbored wild-type p53 while H1299 cells contained null-p53, and this was
associated with different patterns of cell cycle progression treated with BPR0C261 for 3 h
to 6 h. That is, the G2/M phase arrest of H1299 cells happened three hours earlier than
that of A549 cells treated with BPR0C261. Nevertheless, the highest G2/M phase arrest
was still detected in both cell lines after 12 h of treatment. The percentage of each phase of
the cell cycle was also quantified in both cell lines treated with the corresponding IC50 of
BPR0C261 (Figure 2C,D).

2.3. Effects of High Concentration of BPR0C261 on Induction of Sub-G1 Population in NSCLC Cells

We next examined cell cycle redistribution including the percentage of sub-G1 phase
of NSCLC cells treated with BPR0C261 at 0.1 M and 1 M that were below and over IC50,
respectively. Compared to 1 M BPR0C261, 0.1 M BPR0C261 did not induce significant
percentage of sub-G1 phase in A549 cells after 24 h of treatment, although both concen-
trations still induced a significant G2/M phase arrest after 12 h of treatment (Figure 3A).
A similar phenomenon was also detected in H1299 cells treated with BPR0C261, but a
low concentration of BPR0C261 appeared to induce significant sub-G1 phase compared to
untreated control (Figure 3B). The results of DNA histograms of A549 cells and H1299 cells
treated with different concentrations of BPR0C261 were quantified (Figure 3C,D).

2.4. The Combination Treatment of Radiation and BPR0C261 Decreased the Survival Fraction in
NSCLC Cells

The surviving fraction of A549 and H1299 were evaluated after a treatment with
BPR0C261 or radiation alone and then the combination of the two treatments using the
colony formation assay. The concentrations of BPR0C261 used were 0.1 µM and 1 µM,
which are lower or higher than the IC50, respectively. Compared to the radiation treatment
alone, BPR0C261 enhanced the radiosensitivity of both A549 cells and H1299 cells (Figure 4
and Supplementary Material S1). Intuitively, the higher the concentration of BPR0C261, the
lower the cell survival rate. Using the method of Valeriote and Carpentier (see Materials
and Methods), the combination of BPR0C261 and radiation showed a synergistic effect on
NSCLC cells compared to the treatment with radiation alone (Tables 1 and 2).
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Figure 1. Cytotoxic effects of BPR0C261 on NSCLC cells. (A) Microscopic visualization of cell mor‐
phological changes by BPR0C261. Magnification: 40×; scale bar: 100 　m. (B,C) The MTT assay for 
estimation of IC50 of BPR0C261 on A549 cells and H1299 cells after 24 h of treatment, respectively. 

Figure 1. Cytotoxic effects of BPR0C261 on NSCLC cells. (A) Microscopic visualization of cell
morphological changes by BPR0C261. Magnification: 40×; scale bar: 100 m. (B,C) The MTT assay for
estimation of IC50 of BPR0C261 on A549 cells and H1299 cells after 24 h of treatment, respectively.
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Figure 2. Analysis of cell cycle distribution by flow cytometry after NSCLC cells were treated with 
BPR0C261.  (A)  A549  cells  and  (B)  H1299  cells were  treated with  their  corresponding  IC50  of 
BPR0C261 with a  time‐dependent cell cycle redistribution.  (C,D) Quantification of percentage of 
each cell cycle phase in A549 cells and H1299 cells, respectively. Each datum represents the mean of 
three independent experiments ± S.D. 

Figure 2. Analysis of cell cycle distribution by flow cytometry after NSCLC cells were treated
with BPR0C261. (A) A549 cells and (B) H1299 cells were treated with their corresponding IC50 of
BPR0C261 with a time-dependent cell cycle redistribution. (C,D) Quantification of percentage of each
cell cycle phase in A549 cells and H1299 cells, respectively. Each datum represents the mean of three
independent experiments ± S.D.
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Figure 3. Comparison of sub‐G1 phase of NSCLC cells treated with high and low concentration of 
BPR0C261. The sub‐G1 phase of (A) A549 cells and (B) H1299 cells treated with 0.1 　M and 1 　M 
of BPR0C261 for 12 h and 24 h. (C,D) Quantification of percentage of sub‐G1 phase in A549 cells 
and H1299 cells treated with BPR0C261, respectively. Each datum represents the mean of three in‐
dependent experiments ± S.D. 

Figure 3. Comparison of sub-G1 phase of NSCLC cells treated with high and low concentration
of BPR0C261. The sub-G1 phase of (A) A549 cells and (B) H1299 cells treated with 0.1 M and 1 M
of BPR0C261 for 12 h and 24 h. (C,D) Quantification of percentage of sub-G1 phase in A549 cells
and H1299 cells treated with BPR0C261, respectively. Each datum represents the mean of three
independent experiments ± S.D.
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Figure 4. Effect of BPR0C261 on radiosensitivity of NSCLC cells. The survival fraction of (A) A549 
cells and (B) H1299 cells exposed to different doses of X‐rays after treatment with BPR0C261. *: p < 
0.05 for 0.1 μM BPR0C261 treatment compared to radiation alone. #: p < 0.05 for 1 μM BPR0C261 
treatment compared to radiation alone. 

Table 1. Effect of BPR0C261 combining different doses of X‐rays on A549 cells. 

The SFD of BPR0C261 0.1 μM = 0.368 

Radiation (Gy)  SFR  SFR+D  SFR × SFD 

2 Gy  0.4824  0.0822 (synergism)  0.1774 
4 Gy  0.1394  0.0264 (synergism)  0.0513 
6 Gy  0.0433  0.0056 (synergism)  0.0159 
8 Gy  0.0159  0.0020 (synergism)  0.0058 
10 Gy  0.0032  0.0003 (synergism)  0.0012 

The SFD of BPR0C261 1 μM = 0.305 

Radiation (Gy)  SFR  SFR+D  SFR × SFD 
2 Gy  0.4824  0.1057 (synergism)  0.1471 
4 Gy  0.1394  0.0313 (synergism)  0.0425 
6 Gy  0.0433  0.0076 (synergism)  0.0132 
8 Gy  0.0159  0.0011 (synergism)  0.0048 
10 Gy  0.0032  0.0002 (synergism)  0.0010 

   

Figure 4. Effect of BPR0C261 on radiosensitivity of NSCLC cells. The survival fraction of (A) A549 cells
and (B) H1299 cells exposed to different doses of X-rays after treatment with BPR0C261. *: p < 0.05 for
0.1 µM BPR0C261 treatment compared to radiation alone. #: p < 0.05 for 1 µM BPR0C261 treatment
compared to radiation alone.

Table 1. Effect of BPR0C261 combining different doses of X-rays on A549 cells.

The SFD of BPR0C261 0.1 µM = 0.368

Radiation (Gy) SFR SFR+D SFR × SFD

2 Gy 0.4824 0.0822 (synergism) 0.1774
4 Gy 0.1394 0.0264 (synergism) 0.0513
6 Gy 0.0433 0.0056 (synergism) 0.0159
8 Gy 0.0159 0.0020 (synergism) 0.0058
10 Gy 0.0032 0.0003 (synergism) 0.0012

The SFD of BPR0C261 1 µM = 0.305

Radiation (Gy) SFR SFR+D SFR × SFD

2 Gy 0.4824 0.1057 (synergism) 0.1471
4 Gy 0.1394 0.0313 (synergism) 0.0425
6 Gy 0.0433 0.0076 (synergism) 0.0132
8 Gy 0.0159 0.0011 (synergism) 0.0048
10 Gy 0.0032 0.0002 (synergism) 0.0010
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Table 2. Effect of BPR0C261 combining different doses of X-rays on H1299 cells.

The SFD of BPR0C261 0.1 µM = 0.504

Radiation (Gy) SFR SFR+D SFR × SFD

2 Gy 0.9917 0.3326 (synergism) 0.4998
4 Gy 0.6482 0.2123 (synergism) 0.3267
6 Gy 0.4202 0.0826 (synergism) 0.2118
8 Gy 0.2375 0.0640 (synergism) 0.1197
10 Gy 0.0983 0.0249 (synergism) 0.0495

The SFD of BPR0C261 1 µM = 0.412

Radiation (Gy) SFR SFR+D SFR × SFD

2 Gy 0.9917 0.3555 (synergism) 0.4085
4 Gy 0.6482 0.2038 (synergism) 0.2670
6 Gy 0.4202 0.0665 (synergism) 0.1731
8 Gy 0.2375 0.0358 (synergism) 0.0978
10 Gy 0.0983 0.0152 (synergism) 0.0405

2.5. Effects of BPR0C261 and Radiation on Induction of DNA Damage in NSCLC Cells

To determine the DNA damage in NSCLC cells treated with BPR0C261 and/or ra-
diation, single-cell gel electrophoresis (comet assay) was exploited for the analysis. The
quantification of DNA damage by the comet assay was accomplished by calculating the
tail moment. The radiation doses ranging from 2 Gy to 10 Gy showed a dose-dependent
increase of DNA damage in A549 cells and H1299 cells (Figure 5A). Surprisingly, the same
effect was detected in cells treated with BPR0C261 from 0.01 M to 1 M for 24 h (Figure 5B).
We further treated cells with 0.1 M BPR0C261 for 24 h followed by 2 Gy of X-rays exposure.
The results showed that this combination induced higher tail moments than the single
treatment with BPR0C261 or X-rays on both NSCLC cell lines (Figure 5C). These data
indicated that a low concentration of BPR0C261 enhanced the efficacy of a therapeutic
radiation dose (2 Gy) for inducing DNA damage.

2.6. The Expression of p53 and PTEN in NSCLC Cells Treated with BPR0C261 and Radiation

As BPR0C261 induced cell cycle arrest and DNA damage in NSCLC cells with or
without p53, we next examined the expression of p53 and PTEN mentioned above after
cells were treated with BPR0C261 and/or radiation. We first irradiated A549 cells (p53+/+)
and H1299 cells (p53-null) from 2 Gy to 10 Gy and showed that p53 was significantly upreg-
ulated in A549 cells after radiation exposure, and PTEN was also upregulated (Figure 6A).
On the other hand, PTEN expression was downregulated and phosphorylated Akt (p-Akt)
was upregulated in p53-null H1299 cells after irradiation over 8 Gy (Figure 6A). We next
treated NSCLC cells with BPR0C261 from 0.01 M to 5 M for 24 h. The results showed
that BPR0C261 could efficiently upregulate p53 but not PTEN, and it could suppress the
expression of Akt protein and p-Akt in A549 cells (Figure 6B). In H1299 cells, PTEN could
be upregulated by BPR0C261 but Akt and p-Akt were not affected (Figure 6B). The drug
treatment or radiation alone did not dramatically reduce the ratios of p-Akt/Akt. Further-
more, a combination of 0.1 M BPR0C261 and incremental doses of X-rays showed that p53
and PTEN were upregulated in A549 cells and H1299 cells, respectively (Figure 6C). The
expression of Akt protein was not significantly affected by the cotreatment of BPR0C261
and radiation. Compared to untreated control, however, the p-Akt levels of A549 cells were
more affected than those of H1299 cells after cotreatment of BPR0C261 and radiation.
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Figure 5. Analysis of DNA damage  in NSCLC cells using  the comet assay. The  images of DNA 
damage in A549 cells and H1299 cells exposed to (A) different doses of X‐rays and (B) increased 
concentrations of BPR0C261. The level of DNA damage was quantified by measuring the tail mo‐
ments.  (C)  Comparison  of  DNA  damage  induced  by  a  combination  of  low  concentration  of 
BPR0C261 and 2 Gy X‐rays, and individual treatment alone. The microscopic magnification for vis‐
ualization of comets were 20×. *: p < 0.05 compared with BPR0C261 alone. #: p < 0.05 compared with 
radiation alone. 

Figure 5. Analysis of DNA damage in NSCLC cells using the comet assay. The images of DNA
damage in A549 cells and H1299 cells exposed to (A) different doses of X-rays and (B) increased
concentrations of BPR0C261. The level of DNA damage was quantified by measuring the tail
moments. (C) Comparison of DNA damage induced by a combination of low concentration of
BPR0C261 and 2 Gy X-rays, and individual treatment alone. The microscopic magnification for
visualization of comets were 20×. *: p < 0.05 compared with BPR0C261 alone. #: p < 0.05 compared
with radiation alone.
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Figure 6. Expression of p53 and PTEN in NSCLC cells treated with BPR0C261 and radiation. (A) 
Western blot analysis of Akt, p‐Akt, PTEN, and p53 in A549 cells and H1299 cells exposed to differ‐
ent doses of X‐rays. (B) Same as (A) but treated with different concentrations of BPR0C261. (C) A 
combination of BPR0C261 and X‐rays on the expression of proteins described above. NC is the neg‐
ative control without treatment. The blots of Akt, pAkt, PTEN, and p53 were normalized to that of 
GAPDH, and then compared to untreated control or NC to determine the ratio of each treatment. 
The results are from three independent experiments. 

   

Figure 6. Expression of p53 and PTEN in NSCLC cells treated with BPR0C261 and radiation.
(A) Western blot analysis of Akt, p-Akt, PTEN, and p53 in A549 cells and H1299 cells exposed
to different doses of X-rays. (B) Same as (A) but treated with different concentrations of BPR0C261.
(C) A combination of BPR0C261 and X-rays on the expression of proteins described above. NC is the
negative control without treatment. The blots of Akt, pAkt, PTEN, and p53 were normalized to that
of GAPDH, and then compared to untreated control or NC to determine the ratio of each treatment.
The results are from three independent experiments.
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3. Discussion

It has been reported that human NSCLC cells are more resistant to ionizing radiation
than small cell lung cancer (SCLC) cells in vitro [27]. Additionally, NSCLC accounts for
80–85% of human lung cancer [28]. Therefore, the development of effective and biocompat-
ible radiosensitizers is still ongoing for the treatment of NSCLC.

In a previous study, we demonstrated that BPR0C123 and BPR0C259 could induce
G2/M phase arrest in A549 and H1299 cells. However, the significant enhancement of
radiosensitivity by these two compounds was only found in NSCLC cells exposed to
10 Gy -rays [9]. Because 2 Gy is routinely used for fractionation radiotherapy in clinics,
it is expected to have a radiosensitizer that can raise the effect at low-dose radiation.
In this study, we showed that BPR0C261, a well-studied D-24851 derivative [10], could
enhance the radiosensitivity at lower radiation doses, especially the p53-null NSCLC cells.
Moreover, a low concentration (0.1 M) and high concentration (1 M) of BPR0C261 induced
similar radiosensitive effects. This is important because 0.1 M BPR0C261 induced very
low cytotoxicity, which is a required criterion for an ideal radiosensitizer [29]. Notably,
according to the pattern of survival curves shown in NSCLC cells treated with BPR0C261,
it seemed that H1299 cells exhibited stronger responses to X-rays than A549 cells. Because
the intrinsic radiosensitivity of A549 cells is higher than that of H1299 cells, this is most
likely due to the presence of wild-type p53 that contributes to the radiosensitivity of
lung cancer [30].

BPR0C261 is designed to target microtubules and cause antimitotic effect in cancer
cells [10]. Thus, it is no doubt that cells treated with this drug will lead to G2/M phase arrest,
although the level may be different. The rationale of BPR0C261-induced radiosensitivity is
mainly based on the fact that the G2/M phase is the most sensitive phase to radiation [31].
BPR0C261 induced G2/M arrest in A549 and H1299 cells, but H1299 cells exhibited an
earlier accumulation of G2/M phase compared to A549 cells. This phenomenon may also be
associated with the p53 gene. When cells are exposed to genotoxic agents, p53-dependent
G1 phase arrest will be triggered via the transactivation of the p21 gene, a cyclin-dependent
kinase inhibitor (CKI) [32,33]. It is speculated that p53 would be activated by BPR0C261
to induce the G1 phase arrest prior to the G2/M phase arrest in A549 cells. On the other
hand, the p53-null H1299 cells entered the G2/M phase at an earlier time point after cells
were treated with BPR0C261. Although p53 is also demonstrated to be important for G2/M
phase arrest in normal human fibroblasts [34], BPR0C261-induced G2/M phase arrest
does not depend on the p53 status. Therefore, it may further explain the p53-independent
induction of radiosensitivity by this compound.

It has been reported that fractional DNA content is a characteristic of apoptosis that
can be recognized in a DNA histogram, namely a sub-G1 or hypodiploid subpopulation
detected by flow cytometry [35,36]. Because the sub-G1 phase is believed to be composed
of apoptotic cells and necrotic cells, it would be interesting to use other apoptotic and
necrotic specific biomarkers to evaluate the types of cell death induced by BPR0C261 in the
future [37–39]. BPR0C261 has been reported to induce apoptosis by observing the increase
of DNA fragmentation and positive TUNEL signals in gastric MKN-45 cells [10]. The
analysis of the sub-G1 subpopulation in NSCLC cells suggests that current data agree with
previous report that BPR0C261 may also induce apoptosis in this cancer type. Although p53
is important for inducing apoptosis [40], BPR0C261 could increase the percentage of the sub-
G1 phase in both p53-positive and p53-negative NSCLC cells. Therefore, other cell death
mechanisms should also be involved in BPR0C261-mediated cytotoxicity. Notably, the
induction of the sub-G1 phase in NSCLC cells was more robust using a high concentration
of BPR0C261. However, it could induce similar levels of G2/M phase arrest at low and high
concentrations, suggesting that a low concentration of BPR0C261 may be biocompatible for
combining with other therapeutic methods.

The synergistic effect is another important criterion to evaluate an ideal radiosensi-
tizer. For instance, tirapazamine conjugated to gold nanoparticles exhibited a synergistic
radiosensitizing effect on human hepatoma HepG2 cells [41]. Codrug-loaded nanoparticles
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has also been reported to improve the synergistic therapeutic efficacy of chemoradiother-
apy [42]. It is interesting to combine this compound with nanoparticles which are usually
used for drug carriers and tracking, to passively target tumor in vivo through the en-
hanced permeability and retention (EPR) effect [43,44]. In the present study, BPR0C261 also
performed synergistic radiosensitizing effects on p53-wild-type A549 cells and p53-null
H1299 cells based on the method of Valeriote and Carpentier [45,46]. Drug-induced PTEN
in p53-null NSCLC cells may be important for this phenomenon as PTEN mutation has
recently been reported to decrease radiosensitivity in NSCLC cells [47]. An improvement
of the synergistic radiosensitizing effect may be also expected by combining BPR0C261 and
nanoparticles for in vivo treatment in the future.

Radiation is known to induce DNA damage, but whether D-24851-related derivatives
could influence the integrity of DNA has been little studied. Although a low concentration
of BPR0C261 (0.1 M) did not cause significant cytotoxicity, the comet assay showed that
this treatment could increase the tail moment in this assay. Actually, the use of 0.01 M
BPR0C261 was already sufficient to induce DNA damage. The induction of DNA damage
by BPRC261 in both NSCLC cell lines was dose-dependent. Because of this effect, a low
concentration of BPR0C261 also increased the clinical dose (2 Gy) radiation-induced DNA
damage. The impairment of microtubule dynamics by paclitaxel, a microtubule stabilizer,
has been reported to induce DNA damage [48]. To the best of our knowledge, this is the
first report showing that BPR0C261, a microtubule inhibitor containing antitumor activity
also induces DNA damage. It may explain the role of BPR0C261 as a potent radiosensitizer,
and the underlying mechanism would be interesting to be further investigated.

The molecular mechanisms disturbed by BPR0C261 to influence the radiosensitivity
and DNA damage have not been fully investigated. We started from two common tumor
suppressor genes p53 and PTEN and showed that they could account for the p53-dependent
and the p53-independent pathways raised by BPR0C261. However, current data only
demonstrated the upregulation of the p53 protein in A549 cells treated with radiation
and/or BPR0C261. The activation and function of p53 are mainly determined by post-
translational modifications [49]. It would be important to investigate the mechanisms of
p53 activation by BPR0C261-mediated radiation responses in the future. As mentioned,
we have demonstrated that another two BPR0C derivatives exhibited p53-independent
apoptosis [9]. However, the molecules responsible for this phenomenon remain unknown.
In this study, PTEN may represent the tumor suppressor gene in p53-independent pathway
after cells were treated by BPR0C261, suggesting that PTEN may also play a role in other
BPR0C series compounds. Because somatic PTEN mutation is less found in NSCLC [50,51],
the induction of PTEN by BPR0C261 may be an important mechanism for this compound
to be applied in various lung cancers. We also found that the level of PTEN in p53-null
H1299 cells were suppressed by a high dose of radiation (>8 Gy). Because PTEN is a
direct downstream target gene transactivated by p53 [22], it would be interesting to further
investigate if the maintenance of the PTEN level at a high dose radiation is associated
with p53 status. The counterpart of PTEN, named Akt oncoprotein, was also found to be
activated by a high dose of radiation. This is consistent with previous reports that radiation
can activate the Akt pathway in different cancer types [52,53]. Although the combination of
BPR0C261 and radiation induced, respectively, p53 and PTEN in A549 cells and H1299 cells,
the expression and activity of Akt was not induced in both cell types compared to untreated
control. However, whether the activity of Akt and related signaling are associated with
BPR0C261-modulated radiation responses would be interesting to further investigate in
the future.

Taken together, BPR0C261 not only decreased cell viability but also induced G2/M
phase arrest and DNA damage with a dose-dependent manner in NSCLC cells. BPR0C261
is regarded as a potent radiosensitizer because it showed a synergistic radiosensitizing
effect when combining with conventional dose (2 Gy) for fractionation radiotherapy. The
underlying mechanism of BPR0C261-induced radiosensitivity is associated with p53 and
PTEN molecules in p53-dependent and p53-independent pathways. Current data suggest
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that BPR0C261 may modulate the effect of radiation on the treatment of lung cancer cells
in vitro. To evaluate the radiosensitizing role of BPR0C261 in potent clinical application,
an animal study using a xenograft tumor model should be designed soon to confirm the
radiosensitizing efficacy of BPR0C261 in vivo.

4. Materials and Methods
4.1. Cell Culture

Human A549 epithelial adenocarcinoma cells and human lymph node invaded H1299 non-
small cell lung carcinoma cells were cultured in Dulbecco’s Modified Eagle Medium (DMEM
medium) supplemented with 10% fetal bovine serum (FBS), 1% penicillin–streptomycin solution
(P/S), and 1% L-glutamine. Cells were incubated at 37 ◦C (5% CO2 in air) and subcultured by
trypsinization every 48 h.

4.2. Reagent

BPR0C261 with the chemical formula N-heterocyclic indolyl glyoxylamide N-(3-methyl-
5-isothiazolyl)-2-1[(3-methyl-5-isoxazolyl-)methyl]-1H-3-indoyl-2-oxoacetamide was synthe-
sized in the institute of Biotechnology and Pharmaceutical Research, National Health and
Research Institute, Taiwan [10]. The stock solution (1 mM) of BPR0C261 was dissolved in
dimethyl sulfoxide (DMSO). An appropriate volume of DMEM medium was added to dilute
the stock solution for specific experiments.

4.3. Radiation Source

Radiation was delivered by the cabinet digital X-ray machine (RS 2000 Biological
Research X-ray Irradiator; Rad Source Technologies, Inc., Suwanee, GA, USA) operating
at 160 kVp and 25 mA. Cells were suspended in a T-25 flask and exposed to radiation at a
dose rate of 38.37 mGy per second.

4.4. Cell Viability Assay

For cell viability assays, 4.5 × 103 cells were seeded in each well of a 96-well plate.
Different concentrations of BPR0C261 were used to treat cells for 24 h. Subsequently,
0.5 mM 3-(4,5-Dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT) dissolved in
serum free DMEM was added (100 µL/well) into each well and incubated at 37 ◦C for 3 h.
DMSO was then used to dissolve the insoluble purple formazan crystals. The absorbance of
this solution was quantified at the wavelength of 570 nm by a Tecan’s Sunrise absorbance
microplate reader (TECAN Group Ltd., Männedorf, Switzerland). The cell viability was
determined by the following formula: (the optical density (OD value) of the experiments
group/the OD value of control group) × 100%, and the control group was normalized to
100%. The IC50 was calculated using Prism statistical software (Ver.5, GraphPad Software,
San Diego, CA, USA). The change of cell viability was also visualized by a bright field
microscope (Leica DM IRB, Wetzlar, Germany). The images were captured by a camera
(Powershot A260, Canon U.S.A. Inc., New York, NY, USA).

4.5. Flow Cytometry Analysis

The cell cycle analysis were executed by following a previous report with slight
modification [54]. In brief, A549 cells and H1299 cells (1 × 106 each) were seeded in 10 cm
dishes and exposed to radiation or drug. The cells were then rinsed, trypsinized, and
collected by centrifugation at 600 rpm for 5 min. To fix the cells, 70% precooled ethanol
was added to cell pellets and kept at 4 ◦C overnight. The cells were then collected and
treated with RNase A for 30 min at room temperature. After centrifugation, the cells were
resuspended in 20 µg/mL of propidium iodide (PI) and sieved through a 37 m mesh. The
DNA histogram was analyzed using a Beckman Coulter Cytomic FC500 flow cytometer
and its bundled software (Beckman Coulter, Inc., Bream CA, USA). The sub-G1, G1, S, and
G2/M phases were individually gated for quantification.
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4.6. Colony Formation Assay

The radiosensitivity was determined by calculating the survival fractions of radiation
doses. After radiation exposure as mentioned above, the cells were counted and seeded into
6 cm culture dishes and incubated at 37 ◦C for 14 days. The colonies were stained with 1.25%
crystal violet in 100% alcohol. A colony should contain at least 50 cells visualized under a
bright field microscope. The formula for the plating efficiency (PE) was: PE = (number of
colonies/number of cell seeded) × 100%. Survival fraction (SF) = PE of irradiated cells/PE
of unirradiated cells. The survival fractions of drug-combining radiation was measured and
assayed according to the method of Valeriote and Carpentier [45,46]. In Tables 1 and 2, SFR
and SFD are the survival fractions of cells treated by radiation and BPR0C261, respectively.
SFR+D is the survival fraction of cells treated with radiation and BPR0C261 at different
concentrations. The value of SFR+D was compared to the corresponding SFR × SFD, and
the combination treatment effect was considered synergistic when SFR+D < SFR × SFD.

4.7. Single-Cell Gel Electrophoresis Assay (Comet Assay)

Irradiated cells (1 × 104) were mixed with 75 L 0.75% low melting agarose (LAMDA
Biotech Inc., St. Louis, MO, USA). It was loaded onto a slide covered by a spread of 1%
normal agarose gel. After solidification, another 1% normal agarose gel was used to spread
and cover on the low-melting agarose mixed cells. The prepared slide was immersed in the
lysis solution (1% Triton X-100, 2.5 M NaCl, 0.1 M ethylenediaminetetraacetic acid (EDTA)
and 10 mM Tris, pH = 10) at 4 ◦C for 1 h. Cells in the slide were subjected to electrophoresis
in the alkaline electrophoresis buffer (300 mM NaOH, 1 mM EDTA and the pH value was
adjusted to higher than 12) for 40 min. The condition of electrophoresis was 1 V/cm with a
constant 300 mA. The gels were washed three times by the neutralization buffer (0.4 mM
Tris, pH 7.5). Cells were then stained using 20 µg/mL of ethidium bromide (EtBr) as a
nucleic acid staining reagent and 25 µL of 20 µg/mL EtBr was used and visualized under
a fluorescence microscope (Leica DM IRB, Wetslar, Germany). The images were acquired
using a digital camera (Powershot A260, Canon U.S.A. Inc.) and quantified by CometScore
2.0 software (Ver. 2.0, The TriTek Corporation, Fairfax, VA, USA). More than 50 cells were
counted in each group.

4.8. Western Blot Analysis

The Western blot analysis was performed by following a previous report with slight
modification [55]. In brief, 30–50 µg of protein lysates were run on the sodium dodecyl
sulfate-polyacrylamide gel electrophoresis (SDS-PAGE), and electrotransferred to a ni-
trocellulose membrane for the detection of specific proteins by primary antibodies. The
primary antibodies used in this study included anti-p53 antibody (GTX70214; GeneTex,
Inc., Irvine, CA, USA), anti-PTEN antibody (Cat#9552; Cell Signaling Technology®, Dan-
vers, MA, USA), anti-Akt antibody (sc-7126), phosphor-specific anti-Akt antibody, (sc-7985,
Santa Cruz Biotechnology, Inc., Dallas, TX, USA), and anti-glyceraldehyde-3-phosphate
dehydrogenase (GAPDH) antibody (MA5-15738; Thermo Fisher Scientific, Waltham, MA,
USA). Enhanced chemiluminescent (ECL) agents (Bio-Rad Laboratories, Hercules, CA,
USA) were used for imaging the membrane that was acquired by ImageQuant LAS4000
(GE Healthcare, Buckinghamshire, UK). The blots were quantified using the densitometry
involved in ImageJ software (National Institutes of Health, Bethesda, MD, USA).

4.9. Statistical Analysis

Each datum is presented as means ± S.D. The statistical analysis was determined
using a t-test. The statistical significance was defined as p < 0.05. Tables were drawn using
GraphPad Prism statistical software (Ver.5, GraphPad Software, San Diego, CA, USA).

Supplementary Materials: The supporting information can be downloaded at: https://www.mdpi.
com/article/10.3390/ijms232214083/s1.
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Abstract: Discovering new drugs is an expensive and time-consuming process, including target
identification, bioavailability, pharmacokinetic (PK) tests, pharmacodynamic (PD) tests, toxicity
profiles, recommended dosage test, and observation of the side effects, etc. Repurposed drugs could
bypass some steps, starting from phase II trials, and shorten the processes. Statins, also known as
HMG-CoA inhibitors (HMGCR), are commonly used to manage and prevent various cardiovascular
diseases and have been shown to improve the morbidity and mortality of patients. In addition to the
inhibitory effects on the production of cholesterol, the beneficial effects of statins on the prognosis and
risk of various cancers are also shown. Statins not only inhibited cell proliferation, metastasis, and
chemoresistance but affected the tumor microenvironment (TME). Thus, statins have great potential
to be repurposed in oncology. Hence, we review the meta-analysis, cohort, and case-control studies
of statins in gynecological cancers, and elucidate how statins regulate cell proliferation, apoptosis,
tumor growth, and metastasis. Although the results in gynecological cancers remain controversial
and the effects of different statins in different histotypes of gynecological cancers and TME are needed
to elucidate further, statins are excellent candidates and worthy of being repurposed drugs in treating
gynecological cancers.

Keywords: statins; repurposed drugs; gynecological cancer; endometrial cancer; ovarian cancer;
cervical cancer

1. Introduction

Gynecological cancer is any cancer that starts in a woman’s reproductive organs,
including cervical, endometrial, ovarian, vaginal, and vulvar cancer. The treatments gener-
ally include surgery, radiation therapy, chemotherapy, target therapy, and immunotherapy.
Combination therapy is a trend worldwide. However, discovering new drugs or targets is
always the mission against cancers. There is an established setting for new drug discovery
from pre-clinical results, in vitro and in vivo, to human studies, phase I and II trials, and a
phase III randomized controlled trial (RCT). It is expensive and takes over 10 years in all pro-
cesses [1]. Thus, if the existing drugs could be repurposed, it can dramatically reduce costs
and save time, benefiting patients who suffer from these malignant and lethal diseases.

Statins, as 3-hydroxy-3-methyl-glutaryl-CoA (HMG-CoA) reductase competitive in-
hibitors (HMGCR), are commonly used as lipid-lowering drugs, preventing cardiovascular
diseases. However, the anti-cancer properties of statins have been investigated in recent
decades, showing better prognoses in various types of cancer through various mecha-
nisms [2,3]. The evidence of the anti-cancer effects of statins in gynecological cancers is
sparse and controversial, thus, we review and assess the potential of statins as repurposed
drugs in gynecological cancers.
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2. Cervical Cancer and Human Papillomavirus (HPV)

Cervical cancer is the fourth most common cancer in women and the fourth highest
mortality rate worldwide. Cervical cancer diagnoses for 6.6% of all cancer types with a
mortality rate of 7.5% in 2018 [4]. For diagnosis of cervical cancer from cytologic exami-
nation, the precancerous stage includes low-grade squamous intra-epithelial lesion (LSIL
or mild dysplasia) and high-grade squamous intra-epithelial lesion [HSIL or moderate
dysplasia, severe dysplasia, and carcinoma in situ (CIS)], and the cancer types include
squamous cell carcinoma (SCC), and adenocarcinoma. The diagnosis of cervical cancer
from histologic examination includes cervical intraepithelial neoplasia 1 (CIN1), CIN2, and
CIN3 and cancer lesions. LSIL is relatively equal to CIN1, while HSIL is relatively equal to
CIN2 and CIN3 [5].

Human papillomavirus (HPV) has been defined as a carcinogen, especially the high-
risk types, and the persistence of HPV infection was a necessary etiological cause of cervical
cancer [6]. High-risk HPV (HR-HPV) types include HPV16, 18, 31, 33, 35, 39, 45, 51, 52, 56,
58, 59, 66, and 68 [7]. Inoculation of HPV vaccines showed long-term efficacy and could
prevent cervical cancer [8]. The ideal age for the administration of the HPV vaccines is 10
to 13 years. In low-resource settings, the simple and inexpensive way is to start with visual
inspections only or in combination with HPV tests. In high-resource situations, it starts
with cytologic tests (pap smear test) and HPV tests to screen cervical cancer patients [9].

3. Endometrial Cancer and Its Risk Factors

Endometrial cancer (EC) is the sixth most common cancer in females and the second
most commonly diagnosed cancer of female reproductive organs. Around 417,000 new
cases were detected, and 97,000 women died worldwide from the disease in 2020 [10] [11].
There are two main types of ECs that were characterized. Type I ECs, around ~80%, are
mostly well differentiated with endometrioid histology and show a high level of estrogen
receptor (ER). Type II ECs are poorly differentiated with serous or clear cell histology and
show a high recurrence rate (80%~90%) within 3 years, representing a poor prognosis [12].
In addition, ECs can be low-grade (grades 1 and 2) tumors which are generally associated
with a better prognosis, or high-grade carcinomas (grade 3) carrying an intermediate
prognosis [13]. The risk factors for EC include high body mass index (BMI: kg/m2), often
with other components of metabolic syndrome (e.g., hypertension, diabetes), nulliparity or
infertility, early menarche, and late menopause.

The relative risk (RR) for developing EC with metabolic syndrome was 1.89 [95% con-
fidence interval (CI) 1.34 to 2.67, p < 0.001] among the components of metabolic syndrome.
Obesity (BMI > 30) was associated with the greatest increase in RR of 2.21 (p < 0.001). Other
components of the metabolic syndrome linked to endometrial cancer include hypertension,
with a RR of 1.81 (p < 0.05). [14] Type II Diabetes mellitus (DM) showed an independent
risk factor for EC, with an approximate doubling of risk [Odds ratio (OR) was 2.18, 95%
CI 1.40 to 3.41] [15]. Among the causes of infertility, polycystic ovarian syndrome (PCOS)
showed an increase in risk (OR = 2.79, 95% CI 1.31 to 5.95) [16]. Both early menarche (RR
was 2.4 for women <12 vs. ≥15 years) [17], and late menopause (RR = 1.8 for women
≥55 versus <50 years) [18] are associated with increased risk for EC.

4. Ovarian Cancer and Its Risk Factors

Ovarian cancer is the leading disease of death in females diagnosed with gynecological
cancers. In the meantime, it is women’s fifth most frequent cause of death. There are
approximately 21,750 new ovarian cancer cases in the US, comprising 1.2% of all cancer
cases. The estimated number of deaths related to ovarian cancer was 13,940 in 2020 [19].
Among the ovarian cancer subtypes, type II high-grade serous carcinoma (HGSC) is the
most prevalent and lethal, representing more than 70% of ovarian cancer. Type I tumor
includes low-grade serous, endometrioid, clear-cell, and mucinous carcinomas, presenting
at an early stage and carrying a good prognosis except for clear-cell [20]. HGSCs arise
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from serous tubal intraepithelial carcinoma (STIC) in the fimbriae of the tube, undergoing
malignant transformation and metastasizing to the nearby ovaries and peritoneum [21,22].

The risks of ovarian cancer were increasing in postmenopausal women and those with
a family history of breast or ovarian cancer. At the same time, pregnancy, lactation, and oral
contraceptive pills reduced the risks [23]. Moreover, obesity was an independent prognostic
factor in addition to advanced tumor staging and positive ascites cytology. The hazard
ratio (HR) of overall survival (OS) was 1.871, 95% CI 1.005 to 3.486 in all ovarian cancer
patients, and the HR was elevated to 2.405, 95% CI 1.335 to 4.333 in pT3 stage patients [24].

5. Statins, HMG-CoA Reductase Inhibitor (HMGCR) and the Role in the Tumor
Microenvironment (TME)
5.1. Statins, Lipid-Lowering Drugs

Statins are traditionally applied in cardiovascular diseases to reduce cholesterol [25]
and could be divided into two groups: type-I derivatives (from fermentation, includ-
ing mevastatin, lovastatin, pravastatin, and simvastatin), and type-II drugs (from the
synthetic origin, including fluvastatin, atorvastatin, cerivastatin, pitavastatin, and rosuvas-
tatin) [26,27]. The main role of statin in the mevalonate pathway is inhibiting HMG-CoA
reductase (HMGCR), resulting in the depletion of LDL cholesterol [28] (Figure 1). The
statins were used between 10–80 mg, and the metabolic pathway of statins was major
through CYP3A4 [29] (Table 1). However, recent studies suggested that statins could have
anti-tumor effects (Figures 1 and 2), from meta-analysis and bench, in vitro and in vivo.
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Table 1. The doses and metabolic pathway of statins.

Drugs Property High Dose Moderate
Dose Low Dose Metabolism

Pathway

Atorvastatin lipophilic 40–80 mg 10–20 mg CYP3A4
Fluvastatin lipophilic 80 mg 20–40 mg CYP2C9
Lovastatin lipophilic 40 mg 20 mg CYP3A4
Pravastatin hydrophilic 40–80 mg 10–20 mg Sulfation

Rosuvastatin hydrophilic 20–40 mg 5–10 mg CYP2C9
Simvastatin lipophilic 20–40 mg 10 mg CYP3A4

CYP3A4: cytochrome P450, subfamily IIIA, polypeptide 4. CYP2C9: cytochrome P450, subfamily IIC, polypeptide
9. High dose: reduce LDL ≥ 50%, moderate dose: reduce LDL 30–49%, low dose: reduce LDL < 30%.
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Figure 2. The effects of statins on anti-tumor progression and tumor microenvironment (TME). TME
includes immune cells and MSCs. Green arrows represent inhibitory effects, and red arrows represent
promoting effects.

5.2. Statins in Cancer

The most investigated statin in cancer is simvastatin. In general, the role of statins was
tumor suppressor. Statins could induce cancer cell apoptosis through traditional caspases
cascade and inhibit cell proliferation, migration, invasion, epithelial-mesenchymal transi-
tion (EMT), and chemoresistances in various types of cancer (Figure 2), including breast,
lung, pancreas, and liver cancer [30]. Statins induced apoptosis of cancer cells through
NFκB and the canonical caspase pathway and reduced proliferation through MEK1/2,
ERK1/2, and JNK pathways [31]. Statins also induced cell cycle arrest of cancer cells by
activating AMPK and increasing p21 and p27 expression [32]. Simvastatin suppresses the
invasion of cancer cells by decreasing Pituitary Tumor-Transforming Gene 1 (PTTG1) [33].
Furthermore, statins could also regulate epigenetic machinery resulting in cell cycle arrest.
DNMTs could be the targets of statins and the downstream p16 protein [34] and p21 [35].
In conclusion, statins showed anti-tumor progression in various cancers (Figure 2).

5.3. Statins in Immune Cells

Mostly, statins showed anti-inflammatory effects and enhanced the number of regula-
tory T cells (Treg) [36], which may result in the suppression of the Th1 immune response [37].
In addition, statin treatment reduced the Th17 population [38]. Treg obtained immunosup-
pressive effects on immunotherapy. However, a high dose of Atorvastatin could reduce the
in vitro function of conventional T and regulatory T (Treg) cells [39]. Furthermore, statins
were associated with better clinical outcomes in patients treated with PD-1 inhibitors [40].
Statins plus Th1 cytokines or dendritic cells (DC)-based immunotherapy could suppress
breast tumor growth [41]. Statins could stimulate immunogenicity and promote an anti-
melanoma immune response [42]. These data showed the conflicting roles of statins in
immunotherapy. Thus, the roles of statins in immune cells and immunotherapy are needed
to be elucidated.

5.4. Statins in MSCs

Statins had several effects on mesenchymal stem cells (MSCs). Statins could enhance
the osteogenic differentiation, angiogenic potential, migration, homing, survival, and
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proliferation of MSCs [43], which may have improved therapeutic outcomes in regenerative
medicine. The evidence of statins in regulating cancer-associated MSCs (CaMSCs) is limited.
Simvastatin could decrease CCL3 expression from cancer cells and ICAM-1, VCAM1, IL-6,
and CCL2 expression from CaMSCs, disrupting the crosstalk of the cancer cells and tumor
microenvironments (TME) and inhibiting tumor progression [44]. Therefore, the roles of
statins in the TME—not only in immune cells but also MSCs, especially CaMSCs— need
further investigation.

6. Statins as Potential Anti-Cancer Agents in Gynecological Cancers
6.1. Meta-Analysis in EC

Statin use was associated with lower risks of EC (RR = 0.81, 95% CI 0.70 to 0.94,
p = 0.001) but not with mortalities (HR = 0.71, 95% CI 0.64 to 0.80, p = 0.144) [45]. In another
study, it was shown that statin use could increase overall survival (OS) (HR = 0.80, 95% CI
0.66 to 0.95) [46]. However, not all studies suggested positive results. It was shown that
statin use did not reduce the risk of EC (RR = 0.88, 95% CI 0.78 to 1.00, p = 0.05), even in
the long-term statin user (>5 years) (RR = 0.79, 95% CI 0.58 to 1.08, p = 0.14) [47]. There
was also no protective effect on EC in another study (RR = 0.94, 95% CI 0.82 to 1.07) [48]
(Table 2).

Table 2. Clinical studies of statins in endometrial cancer.

Study Type Findings in Statin Use Group Results References

Meta-analysis Decrease risks and mortality of
endometrial cancer.

Risk: RR = 0.81, 95% CI 0.70 to 0.94; OS:
HR = 0.71, 95% CI 0.64 to 0.80. [45]

Meta-analysis Decrease mortality of endometrial cancer. Mortality: HR = 0.80, 95% CI, 0.66 to 0.95. [46]

Meta-analysis No protective effect on endometrial cancer.
Risk: RR = 0.88, 95% CI 0.78 to 1.00;

long-term use (>5 years) RR = 0.79, 95% CI
0.58 to 1.08.

[47]

Meta-analysis No protective effect on endometrial cancer. Risk: RR = 0.94, 95% CI 0.82 to 1.07. [48]

Cohort study No protective effect on endometrial cancer. HR = 0.67, 95% CI: 0.39 to 1.17. [49]

Cohort study No protective effect on survival in
endometrial cancer.

Mortality: Type I HR 0.92, 95% CI 0.70 to
1.2; type II HR = 0.92, 95%CI 0.65 to 1.29. [50]

Cohort study No protective effect on endometrial cancer. Risk: HR = 0.83, 95% CI 0.64 to 1.08. [51]

Cohort study No protective effect on endometrial cancer.
Recurrence-free survival (82% vs. 83%);
disease-specific survival (86% vs. 84%);

and OS (77% vs. 75%).
[52]

Cohort study Decrease mortality of endometrial cancer. Mortality: HR = 0.41, 95% CI 0.20 to 0.82. [53]

Cohort study Decrease mortality of endometrial cancer. Mortality: HR = 0.80, 95% CI, 0.74 to 0.88. [3]

Cohort study Improve DSS of endometrial cancer,
especially concurrent use with aspirin.

DSS: HR 0.63, 95% CI 0.40 to 0.99;
concurrent use with aspirin HR 0.25, 95%

CI 0.09 to 0.70.
[54]

Cohort study Improve OS and PFS of hyperlipidaemic
high-grade endometrial cancer.

Mortality: HR = 0.42, 95% CI, 0.20 to 0.87;
PFS: HR = 0.47, 95% CI 0.23 to 0.95. [55]

Cohort study Decrease mortality of endometrial cancer.
Mortality: continuing user HR = 0.70, 95%
CI 0.53 to 0.92; new users HR = 0.43, 95%

CI 0.29 to 0.65.
[56]

Cohort study Decrease mortality of type I endometrial
cancer and statin new user.

Mortality: type I HR = 0.87, 95% CI 0.76 to
1.00; hydrophilic statins HR = 0.84, 95% CI
0.68 to 1.03; new user HR = 0.75, 95% CI

0.59 to 0.95.

[57]

Cohort study Decrease risks of endometrial cancer. Risk: HR = 0.74, 95% CI 0.59 to 0.94. [58]

CI: confidence interval. RR: relative risk. OR: odds ratio. OS: overall survival. HR: hazard ratio. DSS: disease-
specific survival. PFS: progression-free survival.
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6.2. Cohort Studies in EC

The results of statins use in EC are controversial, including no protective effects on
risks (HR = 0.67; 95% CI: 0.39–1.17) [49], OS for type I (HR = 0.92, 95% CI 0.70 to 1.2) and
type II (HR = 0.92, 95% CI 0.65 to 1.29, p = 0.62) EC patients [50]. There was no significant
association in post-diagnostic use of statins (new users) (adjusted HR 0.83, 95% CI 0.64 to
1.08) [51] and no difference between statin users and nonusers in 5-year recurrence-free
survival (82% vs. 83%; p = 0.508), disease-specific survival (86% vs. 84%; p = 0.549), or
overall survival (77% vs. 75%; p = 0.901) [52] (Table 2).

In contrast, statin use decreased the mortalities in several studies, including OS
(HR = 0.41, 95% CI 0.20 to 0.82) [53], OS (HR = 0.80; 95% CI 0.74–0.88) [3], disease-specific
survival (DSS) (HR = 0.63, 95% CI 0.40 to 0.99), DSS in concurrent statin and aspirin user
(HR = 0.25, 95% CI 0.09 to 0.70) [54], OS in hyperlipidemic patients (HR = 0.42; 95% CI
0.20 to 0.87; p = 0.02), PFS (HR = 0.47; 95% CI 0.23 to 0.95; p = 0.04) [55], OS in continuing
(pre- and postdiagnosis) users (HR = 0.70, 95% CI 0.53 to 0.92), new (postdiagnosis only)
users (HR = 0.43, 95% CI 0.29 to 0.65) [56]. Furthermore, statin use decreased EC-specific
mortality in type I cancers (HR = 0.87; 95% CI 0.76 to 1.00), for hydrophilic statins (HR = 0.84;
95% CI 0.68 to 1.03) and the new user (HR = 0.75; 95% CI 0.59 to 0.95) [57]. In addition, the
risk of EC for statin use was decreased (HR = 0.74, 95% CI 0.59 to 0.94) [58] (Table 2).

In summary, the effects of statins in treating EC are still controversial. However, large
results suggested that statins may be potent drugs to decrease the risks and mortalities of
EC, and are worth performing clinical trials.

7. Meta-Analysis in Ovarian Cancer

Statin use was not significantly associated with the risks (RR = 0.92, 95% CI 0.85 to 1.00)
but decreased the mortality (HR = 0.78, 95% CI 0.73 to 0.83) of ovarian cancer [45]. Another
study showed that statin use did not reduce the risk of ovarian cancer (RR = 0.88, 95% CI
0.76 to 1.03, p = 0.12). Furthermore, no association was found between long-term statin use
(>5 years) and the risk of ovarian cancer (RR = 0.73, 95% CI 0.51 to 1.04, p = 0.08) [47]. It was
shown that the risks were not significantly associated with statin type (lipophilic RR = 0.88,
95% CI 0.69 to 1.12; hydrophilic RR = 1.06, 95% CI 0.72 to 1.57), histotypes of ovarian
cancer (serous: RR: 0.95, 95% CI 0.69 to 1.30; clear cells: RR = 1.17, 95% CI 0.74 to 1.86), and
long-term user (RR = 0.77, 95% CI 0.54 to 1.10) [59] (Table 3).

Table 3. Clinical studies of statins in ovarian cancer.

Study Type Findings in Statin Use Group Results References

Meta-analysis No association with risks but decreased
mortality of ovarian cancer.

Risk: RR = 0.92, 95% CI 0.85 to 1.00; OS:
HR = 0.78, 95% CI 0.73 to 0.83. [45]

Meta-analysis No protective effect on ovarian cancer. Risk: RR = 0.88, 95% CI 0.76 to 1.03; long-term
use (>5 years) RR = 0.73, 95% CI 0.51 to 1.04. [47]

Meta-analysis

No protective effect on ovarian cancer,
regardless of the statin type, tumor

histotypes: serous and clear cells, and
long-term user.

Risk: lipophilic RR = 0.88, 95% CI 0.69 to 1.12;
hydrophilic RR = 1.06, 95% CI 0.72 to 1.57),

histotypes of cancer (serous: RR: 0.95, 95% CI
0.69 to 1.30; clear cells: RR = 1.17, 95% CI 0.74 to
1.86), and long-term user (RR = 0.77, 95% CI 0.54

to 1.10).

[59]

Meta-analysis No association with risks but decreased
mortality in ovarian cancer.

Risk: RR = 0.88, 95% CI 0.75 to 1.03; OS:
RR = 0.76, 95% CI 0.67 to 0.86. [60]

Meta-analysis Decrease risks of ovarian cancer, especially
in long-term use group.

Risk: RR = 0.79, 95% CI 0.64 to 0.98; long-term
use (>5 years) RR = 0.48, 95% CI 0.28 to 0.80. [61]

Meta-analysis Improve OS and decrease cancer-specific
mortality in ovarian cancer.

Mortality: HR = 0.74, 95%CI 0.63 to 0.87;
cancer-specific mortality (HR = 0.87, 95% CI 0.80

to 0.95.
[62]
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Table 3. Cont.

Study Type Findings in Statin Use Group Results References

Meta-analysis Decrease mortality of ovarian cancer. Mortality: HR = 0.76, 95% CI: 0.68–0.85. [63]

Meta-analysis

* Decrease ovarian cancer risks in
genetically proxied HMG-CoA reductase

inhibition population as well as in
BRCA1/2 carrier.

Risk: OR = 0.60, 95% CI 0.43 to 0.83; BRCA1/2
carrier HR = 0.69, 95% CI 0.51 to 0.93. [64]

Cohort study No protective effect on ovarian cancer. Risks: HR = 0.69, 95% CI 0.32–1.49. [49]

Case-control study No protective effect on ovarian cancer. Risks: OR = 0.98, 95% CI 0.87 to 1.10. [65]

Case-control study No protective effect on ovarian cancer. Risks: HR = 0.99, 95% CI 0.78 to 1.25. [66]

Cohort study Increase the risk of ovarian cancer,
especially in pravastatin user.

Risks: HR = 1.30, 95% CI 1.04 to 1.62; pravastatin
HR = 1.89, 95% CI 1.24 to 2.88. [58]

Cohort study No protective effect on ovarian cancer. Mortality: HR = 0.57, 95% CI 0.21–1.51 [67]

Cohort study No protective effect on ovarian cancer Mortality: HR = 0.90, 95% CI 0.78 to 1.04. [68]

Cohort study
No protective effect on ovarian cancer,

neither in lipophilic nor
hydrophilic statins.

Mortality: HR = 0.90, 95% CI 0.70 to 1.15;
lipophilic statins HR = 0.82, 95% CI 0.61 to 1.11;

hydrophilic statins HR = 1.04,
95% CI 0.72 to 1.49.

[69]

Cohort study

No protective effect on ovarian cancer
with hyperlipidemia, but the mortality

was decreased in
non-serous-papillary subtypes.

Mortality: hyperlipidemia HR = 0.80, 95% CI
0.50 to 1.29; non-serous-papillary subtypes

HR = 0.23, 95% CI 0.05 to 0.96.
[70]

Cohort study Decrease mortality of ovarian cancer Mortality: HR = 0.45, 95% CI 0.23 to 0.88. [71]

Cohort study Decrease mortality of ovarian cancer Mortality: HR = 0.47, 95% CI 0.26 to 0.85. [72]

Cohort study Decrease mortality of ovarian cancer Mortality: HR = 0.81, 95% CI 0.72 to 0.90. [73]

Cohort study Decrease mortality of ovarian cancer Mortality: HR = 0.74, 95% CI 0.61 to 0.91. [74]

Cohort study Decreases ovarian cancer mortality, both
in serous and non-serous types.

Mortality: HR = 0.66, 95% CI 0.55 to 0.81; serous
type HR = 0.69, 95% CI 0.54 to 0.87; non-serous

type HR = 0.63, 95% CI 0.44 to 0.90.
[75]

Cohort study Decrease mortality in all patients and in
those who were serous type.

Mortality: HR = 0.76, 95% CI 0.64 to 0.89; serous
type HR = 0.80, 95%CI 0.67 to 0.96. [76]

* Genetically proxied HMG-CoA reductase inhibition population contained single nucleotide polymorphism
(SNP). CI: confidence interval. RR: relative risk. OS: overall survival. HR: hazard ratio.

Similar to previous studies, statin use was not associated with the risk (RR = 0.88, 95%
CI 0.75 to 1.03) but could significantly decrease mortality (RR = 0.76, 95% CI 0.67 to 0.86) of
ovarian cancer [60]. Another study showed that statin use decreased the risks (RR = 0.79,
95% CI, 0.64 to 0.98) of ovarian cancer, especially in long-term users (>5 years) (RR = 0.48,
95% CI 0.28 to 0.80) [61]. Post-diagnostic statin use could decrease OS (HR = 0.74, 95%
CI 0.63 to 0.87) and cancer-specific mortality (HR = 0.87, 95% CI 0.80 to 0.95) [62]. This
could be seen in another study, showing improved OS in statin users (HR: 0.76, 95% CI:
0.68–0.85) [63]. Intriguingly, genetically proxied HMG-CoA reductase inhibition equivalent
to 1-mmol/L (38.7-mg/dL) reduction in LDL cholesterol, significantly decreased the risk of
ovarian cancer (OR = 0.60, 95% CI 0.43 to 0.83) as well as in BRCA1/2 mutation carriers,
(HR = 0.69, 95% CI 0.51 to 0.93). [64] (Table 3).

Cohort Studies and Case-Control Studies in Ovarian Cancer

There was no association between the risk of ovarian cancer and statin user, HR = 0.69,
95% CI 0.32–1.49 [49], OR = 0.98, 95% CI 0.87 to 1.10 [65], and HR = 0.99, 95% CI 0.78 to
1.25) [66]. Moreover, the risk was even higher (HR = 1.30, 95% CI 1.04–1.62), which was
largely attributed to the effect of the hydrophilic statin, especially pravastatin (HR = 1.89,
95% CI 1.24–2.88) [58]. Statin use was not associated with mortalities of ovarian cancer,
HR = 0.57, 95% CI 0.21–1.51 [67], HR = 0.90, 95% CI 0.78 to 1.04 [68], and HR = 0.90, 95% CI
0.70 to 1.15, including lipophilic statin use (HR = 0.82, 95% CI 0.61 to 1.11) and hydrophilic
statins (HR = 1.04, 95% CI 0.72 to 1.49) [69], and even in the patients with hyperlipidemia
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(HR = 0.80, 95% CI 0.50 to 1.29) [70]. However, the mortalities were significantly decreased
in non-serous-papillary subtypes (HR = 0.23, 95% CI 0.05 to 0.96) [70] (Table 3).

On the contrary, statin use decreased the mortalities of ovarian cancer, HR = 0.45,
95% CI 0.23 to 0.88 [71], HR = 0.47, 95% CI 0.26 to 0.85 [72], HR = 0.81, 95% CI 0.72 to
0.90 [73], HR = 0.74, 95% CI 0.61 to 0.91 [74], and HR = 0.66, 95% CI 0.55 to 0.81 [75], both
in serous (HR = 0.69, 95% CI 0.54 to 0.87) and non-serous (HR = 0.63, 95% CI 0.44 to 0.90)
histologies [75]. It was also shown that statin use decreased mortality in another study,
HR = 0.76, 95% CI 0.64 to 0.89 for all patients and HR = 0.80, 95%CI 0.67 to 0.96 for patients
with serous types [76] (Table 3).

Because ovarian cancer has different histotypes, statin use did not show significant
differences in risks in serous and clear cell types [59], but the mortality decreased [75,76].
The results of statin use in ovarian cancer patients remained controversial. Thus, additional
studies are needed to elucidate the effects of different statins on different histotypes of
ovarian cancer.

8. Cohort Studies in Other Gynecological Cancers

The HR association between the risk of cervical cancer and statin use was 0.83, 95%
CI of 0.67 to 0.99. Statin use was associated with decreased total gynecological cancer
mortality, (HR = 0.70, 95% CI 0.50 to 0.98) [77]. The statin use group had a better prognosis
compared with the non-user (progression-free survival: HR = 0.062, 95% CI 0.008 to 0.517;
overall survival: HR = 0.098, 95% CI 0.041–0.459) in cervical cancer patients [78] (Table 4).
The effects of statin use against cervical cancer and vulvar cancer are not conclusive due
to too few studies and case numbers [61]. In conclusion, statin use may obtain protective
effects on cervical cancer, but the evidence is too few.

Table 4. Clinical studies of statins in other gynecological cancer.

Study Type Findings in Statin
Use Group Results References

Cohort study

Decrease risks of
cervical cancer;

decrease mortality in
total gynecological

cancer.

Risk: HR = 0.83 (95% CI
0.67 to 0.99; total

gynecological cancer
HR = 0.70, 95% CI

0.50 to 0.98.

[77]

Cohort study Decrease mortality of
cervical cancer

Progression-free survival:
HR = 0.062, 95% CI 0.008 to

0.517; overall survival:
HR = 0.098, 95% CI

0.041–0.459.

[78]

CI: confidence interval. HR: hazard ratio.

9. The Mechanisms of the Anti-Tumor Effects of Statins on Gynecological Cancer

Simvastatin exhibits anti-metastatic and anti-tumorigenic effects in ECC-1 and Ishikawa
EC cells through mitogen-activated protein kinase (MAPK) but not the Akt/mTOR path-
way [79]. The drug for diabetes, metformin, combined with simvastatin, synergistically
inhibited cell growth and induced Bim expression and apoptosis in RL95-2, HEC1B, and
Ishikawa EC cells. The combination treatment of metformin and simvastatin upregulated
phosphorylated AMPK (pAMPK) and downregulated downstream phosphorylated S6
(pS6), suggesting the mTOR pathway may regulate these anti-proliferative effects [80].
Lipophilic (lovastatin and simvastatin) but not hydrophilic (pravastatin) statins induced
apoptosis in ovarian cancer cell lines A2780 and UCI 101; endometrial cancer cell line,
Ishikawa; and cervical cancer cell line, HeLa, which all expressed high levels of HMG-CoA
reductase [81] (Table 5).
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Table 5. The preclinical studies of statin in gynecological cancers.

Treatment Experiments Cell Lines Effects of Statins Pathway/Mechanism References

Simvastatin in vitro ECC-1 and Ishikawa Anti-proliferative and
anti-metastatic effects. MAPK pathway. [79]

Simvastatin + metformin in vitro RL95-2, HEC-1B, and
Ishikawa

Induce apoptosis;
synergized with metformin. Bim, AMPK/S6. [80]

Lovastatin and
simvastatin in vitro A2780, UCI 101,

Ishikawa, and HeLa Induce apoptosis. [81]

Lovastatin and
Pravastatin in vitro and in vivo SKOV3

Anti-metastatic effects,
reduce peritoneal

dissemination.
RhoA. [82]

Lovastatin and
atorvastatin in vitro Hey 1B and Ovcar-3 Induce apoptosis. JNK/Rac1/Cdc42. [83]

Lovastatin + doxorubicin in vitro A2780
Induced apoptosis;

synergized with
doxorubicin.

[84]

Lovastatin in vitro and in vivo
SKOV3 and

OVCAR5, mogp-TAg
mice

Anti-tumor growth and
induce autophagy. [85]

Simvastatin in vitro and in vivo RMG-1 and TOV-21G Induce apoptosis and
anti-tumor growth. Osteopontin (OPN). [86]

Simvastatin, atorvastatin,
rosuvastatin, lovastatin,
fluvastatin, pravastatin

in vitro
A2780, Igrov-1,

SKOV-3, Ovcar-4,
Ovcar-5 and Ovcar-8

Induce apoptosis; both
activate and block the
autophagy. Lipophilic

statins were more potent
than hydrophilic statins.

Rab7/p62/LC3-II. [87]

simvastatin in vitro and in vivo SKOV3, OVCAR3,
and ID8 Induce apoptosis and inhibit tumor growth. [88]

simvastatin in vitro and in vivo Hey, SKOV3, and
KpB mice

Anti-metastatic and
anti-tumorigenic effects.

MAPK and
AKT/mTOR. [89]

Atorvastatin, fluvastatin,
simvastatin in vitro CaSki, HeLa, and

ViBo Induce apoptosis. [90]

simvastatin + paclitaxel in vitro and in vivo SiHa, C33A, HeLa,
and ViBo

Induce apoptosis and
inhibit tumor growth;

synergized with paclitaxel.

Raf, ERK1/2, Akt,
mTOR, and

prenylated Ras.
[91]

Atorvastatin in vitro and in vivo SiHa and Caski
Induce apoptosis and
autophagy and inhibit

tumor growth.
AMPK, Akt/mTOR. [92]

Lovastatin and Pravastatin decreased metastasis through RhoA signaling in vitro
and in vivo of SKOV3 ovarian cancer cells [82]. In addition, lovastatin and atorvastatin
induced apoptosis in Hey 1B and Ovcar-3 ovarian cancer cells and suppressed anchorage-
independent growth of these cells through the JNK/Rac1/Cdc42 pathway [83]. Lovastatin
synergizes with doxorubicin to induce apoptosis by a novel mevalonate-independent
mechanism [84]. In the mogp-TAg mice model, the promoter of oviduct glycoprotein-1
was used to drive the expression of SV40 T-antigen, and serous tubal intraepithelial carci-
nomas (STICs) were developed in gynecologic tissues. Lovastatin significantly reduced
the development of STICs in mogp-TAg mice and inhibited ovarian tumor growth in the
mouse xenograft model. Furthermore, lovastatin induced autophagy in ovarian cancer cells
in vitro [85]. Simvastatin inhibited the proliferation of ovarian clear cell RMG-1 and TOV21-
G in vitro and tumor growth in vivo [86]. All statins except pravastatin demonstrated
single-agent activity against monolayers (IC50 = 1–35 µM) and spheroids (IC50 = 1–13 µM)
of ovarian cancer cells. Furthermore, simvastatin could activate and block autophagy
through the Rab7/p62/LC3-II pathway, and the lipophilic statins, simvastatin, and flu-
vastatin were more potent than hydrophilic statins [87]. In the ID8 syngeneic mice model,
simvastatin induced apoptosis and inhibit tumor growth of ovarian cancer [88]. In a K18-
gT121+/− p53fl/fl Brca1fl/fl (KpB) mouse model, a unique serous ovarian cancer mouse
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model specifically and somatically deletes Brca1 and p53 and inactivates the retinoblastoma
(Rb) proteins; simvastatin reduced the orthotropic xenograft tumor. In vitro studies showed
that simvastatin obtained anti-metastatic and anti-tumorigenic effects through MAPK and
AKT/mTOR pathways [89] (Table 5).

Atorvastatin, fluvastatin, and simvastatin induced apoptosis in cervical cancer cells,
CaSki, HeLa, and ViBo (established from a biopsy derived from a cervical tumor) [90].
Moreover, simvastatin reduced the phosphorylation of Raf, ERK1/2, Akt, and mTOR and
prenylated Ras, resulting in the induction of apoptosis and inhibition of cervical cancer
tumor growth. A combination of simvastatin and paclitaxel abolished tumor growth
in vivo [91]. In addition, apoptosis and autophagy were induced by atorvastatin through
the AMPK/Akt/mTOR pathway. The xenograft tumor was reduced when treated with
atorvastatin [92] (Table 5).

In summary, statins showed great potential to reduce cell proliferation and tumor
growth of gynecological cancer in vitro and in in vivo. Akt/mTOR is the most important
pathway in regulating cell proliferation, and a combination of statins with chemo drugs
could synergize the anti-tumorigenic effects. Based on this foundation, statins may be a
candidate repurposed drug for gynecological cancers.

10. Conclusions and Perspective

The mevalonate pathway and lipid metabolism are linked to the key regulators,
influencing gene expression, chromatin remodeling, cellular differentiation, stress response,
and tumor microenvironment that collectively enhance tumor development [93]. Statins
obtain pleiotropic roles to decrease tumor progression through mevalonate-dependent
and independent pathways. Statins reduced the prenylated small GTPase and other
signaling pathways, such as Akt/mTOR, to induce apoptosis and autophagy and inhibit
cell proliferation and metastasis, resulting in anti-tumor development.

This review of statin use in gynecological cancers showed positive and negative results.
Some studies cannot avoid confounders, including multiple comorbidities, lifestyle factors,
health-related behaviors, stage and grade of disease, and other medications. The study
or clinical trials of different statins (e.g., lipophilic or hydrophilic) on different histotypes
of cancer (e.g., serous type or non-serous type; type I or type II) and in combination with
chemo drugs are required to validate since there are only 3 trials on EC, 6 trials on ovarian
cancer, compared to breast cancer which has 52 trials.

If statins are to be applied clinically to gynecological cancers, they may be used as
a single agent. We advocate that using statins in combination with other drugs is more
potent. In addition, the identification of the response prediction markers is just undergoing.
In ovarian cancer cells, VDAC1 and LDLRAP1 were positively and negatively correlated
with the response to statins, respectively [94].

The value of statins as therapeutic drugs against gynecological cancer is inestimable be-
cause the repurposing of inexpensive, commonly used, and FDA-approved medications to
exploit their anti-cancer effects yields the development of cost-effective approaches to can-
cer therapy. Most important, it can directly benefit the patients, life-saving or prolonging.
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Abstract: α-catulin, together with vinculin and the α-catenins, belongs to the vinculin family of
proteins, best known for their actin-filament binding properties and crucial roles in cell-cell and cell-
substrate adhesion. In the past few years, an array of binding partners for α-catulin have surfaced,
which has shed new light on the possible functions of this protein. Despite all this information,
the molecular basis of how α-catulin acts in cells and controls a wide variety of signals during
morphogenesis, tissue homeostasis, and cancer progression remains elusive. This review aims to
highlight recent discoveries on how α-catulin is involved in a broad range of diverse biological
processes with an emphasis on cancer progression.

Keywords: α-catulin; CTNNAL1; catenin; invasion; epithelial-mesenchymal transition; EMT;
vascular mimicry

1. Introduction

Homeostasis in healthy tissues strongly depends on cadherin- and integrin-mediated,
cell-to-cell and cell-to-extracellular matrix (ECM) adhesion, respectively [1]. Both types
of adhesion are crucial for maintaining tissue architecture and sensing and responding to
changes in their environments. Cadherins are transmembrane glycoproteins that mediate
calcium-dependent cell-cell adhesion. Through their homophilic binding interactions,
cadherins play a role in cell-sorting mechanisms, conferring adhesion specificities on
cells. The regulated expression of cadherins also controls cell polarity and tissue morphol-
ogy. Classical cadherins are located at adherens junctions and are characterized by five
homologous repeats at the extracellular domain. In contrast, the intracellular classical
cadherin cytoplasmic domain (CCD) binds armadillo family proteins β-catenin (Ctnnb1)
and p120ctn (Ctnnd1). The interaction with β-catenin links cadherins to α-catenin and
the actin cytoskeleton, whereas p120ctn is involved in cadherin turnover. By regulating
contact formation and stability, cadherins play a crucial role in tissue morphogenesis and
homeostasis [1].

The adhesion of cells to the extracellular matrix (ECM) is mainly mediated by integrins,
which undergo a conformational change upon activation to recruit structural and signaling
molecules. Thus, integrins not only mechanically couple the cytoskeleton to the ECM but
also transmit molecular signaling cascades to regulate cellular functions in response to
extracellular cues [1].

During tissue morphogenesis, wound healing or pathological alterations in diseases
like cancer, the ability of cells to rapidly and reversibly change adhesive properties is a key
feature. This cell plasticity is driven by the programs of the epithelial–mesenchymal transi-
tion (EMT) and mesenchymal–epithelial transition (MET), both of which play essential roles
during normal embryogenesis and tissue homeostasis [2]. However, the aberrant activation
of these processes can also drive different stages of cancer progression, including invasion,
cell dissemination, metastatic colonization, and secondary tumor outgrowth [3]. EMT
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enables physically connected epithelial cells to disassociate their characteristic classical
cadherin/catenin cell-cell contacts, lose their apical-basolateral polarity, and increase ex-
pression and activity of integrins displaying leading-edge asymmetry to become motile and
mesenchymal-like and capable of degrading the basement membrane. The events occurring
during EMT include the downregulation of cytokeratins and E-cadherin, epithelial-specific
markers, and an increase in mesenchymal markers, such as fibronectin, N-cadherin, and
vimentin. Transcription factors, including Snail1/Snail, Snail2/Slug, Twist, and ZEB1, are
well known to be involved in the orchestration of EMT. Cell–cell adhesion and cell–ECM
sites contain overlapping functional constituents containing common and distinct proteins.
The crosstalk between these adhesion sites is crucial to coordinate cell migration with
dynamic interactions between cells. Because both integrins and cadherins associate with
the cytoskeleton and many common signaling molecules, it is likely that the cell–ECM and
cell–cell adhesion processes mediated by these two types of receptors act in a coordinated
manner in regulating cellular functions [4]. Changes in expression or mutations of these
proteins, especially cadherins, catenins, and integrins, are frequently associated with dis-
eases ranging from developmental defects to carcinogenesis and metastasis [5–7]. It is well
established that two significant hallmarks of cancer, namely loss of cell-to-cell adhesion
and anchorage-independent growth, are both dependent on cell adhesion molecules. Vin-
culin and α-catenin are two related proteins that play crucial roles in those processes [4,8].
However, the function of their recently characterized homolog α-catulin is still poorly
understood. α-catulin is a protein whose name is composed of “α-cat”, which comes
from α-catenin, and “ulin”, which comes from vinculin as it is a homolog of α-catenin
protein belonging to the vinculin superfamily. Despite the sequence homology and shared
superfamily with α-catenin, α-catulin’s localization and functions appear to differ. Multiple
reports describe α-catulin as an important factor contributing to cancer cell migration and
invasion; however, the exact molecular mechanism leading to this phenomenon remains
unclear. A growing number of reported α-catulin-interacting partners and new connec-
tions imply even more complex regulatory functions for this protein. This review aims to
highlight recent discoveries emphasizing how α-catulin is involved in the coordination of
a network of signals and actin cytoskeleton regulation.

2. α-Catulin—A Member of the α-Catenin Family

Whereas all other catenins (β-catenin, plakoglobin and p120 catenin) share relatively
high sequence homology and belong to the Armadillo family of proteins, vinculin and
α-catenins differ in sequence and structural organization and form the vinculin fam-
ily [9] together with the recently characterized homolog α-catulin [10]. Although it is
well known that α-catenin is necessary for cadherin-catenin-mediated cell-cell adhesion,
and vinculin is important for integrin-mediated cell-ECM adhesion and cell-cell adhe-
sion, the function of α-catulin is still not well understood. α-catulin (catenin alpha like
1) protein is encoded by the CTNNAL1 gene located on chromosome 9 in loci q31–32
(Figure 1B) positions 108,942,569–109,013,522 in a minus-strand orientation, resulting in a
base length of 70,954 (https://www.genecards.org/cgi-bin/carddisp.pl?gene=CTNNAL1
(accessed on 5 September 2022)). The protein is 734 amino acids long and weighs 81,896 Da
(https://www.uniprot.org/uniprotkb/Q9UBT7/entry (accessed on 5 September 2022)).
However, two other alternative splicing isoforms have been described, one with substi-
tution in positions 714–734 [10] and another with missing aa in positions 397–480 [11].
There is no 3D structure for α-catulin that has been deposited in the PDB file. The
only available structure is the one predicted by AlphaFold (https://alphafold.ebi.ac.uk/
(accessed on 5 September 2022)) which still has a poor structural prognosis in some loca-
tions (Figure 1C). mRNA of α-catulin is widely expressed in the human body. It has been
reported to be expressed in the thymus, prostate, testes, ovary, small intestine, colon [12],
skeletal muscle, lung, heart, and placenta [10]. The human protein atlas also confirms
that α-catulin protein is widely found in the human body, interestingly having the highest
score in endocrine tissues, female and muscle tissues (proteinatlas.org). In 2002, Park
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et al. demonstrated that when using the Blast tool and analyzing the CTNNAL1 sequence,
they reported having high similarity to α-catenin. The BESTFIT similarity alignment of
α-catulin with its closest human homolog α-catenin showed 27% identity, and alignment
with vinculin showed almost 20% identity (Figure 1A). They also showed that α-catulin is
characterized by an extra 16 N-terminal amino acids not present in mammalian α-catenins.
α-catulin and α-catenin homology is represented by two blocks; the first homology se-
quence is between α-catulin residues 18–524 and αN-catenin positions 2–504. The following
sequence is a region of 110 amino acids present in α-catenin that is omitted in α-catulin.
The second homologous block extends α-catulin residues 525–734 [12]. α-catulin also
shows high sequence similarity with vinculin, hence being categorized as a part of the
vinculin superfamily of proteins. The homology with vinculin, however, is lower, reaching
21%. The similarity is essentially high in the N-terminal domain of the protein, shown to
have putative binding sites for β-catenin, talin, and α-actinin [10]. Amphipathic helices in
the C-terminal region corresponding to α-catenin contain potential binding sites for the
actin cytoskeleton. This region also contains potential binding sites for ZO-1, the protein
important for tight junctions [10,12], another type of intercellular adhesion complex that
forms the border between the apical and basolateral cell surface domains in polarized
epithelia and controls paracellular permeability. Despite the sequence homology between
α-catulin and α-catenin, their subcellular localization pattern is different as shown by
Park et al. α-catulin localized to both the membrane-rich (pellet) fraction and the soluble
(cytosolic) fraction, whereas α-catenin was found to localize almost exclusively to the
membrane-rich fraction. They confirmed those results with two different experiments,
one with high-speed fractionation into cytosolic and membrane-rich fractions followed by
Western blotting, and the second with Myc-tagged α-catulin (pcDNA Myc:α-catulin) and
indirect immunofluorescence. Despite the above-mentioned characteristics of α-catulin, it
is still very poorly characterized.
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Figure 1. Structural features of α-catulin. (A) Table represents amino acid sequence similarities (%)
between α-catulin, α-catenin and vinculin. α-catulin shares 27.09% homology with α-catenin and
19.15% with vinculin. (B) Schematic representation of α-catulin (CTNNAL1) gene on chromosome
9 locus 31.3. (C) Scheme shows the predicted 3D structure of α-catulin and α-catenin protein by
AlphaFold.

3. Binding Partners of α-Catulin

One of the first described interacting partners of α-catulin is Lbc Rho guanine nu-
cleotide exchange factor. Rho guanine nucleotide exchange factor (GEF) functions for the
RhoA small GTPase protein [13]. RhoA is inactive when bound to the GDP, but when
acted on by the Rho GEFs, GDP can be released, and GTP might be attached, leading to the
activation of RhoA. Furthermore, active RhoA can bind to and activate distant effectors or
enzymes. Interestingly, in this particular case, RhoA is a major regulator of the cell actin
cytoskeleton [14]. One of the GEFs specific for Rho is a DH domain containing Lbc onco-
genic product GEF [15,16]. All Lbc Rho GEF forms possess common C-terminal regions
following DH domain cassette [17]. Park et al. showed a direct association between Lbc
Rho GEF and α-catulin using three independent systems: yeast two-hybrid interaction,
direct binding in vitro, and complex formation in mammalian cells. The required site of
interaction within the Lbc C-terminal region was mapped to the ∼253-residue IDR (intrin-
sically disordered region). They also determined that the α-catulin site required for the
interaction lies in the N-terminal residues 34–524. Coexpression of α-catulin and wt-Lbc
led to increased GTP-Rho formation in cooperative action. This implies that α-catulin is an
upstream regulator of Rho. Overall, the authors conclude that α-catulin acts as a scaffold
protein for Lbc Rho GEF and facilitates Lbc-induced Rho signals [12,17].

α-Catulin has also been shown to interact with the dystrophin complex through direct
interaction with dystrobrevin in C. elegans. This interaction is conserved and also present
in mouse skeletal muscles [18]. Dystrophin has been known as a cause of Duchenne
muscular dystrophy, yet dystrophin usually functions in protein complexes known as
dystrophin-associated protein complex (DAPC) [19]. It had been previously shown that
mutations in the CTNNAL1 gene lead to the interruption of DAPC localization near dense
bodies [20]. In the above-mentioned publication, the reciprocal action of α-catulin with
dystrobrevin was validated by co-immunoprecipitation as well as by mass spectrometry
and yeast two-hybrid screen. The authors observed an increase in α-catulin expression
levels in the skeletal muscle of dystrophin-deficient mice, where dystrophin-associated
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protein complex is disassembled, and the link between the costamere and the sarcolemma
is absent. To bind α-catulin, dystrobrevin requires a C-terminus as well as an α-helix H2
proximal to the C-terminal region [18]. Similar results have been obtained in other studies.
Lyssand et al. showed that the C-terminal domain of dystrobrevin recruits α-catulin to
the α1D-AR signalosome. Adrenergic receptors (ARs) and G protein-coupled receptors
(GPCR) are important regulators of cardiovascular system function. Their function revolves
around increasing blood pressure and promoting vascular remodeling. [21]. Sequence
analysis revealed that, similar to α-catenin, α-catulin has a putative binding domain for
β-catenin; therefore, a group led by Deniz Toksoz took a closer look into this interaction,
mapping it to the N-terminal 163 amino acids of the protein [21,22]. When performing
co-immunoprecipitation, they noticed that α-catulin indeed co-precipitates with β-catenin,
but the amount of α-catulin associated with β-catenin appeared to be smaller than that of
α-catenin associated with β-catenin. Given that endogenously in cells, the pool of β-catenin
is naturally bound to α-catenin, these results were not surprising. α-catulin might associate
with a different fraction of β-catenin than α-catenin does. There might be other pools of
β-catenin, such as tyrosine phosphorylated β-catenin, in which protein interactions are
altered [21,23–25]. Here, the authors additionally proposed the antiproliferative role of
α-catulin, as it attenuates cyclin D1 transcription, leading to decreased cyclin D1 protein
levels. They also observed that expression of α-catulin had a negative impact on cancer cell
colony formation ability, leading to the statement that α-catulin modulates endogenous
growth signaling pathways [21,22]. As β-catenin functions at the adherens junctions and
also acts in the nucleus after stabilization of a pool of β-catenin in response to the upstream
Wnt signals, it is crucial to further investigate the catulin-β-catenin interaction. Another
α-catulin interacting protein was reported in the publication by Wiesner et al. in 2008. It
was shown that α-catulin can modulate the NF-κB pathway by binding to IKK-β [21,26].
The NF-κB pathway plays a pivotal role in a variety of biological processes like innate and
adaptive immune responses, tissue differentiation and apoptosis [21,27,28]. The targets
of NF-κB include its own inhibitors IκBα and IκBβ [21,29]. Different extracellular stimuli
activate the IκB kinases IKK-α and -β, which phosphorylate IκBα, which results in the
degradation of IκBα and translocation of NF-κB to the nucleus [21,30]. Wiesner et al.
provided evidence that α-catulin binds to IKK-β by immunoprecipitation. Moreover, they
limited the interaction site in α-catulin to its C-terminal 87 amino acids. As α-catulin binds
to IKK-β in the C terminus and to Lbc Rho GEF in the N-terminus, the authors claim that it
may allow simultaneous stimulation of both pathways, being a bridge between those two.
As there is evidence that both the NF-κB and RhoA signaling pathways play multiple roles
in tumorigenesis, cell migration, invasion, and escape from apoptosis, α-catulin, as a linker
of those two pathways, might serve as a crucial clinical target [21,26,31]. The interaction
of α-catulin with Lbc, dystrophin complex and other proteins and resulting pathways
activation have been represented in Figure 2.

Finally, α-catulin has been described as an interactor protein of human NEK1 protein
kinase. NEK kinases are involved in regulating diverse cellular processes like the cell cycle,
mitosis, cilia formation, and the DNA damage response and the etiology of polycystic
kidney disease (PKD). α-catulin has been described as one of the 11 new binding proteins
of NEK1. Moreover, it has been proven to interact with both regulatory and kinase domains
(NRD and NKD) [32]. Interestingly, aberrant expression of NEKs appears to be involved in
the initiation, maintenance, progression and metastasis of cancer and is associated with
a poor prognosis [33]. A better understanding of NEK1 kinase interaction with α-catulin
may lead to more successful clinical trials of NEK inhibitors.
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Figure 2. Overview of the function of α-catulin in dystrophin complex. In blue circles, α-catulin
and dystrophin complex are shown. The interaction occurs via dystrobrevin, highlighted in orange.
Shown are distinct interactors of the complex as well as direct interactors of α-catulin. Enlarged is also
integrin complex, having interactions indirectly via ECM and impacting cytoskeleton remodeling.
Highlighted in red are key pathways and functions resulting from either interaction of the complex
or α-catulin directly.

4. α-Catulin and Its Function during Development

The plethora of interacting proteins indicates that α-catulin may play essential roles in
various vital regulatory processes. Thus far, the important role of α-catulin has been shown
in the process of neurulation during mouse development [34], where cell-cell and cell-ECM
interactions are constantly under remodeling to enable proper architecture and function of
forming tissues. The actin-cytoskeleton and actomyosin contractility integrated at the cell-
cell and cell-ECM adhesions cooperatively are crucial to shape the cells and tissues [35–37].
The adherens junctions are required for the transmission of force across an epithelium, and
the actomyosin cortex, which spans the apical surface of an epithelium, transitions between
elongation and active state of actin nucleation while still attached to the adherens junction,
allowing for apical constriction, which is crucial, for example, during neurulation [37–39]. It
is important that actomyosin machinery is located at the right place and time to generate the
required force to pull the neural folds together [40]. Interestingly, α-catulin was shown to
participate in the apical actomyosin network regulation by serving as a scaffold protein that
may be important for properly directing Rho family GTPase signaling during neurulation.
α-catulin-deficient mice show neural tube (NT) closure defects. They are embryonically
lethal with massive disorganization of their neuroepithelium, extra bending, absence of
apically localized actin filaments, nestin and phosphorylated myosin, and inappropriate
basement membrane assembly due to very low expression of its components: laminin and
fibronectin. The neuroepithelium of α-catulin deficient mice lack apically localized actin
filaments and P-Mlc, which typically correlate with proper Rho-dependent cell constriction.
In vitro studies performed in a three-dimensional model of MDCK cells showed that α-
catulin is localized specifically at the apical parts of cells membranes and is important
for proper cell polarization, organization of actomyosin cytoskeleton, stabilization of

184



Int. J. Mol. Sci. 2022, 23, 11962

intercellular junction as well as distribution of active Rho A. Taken together, data collected
both from in vivo mouse model and in vitro 3D studies indicated a pivotal role of alpha-
catulin protein in neurulation during embryonic development, as it can act as a scaffold
for RhoA in apical parts of cells, which results in correct spatial activation of downstream
myosin to influence actin-myosin dynamics and the stability of cell-cell junctions, which
allows generating the appropriate tension needed for the apical constriction of cells and
proper bending of the neural plate [34].

5. Role of α-Catulin in Homeostasis

In the last decade, numerous studies have also demonstrated the importance of
α-catulin in the maintenance of tissue homeostasis. A-catulin was reported to play po-
tential functions in hematopoietic stem cells (HSCs), bronchial epithelium, muscles and
intestine [18,20,41–45]. In hematopoietic stem cells, α-catulin is expressed only in a specific
population of 0.02% of bone marrow hematopoietic cells. Generation of a mouse model
with green fluorescent protein (GFP) knocked-in into the α-catulin locus allowed to show
that α-catulin together with c-kit marks the population of cells that possess the long-term
multilineage reconstitution ability of bone marrow after irradiation [41]. In addition, the
distribution of α-catulin+ c-kit1+ cells indicates that HSCs are more common in the central
marrow than near the bone surface [41,42]. Even though α-catulin proved to be a great
marker for HSC visualization in the bone, the exact function of this protein in those cells
was not established.

Furthermore, high expression of α-catulin was also detected in bronchial epithelium
under ozone-stressed conditions. Results from this study suggest that elevated α-catulin ex-
pression may be a protective response aimed at maintaining airway epithelial integrity [43].

Moreover, in neuromuscular junctions, dystrobrevin utilizes α-catulin for proper
neurotransmitter receptor (AChR) clustering on myotubes, indicating its important role in a
synaptic machinery organization [44]. As an anchor protein that locates potassium channels
and neurotransmitter receptors in specific nanodomains, α-catulin plays a key role in the
physiological processes related to the neurosecretion as well as excitation of neurons and
muscles. Dysfunction of this important protein may be linked to muscular and neurological
disorders [20,44]. It has also been reported that α-catulin ortholog is a critical cytoskeletal
regulator in C.elegans, crucial for the proper localization of calcium-dependent potassium
channels in both neurons and muscles. In muscles, α-catulin, via the dystrophin complex,
binds the calcium-dependent potassium channels near L-type calcium channels. In turn, in
neurons, α-catulin controls the localization of the potassium channels independently of the
dystrophin complex [20,21,46]. The interaction with dystrophin complex seems to be the
best characterized so far for α-catulin.

Recent studies performed on Chinese patients with Hirschsprung disease revealed that
α-catulin can be attributed to genetic factors or gene-gene interaction networks responsible
for enteric neuronal dysfunction [45]. Interestingly, catulin expression was observed in the
enteric innervation of newborn mice [34].

6. α-Catulin in Cancer Invasion and Metastasis

Even though α-catulin is overall a very poorly described protein, its participation in
cancerogenesis and influence on cancer cell invasion and metastasis has been reported and
researched in many papers. Both structural and signaling functions of α-catulin may play a
role in cancer progression. As mentioned above, α-catulin in the N-terminal region contains
binding sites for β-catenin, talin, α-actinin, and the actin cytoskeleton. This suggests that
it may function as a cytoskeletal linker protein that is able to modulate cell migration [8].
Cell migration is a process that plays a pivotal role in carcinogenesis and participates in the
metastasizing of cancer cells. Metastasis is a complex phenomenon that occurs in all types
of cancers and is responsible for death [47]. It is based on the fact that cancer cells escape
from the primary tumor, migrate, enter the lumen of blood and lymphatic vessels and reach
distant organs, where they can repopulate the tumor mass [48,49]. Cancer cells need to ac-
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quire a mesenchymal phenotype in the process called epithelial-to-mesenchymal transition
(EMT) [50]. EMT is a phenomenon where cells downregulate proteins involved in apical
cell-cell contact and adherence junction formation, such as E-cadherin and α-catenin, and
start upregulating proteins specific for mesenchymal features of the cell, such as N-cadherin
and vimentin, which results in the enhanced motility of the cells. This switch between rela-
tively stable cell-cell contacts and an increase in motility is crucial for cancer invasion [51].
It has been observed that when α-catenin, a cell-cell junction protein, is conditionally
lost in the epithelium, cells begin to demonstrate increased proliferation rates, migrative
properties, and the squamous cell carcinoma (SCC) phenotype [52]. Using microarray
analysis to compare mouse α-catenin cKO keratinocytes, which failed to form cell–cell
junctions, and WT epithelial cells, it was observed that α-catulin is highly upregulated in
the cells with increased motility and mesenchymal phenotypes [52]. This data suggested
the participation of α-catulin in cancer progression and was further investigated by our
group in a model of human head and neck squamous cell carcinoma (hHNSCC), which is a
very aggressive tumor type and accounts for more than 450,000 malignancies diagnosed
each year. Despite new treatment options, patients are still faced with a very high rate of
recurrence and metastatic disease, with a 5-year survival rate of only 50% [53–55]. It was
shown that α-catulin is upregulated in the metastatic cells in the xenotransplant in vivo
model and also in vitro in the hSCC (human squamous cell carcinoma) cell line after EMT
induction. Moreover, α-catulin is highly expressed at the invasion front and in migrating,
metastatic streams of cells in human samples of HNSCC and in higher grades of tumor
samples when compared with normal mucosa epithelium [56]. Most importantly, ablation
of α-catulin in hSCC cells decreased the ability of these cells to migrate and invade in vitro
and decreased their metastatic potential in vivo [56]. Given that the expression of α-catulin
not only correlates with tumor grade, but also appears to be involved in the regulation of
the invasive character of the HNSCC cells, it suggests that α-catulin may represent a novel
yet critical mediator of oral cancer progression. As this type of cancer usually spreads
locally, utilizing collective migration, α-catulin could be important for spatiotemporal
fine-tuning of Rho GTPases within a group of cancer cells to control divergent cell-cell
and cell-ECM adhesion as well as cytoskeletal functions to achieve cellular coordination
and mechanocoupling. This is one of the options that will require further testing to better
understand the role of catulin in the process of HNSCC invasion. As α-catulin expression
and function correlated with the early onset of hSCC cell invasion, our group used the
human α-catulin promoter fragment driving GFP expression to develop a reporter system.
This unique system, for the first time, allowed us to isolate in vivo a small population of
invasive cells at the human tumor invasion front [57]. After verifying the reporter system,
we showed that cells highly expressing GFP driven from α-catulin expression localize at
the invasion front in a spheroid model of hSCC cells. Additionally, this system marked
the cells with higher migratory, invasive, and tumorigenic potential in vitro in the 3D
model. Cells highly expressing α-catulin were also observed in a small population of
invasive cells at the tumor front in the in vivo model of head and neck squamous cell
carcinoma. Expression of GFP under α-catulin promoter correlated with the loss of an
epithelial marker, E-cadherin expression, indicative of ongoing EMT. The reporter system
allowed for isolation and transcriptional characterization of those highly invasive cells,
providing a list of deregulated genes that are involved in cellular movement, ILK and
integrin signalling, as well as axonal guidance signalling [57]. This functional genomic
study of the purified population of invasive cells revealed enrichment in genes involved
in cellular movement and invasion, providing a molecular profile of HNSCC invasive
cells. Interestingly, this profile overlapped partially with the expression of signature genes
related to partial EMT available from single-cell analysis of human HNSCC specimens [58].
This comparison strengthens the idea that α-catulin in this type of cancer might be im-
portant for spatiotemporal regulation of Rho GTPases within a group of cancer cells to
control dynamic plasticity and crosstalk between cadherin-mediated cell-cell contact and
integrin-dependent cell-ECM adhesion, which is crucial during collective invasion and
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migration. Further research on catulin revealed that its role in cancer progression is not
only limited to HNSCC specifically, which utilizes collective invasion for local spread. It
was recently published that α-catulin is also expressed in human breast cancer samples
and triple-negative breast cancer cell lines, and its expression correlates with tumor pro-
gression [59]. Breast cancer is now the most common cancer worldwide [60], and the
worst outcome is presented by triple-negative breast cancer [61]. Knockdown of α-catulin
in triple-negative human breast cancer cell lines MDA-MB-231 and HCC1806 revealed a
decrease in the invasion capability of those cells in 3D spheroid model assays [59]. The use
of a catulin-GFP-promoter-based reporter system in a 3D spheroid model of triple-negative
breast cancer cell lines showed that the most invading cells co-express α-catulin and known
EMT marker vimentin. Transcriptional profiling of GFP-positive cells isolated from tumors
that formed after injection of a catulin-GFP triple-negative breast cancer cell line disclosed
the list of deregulated genes involved in cellular movement and invasion and, interestingly,
migration of endothelial cells [59]. Top pathways deregulated in the α-catulin GFP + cells
involved epithelial adherens junction signaling and remodeling of epithelial adherens junc-
tions. Special attention was paid to genes involved in the vasculature, as it was observed
that tumor areas enriched in GFP+ cells presented visible dense vasculature. Surprisingly,
some cells highly expressing GFP co-expressed MCAM (CD146), an endothelial marker
but also a cellular surface receptor of different ligands, are actively involved in signaling in
the numerous physiological and pathological processes involving metastases of different
cancer types. Cells highly expressing GFP and co-expressing MCAM formed vasculogenic
structures resembling vessels. This suggests that α-catulin marks highly invasive breast
cancer cells that are characterized by increased plasticity and might participate in the
process of vascular mimicry, allowing cancer cells to metastasize [59]. In addition, ablation
of α-catulin in the in vivo model resulted in decreased tumor size and decreased stemness
potential of cancer cells with lowered expression of CD44, which is known to be enriched
in breast cancer (BC) stem cells [59]. These data implicate that α-catulin might play an
important role in cancer type-specific tumor-microenvironment interplay. Moreover, it may
be involved in the inflection of adhesive properties of tumor cells. The possible mechanism
of increased α-catulin expression in invasive cancer cells might be explained by the research
performed by Cassandri et al. [62]. They showed that zinc-finger protein 750 (ZNF750) is
a negative regulator of the migration and invasion of breast cancer cells. It functions as a
repressor of a prometastatic transcriptional program. This transcriptional program was
shown to express genes that are involved in focal adhesion and extracellular matrix inter-
actions with an emphasis on CTNNAL1. They showed that the expression of CTNNAL1
and LAMB3 contradictorily correlated with ZNF750 expression in a breast cancer model.
ZNF750 recruits epigenetic modifiers KDM1A and HDAC1 to the promoter region of the
α-catulin gene, which affects histone marks and trans activates these genomic sites. Addi-
tionally, they also showed gene expression analysis in cancer patient datasets that indicated
ZNF750 and its targets to be negative prognostic factors in breast cancer [62]. In 2011, Fan
et al. published a paper confirming the previously described participation of α-catulin in
tumorigenesis. They showed that α-catulin expression is elevated in oral cancer cells versus
normal cells. They also found that the knockdown of α-catulin resulted in the accumulation
of cell populations in S and G2/M cell-cycle phases with decreased cyclin A and cyclin B1
expression. α-catulin knockdown induced cellular senescence as the major phenotype of
cell death in two oral cancer cell lines, OC2 and A549. In patients, α-catulin expression
correlated with tumor size, whereas α-catulin knockdown supressed tumorigenicity in
xenograft models. Knockdown of α-catulin in cancer cells bearing either wild-type or
mutant p53 was sufficient to trigger DNA damage response and eventually induce cel-
lular senescence in vitro [63]. In addition to structural functions and regulation of actin
cytoskeleton during cancer invasion and migration, α-catulin enhances cancer metastasis
by influencing signaling pathways. Liang et al. showed that α-catulin expression correlates
with the cell invasiveness potential in vitro and metastatic potential in vivo. It occurs via
an ILK/NF-κB/integrin network where α-catulin directly interacts with ILK, which in turn
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activates the ILK/Akt/NF-κB signaling pathway and upregulates fibronectin and integrin
αvβ3. α-catulin as an integrin signaling adaptor might play a pivotal role in regulating
integrin-mediated cellular functions via binding to ILK [64]. Later, the same scientific group
focused on the participation of α-catulin in cancer stemness and EMT. They found that cells
overexpressing α-catulin have genes such as FGF2, BMI1, ALDH1A3, POU5F1 and NANOG
upregulated. Additionally, high expression of α-catulin was required to maintain stemness
in a lung cancer model, and klf5 was indicated as a new interacting protein that plays
an important role in stemness maintenance by cooperating with α-catulin to enhance the
transcription of POU5F1 and NANOG. Knockdown of klf5 in cells overexpressing α-catulin
abolished the sphere formation capacity. α-catulin not only interacts with klf5 but also pro-
tects this protein by blocking the WWP1-mediated proteasomal degradation of KLF5 [65].
The participation of α-catulin in cancer cell migration and invasion has also been proven
in a melanoma cancer model. Kreiseder et al. showed that α-catulin is highly expressed
in melanoma cells, resulting in reduced E-cadherin and increased N-cadherin expression.
Upregulation of α-catulin promotes expression of EMT markers Snail/Slug and Zeb1/2; in
addition, α-catulin regulated PTEN and RKIP, inhibitors of the NF-κB pathway. They also
found MCAM, plakoglobin, and occludin to be altered in α-catulin-deficient cells. Their
results further confirmed that α-catulin is not only responsible for the downregulation of
E-cadherin but is also required for melanoma invasion by the upregulation of MMP 2 and
9 and the activation of ROCK/Rho [66]. They further studied the role of α-catulin and, in
2015, published a paper showing that α-catulin is responsible for the chemoresistance of
melanoma cells to cisplatin. This reduction in cisplatin-mediated apoptosis of melanoma
cancer cells is due to the fact that α-catulin is responsible for NF-κB, AP-1 activation and
ERK phosphorylation, and, in the case of knockdown of α-catulin, the cisplatin-mediated
apoptosis was shown to be enhanced [67].

7. Conclusions

α-catulin, together with vinculin and α-catenins, belongs to the vinculin family of
proteins, best known for their actin-filament binding properties and crucial roles in cell-cell
and cell-substrate adhesion; however, despite sequence homology, α-catulin seems to have
independent roles. α-catulin has been shown to be important in inflammation, apoptotic
resistance, cytoskeletal reorganization, senescence resistance, cancer progression, and EMT.
Multiple binding proteins of α-catulin revealed in recent years suggest a molecular hub
function, integrating a cytoskeleton with a number of signaling pathways. Unfortunately,
the molecular mechanisms of α-catulin action are still poorly characterized and need further
investigation, especially in the field of cancer progression.

Increased α-catulin expression was observed in the invading front of squamous cell
carcinoma, and its depletion led to decreased invasion and metastasis in a xenograft
transplant mouse model. α-catulin was also reported to be upregulated in a highly invasive
non-small cell lung cancer cell line, as well as in breast and prostate cancer. Despite multiple
reports describing α-catulin as an important factor contributing to cancer cell migration
and invasion, the exact molecular mechanism leading to this phenotype remains unclear.

As α-catulin depletion was shown to have a strong effect on RhoA signaling and
the actomyosin cytoskeleton arrangement, it will be crucial to further investigate the
role of α-catulin in spatial RhoA distribution during cell migration. Further experiments
encompassing mass spectrometry are currently underway in our laboratory in order to
identify potential α-catulin interaction partners contributing to the front-rear stabilization
of migrating cancer cells.

A question also remains about potential α-catulin and cadherin interactions. The
role of α-catulin in the process of EMT and the switch between relatively stable cell-
cell contacts and an increase in motility, which is crucial for cancer invasion, is of great
interest. Catulin expression was reported to be upregulated when α-catenin, a cell-cell
junction protein, was conditionally lost in the epithelium, which was accompanied by an
increased proliferation rate and migrative properties. Therefore, further investigations
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at the structural, cellular, and functional levels are also needed to understand the exact
sequence of molecular interactions and conformational changes operating between the
cadherin/β-catenin/α-catenin complex and α-catulin and F-actin and tension-dependent
remodeling of cell-cell adhesion.

An analysis of α-catulin dynamics using high-resolution live imaging should help us
to map α-catulin’s localisation and interactions in time and space. These could bring us
closer to solving how α-catulin orchestrates adhesion and the actin cytoskeleton.

As α-catulin is broadly expressed and plays multiple physiological functions both
during development and adult life, direct therapeutic strategies towards silencing its gene
may not be applicable. On the other hand, targeted disruption of signaling pathways
originating or ending at α-catulin may be a more promising therapeutic target.
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Abstract: Hepatocellular carcinoma (HCC) remains the third leading malignancy worldwide, causing
high mortality in adults and children. The neuropathology-associated gene AEG-1 functions as a
scaffold protein to correctly assemble the RNA-induced silencing complex (RISC) and optimize or
increase its activity. The overexpression of oncogenic miRNAs periodically degrades the target tumor
suppressor genes. Oncogenic miR-221 plays a seminal role in the carcinogenesis of HCC. Hence, the
exact molecular and biological functions of the oncogene clusters miR-221/AEG-1 axis have not yet
been examined widely in HCC. Here, we explored the expression of both miR-221 and AEG-1 and
their target/associate genes by qRT-PCR and western blot. In addition, the role of the miR-221/AEG-1
axis was studied in the HCC by flow cytometry analysis. The expression level of the AEG-1 did
not change in the miR-221 mimic, and miR-221-transfected HCC cells, on the other hand, decreased
the miR-221 expression in AEG-1 siRNA-transfected HCC cells. The miR-221/AEG-1 axis silencing
induces apoptosis and G2/M phase arrest and inhibits cellular proliferation and angiogenesis by
upregulating p57, p53, RB, and PTEN and downregulating LSF, LC3A, Bcl-2, OPN, MMP9, PI3K, and
Akt in HCC cells.

Keywords: HCC; miR-221; astrocyte elevated gene-1; angiogenesis; cell proliferation; regulatory genes

1. Introduction

Hepatocellular carcinoma (HCC) is the most common cancer and the third leading
cancer-related death with a poor prediction [1]. HCC is the fastest rising cancers, following
others, and has the highest incidence in developing countries, such as India [2]. Hepatitis
B virus (HBV) and hepatitis C virus (HCV) are major risk factors in developing human
HCC, with approximately 50–80% of cases from HBV and 10 to 25% from HCV infections,
respectively [3]. Non-alcoholic fatty liver disease (NAFLD) has a role in developing HCC
caused by the accumulation of fat exceeding 5% of liver weight in the absence of alcohol.
NAFLD is a non-viral risk factor for developing HCC worldwide that majorly causes liver
damage that leads to HCC from liver cirrhosis [4,5]. Surgery is considered the primary
treatment for HCC, and recent studies have reported that chemotherapy is the most suitable
treatment for HCC [6]. Nevertheless, the overall survival time of drug-treated patients is
merely 2–5 years [7]. The molecular studies and targeted therapies for the regulatory protein
networks of the apoptosis, cell cycle, and angiogenesis progression could be promising for
treating HCC.

MicroRNAs (miRNAs) are a class of short-term endogenous non-coding RNAs, hav-
ing 18–25 nucleotides in length. miRNAs act as oncogenes or tumor suppressors that
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dysregulate their target gene expression at the post-transcription level [8,9]. miRNAs are
considered key mediators in various biological processes, including cell proliferation, apop-
tosis, and angiogenesis by dysregulation of specific target mRNAs [10,11] or the signaling
pathways, such as PTEN/PI3K/Akt [12]. It is targeted by several miRNAs, particularly
miR-221/222 [13], miR-543 [14], miR-146b [15], and miR-181a/b-1 [16] through binding
in the 3’ Untranslated Region (UTR). Furthermore, miRNAs are involved in the NAFLD
progression in various cell types and are considered a potential biomarkers [4]. Recent
studies suggest that both tumor suppressors and oncogenic miRNAs correlate with several
human diseases and play a critical role in cancer initiation and progression, especially the
miR-221, which acts as an oncogene and induces carcinogenic activities in various human
cancers, including HCC [17–19]. However, miR-221 specificity and sensitivity in HCC are
not yet completely explored.

Astrocyte elevated gene -1 (AEG-1), also called Metadherin (MTDH) or protein Lysine
Rich CECAM1 (LYRIC), has been reported as a human immunodeficiency virus (HIV)-
1-inducible gene in human fetal astrocytes [20,21]. AEG-1 is overexpressed frequently
and acts as an oncogene in several cancers, including HCC, but the clinical level studies
of AEG-1 in the tumor initiation and progression in HCC are still unclear. AEG-1 plays
a crucial role in cancer metastasis by regulating cell invasion and migration, apoptosis,
angiogenesis, and chemo-resistance. The AEG-1 oncogene promotes the cells as aggressive
cancers from the normal condition by dysregulating the corresponding proteins through
the signaling pathways, such as PI3K/Akt [22,23]. During the RISC Complex formation,
AEG-1 works as a scaffold protein and activates the miRNA as Onco-miR, which leads to
the activation or degradation of specific regulatory genes [24].

Several studies have proven that the ectopic expression of miR-221 regulates the HCC
by individual or cluster [25,26]. Meanwhile, several tumor suppressor miRNAs regulate
AEG-1, and emerging evidence revealed that the lack of targeting miRNAs’ expression
during carcinogenesis leads to the activation of AEG-1 [25,27]. However, numerous studies
analyzed the specific miRNA/oncogene and their regulatory network, especially miR-
221-targeted genes (PHF2 [25], C1QTNF1-AS1 [26]), and AEG-1-targeted miRNAs (miR-
375 [27,28] and miR-195 [29]) in HCC. Hence, the regulation of both oncogene–onco-miR
cluster such as AEG-1/miR-221 axis on the HCC regulatory network is still limited. In
this study, we aimed to investigate the miR-221/AEG-1 axis regulations and molecular
mechanisms for the potential targets in HCC.

2. Results
2.1. Clinical Significance of AEG-1 and miR-221 in Hepatocellular Carcinoma Patients. - MiR-221
and AEG-1 Were Highly Expressed in Hepatocellular Carcinoma Patients

TIMER 2.0 (http://timer.cistrome.org/) (accessed on 13 August 2022) analysis showed
that AEG-1 was upregulated in BRCA (breast invasive carcinoma), CHOL (cholangiocar-
cinoma), COAD (colon adenocarcinoma), ESCA (esophageal carcinoma), HNSC (head
and neck cancer), KIRC (kidney renal clear cell carcinoma), LIHC (liver hepatocellular
carcinoma), LUAD (lung adenocarcinoma), LUSC (lung squamous cell carcinoma), READ
(rectum adenocarcinoma), STAD (stomach adenocarcinoma), THCA (thyroid carcinoma),
and UCEC (uterine corpus endometrial carcinoma) (Figure 1A). AEG-1 was 15% amplified
in LIHC (Figure 1B) (www.cbioportal.org) (accessed on 13 August 2022). Meanwhile, we
investigated the expressions of AEG-1 and miR-221 in LIHC from TCGA data using the
UALCAN and (http://starbase.sysu.edu.cn) (accessed on 13 August 2022) portal. Findings
showed that AEG-1 and miR-221 were highly expressed in LIHC compared to normal
tissues (Figure 1C,D). Next, we observed that low expressions of AEG-1 and miR-221
had high rates of OS (overall survival), RFS (relapse-free survival), PFS (progression-free
survival), and DSS (disease-specific survival) in the Kaplan–Meier plotter (Figure 1E,F). The
correlation of PTEN, Akt, PI3K, and AEG-1 mRNA expression was performed using GEPIA
2 plotter. The results showed that PTEN, Akt, and PI3K mRNA expression was significantly
correlated with AEG-1 mRNA expression (Figure 1G). Altogether, these results suggest
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that the low expression of AEG-1 and miR-221 was associated with a better prognosis in
hepatocellular carcinoma patients.
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 Figure 1. High expression of AEG-1 and miR-221 with poorer prognosis in liver cancer pa-
tients. (A). The mRNA expression of AEG-1 showed across all TCGA tumors, T (tumor—red)
and N (normal—blue), Wilcoxon test used for statistical significance analysis (* p-value < 0.05;
** p-value < 0.01; *** p-value < 0.001) by using TIMER 2.0. (B) AEG-1 was amplified (red) in 15%
of LIHC (liver hepatocellular carcinoma) (www.cbioportal.org) (accessed on 13 August 2022).
(C) The AEG-1 mRNA expression was examined in normal (blue) (n = 50) and tumor (red) tis-
sues (n = 371) from the cases of LIHC in the TCGA database using UALCAN (accessed on 13
August 2022). (D) miR-221 expression was examined in normal (blue) (n = 50) and tumor (or-
ange) tissues (n = 370) from the cases of LIHC using the publicly available TCGA database using
(http://starbase.sysu.edu.cn) (accessed on 13 August 2022) portal. (E) The Kaplan –Meier plot shows
that a lower expression of miR-221 is associated with better overall survival of hepatocellular carci-
noma patients. (F) Kaplan–Meier survival curves of liver cancer patients showed AEG-1 expression
on overall survival (OS), relapse-free survival (RFS), progression-free survival (PFS), and disease-
specific survival (DSS); the cutoff value of AEG-1 expression was set as its median value (accessed
on 13 August 2022). (G) Pearson’s correlation between AEG-1 and PTEN, Akt, and PI3K expression
in LIHC patients using the TCGA database using GEPIA 2 (Gene Expression Profiling Interactive
Analysis) (accessed on 13 August 2022).
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2.2. Ectopic Expression of miR-221/AEG-1 in HCC Cell Line Panel

We investigated the miR-221 and AEG-1 expressions in normal human liver epithelial
cells (THLE-2) and HCC cell line panels (HepG2, Huh7, and Hep3B) by qRT-PCR. The
results revealed that the miR-221 and AEG-1 expressions were upregulated in all HCC
cell lines compared to human liver epithelial cells (Figure 2A,B). Next, we analyzed the
expression of miR-221 in the miR-221 mimic- (Figure 2C), miR-221 inhibitor- (Figure 2D),
and AEG-1 siRNA- (Figure 2E) transfected groups. The miR-221 inhibitor- and AEG-1
siRNA-transfected groups showed decreased miR-221 expression, and the miR-221 mimic-
transfected group showed ectopic expression of miR-221. Moreover, we examined the role
of miR-221 mimic, miR-221 inhibitor, and AEG-1 siRNA on AEG-1. The results showed that
the miR-221 mimic and miR-221 inhibitor did not alter the AEG-1 mRNA levels (Figure 2F)
and AEG-1 siRNA silenced the AEG-1 mRNA levels in HCC cells (Figure 2G).

2.3. miR-221/AEG-1 Axis Regulates Apoptosis, Cell Cycle, Angiogenesis, and Autophagy
Mechanism by the Activation of Regulatory Genes in HCC Cells In Vitro

Next, we analyzed the AEG-1 and miR-221 roles in their regulatory network, which
regulates cell cycle, apoptosis, angiogenesis, and autophagy in miR-221 mimic-, miR-
221 inhibitor-, AEG-1 siRNA-, and their corresponding controls-transfected HCC panel
by qRT-PCR. We observed the decreased expression of LSF, MMP9, OPN, Bcl2, LC3A,
and PI3K/Akt and increased the PTEN, p57, p53, and RB expressions (Figures 3 and 4) in
the AEG-1 siRNA- and miR-221 inhibitor-transfected groups in HCC cells. The outcomes re-
vealed that AEG-1 and miR-221 could play an essential role in the HCC regulatory networks.

2.4. Knockdown of miR-221 and AEG-1 Inhibits Invasion, Migration, and Cellular Proliferation
In Vitro

Next, we examined the effects of AEG-1 and miR-221 in the invasion, migration, and
cellular proliferation activity by transwell assays, wound healing, and cell viability assays
(MTT) in miR-221 mimic/inhibitor-, AEG-1 siRNA-, with their corresponding control-
transfected HCC cells in in vitro. The results confirmed that the silencing of miR-221
and AEG-1 effectively inhibits HCC cell invasion (Figure 5A), migration (Figure 5B), and
cellular proliferation (Figure 5C) (Supplementary Figure S1A–C) compared with their
controls. These results confirmed that onco-miR-221 and AEG-1 oncogene are possible
regulators of cell proliferation and migration in HCC cells.

2.5. Downregulation of miR-221 and AEG-1 Promotes Apoptosis and Cell Cycle Arrest in HCC
Cells In Vitro

Furthermore, we performed flow cytometry analysis to confirm the miR-221 and
AEG-1 regulation of cell cycle and apoptosis in HCC cells. HCC cells were treated with
miR-221 mimic/inhibitor and AEG-1 siRNA and performed cell cycle analysis by PI
staining and apoptosis assay by Alexa Fluor-conjugated Annexin V-FITC/PI dual-staining.
The apoptosis (Figure 6A) and cell cycle (Figure 6B) results showed that the percentage of
the apoptotic cells increased in G0-G1 and induced cell cycle arrest in sub-G1 and G2/M
compared with miR-221 mimic and their corresponding control groups. These results
proved that miR-221 and AEG-1 were involved and could control cell cycle regulation
and apoptosis.

2.6. Downregulation of miR-221 and AEG-1 Inhibits Angiogenesis and Enhances Apoptosis and
Cell Cycle Arrest by Modulating Regulatory Proteins In Vitro

We analyzed the AEG-1 protein expression HCC panel and confirmed that the relative
protein expression of AEG-1 was overexpressed significantly in HepG2, Huh-7, and Hep3B
compared to THLE-2 cells (Figure 7A). Following, the HCC cells were transfected with
miR-221 mimic, miR-221 inhibitor, and AEG-1 siRNA, with corresponding controls to
analyze the relative AEG-1 expression. The results showed that miR-221 mimic, miR-221
inhibitor, and their corresponding controls did not alter AEG-1 expression and significantly
decreased in the AEG-1 siRNA-transfected group when compared to the control (Figure 7B).
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Figure 2. The relative miR-221 and AEG-1 mRNA levels in HCC cell lines. The miR-221 (A) and 
AEG-1 (B) relative mRNA levels analyzed in HCC cell line panels, the relative miR-221 expression 

Figure 2. The relative miR-221 and AEG-1 mRNA levels in HCC cell lines. The miR-221 (A) and
AEG-1 (B) relative mRNA levels analyzed in HCC cell line panels, the relative miR-221 expression in
miR-221 mimic- (C), miR-221 inhibitor- (D), and AEG-1 siRNA- (E) transfected HCC cells. The relative
mRNA levels of AEG-1 in miR-221 mimic/inhibitor- (F) and AEG-1 siRNA-transfected groups in HCC
cells (G). The RNU6 and GAPDH were used as internal controls. Error bars presented as mean ± s.d
and p-values represented as *** p < 0.001, **** p < 0.0001. ns represented as non-significance.
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Figure 3. AEG-1 and miR-221 regulate angiogenesis and cell cycle regulatory mRNA expressions
in the HCC cell lines. The regulatory mRNAs expressions which regulate angiogenesis (LSF and
MMP9) and cell cycle (p57, p53, and RB) were analyzed in miR-221 mimic-, miR-221 inhibitor-, AEG-1
siRNA-, and their corresponding control-transfected HepG2, Huh7, and Hep3B cells by using qRT-
PCR. The GAPDH was used as an internal control. Error bars presented as mean ± s.d and p-values
represented as * p < 0.05, ** p < 0.01, and *** p < 0.001. ns represented as non-significance.
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Figure 4. AEG-1/miR-221 regulates the apoptosis and autophagy regulatory mRNAs in the HCC
cell lines. The apoptosis and autophagy regulatory mRNAs (OPN, Bcl-2, PTEN, LC3A, PI3K, and
Akt) expressions were analyzed in miR-221 mimic-, miR-221 inhibitor, and AEG-1 siRNA-transfected
HCC cells by using qRT-PCR, and GAPDH used as an internal control. Error bars presented as
mean ± s.d. and p-value represented as * p < 0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001 compared
with corresponding controls.
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Figure 5. Silencing of AEG-1 and miR-221 inhibits HCC cell migration and proliferation in vitro. The
effect of the miR-221/AEG-1 measured on HCC cell migration and cell proliferation in the miR-221
mimic-, miR-221 inhibitor-, AEG-1 siRNA-, and their control-transfected HepG2, Huh7, and Hep3B
cells by invasion (A), migration (B), and MTT assay (C) in vitro. Images analyzed using Image J
(NIH) (scale bar, 100 µm). Error bars presented as mean ± s.d and p-value represented as ** p < 0.01,
*** p < 0.001 compared to the corresponding controls.

Furthermore, we investigated the impact of miR-221 and AEG-1 knockdown on
regulatory proteins, which regulate the apoptosis, cell cycle, angiogenesis, and autophagy
in HepG2 (Figure 7C), Huh7 (Figure 7D), and Hep3B (Figure 7E) cells. The results showed
that the knockdown of miR-221 and AEG-1 significantly inhibited LSF and MMP9 and
upregulated p57, p53, and RB protein levels when compared to the control. Moreover,
we demonstrated the apoptosis and autophagy regulatory protein expression in miR-221
inhibitor- and AEG-1 siRNA-transfected groups of HepG2 (Figure 8A), Huh7 (Figure 8B),
and Hep3B (Figure 8C) cells. The results indicated that the silencing of miR-221 and AEG-1
significantly increased PTEN protein levels and decreased OPN, Bcl-2, LC3A/B, PI3K,
and p-Akt protein levels when compared to miR-221 mimic and control groups. Thus, we
identified that miR-221 and AEG-1 are possible oncogenes in HCC.
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Figure 6. The effects of AEG-1/miR-221 on HCC cell cycle regulation and apoptosis. The effects of 
AEG-1/miR-221 on apoptosis (A) and cell cycle (B) analyzed in the miR-221 mimic-, and miR-221 
inhibitor-, AEG-1 siRNA-, and their corresponding control-transfected HCC cells in vitro by flow 
cytometry analysis. Error bars presented as the mean ± s.d. and p-values represented as ** p < 0.01, 
*** p < 0.001 compared to the corresponding controls. 
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Figure 6. The effects of AEG-1/miR-221 on HCC cell cycle regulation and apoptosis. The effects of
AEG-1/miR-221 on apoptosis (A) and cell cycle (B) analyzed in the miR-221 mimic-, and miR-221
inhibitor-, AEG-1 siRNA-, and their corresponding control-transfected HCC cells in vitro by flow
cytometry analysis. Error bars presented as the mean ± s.d. and p-values represented as ** p < 0.01,
*** p < 0.001 compared to the corresponding controls.
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Figure 7. The effect of AEG-1/miR-221 was analyzed on cell cycle and angiogenesis regulatory
proteins in HCC cell lines. The relative AEG-1 protein expression in THLE-2, HepG2, Huh7, and
Hep3B cells (A) and miR-221 mimic-, miR-221 inhibitor-, and AEG-1 siRNA-transfected HCC cells (B).
The regulatory protein expressions which regulate angiogenesis (LSF and MMP 9) and cell cycle
(p57, p53, and RB) were analyzed in miR-221 mimic-, miR-221 inhibitor-, AEG-1 siRNA-, and their
controls-transfected HepG2 (C), Huh 7 (D), and Hep3B (E) cells by western blot. p-Values presented
as * p < 0.05, ** p < 0.01,*** p < 0.001, **** p < 0.0001 and error bars presented as the mean ± s.d.
ns—(non-significant) compared to the controls.
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Figure 8. Ectopic expression of AEG-1/miR-221 dysregulates apoptosis and autophagy regulatory 
protein levels in HCC cell lines. The relative expressions of apoptosis (OPN and Bcl-2), autophagy 
(LC3A/B), PTEN, and PI3K/Akt proteins were analyzed by western blotting in the mock control, 
miR-221 mimic, miR-221 inhibitor, AEG-1 siRNA, and corresponding controls transfected HepG2 
(A), Huh7 (B), and Hep3B (C) cells using β-actin as an internal control. Error bars are represented 
as mean ± s.d. and * p < 0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001 compared to the control group. 
ns: non-significance. 

3. Discussion 

Figure 8. Ectopic expression of AEG-1/miR-221 dysregulates apoptosis and autophagy regulatory
protein levels in HCC cell lines. The relative expressions of apoptosis (OPN and Bcl-2), autophagy
(LC3A/B), PTEN, and PI3K/Akt proteins were analyzed by western blotting in the mock control,
miR-221 mimic, miR-221 inhibitor, AEG-1 siRNA, and corresponding controls transfected HepG2 (A),
Huh7 (B), and Hep3B (C) cells using β-actin as an internal control. Error bars are represented as
mean ± s.d. and * p < 0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001 compared to the control group. ns:
non-significance.

3. Discussion

Recently, cancer has been the main challenge globally with limited treatment. Chemother-
apy is considered a potential treatment that improves the survival of the patients. However,
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early cancer detection and prevention remain challenged because it is the only disease
affecting the normal cell directly without any injury. In recent days, targeted therapies have
been considered an advanced treatment for early detection and cancer metastasis [30]. HCC
is one of the aberrant cancers in growing countries such as India. HBV, HCV, and NAFLD
are the common risk factors for causing HCC [31], which stimulates cell proliferation
by regulating several oncogenes or oncogenic miRNAs, especially AEG-1 [32] and miR-
221 [33]. Astrocyte-elevated genes are one of the targets of the tumor-associated antigen
(TAA), which also is a component of RISC that leads to regulating the miRNAs [20,21,34].
TAA is a class of tumor antigens that are overexpressed in cancer cells and observed in a
lower expression in normal cells. TAA promotes tumorigenesis by regulating cell prolifera-
tion, chemoresistance, metastasis, and apoptosis in cancers like HCC [28]. These findings
revealed that AEG-1 is frequently overexpressed in human cancers and associated with
several hallmarks of HCC. We affirmed the previous findings that AEG-1 is overexpressed
in HCC cells, which indicates that AEG-1 is a therapeutic hallmark for HCC.

The advanced evidence showed the miRNAs that contributes in several human patho-
logical process, including cancers. The oncogenic or tumor suppressor miRNAs dysregulate
the specific regulatory mRNAs, which are mainly involved in the malignant activities in-
cluding metastasis, survival, proliferation, chemoresistance, and apoptosis in various
cancers, including HCC. miR-221 is one of the onco-miRNAs that is significantly overex-
pressed in cancers and regulates cell proliferation and metastasis. Our findings revealed
the aberrant expression of miR-221 and its regulation in HCC. These findings prove that
miR-221 plays a crucial role in liver carcinogenesis.

Earlier studies confirmed that AEG-1 was targeted by some tumor suppressor miR-
NAs, especially miR-375 and miR-195. Also, it showed lower expression of these tumor
suppressor miRNAs during carcinogenesis. The ectopic expression of miR-375 and miR-195
inhibited cell proliferation, angiogenesis, and cancer metastasis by targeting and inhibiting
the AEG-1 expression in HCC [8,27–29] and cervical cancers [11]. However, the ectopic
expression of onco-miR-221 enhanced cellular proliferation and metastasis in HCC through
the dysregulation of their targeted oncogenes and tumor suppressor mRNAs [24–26].
Moreover, miR-221 enhanced the angiogenesis activity in HCC by upregulation of SND1
oncogene [35]. These findings confirmed that AEG-1 and miR-221 play major oncogenic
roles and regulate human carcinogenesis, including HCC. The silencing of AEG-1 and miR-
221 inhibits angiogenesis activity and cell proliferation in several cancers, including HCC.
Therefore, we figured that the silencing of AEG-1 and miR-221 inhibits angiogenesis and
cellular proliferation by AEG-1 siRNA and anti-miR-221 in HCC cells. The miRNAs play a
vital role in cell cycle regulation and apoptosis and induce cell cycle regulation by targeting
the regulatory mRNA during carcinogenesis. The ectopic expression of tumor suppressor
miRNAs miR-875-5p and miR-375 enhanced G0 phase apoptosis by G1 Phase arrest. It
confirmed that the upregulation of miR-875-5p [36] and miR-375 [9] induce apoptosis and
cell cycle arrest through the silencing of AEG-1 in cervical cancer and HCC. Our results
confirmed that the silencing of AEG-1 and miR-221 induces apoptosis in sub-G0-G1 and
G2-M phase arrest and inhibits angiogenesis and cellular proliferation in HCC cells.

Previous studies revealed the onco-miR–oncogene cluster regulations and proved that
the upregulation of onco-miR-26a and the CENTG1 oncogene enhances cell proliferation
and metastasis in Glioma cancer cells [37]. However, the molecular mechanisms of the
onco-miR/oncogene cluster and their correlations are still unclear and limited in human
cancers, including HCC, especially the miR-221 and AEG-1 cluster. Therefore, we focused
on the onco-miR–oncogene regulation and correlations in HCC, especially the miR-221
and AEG-1 axis. Also, we analyzed the miR-221 and AEG-1 expressions, correlations, and
effects of this cluster on their regulatory network proteins, which involve apoptosis, cell
proliferation, invasion, autophagy, and angiogenesis in HCC.

Several findings showed that oncogenes or onco-miRNAs target several oncogenes
and tumor suppressor regulatory genes directly, or association through pathways. One of
these oncogenes is the LSF/TFCP2 (transcription factor LSF) involved in the angiogenesis
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regulations and is overexpressed in human cancers, including HCC [38]. The LSF targets
some downstream signal genes and different regulatory mRNAs, including OPN [39] and
MMP9 [40]. Osteopontin (OPN) is a phospho-glycoprotein involved in tumor metastasis
and cell death. The matrix metalloproteinase 9 (MMP9) is also responsible for cell growth
and cancer metastasis. It helps tumor growth by enhancing angiogenesis regulation during
carcinogenesis. The overexpression of LSF enhances the angiogenesis activity, cell invasion,
and migration in HCC cells. In addition, it was previously identified that the transcription
factor LSF is a direct downstream target of AEG-1, and the LSF mRNA levels significantly
increased during the overexpression of AEG-1 in HCC cells [41].

Interestingly, miR-221 regulates OPN in osteoblasts and induces the OPN protein levels
during carcinogenesis [42]. On the other hand, the AEG-1 targets MMP2/9 in thyroid cancer
cells and enhances cell invasion and migration by inducing the MMP2/9 [43]. Moreover,
the upregulation of miR-221/222 regulates and induces the MMP-9 protein expression in
pancreatic cancers [44]. Our outcomes confirmed that the LSF, OPN, MMP-9 mRNA, and
protein levels decreased while silencing the miR-221 and AEG-1 in HCC cells. The miRNAs
or oncogenes regulate their downstream target proteins through direct targets or signaling
pathways. The signaling pathways playing critical roles and promoting carcinogenesis
include tumor initiation and progression. NF-κB is an essential transcription factor, and
several pathological and physiological processes regulate this pathway in human cancers,
including cancer development and metastasis. The NF-kB is an aberrant expression in
tumors by the miRNAs or some oncogenes through different molecular mechanisms [45],
including AEG-1 [46] and miR-221 [47].

miRNAs play a crucial role in cell proliferation that controls or promotes cell differen-
tiation by dysregulating the cell cycle or apoptosis regulatory proteins such as PTEN, p27,
and p57 in human cancers. The PTEN is a tumor suppressor protein that helps prevent
cell proliferation and induces cell cycle arrest to promote apoptosis in normal conditions
(48,49). The cyclin-dependent kinase inhibitor 1B (P27) and cyclin-dependent kinase in-
hibitor 1C (p57) work as inhibitors of the cyclin/cyclin-dependent kinase (CDK) complexes
in the different phases of the cycle to prevent cell differentiation and induce the cell cycle
arrest. The ectopic expression of miR-221 regulates PTEN, inhibiting its expression in lung
cancer [48] and inhibiting the p57 and p27 protein levels in HCC. During knockdown of the
miRNA-221, the p57 and p27 expression level increases, resulting in induced cell death in
HCC cells [49]. On the other hand, some findings showed that the AEG-1 oncogene targets
PTEN and p57 and regulates their protein level in HCC [24]. Our results also prove that
the PTEN, p27, and p57 expressions significantly increase while silencing the AEG-1 and
miR-221 in HCC cells.

The activation of the NF-kB signaling pathway alters several regulatory proteins,
including PTEN. The overexpression of NF-kB inhibits the transcription level of PTEN by
the activation of anti-apoptotic protein Bcl-2 and promotes cell proliferation [50]. NF-kB
inhibits cell death and promotes cell proliferation in prostate cancer by the overexpression
of Bcl-2 [51]. Some previous studies confirmed that AEG-1 regulates Bcl-2 and significantly
downregulates the Bcl-2 protein levels while silencing the AEG-1 in HCC [52]. Moreover,
the miR-221 regulates Bcl-2 and BAX proteins, enhances the BAX protein level, and inhibits
Bcl-2 while silencing the miR-221 in bladder cancer [53]. The PI3K/Akt is another essential
signaling pathway that involves and regulates cancer activation and metastasis. The
upregulation of PI3K/Akt induces MDM2-mediated p53 degradation by silencing PTEN
protein levels in gastric cancer [54].

In cervical cancer, retinoblastoma (RB1) is a tumor suppressor protein regulated by
PTEN. PTEN inhibits the PI-3 Kinase-mediated RB phosphorylation in cervical cancer
by deregulating phosphatidylinositol 3,4,5 triphosphate Phosphorylation [55]. Moreover,
RB1 regulates NF-kB and inhibits NF-kB transcriptional activity in prostate cancer [56].
Autophagy is a mechanism considered essential for cancer cell survival and cell death. Most
of the signaling pathways and regulatory genes are involved in the autophagy mechanism
and regulate their function, including Bcl-2 [57], p53 [58], PTEN, PI3K/Akt [59], and NF-
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kB [60] in human diseases, including cancer. In this way, onco-miR-221 and AEG-1 clusters
may regulate the apoptosis, cell cycle, angiogenesis, and autophagy regulatory proteins
PI3K, Akt, p53, p57, Bcl-2, RB1, OPN, MMP9, and LSF in HCC. We obtained similar results
in AEG-1 siRNA- and miR-221 inhibitor-transfected HCC cells.

Based on the earlier studies, both AEG-1 and miR-221 regulate several cancers, in-
cluding HCC, by direct targeting or through signaling pathways. Hence, the interaction
between the AEG-1 and miR-221 in HCC is not yet known. We identified a part of this,
such as AEG-1 and miR-221 regulating cooperatively in HCC tumorigenesis.

4. Materials and Methods
4.1. Cell Lines, Cell Culture

Human HCC cell lines (HepG2, Huh7, and Hep3B) were obtained from the National
Centre for Cell Science (NCCS), Pune, India, and cultured in DMEM with 10% FBS (fe-
tal bovine serum) and 1% PS (penicillin streptomycin) (Invitrogen, Carlsbad, CA, USA).
The normal liver epithelial cell line THLE-2 (ATCC-CRL-2706) was purchased from the
American Type Culture Collection (ATCC, Manassas, VA, USA) and cultured in Bronchial
Epithelial Cell Growth Medium (BMEM) with 0.08% phosphoethanolamine (Sigma Aldrich
St. Louis, MO, USA), 10% FBS, and 0.06% epidermal growth factor (EGF), human recom-
binant (Corning, NY, USA). The cells were cultured in a 37 ◦C humidified chamber with
5% CO2.

4.2. miRNA and siRNA Transfection

HCC cells were cultured in a 6-well plate (1 × 106) and transfected with miR-221
mimic, miR-221 inhibitor, and their control miRNAs (5 µM), small interfering RNA (siRNA)
negative control, and AEG-1 siRNA (sense: 5′-GACACUGGAGAUGCUAAUAUU-3′,
antisense: 5′-UAUUAGCAUCUCCAGUGUCUU-3′) (2 nM) as per the manufacture proto-
cols using Lipofectamine 2000 and RNAi MAX reagents (Invitrogen, USA) in Opti-MEM
medium (Thermo Fisher, Waltham, MA, USA). The mock control group was treated with
transfection reagent alone in Opti-MEM (Without miRNAs and siRNAs). The transfection
complex was prepared, and the cells were added directly to the transfection complex and
incubated at 37 ◦C for 48 h. The transfection complex was removed in 6–8 h incubation
and replaced with the fresh culture medium. The cells were collected and analyzed for the
effects of miRNA and siRNA on the treated groups after 48 h transfection by quantitative
real-time PCR (qRT-PCR) (Life Technologies, Burlington, Ontario, Canada).

4.3. Quantitative Real-Time PCR

Total RNA was isolated from the RNAi-transfected HCC cells using TRIZOL (Invitro-
gen, CA, USA). The 2 µg of total RNA was collected and randomly primed to synthesize
the complementary DNA (cDNA) using the SuperScript First Strand cDNA Synthesis kit
(K1622) (Thermo Fisher Scientific, Waltham, MA, USA) as per the manufacturer’s proto-
col. Following, we performed the qRT-PCR using Step One plus qRT-PCR system (Life
Technologies, Burlington, ON, Canada) with SYBR™ Green Master Mix—Real-Time PCR
Master Mix (Applied Biosystems, Waltham, MA, USA) to analyze the miR-221, AEG-1,
LSF, MMP9, p57, p53, RB, OPN, PTEN, Bcl-2, PI3K, Akt, and LC3A mRNA expressions.
The primers were purchased from Eurofins Genomics (Louisville, KY, USA) and listed in
Supplementary Table S1. The U6 snRNA and GAPDH were internal controls for miR-221
and AEG-1. The data was collected, and the specificity of the primers was verified by
melt curve analysis. The fold changes of miR-221 and mRNAs were calculated using the
2−∆∆Ct method.

4.4. Transwell Migration and Invasion Assay

The transwell chamber (Corning) with the Matrigel-coated insert (2 mg/mL) was
used for the invasion assay, and the Matrigel-free inserts were used for the migration
assay. For invasion assay, cells were transfected with miR-inhibitor, miR-221 mimic, AEG-1
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siRNA, and their corresponding controls for 48 h. Following the incubation, cells were
collected and seeded (1 × 105) in the upper chamber of the 8 µm transwell inserts with
a serum-free DMEM. FBS (10%) containing DMEM was filled in the lower chamber and
incubated for 48 h at 37 ◦C. After, the upper chamber was removed from the plate and fixed
with methanol for 20 min at RT and stained with crystal violet (0.1 mg/mL). Following
the staining, the non-invading cells were removed from the surface of the Matrigel, a
cotton swab was used for removal, and the invading cells on the bottom of the upper
chamber were imaged and counted using a light microscope with 20×magnification (Carl
Zeiss, North York, ON, Canada). The same method was performed on the Matrigel-free
membrane inserts.

4.5. Annexin V-FITC/PI Double Staining of Cell Apoptosis

The Annexin dual staining assay was performed to detect the apoptosis activity in
HCC cells using Annexin V-FITC and propidium iodide (PI) (Invitrogen, Carlsbad, CA,
USA). The cells were collected after 48 h incubation and washed twice with ice-cold
phosphate buffer saline (PBS), and then the cells were resuspended in 100 µL of binding
buffer containing Annexin V-FITC (5 µL) and PI (1 µL) (1 mg/mL) and kept in the dark
(RT) for 15 min. Following the incubation, 400 µL of the binding buffer was added to each
tube, and the cells were mixed well and analyzed within an hour using BD Accuri C6 Flow
Cytometer (BD Biosciences, Franklin Lakes, NJ, USA). FlowjoTM software (v.10.0.6) (Becton,
Dickinson and Company, Ashland, OR, USA) was used for data analysis.

4.6. Propidium Iodide Staining of Cell Cycle Analysis

The flow cytometry analysis was performed to analyze the cell cycle using propidium
iodide staining. After 48 h transfection, cells were collected and washed with ice-cold PBS
twice and fixed with 70% ice-cold ethanol at −20 ◦C for 24 h. Following the incubation,
cells were stained with 250 µL of propidium iodide (PI) containing RNAs staining solution
(50 mg mL/1 mg) (MP Biomedicals, Santa Ana, CA, USA) and incubated at 4 ◦C in the
dark for 30 min. Following the incubation, samples were mixed well and analyzed using
FACS Calibur flow cytometry (BD FACS). FlowJo™ Software v.10.0.6 (Becton, Dickinson
and Company, Ashland, OR, USA) was used for data analysis.

4.7. Wound-Healing Assay

The HCC cells were seeded in 12-well plates (1 × 105) and transfected with RNAi.
After the 48-h incubation, a wound was created on the surface of the monolayer using a
200 µL tip, and images were captured at different time intervals (0, 12, and 24 h) using Floid
Cell Imaging Station (Life Technologies, Burlington, ON, Canada). The wound gap and
width were measured by using ImageJ (v.1.46r) (National Institutes of Health, Bethesda,
ML, USA).

4.8. MTT Assay

After 48 h of RNAi transfection, the HCC cells were collected and seeded in 96-well plates
(1 × 104). The cells treated with MTT ((3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium
bromide) (0.5 mg/mL) and incubated for 4 h at 37 ◦C. Following the incubation, the medium
was removed and 150 uL of DMSO was added (Sigma-Aldrich, Burlington, MA, USA) to
dissolve the crystals of MTT formazan and the plates were gently mixed for 5 min. The
plate read at 570 nm using a microplate reader (Bio-Rad, Hercules, CA, USA) at different
time intervals (0, 12, and 24 h).

4.9. Western Blotting Analysis

HCC cells were treated with the miR-221 inhibitor, miR-221 mimic, AEG-1 siRNA,
and the corresponding controls. Following the 48 h, the cell lysate was collected and
homogenized using RIPA (Radio Immunoprecipitation Assay) lysis buffer (Santa Cruz
Biotechnology, Dallas, TX, USA). Lowry’s method was performed to estimate the protein.
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The 50 µg of total lysate was mixed with a 4 × SDS loading buffer at a 1:3 ratio, and
samples were heated at 95 ◦C for 9 min. The samples were loaded and separated on SDS-
polyacrylamide gels (12%) (100 V, 2.30 h) and then transferred onto a 0.2 µm nitrocellulose
membrane (150 V, 1.30 h) (Bio-Rad, Hercules, CA, USA) by using Towbin buffer. The
membrane was incubated with 5% BSA or skimmed milk powder (5% skimmed milk
powder in 100 mL TBST (20 mM Tris, 136 mM NaCl, 0.1% Tween 20, (pH 7.6)) at RT to block
the non-specific antibody binding. After 1 h incubation, the membranes were incubated
with primary antibodies against AEG-1 (ab124789), Late SV40 factor (LSF) (ab80445), MMP9
(ab76003), LC3A/B (ab128025), Osteopontin (OPN) (ab91655), PTEN (ab32199), p57, Kip2
(ab75974), p53 (ab1101), RB (ab24), β-actin (ab6276), Bcl-2 (sc-7382), PI3K (sc-1637), and
p-Akt (sc-514032) overnight at 4 ◦C. The membranes were washed with TBST and TBS
3 times (5 min/each) and incubated with alkaline phosphatase (ALP)-conjugated anti-
mouse (ab97020) or anti-rabbit (ab6722) secondary antibodies for 2 h at room temperature.
The BCIP/NBT solution (Merk, Kenilworth, NJ, USA) was used to detect the bands, and
the densitometry of the band was analyzed using ImageJ (v.1.46r) (National Institutes of
Health, Bethesda, ML, USA).

4.10. Statistical Analysis

GraphPad Prism (v 7.0) (GraphPad Software, San Diego, CA, USA) was used for
statistical analyses, and one-way ANOVA was used for comparison. p < 0.05 was considered
statistically significant, and all the data were performed and presented in at least three
separate experiments.

5. Conclusions

We investigated and proved that miR-221 and AEG-1 were overexpressed in HCC
and enhanced the HCC tumorigenesis by the regulatory network and signaling pathways.
Recent studies considered targeted gene silencing by oncogenic or tumor suppressor
miRNAs for diagnosis and therapy. We showed both onco-miR-221/AEG-1 oncogene axis
regulations and their role in HCC. Our results indicated that the miR-221 expression level
decreased in AEG-1 siRNA-transfected group, but the miR-221 did not alter the AEG-1
expression level in HCC cells. Our results showed that the miR-221 interaction with AEG-1
through RISC activation of miR-221 may be associated with AEG-1 during RISC complex
formation and regulation by optimizing or enhancing the miR-221 activity. This complex
leads to the dysregulation of their target/associated genes in HCC tumorigenesis.

Moreover, the silencing of both miR-221 and AEG-1 significantly increased the p53,
p57, RB, and PTEN expression levels and decreased BCL2, LSF, MMP9, LC3A, PI3K, and
p-Akt mRNA and protein levels in HCC cells. These findings revealed that the AEG-
1/miR-221 plays a crucial role during HCC tumorigenesis by direct targeting or through
PTEN/PI3K/Akt signaling pathways. Thus, the AEG-1 and miR-221 describe a novel
therapeutic strategy to treat HCC. However, the exact interaction between miR-221 and
AEG-1 in RISC and their molecular mechanism remains unclear. Further studies on the
relationship between miR-221 and AEG-1 are essential to confirm their regulation in vivo.
Further, our future study will explore the miR-221 and AEG-1 effects on RISC in NAFLD or
liver cirrhosis-associated HCC.
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Abstract: The zinc fingers and homeobox (ZHX) family includes ZHX1, ZHX2, and ZHX3, and
their proteins have similar unique structures, containing two C2H2-type zinc finger motifs and
four or five HOX-like homeodomains. The members of the ZHX family can form homodimers or
heterodimers with each other or with a subunit of nuclear factor Y. Previous studies have suggested
that ZHXs can function as positive or negative transcriptional regulators. Recent studies have further
revealed their biological functions and underlying mechanisms in cancers. This review summarized
the advances of ZHX-mediated functions, including tumor-suppressive and oncogenic functions
in cancer formation and progression, the molecular mechanisms, and regulatory functions, such as
cancer cell proliferation, migration, invasion, and metastasis. Moreover, the differential expression
levels and their association with good or poor outcomes in patients with various malignancies and
differential responses to chemotherapy exert opposite functions of oncogene or tumor suppressors.
Therefore, the ZHXs act as a double-edged sword in cancers.

Keywords: zinc fingers; homeoboxes; ZHX1; ZHX2; ZHX3; cancer

1. Introduction

The zinc fingers and homeobox (ZHX) family have three members, including ZHX1–
3 [1–4]. They share similar gene and protein structures [5]. ZHX family members contain
a unique protein structure, two C2-H2 (Cys-Xaa2-Cys-Xaa12-His-Xaa4-His) zinc finger
motifs and four or five HOX-like homeodomains (HDs).

The humansZHX1 and ZHX2 are located on chromosome 8 [1,4], and ZHX3 is located
on chromosome 20 [6]. ZHX1–3 can constitute homodimers or heterodimers and can
interact with the alpha subunit of nuclear factor Y (NFYA) to repress transcription [1–3,6–8].

1.1. ZHX1 Gene and Biological Functions

ZHX1 was initially identified from a murine bone marrow stromal cell [9]. Human
ZHX1 was identified by screening a human liver cDNA library for NFY-interacting protein
isolation [4]. The ZHX1 gene of humans is located in Chr8q24.13, spanning approximately
27 kb. ZHX1 has eight transcripts, including two main ones, 4.5 kilobases (kb) and 5 kb,
respectively. These two transcripts are expressed ubiquitously, although the latter is more
abundant in most tissues [4].

Human ZHX1 contains 873 amino acid residues and is structurally composed of two
C2-H2 motifs and five homeodomains [4]. This is why it is classified as a zinc finger of
homeodomain transcription factor. ZHX1 forms homodimers or heterodimers through
the homeodomain 1 region (amino acids 272–432). ZHX1 functions as a transcriptional
repressor via an acidic region (amino acids 831–873). Achieving complete inhibitory activity
requires dimerization [7].

ZHX1 proteins of humans and mice possess 91% amino acid similarity [8]. The ZHX1
gene of mice is located in chromosome 15, approximately 29 kb in length [2]. ZHX1 mRNA
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is widely expressed in adult mice, with a high expression in the brain and lower levels in
the liver and kidney [9]. It has been reported that the mouse ZHX1 gene expression could
be induced by IL-2 in CTLL-2 cells [10].

Besides interacting with NFYA, ZHX1 binds DNA methyltransferase 3B [11] and the
transcriptional corepressor BS69 to induce repression activity [12].

1.2. ZHX2 and Biological Functions

Human ZHX2 was cloned as a novel ubiquitous transcription factor and a ZHX1-
interacting protein from a yeast two-hybrid screen on a size-fractionated brain cDNA
library [1]. The ZHX2 gene is located on Chr8q24.13, spanning approximately 193 kb.
This gene has two transcripts (splice variants) coding 837aa and 166aa. ZHX2 mRNA
is expressed in various tissues, with the highest levels in the ovaries, and sequentially
lower levels in the lung, heart, kidney, brain, and liver. The pancreas, spleen, testis, and
skeletal muscle have intermediate expression levels. A genome-wide association study
has demonstrated that individuals with the ZHX2 polymorphism G779A have a strong
response to the smallpox vaccine [13].

The mouse ZHX2 gene encodes an 836aa protein, having 87% amino acid identify
with the human ZHX2 protein [14]. ZHX2 contains two C2-H2 zinc finger motifs and five
HDs. This region, called the P domain, is rich in proline and resides between HD1 and
HD2. ZHX2 forms a homodimer with itself or a heterodimer with ZHX1 at the region
containing HD1. In addition, ZHX2 can interact with NFYA at the region between HD1
and HD2. Further studies have revealed that nuclear ZHX2, not cytoplasmic ZHX2, acts as
a transcriptional repressor. The repressor domain resides in a region between the HD1 and
P domains [1,3].

ZHX2 was previously thought to suppress gene transcription. However, in vitro and
in vivo studies showed that ZHX2 positively regulates major urinary proteins’ (Mups) gene
expression [15].

1.3. ZHX3 and Biological Functions

The human ZHX3 gene is located on Chr20q12, spanning approximately 139 kb, and
has 21 transcripts (splice variants). ZHX3 has 956 amino acid residues and, like ZHX1,
contains two C2-H2 motifs and five HDs [6]. ZHX3 forms a heterodimer with ZHX1 and
interacts with NFYA. The pleiotropic HD1 region is responsible for the dimerization with
ZHX1, interaction with NFYA, and repressor function. In addition, two nuclear localization
signals were mapped to the N-terminus at zinc fingers 1 and the HD2 region. Moreover,
protein–protein interaction assays showed that ZHX3 formed a heterodimer with ZHX2
via a region containing HD1. In mice, there are three ZHX3 transcripts of 9.5 kb, 6.5 kb, and
4.4 kb in length, which are ubiquitously and differentially expressed. Functional studies
have revealed that nuclear ZHX3 is a ubiquitous transcriptional repressor and functions as
a dimer [8,16].

Accumulating evidence has demonstrated that ZHX family members play important
roles in cell development, differentiation, and various cancers [17–22]. The aberrant ex-
pression and dysfunction of ZHXs are associated with the occurrence and progression of
various diseases. These include hematological, neurological, and glomerular diseases, as
well as carcinogenesis and its progression [22]. The expression levels are also linked to the
outcomes of several malignancies. Interestingly, the biological functions of ZHXs in cancers
are not consistent. For example, ZHXs act as tumor suppressors or oncogenes in different
types of cancers. The expression levels of ZHXs are also associated with poor or good
outcomes in patients with various malignancies, and act as a “double-edged sword”. This
review focuses on the clinical significance of the oncogenic or tumor-suppressive functions
of ZHX family members in cancers.
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2. Oncogenic or Tumor-Suppressive Functions of ZHXs in Cancers
2.1. ZHX1 and Cancer

ZHX1 has recently been involved in the tumorigenesis of various tumors. The reg-
ulation of ZHX1 expression, its clinical significance, and role in cancer is controversial.
ZHX1 acts as an oncogene or tumor suppressor in different types of cancer (Table 1). ZHX1
contributes to cancer cell proliferation, mobility, migration, and invasion (Figure 1). In
glioblastoma [23], the messenger RNA and protein expression of ZHX1 are increased
compared with normal brain tissue, and ZHX1 overexpression was associated with short
overall survival. In vitro, the knockdown of ZHX1 expression suppressed cell proliferation,
mobility, migration, and invasion in glioblastoma. However, increasing the expression
of ZHX1 enhanced malignant features, which are linked to the regulation of TWIST and
SNAIL, both of which are transcriptional factors for the epithelial–mesenchymal transition
(EMT) and metastasis.

It has been reported that long non-coding RNA (lncRNA), microRNA (miRNA), and
ZHX1 participate in tumor initiation and progression. In vitro and in vivo studies have
shown that LncRNA MALAT1 facilitates glioblastoma cell proliferation and progression
by reducing miR-199a to promote ZHX1 expression. The LncRNA MALAT1-elevated
expression is associated with the poor prognosis of glioblastoma patients [24]. Another
study on glioma also showed that ZHX1 is an oncogene, and it was identified as a target
gene of miR-23b-3p. LncRNA SNHG17 can absorb miR-23b-3p like a sponge to elevate
ZHX1expression; therefore, increased SNHG17 and ZHX1 expressions and the reduced
miR-23b-3p expression were found in glioma tissues. Oncogenic SNHG17 improves cell
proliferation, migration, and invasion in glioma [25]. In addition, lncRNA LINC01140 pro-
mote the development of glioma by downregulating miR-199a-3p expression and indirectly
upregulating ZHX1 expression [26]. These findings strongly suggest that targeting the
lncRNA/miRNA/ZHX1 pathway might provide a new therapeutic strategy for tumors of
the nervous system.

Another study has demonstrated the oncogenic roles of lncRNA DLG1-AS1/miR-
107/ZHX1 axis in cervical cancer [27]. lncRNA DLG1-AS1 was remarkably overexpressed
in cervical cancer tissues, and the cervical cancer patients with a high DLG1-AS1 expression
have worse outcomes. Manipulating gene expression in vitro showed that the knockdown
of the DLG1-AS1 gene inhibited the proliferation of cervical cancer cells. Mechanical studies
showed that the inhibition of miR-107 abrogated DLG1-AS1-mediated ZHX1 expression
via competitive binding between ZHX1 and miR-107. Vice versa, increasing the expression
of miR-107 rescued the role of DLG1-AS1 in cervical cancer cell proliferation, indicating
that the oncogenic effects of DLG-AS in cervical cancer are miR-107/ZHX1-dependent.
ZHX1 also acts as an oncogene in cholangiocarcinoma [28]. Immunohistochemical staining
analysis revealed that ZHX1 is amplified and overexpressed in cholangiocarcinoma tissues.
In vitro studies showed that overexpressing ZHX1 facilitated cholangiocarcinoma cell
proliferation, migration, and invasion. Conversely, ZHX1 knockdown using specific small
interfering RNAs decreased malignant characteristics. Mechanistic studies showed that
ZHX1-mediated tumor promotion might be partially associated with early growth response
1 (EGR1).
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Figure 1. ZHX1 and cancers: biological functions and potential signaling networking.

In contrast, ZHX1 exerts tumor-suppressive functions in gastric cancer [29], in which
ZHX1 expression was reduced. Interestingly, the reduced nuclear expression of ZHX1 was
closely related to a larger tumor size, poorer differentiation, advanced TNM stages, and a
deeper invasion. However, these features were not correlated with lymph node metastasis.
In cultured gastric cancer cells, stable transfection with plasmids overexpressing ZHX1
significantly promoted apoptosis, and inhibited cell proliferation and migration. In nude
mice, the ZHX1 overexpression inhibited the tumor growth that was associated with cell
cycle arrest and a repressed expression of cyclin D1.

Another study on gastric cancers reported by Wang et al. also showed that ZHX1 was
a tumor suppressor and a downstream target of tumor promoter miRNA-199a-3p [30]. MiR-
199a-3p expression was increased in gastric cancer tissues and gastric cancer cell lines. The
study also demonstrated that miR-199a-3p could negatively regulate ZHX1 gene expression
in gastric cancer cells. Therefore, increasing the expression of miR-199a-3p inhibits ZHX1
expression, but reducing miR-199a-3p expression promotes ZHX1 expression. Furthermore,
restoring ZHX1 expression inhibits cancer cell proliferation in vitro.

A more recent study indicated that an increased ZHX1 expression was associated with
a better or worse prognosis for patients with gastric cancer in the clinical stages, including
lymph node metastasis or distant metastasis, and surgical therapy [31]. For instance, a
lower ZHX1 expression was related to a better prognosis of patients without lymph node
metastasis, whereas a higher ZHX1 expression was related to a better prognosis of patients
without distant metastasis. Furthermore, a higher ZHX1 expression was associated with a
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better prognosis of the patients who received surgery therapy and in the patients whose
cancer showed poor differentiation.

A study on clear cell renal cancers (ccRCC) [18] based on an online database showed
that both ZHX1 and ZHX3 expression levels were downregulated, while ZHX2 was up-
regulated. In particular, the ZHX1 and ZHX3 expression levels were remarkably lower,
but ZHX2 expression was higher in the advanced stages compared with the early stages.
In addition, ZHX1 and ZHX3 expression levels were associated with the T stage, while
ZHX1 expression was associated with the M stage. These results suggest that a lower
expression of ZHX1 and ZHX3 is related to the progression of clear cell renal cancers. Fur-
thermore, Kaplan–Meier and multivariate regression analysis showed that a reduction in
ZHX1 mRNA expression is associated with worse survival [18]. Altogether, these findings
indicate that ZHX1 is a tumor suppressor in renal cancer.

In hepatocellular carcinoma (HCC), ZHX1 has also been reported as a tumor suppres-
sor. One study [32] detected a decreased ZHX1 expression from a HCC tumor and cell
sample. In vitro studies have indicated that an increased expression of ZHX1 suppresses
HCC SMMC-7721 cell proliferation. Another study also showed the tumor-suppressive
roles of ZHX1 in HCC, in which miR-199a-3p targeting the ZHX1/PUMA signal was re-
ported to inhibit tumorigenesis. In this case, miR-199a-3p inhibited HCC HepG2 cell growth
in vitro and induced apoptosis by upregulating the expression of ZHX1 and PUMA [33].
In contrast, the knockdown of ZHX1 or PUMA reversed miR-199a-3p-mediated tumor
inhibition roles, as determined by a mechanistic investigation, suggesting that the miR-
199a-3p/ZHX1/PUMA signaling could be linked to BCL2, BCL2-associated X, and cleaved
caspase 3.

The prognostic impact of ZHX1 and ZHX2 in chronic lymphocytic leukemia (CLL)
has recently been reported [34]. CLL patients with reduced ZHX1 and ZHX2 expression
have a worse prognosis. In addition, the accumulation of chromosomal abnormalities was
negatively associated with ZHX1 and ZHX2 expression in CLL patients.

More studies support the tumor-suppressive roles of ZHX1 in T-cell acute lymphoblas-
tic leukemia (T-ALL), showing that ZHX1 was significantly reduced in T-ALL cells; more-
over, other tumor suppressors, such as FOXN2 and FOXN3, were also concurrently down-
regulated in the T-ALL cell lines, in which both FOXN2 and FOXN3 formed a regulator
network and directly activated the transcription of ZHX1 [35]. Furthermore, the physio-
logical expression profile of normal hematopoietic cells revealed that ZHX1 was highly
expressed in T-cells and was lower in B-cells, suggesting biased functions of ZHX1 in
lymphopoiesis [36]. Lastly, the Hodgkin lymphoma cell lines that showed no expression
of orthodenticle homeobox 1 and 2 (OTX1/2) (e.g., OTX 1 and 2 negative) overexpressed
ZHX1, correlating with the genomic amplification of the 8q24 locus, supporting the onco-
genic potential of ZHX1 in Hodgkin lymphoma [36].

2.2. ZHX2 and Cancer

Several studies have demonstrated the tumor-suppressor activities of ZHX2 in hepato-
cellular carcinoma (HCC) and other malignancies (Table 2), but accumulating evidence has
also shown that ZHX2 plays oncogenic roles in carcinogenesis and progression in various
cancers (Table 2).
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ZHX2-involved tumor occurrence, development, progression in various tumors, and
potential molecular mechanisms are summarized in Figure 2. Tumor-suppressive functions
of ZHX2 were supported by the following studies, with most from hepatocellular carcinoma
(HCC). Elevating ZHX2 expression can suppress HCC cell multiplication, colony formation,
and mice tumor size. Conversely, reducing ZHX2 expression by siRNA significantly
enhanced cell proliferation and colony formation [37]. Mechanistic studies demonstrated
that tumor inhibition was through the suppression of Cyclins A and E via a direct binding
between ZHX2 and the promoter domain of Cyclins A and E. The inverse correlation
between ZHX2 and Cyclins A and E was further detected from liver cancer tissues. The
overexpression of ZHX2, including nuclei and the cytoplasm, did not differ in tumor tissues
and adjacent non-tumor tissues. Interestingly, a lower nuclear ZHX2 expression and a
higher cytoplasmic ZHX2 expression were found in HCC tissues, but a higher nuclear ZHX2
expression and lower cytoplasmic ZHX2 expression were found in adjacent non-tumor
tissue. This suggests that a reduced nuclear expression and increased cytoplastic expression
of ZHX2 could play roles in hepatocarcinogenesis. This was further supported by cellular
fragment analysis, showing that the low nuclear expression of ZHX2 was correlated with
a high Cyclins A and E and Ki-67 expression level. Moreover, the patients with reduced
ZHX2 nuclear expression have poor tumor differentiation, larger sizes, and a significantly
shorter survival time [37]. This indicated the critical tumor-inhibitory roles of nuclear ZHX2
in HCC progression. Epigenetic analysis results have revealed that a reduced expression of
ZHX2 was due to the hypermethylation of the ZHX2 promoter [38].
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Figure 2 A previous study demonstrated that the ZHX2 protein was involved in the
postnatal repression of alpha fetoprotein (AFP) in mice [39]. Other studies have shown
that ZHX2 expression in HCC was inversely correlated with serum AFP levels in HCC
patients [14], suggesting a repressive role of ZHX2 on AFP. This was supported by in vitro
experiments, showing that ZHX2 overexpression significantly decreased AFP secretion in
HCC cells and that reducing the expression of ZHX2 restored APF expression in LO2 and
SMMC7721 cells. Luciferase-based assays revealed that the repression of AFP by ZHX2 is
regulated by the AFP promoter and requires intact HNF1 binding sites [40]. Besides the
repression of AFP, ZHX2 also repressed the cancer biomarkers pyruvate kinase M1/2 (PKM)
and hexokinase 2 (HK2) in HCC [16]. Moreover, ZHX2 suppressed oncogenic activation of
glypican 3 (GPC3) in HCC [41]. Special attention has been given to GPC3 because of its
diagnostic potential in HCC [61]. However, ZHX2 expression was negatively associated
with GPC3 from HCC tissues and in cultured liver cell lines. In these studies, the increased
expression of ZHX2 markedly reduced GPC3 expression, while the downregulation of
ZHX2 by small molecules elevated GPC3 expression levels in vitro-cultured cells. Mech-
anistic studies have revealed that the suppressive action of ZHX2 is achieved through
binding to the GPC3 promoter [41].

Epidemiology and clinical studies have demonstrated that virus-related hepatocellular
carcinoma, particularly hepatitis B virus (HBV)-related HCC, is one of the main types
of HCC [62]. During carcinogenesis of HCC, ZHX2 also plays a tumor-inhibitory role
through dysregulating HBV X protein (HBx). In turn, HBx plays an important part in
HBV-related HCC, activating miR-3188 and Notch signaling via CREB, and then inhibiting
ZHX2 expression [42]. Conversely, the interaction between ZHX2 and NFYA can reduce
Notch1. It has been reported that miR-3188 plays an oncogenic role and is highly expressed
in HBV transgenic mice liver and HepG2.215 cells. Knockdown of miR-3188 inhibits cell
proliferation, migration, invasion, and mouse tumor growth [42]. Thus, HBx-miR-3188-
ZHX2-Notch1 is considered as the major signaling pathway during carcinogenesis and
development in HBV-associated HCC. Song et al. also reported that ZHX2 is an HBV-
related tumor suppressor gene in HCC [43]. ZHX2 expression is significantly decreased in
tumor tissues of HBV-positive HCC and livers of HBV-transgenic mice. Further studies
confirmed that ZHX2 expression levels and tumor-suppressive activities were inhibited
by HBV-encoded proteins, particularly HBx [43]. Mechanistic studies showed that ZHX2
expression levels were affected by miR-155 via its seed sites in the ZHX2 3UTR. In fact,
miR-155 levels were significantly increased in HBx-overexpressing HCC cell lines, HBV-
positive HCC tissues, and HBV-transgenic mouse livers. Interestingly, ZHX2 levels were
upregulated when miRNA-155 levels were blocked in vitro [43]. These findings suggest
that HBV-mediated HCC-promoting properties could be attributed to the miR-155-induced
silencing of ZHX2, and they suggest a novel therapy for HBV-related HCC by targeting the
miR-155 pathway.

As an HCC-associated tumor suppressor, ZHX2 is found to be hepatoprotective by
reducing liver lipid levels in a high-fat diet-fed rodent model [63]. In addition, ZHX2 could
suppress lipoprotein lipase and indirectly prevent HCC formation [64]. It is known that
lipogenesis plays an important role in carcinogenesis and the development of HCC. An
experimental study has shown that the overexpression of ZHX2 in HCC cells significantly
inhibited de novo lipogenesis [44]. ZHX2 expression was inversely correlated with the
expression of SREBP1c. Further studies have revealed that ZHX2 inhibited liver tumorigen-
esis and development by inhibiting SREBP1c, which regulates de novo lipogenesis. The
therapeutic strategy provided additional evidence showing that fatostatin, as a SREBP1c
suppressor, attenuated liver tumorigenesis in Zhx2 conditional deletion in the liver of
mouse models. Mechanistically, ZHX2 upregulated miR-24–3p expression at transcription
levels, further leading to the degradation of SREBP1c targeted by miR-24–3p. Conclu-
sively, these data provided a novel mechanism for ZHX2 inhibiting HCC progression, and
targeting the ZHX2/SREBP1c axis could be a novel treatment method of liver cancer.
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Numerous studies have proved that non-alcoholic fatty liver disease (NAFLD) is
closely associated with hepatocellular carcinoma (HCC). ZHX2 was found to be decreased
in NAFLD-HCC liver tissue [45]. This study showed that increasing ZHX2 expression
disturbed lipid homeostasis and hepatocytes’ lipid deposition and prevented exogenous
lipids uptake via the suppression of lipid lipase (LPL), resulting in the inhibition of HCC
cell proliferation. Vice versa, increasing LPL expression in HCC cells could reverse ZHX2-
mediated cell proliferation inhibition, tumor growth in a xenograft mouse model, lipid
metabolism, and tumor formation in mouse liver. Moreover, in an HCC cohort study,
immunohistochemical staining demonstrated a negative correlation between ZHX2 and
LPL expression. Taken together, ZHX2 protects hepatocytes from cell growth and NAFLD-
HCC progression through regulating lipid deposition and the transcriptional repression of
LPL [45].

ZHX2 expression levels have been significantly reduced in liver cancer stem cells
(CSCs) from different origins [46]. Manipulating the deficiency of ZHX2 could enhance
tumor progression and liver CSC stemness. Elevating ZHX2 expression attenuated liver
CSCs transformation from the initiation of tumor formation, self-renewal, and sorafenib-
resistance. Mechanical studies have demonstrated that ZHX2 suppresses liver CSCs via
epigenetic regulation, that is, by suppressing the KDM2A-related demethylation of histone
H3 lysine 36 (H3K36), because the H3K36 promoter has multiple binding sites of stemness-
associated transcription factors, including NANOG, SOX4, and OCT4. Clinical studies have
found that a lower expression of ZHX2 and a higher KDM2A expression were associated
with a shorter survival time, which was linked to the transcriptionally repressing KDM2A
by ZHX2 in HCC. These findings have improved our understanding of the molecular
mechanisms of HCC relapse and drug resistance [46].

Therapeutic studies have also demonstrated that ZHX2 improved the cytotoxicity of
chemotherapeutic drugs by inhibiting multidrug resistance 1 (MDR1) via an interaction
with NFYA in liver tumor cells [48]. Firstly, an inverse correlation of ZHX2 and MDR1
expression levels was observed in HCC tissues by immunohistochemical staining. Secondly,
luciferase reporter assays showed that ZHX2 repressed the promoter activity of the MDR1.
However, the knockdown of NFYA or mutation of the NFY binding site eliminated the
ZHX2-mediated repression of MDR1 at a transcriptional level. This suggests that ZHX2
was interacting with NFYA, thus, reducing NFY binding to the MDR1 promoter.

However, it has been reported that the ZHX2 protein was overexpressed in liver cancer
tissues, and that its upregulation expression was related to poor differentiation and cancer
metastasis [47], suggesting an oncogene role of ZHX2 in HCC.

In lung cancer, ZHX2 exhibits tumor suppressor functions. For example, ZHX2
expression was significantly reduced in the human lung cancer cell lines [49]. Compared
to the control groups, cell growth, moving, and invasion were dramatically inhibited by
ZHX2, in which cell apoptosis and apoptosis-related proteins were increased. In addition,
ZHX2 inhibited tumor growth in terms of the reductions in growth rate, tumor size and
weight, and PCNA-positive cell numbers. Mechanically, ZHX2 acts as a tumor suppressor
in lung cancer by inhibiting the p38MAPK signaling pathway.

In glioma cells, it has been reported that ZHX2 interacts with HNRNPD and further
regulates vasculogenic mimicry (VM) formation through the linc00707/miR-651–3p/SP2
pathway [50]. The expression levels of ZHX2 and miR-651–3p were remarkedly reduced,
while HNRNPD, linc00707, and specific protein 2 (SP2) expression were remarkedly in-
creased in glioma. Moreover, increasing the ZHX2 and miR-651–3p expression or decreasing
the expression of HNRNPD, linc00707, and SP2 suppressed glioma cells’ proliferation, mi-
gration, invasion, and VM formation. Interestingly, by reducing the HNRNPD expression,
it caused an increase in ZHX2 mRNA stability, and ZHX2 negatively regulated the linc00707
expression by binding to its promoter region. Firstly, linc00707 binds with miR-651–3p,
and the latter binds to the SP2 mRNA 3′ untranslated region (3′UTR) and negatively
regulates its expression. Then, SP2 binds to the promoter regions of MMP2, MMP9, and VE-
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cadherin, which are VM formation-related proteins, and therefore, play a role in enhancing
transcription for the regulation of glioma cell VM formation.

It was also reported that ZHX2 inhibited the progression of thyroid cancer [51]. The de-
creased ZHX2 expression in thyroid cancer tissues was correlated with poor outcomes. The
knockdown of ZHX2 significantly promoted thyroid cancer cell migration. S100 calcium-
binding protein (S100A14) was highly expressed in human thyroid cancers, showing a
negative correlation with ZHX2. Mechanistically, ZHX2 binds to the promoter region of the
S100 to decrease its transcription. The inhibition of S100A14 attenuated thyroid cancer cell
metastasis induced by ZHX2 knockdown in cultured cells and in animal models.

Multiple myeloma (MM) is an incurable hematological malignancy. Compared to the
low-risk or indolent disease, ZHX2 expression was remarkably reduced in the high-risk or
active disease. The multiple myeloma patients with lower ZHX2 expression have worse
outcomes [54]. Other studies have also reported that increasing the ZHX2 expression
could improve the response to high-dose chemotherapy in multiple myeloma [52,53]. In
contrast, another study by Jiang et al. reported that multiple myeloma patients with a
higher ZHX2 expression showed poorer clinical outcomes, and the knockdown of ZHX2 in
cancer cells caused MM cells to be more sensitive to Bortezomib (BTZ) by regulating the
nuclear translocation of NF-κB, also affecting NF-κB and the corresponding target genes’
expression at the mRNA levels [55].

ZHX2 has also been reported as a tumor suppressor in Hodgkin lymphoma, where
the recurrent breakpoint at 8q24 targets ZHX2. This aberration broke the far upstream
activation elements of ZHX2 and decreased ZHX2 expression [56]. The gene expression
profiling results indicated the regulating function of ZHX2 on differentiation and apoptosis.
STAT1 (signal transducer and activation of transcription 1) and several STAT1 target
genes were included, suggesting that ZHX2 functions as a tumor suppressor in Hodgkin
lymphoma [56]. Further studies demonstrated the transcriptional deregulation of ZHX2
in B cell malignancies. Two transcription factors, homeodomain protein msh homeobox 1
(MSX1) and bZIP protein X-box binding protein 1 (XBP1), were shown to directly regulate
ZHX2 expression. Multiple mechanisms might be involved in the suppression of ZHX2
expression in Hodgkin lymphoma cell lines. These include the loss of activation elements
of ZHX2 upstream and a decreased expression of activators MSX1 and XBP1 [57].

ZHX2 can drive tumorigenesis in clear cell renal cell carcinoma (ccRCC). The loss of
VHL usually upregulates ZHX2 levels, in particular, the nuclear expression of ZHX2 in
ccRCC tumors. Mechanistic studies showed that VHL-upregulating ZHX2 was achieved
through prolyl hydroxylation and proteasomal degradation signaling, supported by an
experiment showing that the inhibition of prolyl hydroxylation and the degradation of
proteasome could increase ZHX2 expression. The engineered deletion of ZHX2 caused
decreased anti-apoptosis-associated multiple gene expression and inhibited cancer cell
growth, metastasis, and metabolism. Moreover, ZHX2 promoted NF-κB activation and
drove renal carcinogenesis. These studies reveal the oncogenic functions of ZHX2 in renal
cancer and uncover a potential therapeutic target for ccRCC [21]. The ccRCC study of Zhu
et al. found an additional mechanism. ZHX2-driven cell proliferation and migration were
achieved though the activation of the MEK/ERK1/2 signaling pathway and the increas-
ing VEGF expression, and led to Sunitinib resistance through regulating self-protective
autophagy, providing a new insight for advanced ccRCC treatment [58].

Triple-negative breast cancer (TNBC) belongs to a more aggressive breast cancer
subtype with a higher mortality rate; therefore, it is an urgent requirement to find a
novel treatment strategy. Studies have demonstrated that ZHX2 is amplified or increased
in TNBC patient tissues. Functional studies showed that manipulating the deletion of
ZHX2 inhibits TNBC tumor growth and metastasis. Chromosomal immunoprecipitation
sequencing results have shown that ZHX2 binds and transcriptionally activates HIF1α
(hypoxia-inducible factor alpha), finally promoting gene expression. AP2B1, COX20,
KDM3A, and PTGES3L were regulated by both ZHX2 and HIF1α—their overexpression
could partially rescue ZHX2 depletion-caused cell growth in TNBC cells. These findings
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strongly suggest that these target genes synergistically help the oncogene function of ZHX2.
Genomic studies further showed that three residues (R491, R581, and R674) on ZHX2 are
important for ZHX2 to exert its transcriptional activity. It was suggested that ZHX2 acts
as an oncogene via activating the HIF1α pathway in TNBC, and ZHX could be used as a
novel therapeutic target for TNBC [59].

It has been reported that ZHX2 forms heteromeric complexes with ZHX3 [8,16]. Their
effect on breast cancer prognosis is similar. Both ZHX2 and ZHX3 expressions were
remarkably reduced in TNBC tissues, and a high mRNA expression of ZHX2 and ZHX3
were closely associated with a better prognosis of breast cancer patients, especially in
luminal A subtype breast cancer. In addition, the mRNA expression of ZHX2 and ZHX3
were also positively associated with the estrogen receptor and progesterone receptor, but
ZHX2 mRNA expression was inversely correlated with HER2 in breast cancers [19].

In gastric cancer (GC), ZHX2 also exerts an oncogenic function [60]. An increase
in ZHX2 expression was closely correlated with clinical characteristics; for instance, a
higher ZHX2 expression predicted worse outcomes and immune infiltrating. An in vitro
experimental study showed that ZHX2 overexpression can facilitate gastric cancer cell
proliferation and migration and can suppress cell apoptosis. These findings suggest ZHX2
as a prognostic biomarker, and immune infiltration could be associated with the effect of
ZHX2 on gastric cancer.

By contrast, gastric cancer patients with a decreased ZHX2 and ZHX3 mRNA expres-
sion showed better outcomes [31]. Reduced ZHX2 and ZHX3 expression was remarkably
correlated with a longer survival time in the subgroups of GC patients without lymph node
metastases or distant metastasis, suggesting that the low expression of ZHX2 and ZHX3
predicts a better prognosis for early-stage gastric cancer patients. Subgroup analyses also
found that the downregulation of ZHX2 was predictive of an improved survival time in
HER2-positive gastric cancer patients, but not in HER2-negative gastric cancer patients. In
addition, the reduced expression of ZHX2 was associated with a favorable overall survival
rate in gastric cancer patients who only received surgery, but not in the patients who
received additional therapies [31]. Taken together, these data suggest that ZHX2 and ZHX3
act as oncogenes in gastric cancer.

The expression levels of ZHX2 in nature killer (NK) cells have shown an important
clinical significance [65]. Kaplan–Meier analysis of overall survival from a TCGA dataset
showed that a lower ZHX2 expression level in NK cells was associated with better prognosis
in HCC patients. The genetical deleting ZHX2 gene improves IL-15-mediated NK cell
activity, maturation, and cell viability in vitro, resulting in better antitumor immunity.
Therapeutically, the transfer of ZHX2-deficient NK cells inhibited hepatoma homograft
tumor growth and metastasis. These studies reveal a novel regulatory function of ZHX2 in
NK cell maturation and its therapeutic potential by enhancing NK cell-mediated cancer
surveillance [65].

2.3. ZHX3 and Cancer

The biological functions of ZHX3 in cancer have not been well characterized, but
limited studies have shown that ZHX3 is a tumor suppressor in HCC, non-small cell lung
cancer, breast cancer, and renal cancer (Table 3). It has also been reported that an increased
ZHX3 expression is associated with the progression of bladder carcinoma and gastric cancer,
indicating that ZHX3 is involved in oncogenic programs (Table 3). The clinical significance
of ZHX3 and the underlying potential mechanism are summarized in Figure 3.

ZHX3 was first identified as a suppressor of the AFP gene in HCC and was a good
candidate for the tumor suppressor present at 16q22 [16]. As with ZHX2, ZHX3 is expressed
at very low levels in HCC cells compared with rat hepatocytes. ZHX3 repressed the
transcription of the luciferase reporter gene that was fused to the promoters of PKM and
HK2 [16]. This suggests that the loss of expression of ZHX3 might be a critical factor during
hepatocellular carcinogenesis.
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ZHX3 expression was also remarkably decreased in non-small cell lung cancer (NSCLC)
in comparison to the adjacent non-tumor tissues [66]. Interestingly, a lower ZHX3 expres-
sion in the tumor had a significantly greater risk of lymph node metastasis and was asso-
ciated with a poorer survival time. Therefore, ZHX3 was an independent factor affecting
metastasis and in predicting the 5-year overall survival rate among NSCLC patients.

A recent study on renal carcinoma showed a tumor-suppressive role for ZHX3 [18].
As seen with ZHX1, ZHX3 showed a lower expression in cancers, and was associated with
a high-risk of lymph node metastasis and worse outcomes. Further analysis of mRNA
co-occurrence using cBioPortal data (www.cbioportal.org) showed opposite relationships
between the expressions of ZHX1 and ZHX3 and some well-known oncogenes [18]. For
instance, ZHX3 expression was negatively associated with the expressions of N-myc, STAT
Interactor (NMI), and actin-related protein 2/3 complex subunit 5 (ARPC5). Both NMI
and ARPC5 play critical roles in initiating cancer formation and facilitating cancer cell
proliferation, migration, and metastasis [67,68].

In breast cancer, a negative ZHX3 expression was correlated with lymph node metas-
tasis, poor differentiation, advanced tumor stage, and positive estrogen receptor expres-
sion [19]. The immunohistochemical (IHC) staining analysis showed that the patients with
decreased ZHX3 protein levels had a poor prognosis. The increased ZHX3 expression was
associated with good outcomes in breast cancer patients, indicating that ZHX3 might act as
a prognostic biomarker for breast cancer patients [19].
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ZHX3 expression can also be used as a prognostic indicator for gastric cancer [31].
IHC staining confirmed that gastric cancer patients with a high ZHX3 expression have a
worse prognosis [31].

In a recent study [20], ZHX3 was first screened in a urothelial carcinoma of the bladder
(UCB) as a critical oncogenic factor associated with poor prognosis—this was based from
The Cancer Genome Atlas dataset and a large cohort of UCB clinical samples. ZHX3
promoted the migration and invasion of UCB cell in vitro and in vivo. Mechanistically,
ZHX3 repressed the expression of regulator of G protein signaling 2 (RGS2). Meanwhile, as
a target, ZHX3 was regulated by tripartite motif 21 (TRIM21), which mediates its ubiquiti-
nation and subsequent degradation. These results indicate that ZHX3 is an oncogene and
has a therapeutic potential for UCB [20].

2.4. ZHXs and Cancer Patient Survival

The association between ZHX family member expression levels and the survival
time in multiple types of cancers were refined by us using the comprehensive datasets
from the GEPIA (Gene Expression Profiling Interactive Analysis, http://gepia.cancer-pku.
cn/). We selected overall survival (OS) or disease-free survival (DFS) as survival time
indicators. Figure 4A shows that the cancer types with a low ZHX1, ZHX2, or ZHX3
expression have better OS or DFS, including ZHX1 in adrenocortical carcinoma and liver
hepatocellular carcinoma, ZHX2 in bladder urothelial carcinoma, and ZHX3 in bladder
urothelial carcinoma, esophageal carcinoma, uveal melanoma, mesothelioma, and ovarian
serous cystadenocarcinoma. In contrast, the types of cancers with high ZHX1, ZHX2,
or ZHX3 expressions have better OS or DFS, as shown in Figure 4B, including ZHX1 in
cholangial carcinoma and kidney renal clear cell carcinoma, ZHX2 in brain lower grade
glioma, mesothelioma and sarcoma, and ZHX3 in renal clear cell carcinoma and thyroid
carcinoma. These results again have proven the roles of the ZHX genes as a double-edged
sword in cancer patient survival.
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3. Conclusions and Perspectives

Currently, studies on the ZHX family members in cancer have demonstrated tumor-
suppressive and oncogenic roles in carcinogenesis and progression by power BI tools
(Figure 5). These opposing effects are also seen in the roles of ZHXs in the prediction of
outcomes and responses to therapy. These differences are most likely specific to cancer
type. However, the studies are still limited to a few cancer types. The biological functions
of ZHXs in cancers of the respiratory system, gastrointestinal tract, head and neck, and
reproductive system are largely unknown, and thus, require further investigation. More-
over, neither ZHX-related signaling pathways nor upstream and downstream regulators in
carcinogenesis and therapy are clear, and thus, need further elucidation.
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Abstract: RNA-binding protein 3 (RBMS3) plays a significant role in embryonic development and
the pathogenesis of many diseases, especially cancer initiation and progression. The multiple roles of
RBMS3 are conditioned by its numerous alternative expression products. It has been proven that
the main form of RBMS3 influences the regulation of microRNA expression or stabilization. The
absence of RBMS3 activates the Wnt/β-catenin pathway. The expression of c-Myc, another target
of the Wnt/β-catenin pathway, is correlated with the RBMS3 expression. Numerous studies have
focused solely on the interaction of RBMS3 with the epithelial–mesenchymal transition (EMT) protein
machinery. EMT plays a vital role in cancer progression, in which RBMS3 is a new potential regulator.
It is also significant that RBMS3 may act as a prognostic factor of overall survival (OS) in different
types of cancer. This review presents the current state of knowledge about the role of RBMS3 in
physiological and pathological processes, with particular emphasis on carcinogenesis. The molecular
mechanisms underlying the role of RBMS3 are not fully understood; hence, a broader explanation
and understanding is still needed.

Keywords: target discovery; epithelial–mesenchymal transition (EMT); RNA-binding protein 3
(RBMS3); carcinogenesis; target therapy

1. Introduction

RNA-binding motif single-stranded-interacting protein 3 (RBMS3) is a glycine-rich
protein that was described for the first time by D. Penkov et al. in 2000 [1]. The gene
encoding this protein is called RBMS3, and it is located in the short arm of chromosome 3,
specifically in the 3p24.1 region. The discovery of RBMS3 was an effect of the screening of
human fibroblast cDNA with an upstream element of the a2(I) collagen promoter Box 5A.
It belongs to the family of c-Myc gene single-strand binding proteins (MSSPs) involved in
DNA replication, transcription, apoptosis induction, and cell–cycle progression [2,3]. Pub-
lished papers provide evidence of the wide range of processes in which RBMS3 takes part in,
including regulation of embryogenesis, pathogenesis of liver fibrosis, and bisphosphonate-
related osteonecrosis of the jaw (BRONJ) [4–6]. From 2008 onwards, RBMS3 has become a
potential prognostic marker of different types of cancer and a factor regulating the process
of carcinogenesis [7,8]. In addition, recent articles have provided evidence of RBMS3 taking
part in the epithelial–mesenchymal transition (EMT), a key process responsible for the
creation of distant metastases [9].

RBMS3’s ability to suppress the growth and progression of different types of cancers
makes it an interesting potential target for the development of novel anticancer therapies.
There is still a need for a summary of the role of RBMS3 in physiology and pathology that
would provide a synthetic evaluation of the information available about it. In this article,
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we are going to review and systematize the current state of knowledge about RBMS3 and
its function in physiology and pathology, with a particular focus on its role in EMT.

2. Methods

The authors searched for topic-related materials in four big medical databases—PubMed,
Embase, Ovid, and Scopus—on 12 December 2021. The searched keywords included:
RBMS3, RNA-binding motif single-stranded-interacting protein 3, rbms3 cancer, rbms3
EMT, EMT, and epithelial–mesenchymal transition. The keywords were the same for all
databases. The articles were screened for relevance and analyzed based on inclusion criteria.
An article was presumed relevant if RBMS3 was directly mentioned by the authors of the
research. References from all relevant articles were also reviewed to ensure the inclusion of
all articles directly related to the topic of RBMS3 (Figure 1).

Figure 1. Workflow literature review.

3. Role in Development and Physiology

It is stated that the expression of RBMS3 may be a part of the regulatory mechanisms
of pancreas embryonic development in mouse models. Authors have shown a restricted
expression of protein in the embryonic pancreas, the neural tube, and the dorsal root
ganglion, with peak expression in the pancreas taking place at E13.5. RBMS3 acts on a
post-transcriptional level and is able to bind to the 3′-UTR of pancreas transcription factor
1, the alpha subunit (Ptf1α) mRNA, stabilizing it and increasing the level of Ptf1α protein
in cells. Ptf1α is responsible for exocrine cell differentiation. Scientists have also provided
evidence of RBMS3 expression affecting the expression of various digestive enzymes and
its role in maintaining the function of mature exocrine cells in the pancreas [4].

Experiments conducted on the zebrafish model brought to light the potential impact
of RBMS3 on craniofacial development and chondrogenesis [10]. RBMS3 was discovered to
be expressed transiently in the cranial neural crest, and its knockdown results in severe
craniofacial defects. The authors point to the TGF-β receptor pathway as the mechanism
responsible for these abnormalities. RBMS3 binds to and stabilizes the transcripts of the
Smad2 pathway. Further studies discovered that RBMS3 also has the ability to interact
with Smad1, as well as cell cycle regulators, such as the TGF-β, receptor cyclin D1 and Rac1
transcripts, introducing RBMS3 as a global regulator of chondrogenesis [10].

RBMS3 was also discovered to take part in preventing the degeneration of the nucleus
pulposus. The mechanism underlying this process consists of decreasing the activity of the
Wnt/β-catenin signaling pathway and targets, such as metalloproteinase-13 (MMP13) [11].
The study also showed that RBMS3 increases nucleus pulposus cell proliferation and
decreases apoptosis, inflammation, and extracellular matrix degradation levels [11].

4. RBMS3 in Pathological Noncancerous Processes

From the moment of the discovery of RBMS3, scientists pointed to the role of this
protein and the gene that encodes it in a wide range of pathological processes, including
liver fibrosis, osteonecrosis of the jaw (ONJ), and exfoliation syndrome [12–14].
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Liver fibrosis is a wound-healing type of EMT process serving as a response to the in-
jury. It can potentially develop into cirrhosis and lead to organ failure as a consequence [12].
The focal point of this process lies in the activation of hepatic stellate cells (HSCs), which
are responsible for the storage of vitamin A during their quiescent state but produce an
excessive amount of the extracellular matrix after activation. One of the factors involved
in inducing the activation of HSCs is the pair-related homeobox transcription factor Prx1,
also involved in the production of collagen type α1(I). In their work, Fritz and Stefanovic
provided evidence of the role RBMS3 has in the regulation of Prx1 expression. By binding to
the 3’-UTR of the Prx1 mRNA, RBMS3 stabilizes the structure of the mRNA, increasing the
effectiveness of translation and the level of the Prx1 protein, thus leading to the stimulation
of collagen type α1(I) gene transcription in HSCs. These results together with the post-
transcriptional regulation of collagen type α1(I) expressions show a probable mechanism
of RBMS3’s role in the onset of liver fibrosis [5].

Another domain of RBMS3 influence is its impact on bone density. There is evidence of
a statistically significant interaction between the RBMS3 and ZNF516 genes that negatively
impacts the hip bone mineral density (BMD). The study was conducted using the novel
approach of genome-wide association studies (GWAS), a method that successfully unveiled
a number of genetic loci that impact BMD [15,16]. Table 1 presents all the discovered single-
nucleotide polymorphisms (SNPs) of the RBMS3 gene discussed in this article. Although
molecular mechanisms underlying this interaction are currently unknown, RBMS3’s impact
on collagen expression may influence the extracellular matrix of bone tissue.

Table 1. Single-nucleotide polymorphisms of the RBMS3 gene and their correlation with pathological processes.

RBMS3-Related Processes Identified SNP References

Bone-mineral-density-related disorders
rs6549904
rs7640046

rs17024608
[15]

Osteonecrosis of the jaw (ONJ) rs17024608 [17]
Exfoliation glaucoma rs12490863 [18]
Exfoliation syndrome rs12490863 [19]

Primary Sjögren’s syndrome rs13079920
rs13072846 [20]

Systemic sclerosis rs1449292 [21]
Periodontal disease rs17718700 [22]

Lymphocyte glucocorticoid sensitivity rs6549965 [23]

Short-acting bronchodilator response rs1266115
rs150703870 [24]

Another pathological process that may, among others, involve alteration in colla-
gen type α1(I) expression is osteonecrosis of the jaw (ONJ). It is a serious adverse effect
mainly connected to the administration of bisphosphonates (BPs), which are antiosteo-
clastic drugs used, among others, in oncological therapy to control bone metastasis and
hypercalcemia. The frequency of ONJ ranges from 0.6% in breast cancer to even 15% in
multiple myeloma [13]. Research conducted with the help of GWAS discovered a relation
between the variation in the RBMS3 gene and 5.8 times higher probability of develop-
ing bisphosphonate-related osteonecrosis of the jaw (BRONJ) [17]. Even though other
researchers were not able to confirm this relation [13], taking into consideration the impact
of RBMS3 on bone density postulated in [15], there is a wide area for researchers to establish
the exact role of RBMS3 in ONJ [18].

Exfoliation syndrome (XFS) is an age-related systemic disease that is the most common
risk factor for open-angle glaucoma, which can cause irreversible blindness. Based on
familial aggregation studies, XFS is suspected to be a genetic disease. Specific loci in
the RBMS3 gene are proven to be correlated with susceptibility to XFS and exfoliation
glaucoma, although the exact mechanism of this impact is yet to be discovered [14,19,25].
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RBMS3 was also found to be potentially involved in autoimmune diseases. Specifically,
there is evidence that certain SNPs in the RBMS3 gene are responsible for an increased
susceptibility to systemic sclerosis (SSc) and primary Sjögren’s syndrome (PSS) [20,21]. A
weak correlation was also found between RBMS3 and periodontal disease [22].

The versatility of RBMS3 reaches even the field of psychiatric health care and neurode-
generative diseases, since various authors have linked it to resistance to antidepressant
therapy and susceptibility to schizophrenia and amyotrophic lateral sclerosis (ALS) [26–28].
Gastrointestinal dysfunction is a common symptom in the autism spectrum disorder (ASD).
The exact underlying mechanism of this process is unknown, but researchers revealed that
in a specific group of patients with FOXP1 haploinsufficiency, downstream targets of the
Foxp1 protein are dysregulated in the mice model. One of these targets is RBMS3, thus
providing additional data about its role in this disorder [29].

RBMS3’s impact seems to not be restricted only to the pathogenesis of different
diseases. It also determines the response to some forms of therapy, with two effects
described in the literature: (1) the regulation of lymphocyte sensitivity to glucocorticoids
by decreasing cellular proliferation of peripheral blood mononuclear cells and (2) the
modulation of the response to inhaled short-acting bronchodilators (BD) [23,24].

A recent study using CRISPR interference (CRISPRi) tried to assess the molecular
mechanisms connected to the genes associated with chronic obstructive pulmonary disease
(COPD) and low lung function. After a GWAS analysis searching for genes related to COPD,
the experiments were conducted on human-induced pluripotent stem cell (iPSC)–derived
lung epithelium. The results of this study show that the knockdown of RBMS3 enhances
the proliferation of cells, which is the basis for later experiments clarifying the exact role of
RBMS3 in COPD [30].

5. Role of RBMS3 in Carcinogenesis

In 2008, RBMS3 was mentioned in the context of neoplastic processes for the first
time [31]. From that time onwards, RBMS3 has significantly grown in popularity and
importance as a potential marker and regulator in many different types of cancer. The
increasing amount of scientific data provided by researchers has started to unveil the
specific mechanisms of RBMS3’s impact on carcinogenesis and metastasis (Table 2).

Table 2. Role of RBMS3 in carcinogenesis.

Tumor Type Correlation with High or Low Expression of RBMS3 Mechanism of
Action References

Bladder cancer High expression correlates with poorer prognosis. Further research is needed. [32,33]

Gallbladder carcinoma
Low expression correlates with shorter OS.

High expression inhibits growth and promotes apoptosis
in vitro.

Further research is needed. [34]

Prostate cancer Upregulation of RBMS-AS3 correlates with faster tumor growth,
angiogenesis, and migration. RBMS-AS3/miR-4534/VASH1 axis. [35–37]

Ovarian epithelial cancer
Loss of RBMS3 gene is correlated with poorer prognosis.

Deletion of RBMS3 promotes efflux and induces
chemoresistance.

RBMS3 promotes efflux.
Lack of RBMS3 activates the Wnt/β-catenin

pathway.
[38,39]

Nasopharyngeal
cancer Ectopic expression inhibits tumor growth and foci formation.

RBMS3 increases the level of p53, and thus p21
and MMP2 and MMP9.

c-Myc/Wnt/β-catenin axis.
[40,41]

Gastric cancer Low expression correlates with poorer prognosis, poor
histological grade, and angiogenesis.

Wnt/β-catenin pathway.
Low expression of RBMS3 induces overexpression

of HIF1-A.
[8,42,43]

Esophageal
squamous cell

carcinoma

Low expression correlates with poorer prognosis.
Ectopic expression inhibits tumor growth.

RBMS3 induces downregulation of c-Myc and
CDK4. [44,45]

Lung cancer Low expression correlates with worse OS. Downregulation of RBMS3 and upregulation of
c-Myc and β-catenin. [46]

Papillary thyroid
cancer High expression of RBMS3-AS1 correlates with shorter OS. Further research is needed. [47]

Breast cancer
High expression inhibits tumor growth, invasion, and migration.
Low expression correlates with poorer prognosis and shorter OS.

Levels of expression of ER and RBMS3 are correlated.

Wnt/β-catenin axis.
MEG3-miR-141-3p-RBMS3 axis. [7,48–51]
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5.1. Bladder Cancer

The results showed that the downregulation of RBMS3 in bladder cancer was specifi-
cally related to a better overall survival (OS), with a higher expression of RBMS3 implicating
a poorer prognosis. This was confirmed a few months later by Chen et al. The expression
of RBMS3 was also significantly correlated with grade and stages T and M in the TNM
scale [32,33].

5.2. Gallbladder Carcinoma (GBC)

The relationship between the expression of RBMS3 and bladder cancer is one of the
most recently discussed in the literature. While studying the role of RBMS3 in gallbladder
carcinoma, scientists found its downregulation at the mRNA, and protein levels in the
tested specimens had an impact on their overall survival. A low expression correlated
with a worse OS and acted as an independent negative prognostic factor. Moreover, the
overexpression of RBMS3 successfully inhibits growth and promotes the apoptosis of
GBC cell lines in in vitro studies. A low expression of RBMS3 also leads to increased
angiogenesis, highlighting another process influenced by this protein [34].

5.3. Prostate Cancer

Studies on prostate cancer provided evidence of another biological mechanism of the
role of RBMS3 in carcinogenesis. RBMS3-AS3, a long noncoding RNA (lncRNA), was found
to play a significant role as an antitumor factor. LncRNAs are noncoding RNA fragments
longer than 200 nucleotides with the ability to bind to different microRNAs (miRNAs)
functioning as competing endogenous RNA (ceRNA) [35]. RBMS3-AS3 binds competitively
to miR-4534, increasing the level of its downstream target vasohibin 1 (VASH1), creating the
molecular axis RBMS3-AS3/miR-4534/VASH1, which may play a pivotal role in prostate
cancer development and treatment. RBMS3-AS3 is downregulated in prostate cancer, which
leads to an upregulation of miR-4534, which decreases the level of VASH1. Experimental
upregulation of RBMS-AS3 led to the inhibition of tumor growth, angiogenesis, and mi-
gration by the upregulation of VASH1. VASH1 as a downstream target is also important
because it can work as an individual prognostic marker of prostate cancer, and recent stud-
ies have shown that its upregulation can inhibit lymphangiogenesis [36]. Another product
of the RBMS3 gene belongs to the group of circular RNAs (circRNAs) containing noncoding
RNA with various functions. has_circ_0064644 was the most downregulated circRNA in
prostate cancer. Its exact role in prostate cancer progression is yet to be revealed [37].

5.4. Epithelial Ovarian Cancer (EOC)

Managing patients with ovarian epithelial cancer is still an exceedingly challenging
task for oncologists due to the high rate of relapses caused by chemoresistance. Platinum-
based therapy, combined with surgical cytoreduction, is still one of the most effective
methods of treatment in EOC. The studies conducted to elucidate the role of RBMS3 in
EOC provided data to support the statement that the deletion of the region of chromosome
3 containing the gene for RBMS3 is correlated with a poorer prognosis and acts as an
independent prognostic factor for relapse-free survival in this type of cancer. The deletion of
RBMS3 leads to the development of chemoresistance in the patient-derived xenograft (PDX)
model and in EOC cell lines. The molecular mechanism underlying these results consists
of several elements. First, the loss of RBMS3 promotes efflux in EOC cells, preventing
cytotoxic platinum from getting into the cells. The downregulation of RBMS3 significantly
decreases platinum-induced DNA damage and apoptosis, indicating a potential role in
restricting DNA damage repair. The lack of RBMS3 activates the Wnt/β-catenin pathway by
allowing the strong negative regulator miR-126-5p to downregulate strong Wnt/β-catenin
repressors. RBMS3 takes part in the competitive stabilization of many identified repressors,
including DKK3, AXIN1, BACH1, and NFAT5 [38]. The RBMS3 gene was also used in the
creation of the tumor-mutation-burden-related signature model. This is a model that uses
the total number of replacement and insertion/deletion (indel) mutations per basic group
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in the exon coding region of the assessed gene in the genome of a tumor cell to predict
overall survival in a specific cancer, in this case, ovarian cancer [39].

5.5. Nasopharyngeal Cancer (NPC)

Studies conducted on nasopharyngeal cancer introduced RBMS3 as a potential regula-
tor of the cell cycle. Researchers provided evidence of the significant downregulation of
RBMS3 in NPC cell lines and postoperational tumor specimens. The ectopic expression
of RBMS3 proved to have the ability to inhibit tumor growth and foci formation. As the
reason for these abilities, scientists provided a number of molecular mechanisms related to
the cell cycle, including apoptosis and microvessel formation. RBMS3 increased the level of
p53, which plays a crucial role in promoting the cell cycle from the G1 phase to the S phase.
The upregulation of p53 creates a cascade of effects that prevent cells from going further in
the cell cycle. An increased expression of p53 increases the expression of p21, which has the
ability to suppress the cell cycle by inhibiting the complex cyclin E/CDK2. This complex
has an influence on retinoblastoma proteins (RBs), decreasing their phosphorylated inactive
form in favor of the unphosphorylated one, which has the ability to stop cells from reaching
the next stage of the cell cycle. The overexpression of p53 along with MMP2 and MMP9 may
also have an impact on the inhibition of microvessel formation by RBMS3. Changes in the
expression of MMP2, MMP9, MMP7, and c-Myc may be explained by the inhibited nuclear
translocation of β-catenin. C-Myc is an important downstream target of the Wnt/β-catenin
pathway in this case, since its expression correlates with a poorer prognosis, and there is
evidence of RBMS3’s abilities to bind to the promoter region of c-Myc. The role of RBMS3
in the increased apoptotic activity of NPC was explained with the activation of caspase 9
and PARP by RBMS3 [40,41].

5.6. Gastric Cancer (GC)

All studies concerning the connection between the expression of RBMS3 and gastric
cancer provided information about the downregulation of RBMS3 in this type of cancer.
RBMS3 was found to have an impact on the secreted frizzled-related protein 1 (SFRP1),
playing a significant role in the downregulation of the Wnt/β-catenin pathway by the
competitive inhibition of Wnt-frizzled membrane receptor (Fzs) complexes. The low
expression of RBMS3 and SFRP1 was found to correlate with a poorer prognosis. The
expression of both proteins is statistically related to a poor histological grade and prognosis.
The combined expression of RBMS3 and SFP1 acts as an independent prognostic factor
in GC. Another downstream target regulated by RBMS3 in GC is the basic helix-loop-
helix-PAS transcription factor α (HIF1-A) subunit of the HIF-1 protein, responsible for
the induction of VEGF expression in cancer cells. VEGF is a key factor responsible for
angiogenesis in tumors. The expression of HIF1-A is increased in GC cells. This, combined
with a decreased level of the RBMS3 expression, correlates with a poor histopathological
differentiation and a stronger angiogenesis. The overexpression of RBMS3 in GC cells
revealed an increased percentage of cells in the G0/1 phase and a lower number of cells
in the S phase of the cell cycle, but it had no statistically significant influence on cells in
the stage G2/M. Additionally, lower expressions of CDK1, CDK6, E2F1, and MYC were
observed, providing evidence of RBMS3’s impact on the cell cycle in GC. RBMS3 also has
an impact on circular RNA (circRNA) single-stranded enclosed RNAs, which are common
regulators of carcinogenesis. CircRBMS3 is postulated to be tied with an advanced TNM
stage, poor differentiation, larger tumor size, and lymph node metastasis positivity by the
regulation of miR-153 and SNAIL1. The overexpression of circRBMS3 was also shown to
be connected to a lower OS. The artificial knockdown of circRBMS3 results in the inhibition
of tumor growth and invasiveness [8,42,43].

5.7. Esophageal Squamous Cell Carcinoma (ESCC)

The loss of the 3p fragment of chromosome 3 is one of the most common chromosomal
alterations in esophageal squamous cell carcinoma. One of the frequently lost genes is
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RBMS3 [44]. The downregulation of RBMS3 significantly correlates with poorer outcomes in
patients with ESCC. The ectopic expression of RBMS3 results in tumor growth impairment
confirmed by foci formation and tumor xenograft formation tests. Experimental data point
to the downregulation of c-Myc and CDK4 as the mechanism mediating RBMS3’s tumor
suppressive gene (TSG) abilities. Interestingly, other cell-cycle-related proteins, such as
CDK2 or cyclin E or D1, dysregulated in other types of cancer, do not seem to be involved
in RBMS3’s role in ESCC. Further studies showed that Rb, the downstream target of CDK2,
was also found to be altered by the expression of RBMS3. A decreased level of CDK2
increases the level of inactivated phosphorylated Rb at Ser807/811 and Ser780 [45].

5.8. Lung Cancer

Depending on the type of lung cancer, different approaches to the role of RBMS3 were
taken, highlighting different aspects of RBMS3’s effect on lung cancer progression. Lung
squamous cell carcinoma (LSCC) was characterized by the downregulation of RBMS3 and
the upregulation of c-Myc and β-catenin. Oddly enough, there was only a statistically sig-
nificant correlation of RBMS3’s expression with c-Myc. The combined positive expression of
RBMS3 and negative expression of c-Myc act as an independent prognostic factor of shorter
OS [46]. As for small-cell lung cancer (SCLC), Xiuwei Li et al. provided evidence of the
downregulation of RBMS3 and its upstream miRNA hsa-miR-7-5p by using bioinformatic
methods. Hsa-miR-7-5p was previously reported to display tumor-suppressive properties
in glioma and glioblastoma by the regulation of the EGFR, PI3K/ATK, Raf/MEK/ERK, and
IGF-1R pathways [52,53]. Another type of lung cancer discussed in the context of RBMS3
expression was non-small-cell lung cancer (NSCLC). By using computational methods,
scientists identified RBMS3 as a core transcription factor regulating lung-adenocarcinoma-
associated genes [54]. Other bioinformatic analyses provided evidence of RBMS3 be-
longing to the group of genes most negatively correlated with tumorigenesis and being
dysregulated in precancer cells. Furthermore, this dysregulation advances through cancer
progression [55].

5.9. Papillary Thyroid Cancer

The analysis of lncRNA in papillary thyroid cancer revealed that another product
of RBMS3’s expression, RBMS3-AS1, is closely associated with a patient’s shorter OS,
broadening the variety of tumors in which RBMS3 has the potential to be a diagnostic
marker [47].

5.10. Hepatocellular Carcinoma (HCC)

Studies conducted on hepatocellular carcinoma present RBMS3 in a position of effector
instead of regulator. In this case, an upregulated miR-1269 is responsible for altering the
expression of RBMS3 and eight other genes: AGAP1, AGK, BMPER, BPTF, C16orf74, DACT1,
LIX1L, and ZNF706 [56].

5.11. Neuroblastoma

The potential role of RBMS3 in the carcinogenesis of the neuroblastoma was discov-
ered through high-resolution array copy number analyses that showed the presence of
homozygous deletion on 3p. However, there are no further studies on this issue [31].

5.12. Breast Cancer (BC)

The role of RBMS3 has been most extensively explored in breast cancer among all types
of cancer. The expression profile of RBMS3 at the protein and RNA levels is downregulated.
The overexpression of RBMS3 inhibits the growth, invasion, and migration of BC cells.
In vivo experiments conducted in mice also showed an attenuation of tumor growth. As
for the clinicopathological characteristics, the downregulation of RBMS3 correlates with a
poor prognosis and a shorter OS. A negative ER status corresponding with the expression
of RBMS3 and the combined expression of both these parameters act as independent
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prognostic factors. The molecular mechanisms underlying these effects include the impact
on the Wnt/β-catenin pathway and the cell cycle, confirmed by the inhibited expression of
β-catenin, c-Myc, and cyclin D1 in RBMS3 expressing cancer cells [7,48]. Another point of
regulation lies in the lncRNA (long noncoding RNA) maternally expressed gene 3 (MEG3)-
miR-141-3p-RBMS3 axis. LncRNA encoded by MEG3 was found to have tumor-suppressive
abilities in different types of tumors, including glioma, gastric cancer, and melanoma. MiR-
141-3p is a microRNA (miRNA) belonging to the miR-200 family dysregulated in many
tumors. An overexpression of miR-141-3p was found in bladder cancer and esophageal
squamous cell carcinoma. A low expression of MEG3 upregulates miR-141-3p, which
anterogradely downregulates RBMS3 in BC. MEG3 is a tumor-suppressive gene regulating
AKT and NF-κB signaling pathways, inducing apoptosis through its impact on Bcl-2 and C
casp-3 and p53 signaling. MiR-141-3p is a miRNA whose role depends on the type of tumor,
with capabilities ranging from tumor-suppressive abilities to overexpression correlated
with poor prognosis and chemoresistance [49–51]. Moreover, a recent study showed that the
RBMS3 gene expression in the tumor-associated stromal cells of breast tumor was gradually
downregulated among grade I, II, and III of breast cancer. The downregulation of this gene
was also correlated with worse clinical outcome and poorer survival prognosis [57].

6. Epithelial–Mesenchymal Transition and Role of RBMS3 in This Process

Epithelial–mesenchymal transition (EMT) is a biological process that allows epithelial
cells to switch their phenotype to quasi-mesenchymal [58–60]. EMT causes epithelial cells
to lose characteristic features, such as tight cell–cell junctions [61] and cell polarity [59], and
acquire mesenchymal properties instead [62]. This is first observed during embryogenesis,
in gastrulation or tissue morphogenesis [63]. Furthermore, the process plays a crucial role
in wound healing, fibrosis, and tumor progression [60–66]. The reverse process is called
MET, from mesenchymal–epithelial transition, and it occurs when the mesenchymal cells
acquire epithelial characteristics [67].

Typically, epithelial cells appear as cells attached to basal lamina, with tight cell–cell
junctions and apical–basal polarity [68]. When it comes to EMT, epithelial cells lose these
properties and the ability of the expression of E-cadherin—a molecule that is essential to
maintaining the epithelial phenotype [58]. The loss of E-cadherin is considered to be a hall-
mark of EMT along with the acquisition of the expression of vimentin of N-cadherin [68].
During EMT, the epithelial cells, which have a typical cobblestone morphology, trans-
form into quasi-mesenchymal cells, which have a rather fibroblastic-like phenotype [69].
This transition allows cells to acquire a migratory phenotype and become more inva-
sive [70]. These changes in phenotype require rearrangements of the cytoskeleton and the
cell metabolism [71]. Due to the acquisition of these properties, EMT plays a significant
role in tumor progression, metastasis, and malignancy [58,71].

Three types of EMT processes can be distinguished. Type 1 describes an EMT that
occurs in the development of tissues. The EMT subtype that occurs in fibrosis and wound
healing is type 2, with type 3 being observed in cancer cells [72]. Although, historically,
EMT was discovered by developmental biologists [63], modern studies focus on the link
between EMT and cancer [73]. Recent observations suggest that EMT is also involved in
the therapeutic resistance of various tumors [67,74,75].

EMT is a process that is strictly determined by genetic mechanisms. Several tran-
scription factors involved in this phenotype change have been discovered [76]. Some well-
described EMT-TFs (epithelial–mesenchymal transition transcription factors) are SNAIL1,
SNAIL2, TWIST1, and ZEB1. However, the list of EMT-TFs is way longer, and there are
many more transcription factors involved in EMT, for instance, FOX- or SOX-TF [76]. The
crucial signaling pathways of EMT are Wnt and TGF-β, but other pathways, such as Notch
or Hedgehog, are also involved [68]. Some of the descriptions of the molecular mecha-
nisms seem to be quite preposterous; thus, there is still a lot of speculation and uncertainty
surrounding the topic.
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As it has already been mentioned, EMT plays a major role in cancer progression. EMT
allows cancer cells to become more mesenchymal-like. EMT is probably responsible for the
creation of circulating tumor cells (CTCs), which are strictly connected to the ability to metasta-
size [77]. CTCs are an element of the invasion-metastatic cascade, and EMT is believed to be
involved it this type of tumor progression [58]. It is worth noticing that the reverse process,
mesenchymal–epithelial transition (MET), is also important for the ability of cancer cells to
metastasize [67,78,79]. EMT is considered to be a relevant process in the development of cancer
steam cells (CSCs). Therefore, it could be responsible for therapeutic resistance [58,78].

With a better understanding of EMT’s complexity and its importance and vital role
in cancer progression, invasion, and the development of metastases and CSCs comes the
necessity to find and describe the key regulators of this process. RBMS3 is a novel potential
regulator of EMT, with an increasing amount of data trying to unveil its molecular role in
this process. Figure 2 and Table 3 present the currently proposed mechanisms of the impact
of RBMS3 on the EMT process.

Figure 2. Mechanisms of the impact of RBMS3 on the EMT process.

The Wnt/β-catenin signaling pathway is a critical molecular mechanism regulating
the EMT process. Downstream targets of Wnt include, among others, Twist, Snail, and
MMP7 genes facilitating EMT [9]. In several of the previously discussed types of cancer,
the Wnt/β-catenin pathway was inhibited by RBMS3’s expression. The expression of
c-Myc, another downstream target of the Wnt/β-catenin pathway, was also investigated
and found statistically correlated with RBMS3’s expression.

Several studies focus solely on RBMS3’s interaction with the EMT machinery. While
studying breast cancer in 2019, Zhu L et al. identified a regulatory axis consisting of
RBMS3, TWIST1, and matrix metalloproteinase 2 (MMP2), responsible for the migration
and invasion of the tumor. The expression of RBMS3 downregulated the expression of
TWIST1, one of the key factors of EMT, and consecutively, its downstream target MMP2,
leading to EMT impairment and invasion and migration inhibition [9]. Another study
conducted on breast cancer provided interesting data stating that the expression of RBMS3
is a required factor for EMT induction in immortalized mammary epithelial cell lines. In
the triple negative breast cancer (TNBC) model, RBMS3 was essential for maintaining
the mesenchymal phenotype, invasiveness, and migration ability. In vivo experiments
showed the loss of RBMS3 to impair the growth of the tumor and its ability to create
metastasis. As the potential molecular basis of this process, the authors indicated RBMS3’s
ability to influence expression and stabilize PRRX1 mRNA, a transcription factor regulating
EMT [80]. Research conducted on gastric cancer by Zhao seems to be coherent with Zhu’s
results, showing an increased expression of E-cadherin and a decreased expression of
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N-cadherin and β-catenin in RBMS3-overexpressing gastric cancer cells. Moreover, an
increased expression of RBMS3 significantly decreased the invasive abilities of cells [81].

Taking into consideration all the information contained in this chapter, there is con-
vincing evidence of RBMS3 being one of the regulators involved in the EMT process, even
though the exact mechanism of this regulation requires further investigation and may differ
depending on the molecular subtype of cancer.

Table 3. Proposed molecular mechanisms of RBMS3’s impact on EMT.

Type of
Cancer Currently Proposed Mechanisms of RBMS3’ Impact on EMT

Breast cancer

1. The expression of RBMS3 downregulates the expression of TWIST1 and, consecutively, its
downstream target MMP2, leading to EMT impairment [9]

2. Loss of RBMS3 impairs the growth of the tumor and its ability to create metastasis by influencing
expression and stabilizing PRRX1 mRNA, a transcription factor regulating EMT [80]

Gastric cancer 1. Increased expression of E-cadherin and decreased expression of N-cadherin and β-catenin in
RBMS3-overexpressing cancer cells [81]

7. Conclusions

All the information provided in this review depicts RBMS3 as a functionally versatile
gene that uses its main and multiple alternative products of expression to play a significant
role in embryonic development and the pathogenesis of many different diseases, especially
the induction and progression of cancers. The main ways in which RBMS3 impacts cells are
the regulation of the expression or stabilization of miRNA, inhibiting Wnt/β-catenin signal-
ing pathway and other EMT-related transcription factors. These molecular characteristics
make RBMS3 a promising biomarker of OS and a prognostic factor in neoplastic processes,
where statistical data support this statement for many different types of cancer. Another
potential use of RBMS3 is as a target for anticancer drugs, thanks to its function as TSG and
its proven ability to suppress cancer migration and invasive abilities. Artificially increased
expression of RBMS3 utilizing genome editing techniques may potentially improve the
outcome of standard therapies in many types of cancers. Increased expression of RBMS3
may prevent the creation of micrometastases that are too small to be picked up in diagnostic
imaging and may lead to relapse of tumor.

There are some limitations to targeting RBMS3 mainly concerning the lack of a deep
understanding of molecular mechanisms that are responsible for RBMS3 tumor suppressive
abilities and the regulation of this properties. Additionally, currently, there are not enough
data concerning the role of RBMS3 expression in different types of healthy human tissues
and the consequences of RBMS3 level alteration. However, the year-on-year increasing
amount of data and the incoherencies of some of the results indicate that the molecular role
of RBMS3, especially in the regulation of cancer development, is a good subject for further
research that may lead to the development of novel diagnostic and therapeutic strategies
that will improve the outcome of patients with neoplastic diseases.
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Abstract: All forms of restriction, from caloric to amino acid to glucose restriction, have been
established in recent years as therapeutic options for various diseases, including cancer. However,
usually there is no direct comparison between the different restriction forms. Additionally, many
cell culture experiments take place under static conditions. In this work, we used a closed perfusion
culture in murine L929 cells over a period of 7 days to compare methionine restriction (MetR)
and glucose restriction (LowCarb) in the same system and analysed the metabolome by liquid
chromatography mass spectrometry (LC-MS). In addition, we analysed the inhibition of glycolysis by
2-deoxy-D-glucose (2-DG) over a period of 72 h. 2-DG induced very fast a low-energy situation by
a reduced glycolysis metabolite flow rate resulting in pyruvate, lactate, and ATP depletion. Under
perfusion culture, both MetR and LowCarb were established on the metabolic level. Interestingly,
over the period of 7 days, the metabolome of MetR and LowCarb showed more similarities than
differences. This leads to the conclusion that the conditioned medium, in addition to the different
restriction forms, substantially reprogramm the cells on the metabolic level.

Keywords: amino acid restriction; glucose restriction; mass spectrometry; low carb; 2-deoxy-D-
glucose; 2-DG; methionine; perfusion culture; energy restriction; caloric restriction

1. Introduction

A cell needs two basic elements—mass and energy. The mass consists mainly of amino
acids. They enable basic structures and functions in the form of proteins and enzymes
and constitute the largest component of a cell’s mass [1]. For energy, the most important
representatives are ATP and NAD(P)H, which are essentially obtained from carbohydrates
and lipids. Glycolysis, and with it glucose, is established as one of the oldest reaction
pathways for energy production, with the help of which ATP and NADH can be produced
very fast [2]. For this reason, and due to its high water solubility, glucose is the central
energy resource for the cells of an organism.

Mass and energy are essential for the maintenance of the cell and, to an even greater
extent, for proliferation. In the case of neoplastic cells, defined by space-occupying prolifer-
ation that is almost unlimited, they, therefore, play an even greater role. For this reason,
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different forms of restriction are potential strategies for tumour therapy. What they all have
in common is that a resource is limited to such an extent that it is no longer sufficiently
available to supply the tumour cells. In the case of glucose, the approach is based on the
so-called Warburg effect, which was described by Warburg and colleagues in 1924 [3]. They
were able to show that tumour cells take up more glucose under aerobic conditions and
metabolise it to lactate. This metabolic pathway is normally used only under an oxygen
deficiency, i.e., under anaerobic conditions. At first glance, this seems inefficient, since
glycolysis provides only two ATP as a net gain, while complete degradation to CO2 pro-
vides another 32 ATP. Although the causes of the Warburg effect are not yet understood
in detail, there are a number of possibilities. For example, aerobic glycolysis enables the
very rapid synthesis of ATP to maintain a high ATP level, increased synthesis of NADPH,
which is increasingly needed for the biosynthesis of lipids, among other molecules, and the
acidification of the tumour microenvironment, which can suppress the immune response
to the tumour [4]. It is now known that the Warburg effect is generally characteristic of
proliferating cells, but it plays a quantitatively and qualitatively greater role in neoplastic
cells due to the nonlimited proliferation. For this reason, glucose restriction, which pre-
vents the tumour from using glucose in any way, offers a fundamental approach to tumour
therapy [5].

However, the possibilities for attacking tumours with the help of restriction have
expanded considerably in the past 10 years. Although glucose is one of the central molecules
in metabolism, especially in tumours, the restriction of energy and/or mass also offers a
very good approach. Energy can be reduced with the help of calorie restriction, and mass
can be reduced by amino acid or protein restriction [6–9]. Central to all forms of restriction
is the induction of a low-energy metabolism (LEM), which is significantly mediated by the
protein complex mTOR. The intracellular activity of the mTOR determines proliferation and
growth. A multitude of sensors pass information about the energy and mass content to the
mTOR switch point. For example, the energy equivalents ATP and NADH can be measured
via the protein AMPK (5′ AMP-activated protein kinase) and with the help of sirtuins [10].
A lack of energy leads to the inhibition of the mTOR via the two proteins mentioned
and results in a halt to proliferation and the induction of autophagy for the purpose of
energy recycling. The content of selected amino acids is measured with the help of protein
complexes; in the case of methionine, SAMTOR plays a decisive role. Here, methionine is
not measured directly, but an intermediate product, S-adenosylmethionine (SAM), whose
content is an indicator of the intracellular methionine concentration. However, a low
methionine concentration also leads to the inhibition of the mTOR [11].

In the long term, all forms of restriction lead to astonishing results in almost all
organism types, from yeast to nematodes to Drosophila to humans. In addition to the
extension of the absolute lifespan, the prevention of heart and circulatory diseases, type
II diabetes and cancer are prominent [7,12,13]. The restriction of glucose in the form of a
reduced increase (low carb) or as absolute an avoidance as possible (ketogenic) results in
similar mechanisms to calorie restriction [14].

All forms of restriction have much in common, as the reactions either use basic mecha-
nisms of the cell or rely on evolutionarily conserved mechanisms. However, there will be
equally striking differences due to the complexity. Especially with regard to the evaluation
of the advantages and disadvantages of individual forms of restriction, the level of scientific
knowledge is very low. This is mainly because scientific working groups usually focus only
on one particular form of restriction, and thus, it is very difficult to compare the individual
forms of restriction. In the case of glucose, this is further complicated by the fact that many
studies do not work with a constant glucose concentration. Physiologically, in mammals,
the glucose concentration in the blood is kept at a certain threshold value, which it does
not fall below—in humans, approximately 3 mM, and in mice, approximately 6 mM [15].
Many experiments with glucose carried out in cell culture start with a concentration that
is in the low-carb range. However, this value is not static, but continues to drop over the
course of the experiment. This can lead to inconsistent results that are difficult to interpret.
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Experiments cannot always be carried out over a longer period of time in this way, as cells
undergo apoptosis or simply die if the glucose deficiency remains below the physiological
threshold [16].

The aim of our research group is to enable the comparison of individual restriction
forms at the molecular level. First, we use the murine model system L929, which enables
the comparison of different restrictions in one and the same system [17–19]. Second, we
use closed, circular perfusion cultures that allow metabolite concentrations to be kept
constant over longer periods of time. In this work, we used liquid chromatography mass
spectrometry (LC-MS) to analyse the effect of the glycolysis inhibitor 2-deoxy-glucose
(2-DG) at time points 2, 5, 8, 24, 48, and 72 h under proliferative conditions in our L929
model system. In addition, we compared methionine restriction (MetR) with glucose
restriction under LowCarb conditions (3 mM) in a perfusion culture over a period of 7 days.

2. Results

In previous work, we already used the murine cell line L929 as a model system for
the analysis of different forms of amino acid restriction [17–19]. The use of murine cells
has several advantages. First, many studies in the field of restriction have been conducted
in rodent models, and the mouse has been established as a model system for the study
of energy metabolism [20]. Second, murine metabolism is up to 100× faster than human
metabolism [21–23]. Differences in metabolism can be better analysed. Third, many of
the metabolic pathways are strongly conserved in evolution. Especially in the area of
restriction, many similarities can be seen from yeast to nematodes, Drosophila, rodents,
primates, and humans [6,9]. mTOR and sirtuins are just two examples of these strongly
conserved mechanisms [24,25].

2.1. Cell Division Frequency and Methionine Sensitivity of L929 Cells

Figure 1 shows the proliferation behaviour of L929 cells over a period of 120 h
(Figure 1a). As described in the Materials and Methods, one can calculate the cell di-
vision frequency (f), i.e., how long a cell population takes to divide once. Figure 1b shows
the values from Figure 1a, which reveal exponential growth and were used for the determi-
nation of f. For the period from 24 h to 72 h, the cell division frequency was 0.99, i.e., the
cell number doubled approximately once per day. L929 thus showed very rapid growth in
cell culture. The interval 72/80 was not included in the evaluation because the 80 h value
no longer showed exponential growth, which can also be clearly seen in the cell division
frequency of f = 0.39 for this interval (Figure 1b). The response rate to MetR was also very
good (Figure 1c). Proliferation was already significantly reduced after 24 h and did not
increase further during the rest of the study period.
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groups were performed by applying one-way ANOVA followed by the Tukey–Kramer multiple 
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(Figure 2a). In the range of 3 mM, the proliferation rate increases strongly. The 
concentration of 11 mM corresponds to the standard concentration of the RPMI medium 
used and was, therefore, chosen as the starting concentration. 

The glycolysis inhibitor 2-DG is taken up via glucose transporters and can be 
phosphorylated by hexokinase to 2-deoxy-glucose-6-phosphate, which cannot be further 
processed by glucose-6-phosphate isomerase and competitively inhibits it. In addition, 
hexokinase is not competitively inhibited by 2-deoxy-glucose-6-phosphate, which means 
that less glucose-6-phosphate is already being formed [26]. As a result, the cellular 
concentration of ATP decreases. In addition, 2-DG increases oxidative stress, inhibits N-
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Figure 1. (a–c) Proliferation analysis of L929 cells. A total of 10,000 cells were seeded per well and
incubated overnight. (a) Absolute cell numbers were analysed via ImageXpress digital microscopy
as described in the Materials and Methods. The figures show a summary of the results obtained
from four independent experiments (six values for every group per experiment); (b) trend curve of
the values from figure (a) showing exponential growth. Values that do not represent exponential
growth are shown as red dots; (c) L929 cells were stimulated for 24, 72, and 120 h with or without
methionine. Cell proliferation was analysed via ImageXpress digital microscopy analysis as described
in the Materials and Methods. The figure shows one representative experiment (five values for every
group), as published previously [17]. Comparisons between the control and Met(−) groups were
performed by applying one-way ANOVA followed by the Tukey–Kramer multiple comparison test
(*** p < 0.001).

2.2. Glucose Restriction and 2-DG Are Strong Inhibitors of Proliferation in L929 Cells

The main aim of this work was to establish and analyse glucose restriction in the
model system L929. In the first experiment, the glucose sensitivity of the cell line and the
response to the glycolysis inhibitor 2-deoxy-D-glucose (2-DG) were tested. Over a period
of 96 h, log2 dilution series were generated, and absolute cell numbers were obtained every
24 h using automated digital microscopy (Pico). The results are summarised in Figure 2.

At low glucose concentrations, the proliferation of L929 cells is strongly restricted
(Figure 2a). In the range of 3 mM, the proliferation rate increases strongly. The concentration
of 11 mM corresponds to the standard concentration of the RPMI medium used and was,
therefore, chosen as the starting concentration.

The glycolysis inhibitor 2-DG is taken up via glucose transporters and can be phospho-
rylated by hexokinase to 2-deoxy-glucose-6-phosphate, which cannot be further processed
by glucose-6-phosphate isomerase and competitively inhibits it. In addition, hexokinase
is not competitively inhibited by 2-deoxy-glucose-6-phosphate, which means that less
glucose-6-phosphate is already being formed [26]. As a result, the cellular concentration of
ATP decreases. In addition, 2-DG increases oxidative stress, inhibits N-linked glycosylation,
and induces autophagy. It can efficiently slow cell growth and potently facilitate apoptosis
in specific cancer cells. Although 2-DG itself has limited therapeutic effects in many types
of cancers, it may be combined with other therapeutic agents or radiotherapy to exert a
synergistic anticancer effect [27]. In the L929 cell line, 2-DG showed a clear antiproliferative
effect at low concentrations (Figure 2b). Up to a concentration of 1.3 mM, the proliferation
rate decreased drastically. At further increasing concentrations up to 20 mM, the cell
number decreased only slightly.
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Figure 2. (a,b) Analysis of proliferation under glucose restriction or with the 2-DG glycolysis inhibitor
in L929 cells. A total of 1 × 104 cells per well were seeded on 96-well plates. On the following day, the
cells were incubated in triplicate with (a) 11 mM glucose or (b) 20 mM 2-DG with a log(2)-dilution
series. After 24, 48, 72, and 96 h, absolute cell numbers (n) were analysed via automated digital
microscopy (Pico). The results and standard deviation of three independent experiments are shown.
The cell number (T0) at the beginning of the experiment was also determined and is shown as a
dashed line in the diagram.

2.3. 2-DG Works in L929 Cells at the Metabolic Level as an Energy Restriction Mimetic

In a previous work, we showed that amino acid restriction by methionine in L929 cells
can induce low energy metabolism (LEM) [18]. The effect of the inhibition of glycolysis
by 2-DG on the metabolome should now be analysed by liquid chromatography mass
spectrometry (LC-MS). It is known that the inhibition of glycolytic processes by 2-DG is
followed by a limitation of the cellular energy supply; ATP levels are reduced, and the
AMP/ATP ratio is subsequently increased, leading to AMPK activation, which increases the
NAD+/NADH ratio and activates SIRT1. Indeed, in rodents, adding 2-DG to the diet led
to phenotypes including decreased body weight, blood glucose, insulin, body temperature,
and heart rate. Moreover, 2DG was shown to induce protection against oxidative stress
(overview in [28]). Last but not least, 2-DG also seems to have the potential of a caloric
restriction mimetic (CRM), a substance that can induce the same effects in organisms as
caloric or amino acid/protein restriction [29].

The L929 cells were analysed over a period of 72 h. Since 2-DG inhibits glycolysis
very rapidly, we selected three early time points (2, 5, and 8 h) and three mid-term time
points (24, 48, and 72 h). Cells were stimulated with 625 µM 2-DG. We decided on this
concentration based on the results of the 2-DG experiments (Figure 2b). At this concen-
tration, a strong antiproliferative effect can already be seen, but the inhibition is not so
strong that proliferation is completely prevented, and the cells may run the risk of dying
within the experimental period due to the lack of ATP. Figure 3a–c shows selected liquid
chromatography mass spectrometry results summarised in groups. The complete LC-MS
results, including the individual measurements, raw data, and standard deviation, are
provided as the Supplementary File S1.

As previously described, the effectiveness of the inhibitor 2-DG should be evident
from the metabolites of glycolysis as well as at the level of the energy currencies. 2-DG
was already effective after 2 h, and glycolysis was inhibited in the first steps (Figure 3a).
Both the phosphorylated hexoses and the aldohexoses accumulated over the entire period
of the experiment. In addition, the throughput rate of the subsequent metabolites up to
pyruvate decreased drastically, which can be seen particularly well in the metabolites
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diphosphoglycerate, 3-phosphoglycerate, and phosphoenolpyruvate after 48 h and 72 h.
The lactate value also decreased significantly to 51%.
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experiment, the preparation was performed in triplicate. After 2 h, 5 h, 8 h, 24 h, 48 h, and 72 h, the
cell lysates (intracellular) were analysed by LC-MS. The results were reproduced in three independent
experiments and finally summarised. This figure shows the results of selected classes of substances
and metabolic pathways for (a) glycolysis and energy, (b) amino acids (AAs), glutamine-linked amino
acids (Glu-AAs), and (c) ethanolamines (EAs), cholines, and carnitines. For the cell pellets, the highest
measured value in each test series was defined as 100%. The colour scaling is shown below the results
as a legend.

The efficacy of 2-DG can also be demonstrated using different energy currencies. The
AMP level was continuously high over the entire period. The ATP level collapsed after
8 h at the latest and dropped continuously to a value of approximately 1%. After 72 h,
the AMP/ATP ratio, a critical parameter for the energetic state of a cell, was 1/96. In
addition, the NAD(+) and NADP(+) levels remained continuously high. The levels of
creatine and phosphocreatine were significantly higher than those in the control over the
entire period. Phosphocreatine can be used as an additional phosphate buffer in the case
of ATP deficiency, which is a classic physiological situation in the case of heavy stress
within muscles.

It is noticeable that most amino acids do not show any significant difference. Excep-
tions are the two amino acids cysteine and glutamine (Figure 3b). Glutamine reached the
maximum value of 100% after 72 h in the control and cysteine after 72 h under 2-DG.

A much clearer picture emerges with the glutamate-coupled gamma-glutamyl amino
acids (Glu-Aas) (Figure 3b). These are dipeptides formed extracellularly from glutamate
and another amino acid (AA), which can then be imported into the cell via different
transporters. The mechanism of Glu-AA formation has become controversial. According
to the classical thesis, this happens by means of the glutathione cycle. Glutathione is
exported and hydrolysed, and the resulting glutamate is transferred to a free amino acid
by a transferase. This produces Glu-AA and Cys-Gly. These dipeptides can then be taken
up by the cell and hydrolysed to free amino acids. New glutathione is then formed from
glutamate, cysteine, and glycine, and the next cycle can start [30]. However, the role of
glutathione in this cycle is now critically discussed [31]. Nevertheless, Glu-AAs remain
extracellularly formed dipeptides, which essentially serve to import the amino acid supply.
The metabolic profile clearly shows that in the control, the two valuable resources glutamine
and cysteine are imported in the form of GluGln and GluCys, whereas in the control, apart
from proline (70%), all other amino acids are imported up to the maximum value of 100%.

A significant difference can also be seen in the fatty acids (Figure 3c). In the group
of ethanolamines and cholines (EAs and cholines), the precursors for phospholipids and
sphingomyelin, the total amount under 2-DG increases steadily after 24 h and reaches
100% for phosphocholines and glycerophosphocholines after 24 h, cholines after 48 h, and
acetylcholines and phospoethanolamines after 72 h.

Basically, the analysis of the metabolome under 2-DG shows the effective and efficient
blocking of glycolysis in L929 cells and the normal, more or less expected reaction of this
system with regard to the inhibition of glycolysis.

2.4. Comparative Analysis of MetR and LowCarb Treatments of L929 in Perfusion Culture

In the next step, MetR and LowCarb were compared in the first experimental setup
in the model system L929 in otherwise identical conditions. For this purpose, cells were
confluently seeded in a 35 mm Petri dish, further cultured for 48 h, and then incubated in
a closed perfusion system with complete medium, Met(−) (0 mg/L) or LowCarb (3 mM
glucose) for 7 days in a bioreactor at 37 degrees Celsius and 5% CO2. Subsequently, for
LC-MS analysis, 1,000,000 cells were harvested in each case, and 1 mL was taken from
the respective depot media bottle of the perfusion culture. The experiment was repeated
four times, and the results were summarised. Only selected results are presented below. A
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presentation of the entire results, including the raw data, individual measurements and the
standard deviations, is attached as a Supplementary File S2.

Perfusion culture offers great advantages. Cultivation is possible over a much longer
period of time, as the nutrients are permanently supplied fresh (open perfusion) or kept
constantly high (closed perfusion). Many of the results within the restriction field come
from animal experiments conducted over weeks, months, and sometimes even years [7,8].
Although it is possible to analyse the early processes very well at the molecular level in
simple cell culture, many mechanisms of restriction are based on longer-lasting or even
permanent incubation. In addition to the time factor, however, the maintenance of the
concentration of metabolites plays a decisive role. This is very well illustrated by the
example of glucose. A certain glucose level is essential both in the body (blood glucose
level) and within the cell culture. If the level is maintained below this threshold over a
long period of time, cells undergo apoptosis [32]. In a static cell culture, the initial glucose
concentration is in the low-carb range and then decreases with an increasing duration
of the experiment and eventually becomes critical. In a perfusion culture, the necessary
metabolite concentration can be maintained over a long period of time. In this experiment,
we decided to use a closed perfusion culture. The open system offers the advantage that
the cells are permanently supplied with fresh medium and the concentrations of more
or less all metabolites remain constant. The closed system, on the other hand, offers the
advantage that secreted metabolites accumulate and finally reach concentrations above
the detection limit. In addition, communication among cells also plays a major role.
Messenger substances such as growth factors and interleukins, but also simple metabolites
such as lactate condition the medium and can play a decisive role. In the case of MetR,
these substances include polyamines, specifically spermine or spermidine, which can be
advantageous for the conversion of an amino acid restriction (AAR) [33].

One of the most striking results of comparing MetR and LowCarb in perfusion culture
was that the similarities of the metabolic profile were much greater than the significant
differences. Of over 170 metabolites analysed both intracellularly and extracellularly,
many showed similar tendencies. This is exemplified by the essential and nonessential
amino acids (Figure 4a). Most of the amino acids were at a similar level in both restriction
conditions and differed only slightly even from the control, usually increasing by a few
percent or between 20% and 40%. Methionine, as expected, was drastically reduced in
MetR (5%), but also dropped to 73% in LowCarb. The most significant difference compared
to the control was seen with cysteine, which dropped to 33% and 27%, respectively. Based
on the amino acids in the supernatant, it can be seen that a large proportion of the amino
acids were absorbed from the medium under each type of cultivation. The exception
here was cysteine, which was secreted in large amounts. Under MetR, serine (244%),
glutamine (177%), glycine (153%), alanine (151%), and threonine (150%) were also secreted
to a greater extent. This was also reflected in the very high number of Glu-AAs “activated”
for intracellular transport in the medium (Figure 4b). Intracellularly, the level in both
restriction conditions was again quite similar, and a large proportion of the amino acids
were imported more strongly than in the control. Exceptions were the GluAA of the amino
acids alanine, arginine, asparagine, and, at approximately 10% less, glutamine. The lack of
GluMet (0%) provided very good evidence of the efficiency of MetR. Another conspicuous
feature was the acetylated cysteine (Ac-Cys) under MetR, which occurred more frequently
(229%) than under the other two culture conditions.
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lysates (intracellular) and the medium (supernatant) were analysed by LC-MS. The results were
reproduced in three independent experiments and finally summarised. This figure shows the results
of selected classes of substances and metabolic pathways for (a) nonessential (non-ess. AA) and
essential (ess. AA) amino acids; (b) acyl-linked amino acids (Ac-AA) and glutamate-linked amino
acids (Glu-AA); (c) molecules of sulphur metabolism (“S”-Metabos). For the cell pellets, the value of
the control in each test series was defined as 100%. For the values in the medium, the measurement
of the control medium used was defined as 100%. The colour scaling is shown below the results as
a legend.

Sulphur-based metabolism was definitely prominent in MetR. Due to the lack of a
sulphur source, the entire “S” metabolism was under pressure. Within the perfusion culture,
however, it was seen after 7 days that with the exception of methionine sulfoxide (19%),
the cells could maintain a sulphur-based metabolism very well (Figure 4c). The situation
was different under LowCarb. Here, homocysteine, a precursor of methionine or an
intermediate product in the breakdown of cysteine, decreased. Taurine also decreased and
hypotaurine increased; both are products of cysteine degradation. Two central metabolites
are the different forms of glutathione. Both the reduced form GSH and the oxidised
form GSSG decreased by approximately half compared to the control. Under MetR, GSH
remained relatively constant at 109%, and GSSG increased to 154%.

Glycolysis was also regulated differently under the two forms of restriction (Figure 5a).
Under MetR, the intermediates hexose-P, fructose-1,6-bisphosphate, and phosphoenolpyru-
vate, and the glycolysis metabolites were increased overall compared to the control; under
LowCarb, hexose-P, fructose-1,6-bisphosphate, and pyruvate were significantly decreased.
The two intermediates, 3-phosphoglycerate and phosphoenolpyruvate, were increased to
142% and 239%, respectively, indicating stagnation within glycolysis under LowCarb.

The differences in carbohydrates, which are involved in glycolysis processes, among
other things, were also clear (Figure 5b). The metabolites UDP-glucose (UDP-Glc), UDP-
glucuronate, and UDP-N-acetylglucosamine (UDP-GlcNAc) were increased between ap-
prox. 60% and 90% under MetR and reduced between approx. 30% and 45% under
LowCarb. UDP-Glc is derived from the glucose-6-phosphate of glycolysis and is then mod-
ified to UDP-glucoronate. Both molecules are, therefore, fundamentally dependent on the
activity of glycolysis. UDP-GlcNAc is thought to be part of the glucose sensing mechanism.
There is also evidence that it plays a part in insulin sensitivity in other cells [34].

Interestingly, the TCA cycle was only marginally affected under all conditions (Figure 5c).
Citrate/isocitrate was significantly higher (195%) under LowCarb than in the control
and MetR. However, all other metabolites were at the same level. Under neither MetR
nor LowCarb did metabolites of the citrate cycle seem to be massively used for other
metabolic pathways.

Significant differences between MetR and LowCarb were also seen in the phospho-
lipids (Figure 5d). While the phospholipid phosphoethanolamine decreased under both
conditions compared to the control, the precursors of phosphatidylcholine, CDP-choline
and CDP-ethanolamine, were increased under MetR by 297% and 154%, respectively,
while they were strongly reduced under LowCarb by 32% and 39%, respectively. In the
area of lipid metabolism, carboxylic acid acetoacetate is still conspicuous and is strongly
reduced under LowCarb by 39%. Lipid metabolism seems to be fundamentally lower
under LowCarb.

258



Int. J. Mol. Sci. 2022, 23, 9220Int. J. Mol. Sci. 2022, 23, 9220 12 of 22 
 

 

 
Figure 5. (a–c) Overview of metabolic classes and metabolic groups of liquid chromatography mass 
spectrometry of L929 cells in perfusion culture under MetR and LowCarb conditions. The 
metabolism of the murine cell line L929 was analysed via LC-MS in complete medium (control), 
MetR (0 mg/L), and Low Carb (3 mM glucose) for 7 days in a closed perfusion cell culture. After 7 
days, the cell lysates (intracellular) and the medium (supernatant) were analysed by LC-MS. The 

Figure 5. (a–c) Overview of metabolic classes and metabolic groups of liquid chromatography mass
spectrometry of L929 cells in perfusion culture under MetR and LowCarb conditions. The metabolism
of the murine cell line L929 was analysed via LC-MS in complete medium (control), MetR (0 mg/L),
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and Low Carb (3 mM glucose) for 7 days in a closed perfusion cell culture. After 7 days, the cell lysates
(intracellular) and the medium (supernatant) were analysed by LC-MS. The results were reproduced
in three independent experiments and finally summarised. This figure shows the results of selected
classes of substances and metabolic pathways for (a) glycolysis; (b) carbohydrates; (c) molecules
of the tricarboxylic acid (TCA) cycle; (d) phospholipid precursors; (e) polyamines; (f) pyrimidines,
purines, and nicotinamides. The value of the control in each test series was defined as 100%. The
colour scaling is shown below the results as a legend.

The polyamines in the form of spermidines can perform different functions within
the cell. As already mentioned, they can be advantageous for the implementation of
restriction since secreted spermidine can trigger autophagy [35]. In addition, polyamines
are an indicator of the energy state of the cells. At high energy levels, large amounts
of acetyl-Co are produced via glycolysis and other metabolic pathways. The degree of
acetylation of, e.g., proteins, is, therefore, proportional to the energy level of the cell [36].
This is then also shown by different polyamines that are increasingly acetylated [37].
In addition, high intracellular spermine or spermidine concentrations promote protein
synthesis and proliferation [38]. Basically, the different polyamines are reduced under
both MetR and LowCarb and indicate a lower energy state than in the control (Figure 5e).
N-acetylspermidine, at 142% under LowCarb, is an exception.

The last group presented here includes the purines, pyrimidines, and nicotinamides
(Figure 5f). Here, too, many metabolites were at similar levels in all groups. In the case of
purines, UMP, UDP, and CMP were significantly reduced under LowCarb conditions, while
under MetR, UMP and CMP were increased by between 50% and 40%. Among purines,
some metabolites were reduced under both restrictions, such as IMP and GMP. AMP was
slightly increased under MetR with 110%. The nicotinamides showed the opposite trend.
While mNAM and NAD(+) were increased by approximately 80–90% under MetR, both
metabolites were reduced by approximately 30% under LowCarb.

2.5. Unlimited Cell Proliferation of L929 Cells in Closed Perfusion Culture

At the end of each experiment, the total cell numbers were determined (Figure 6). It
was noticeable that in the control and under LowCarb, the cell line L929 was able to grow
further and form multiple layers in the cell culture. We originally chose the experimental
conditions so that the cell lawn was confluent at the beginning of the experiment and the
cells were prevented from further proliferation by contact inhibition. Therefore, the analysis
under this nonproliferative condition essentially examined only the effects of the different
metabolite concentrations of methionine and glucose. In a previous analysis, we examined
MetR under proliferative and nonproliferative conditions in normal cell culture [17]. Cell
proliferation was not observed under static conditions. Instead, as shown in Figure 2c, the
absolute cell number in the control even decreased slightly after 120 h. When the medium
in the perfusion culture was kept at a constant high level, the L929 cells could continue to
grow beyond contact inhibition under both control and LowCarb conditions. The restriction
of methionine continued to severely limit growth even under perfusion conditions.
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counts are plotted here. Comparisons between the control and MetR groups were performed by
applying one-way ANOVA followed by the Tukey–Kramer multiple comparison test (* p < 0.05,
ns = not significant).

3. Discussion

In this work, we used liquid chromatography mass spectrometry to analyse the
influence of glucose restriction using the glycolysis inhibitor 2-DG in our L929 model
system to demonstrate that the system is suitable for analyses in the LowCarb condition.
In a further analysis, we then compared the metabolome analyses of the two restriction
conditions MetR and LowCarb in a perfusion system.

Analysis of the glycolysis inhibitor 2-DG showed a clear antiproliferative effect on
L929 cells (Figure 2). In addition, as expected, the inhibitor was shown to slow glycolysis
at the metabolic level downstream of the actual target, glucose-6-phosphate isomerase
(Figure 3) [26]. The clearest marker for the effectiveness of 2-DG is the extreme drop in the
intracellular ATP concentration to 1% (Figure 3) [27]. The conclusion is that the cell line
L929 is very well suited for analysing glycolysis metabolism.

Using perfusion culture, the two restriction conditions MetR and LowCarb were
compared over a period of 7 days in a closed perfusion culture. Analysis of the metabolome
showed that both restriction conditions cause observable changes at the molecular level. In
the case of MetR, in addition to the low methionine and GluMet contents, it is particularly
noticeable that some amino acids are increasingly secreted. This is a phenomenon that
we have already defined in an earlier paper as characteristic of L929 under MetR [18].
Glucose restriction was also shown to be specific at the molecular level and clearly differed
from the effects induced by 2-DG, as here the concentration of the first two metabolites of
glycolysis—hexose phosphate and fructose 1,6-bisphosphate—strongly decreased and then
accumulated to a greater degree than 3-phosphoglycerate. The decrease in UDP-glucose, a
product that, as already mentioned, is strongly dependent on the turnover rate of glycolysis,
also clearly showed the changes induced by LowCarb.

Nevertheless, it is noticeable that the vast majority of the metabolites remained at
similar levels, even compared to the control. However, this is also evidence of the quality
of the analysis. For example, if one analyses gene expression across the transcriptome
of 10,000 genes, the absolute majority of genes will not be differentially regulated. If, for
example, 9000 genes were differentially regulated, this would be a strong indication of a
faulty analysis. Thus, on the one hand, the many metabolites at the same level show the
quality of the analysis and the stability of the perfusion culture, but on the other hand, the
question arises as to what extent the different forms of restriction have been implemented
consistently? In the following discussion, we want to assess to what extent the results reflect
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the implementation of the two restriction forms MetR and LowCarb in our system, which
factors have a decisive influence on the profile, and which further analyses are useful.

The incubation period has a significant influence on the metabolic profile. It is possible
that the system must be incubated for a longer period than 7 days so that the specific
restriction profiles can be more extreme. On the other hand, the different forms of restriction
also have many common molecular mechanisms, as already described [14]. Thus, the results
can also be interpreted as a slow but sure alignment of the metabolites over time, while in
the short term, the differences are much larger. Looking at the overall profile of the 2-DG
analysis (Supplement File S1), for example, it is noticeable that at the early time points
within the first 8 h, most of the metabolites are significantly different compared to those in
the control.

The metabolites selected for analysis also play a role. In LC-MS analysis, we chose
a setup to analyse characteristic metabolites of individual metabolic pathways, such as
glycolysis or the TCA cycle. However, these approximately 170 metabolites represent only a
small part of the real existing metabolites of a cell. Thus, it is possible that other metabolites
not used in this analysis show a much more differentiated picture than the products we
selected. Again, the argument applies that the most important metabolic pathways align
over time.

The growth conditions can also influence the results. In this work, we decided to start
the analyses under confluent conditions to obtain sufficient cell material for the LC-MS
analyses. Furthermore, we know from previous work that the low energy status under
MetR is essentially independent of proliferation or cell contact inhibition [17]. Figure 6
clearly shows that the cells continued to grow steadily within the perfusion culture. We
could not observe this effect in the static cell culture. However, we assume that this
effect has no negative influence on the LC-MS analyses. Again, the already mentioned
argument applies that the high number of metabolites at similar levels is a quality criterion.
If proliferation affected the results, the differences when comparing MetR to the control
and LowCarb should be much more striking. However, the question arises as to why the
cells manage to continue growing even under the LowCarb condition. Figure 2a shows
the analyses performed to determine the glucose concentration used in perfusion culture.
Under static conditions, the proliferation rate decreased dramatically after 96 h with an
initial concentration of 3 mM glucose, but under these experimental conditions, the glucose
level also continued to decrease during the experimental period. Basically, this experiment
served to confirm that we can work with a level of 3 mM glucose in the perfusion culture
without running the risk of cell death. After 96 h at 3 mM, the cells were observed to
be alive under a microscope and proliferated significantly better than under even lower
glucose concentrations. We used a medium tank in the perfusion culture that provided
60 times the volume of the contents of the Petri dish. We assumed that these conditions
were suitable for L929 cells and that the cells were well supplied over this period. However,
we did not want to lower the glucose concentration below 3 mM because this concentration
does not correspond to the physiological conditions of the blood glucose level. In mice,
3 mM is already a very low value. Therefore, in the perfusion culture, the constant supply
of fresh medium seems to be sufficient for the cells to grow steadily both in the control and
under LowCarb.

The closed perfusion culture is another factor that has a strong influence on the
metabolome. Basically, the closed version offers the advantage that the medium is condi-
tioned over the experimental period. Thus, on the one hand, the medium can be included
in the LC-MS analysis; on the other hand, secreted messengers may well be essential to
implement the individual restriction forms. However, the exact opposite can also occur.
The active substances in the medium influence the cellular events more than MetR or
LowCarb. Analysis of the supernatants showed that a large number of metabolites accu-
mulated over the experimental period. Thus, it is possible that the concentration of the
secreted metabolites influences the metabolism and overlaps both MetR and LowCarb in
the metabolic profile, leading to an alignment of the LC-MS profiles.
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However, perfusion culture offers extreme advantages. Basically, the main advantage
lies in the simulation of the blood flow of an organism, in that, on the one hand, fresh
nutrients can be continuously supplied and, on the other hand, waste and possibly toxins
can be removed. The differences between open and closed perfusion systems will be shown
in further studies.

In principle, L929 cells are also suitable for analysing glucose metabolism. They react
to 2-DG inhibition accordingly. The cells are also suitable for perfusion culture, and we
were able to show that after 7 days in a closed system, the cells implemented a MetR- or
LowCarb-specific metabolism. However, a large number of metabolites were at similar
levels even compared to the control. For this reason, the question arises as to whether the
restriction forms result in a largely similar metabolism or whether the profile is influenced
more significantly by certain factors than by the restriction itself. Based on the above
arguments, in future work, the cells should be analysed over a longer period of time (up to
21 days) to determine whether the metabolism continues to differentiate or remains similar.
Furthermore, the experiments should be conducted in an open perfusion system to limit
the effect on the restrictive factors methionine and glucose. We are sure that future analyses
using the perfusion culture technique will reveal fundamental insights and mechanisms
under the different forms of restriction.

4. Materials and Methods
4.1. Cell Culture

The murine fibroblast cell line L929 was purchased from the Leibniz Institute, DSMZ-
German Collection of Microorganisms and Cell Cultures GmbH (Braunschweig, Germany).
Cells were cultured in RPMI 1640 medium (Gibco, Life Technologies; Darmstadt, Germany)
with 10% FCS (Sigma-Aldrich, Darmstadt, Germany) and 1% penicillin/streptomycin (P/S;
100 U/mL penicillin and 100 µg/mL streptomycin (Thermo Fisher Scientific, Darmstadt,
Germany)) at 37 ◦C in a humidified atmosphere containing 5% CO2.

4.2. ImageXpress Pico Automated Cell Imaging System—Digital Microscopy (Pico Assay)

Cells were seeded at 10,000 cells in 100 µL of culture medium per well of a 96-well
plate and incubated overnight. The following day, the cells were incubated in complete,
methionine-free, cysteine-free, or methionine- and cysteine-free medium. The incubation
time is stated in the corresponding figure legend. For staining, 10 µL of Hoechst staining so-
lution (1:200 dilution of Hoechst 33342 (Thermo Fisher, Darmstadt, Germany) (10 mg/mL
in H2O) in medium) was added to each well. After a 20–30-min incubation period, wells
were analysed with an ImageXpress Pico automated cell imaging system (Molecular De-
vices, San Jose, CA, USA) via automated digital microscopy. The cells were analysed with
transmitted light in the DAPI channel at 4x magnification. The complete area of every well
was screened. The focus and exposure time were set via an auto setup and controlled by
analysing 3–4 test wells. Finally, every result was confirmed visually, and 95% of the cells
were counted and analysed.

4.3. Analysis of the Cell Progression Rate Using the Pico Assay

Cells were seeded at 10,000 cells in 100 µL of culture medium per well in a 96-well
plate. After 24, 32, 48, 56, 72, 80, 96, 104, and 120 h, cell numbers were measured with
six values for every time point, as described under Pico Assay (Section 4.2). The growth of
a cell population can be described with the following formula:

Nt = N0 × 2(t×f)

(Nt = cell number at time t; N0 = cell number at time 0; t = time in days (d); f = cell
division frequency (1/d)).
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To determine f, the formula is rearranged as follows:

f =

(
log

(
Nt
N0

)
/ log(2)

)

t

To obtain an overview, the measured values were first plotted as a simple diagram.
From this, it was possible to see at what point the growth entered the plateau phase. Then,
the values were plotted as an exponential curve, and only values in the exponential growth
phase were used to determine f. In the case of L929, these were the time points 24, 32, 48, 56,
and 72 h. From these values, the individual f values were calculated for the intermediate
periods (∆24/32, ∆32/48, ∆48/56, and ∆56/72). The total value f was then calculated as
the mean of the four ∆f values.

4.4. Experiments under 2-DG for LC-MS

L929 cells were seeded in 20 mL of medium in 15 cm Petri dishes and incubated
overnight. A total of 2 × 106 cells/Petri dish were seeded under proliferative conditions
for 2, 5, and 8 h, and 1 × 106 cells were seeded at 24, 48, and 72 h to prevent confluence
during the test period. Every value was measured in triplicate. All media contained
10% FCS and 1% P/S [100 U/mL penicillin and 100 µg/mL streptomycin (Thermo Fisher
Scientific, Darmstadt, Germany)]. After seeding, the cells were incubated with 20 mL
of complete RPMI medium or 20 mL of RPMI medium with 625 µM 2-deoxy-D-glucose
(2-DG) (Sigma-Aldrich, Darmstadt, Germany). Before harvesting, 1 mL of the supernatant
was stored for analysis. The remaining medium was then removed, and the cells were
washed with 10 mL of PBS and detached with 3 mL of trypsin/EDTA (Thermo Fisher
Scientific, Darmstadt, Germany). After the addition of 7 mL of the appropriate medium,
the absolute cell number in the suspensions was analysed with the automated cell counter
EVETM [NanoEntek (VWR, Darmstadt, Germany)]. Each sample was measured three times,
and the mean value was calculated to obtain an accurate result. Pellets with 1 × 106 cells
were produced by centrifugation (5 min at 1200 rpm at RT). Until the LC-MS analysis, all
samples were stored at −20 ◦C.

4.5. Closed Perfusion Culture Experiments for LC-MS

For perfusion culture (Figure 7), we used RPMI 1640 (Genaxxon Bioscience, Ulm,
Germany), which lacks methionine and glucose, as the basal medium. Every medium
was prepared from the basal medium. All media contained 10% FCS (Sigma-Aldrich,
Darmstadt, Germany) and 1% P/S [100 U/mL penicillin and 100 µg/mL streptomycin
(Thermo Fisher Scientific, Darmstadt, Germany)]. For the control (complete medium), the
amino acid methionine (Sigma-Aldrich, Darmstadt, Germany) was added at 15 mg/L, and
glucose (Sigma-Aldrich, Darmstadt, Germany) was added at 11.1 mM. For MetR medium,
glucose was added at the same concentration, and for LowCarb medium, methionine was
added at 15 mg/L and glucose was added at a final concentration of 3 mM.
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Figure 7. (a–c) Closed perfusion culture and dual perfusion set for 35 mm petri dishes. (a) Examples
for a closed perfusion for one Petri dish. The inside of the bioreactor is shown. The red line shows the
inlet, and the blue line shows the outlet. The tubes run through separate pump systems. This allows
the outlet to be faster than the inlet and thus prevents the petri dish from overflowing; (b) top view;
(c) side view of the dual perfusion set for 35 mm petri dishes. The system has a total of 4 inlets and
outlets. In our case, only two were used, and the other two were closed. The red arrows show the
influx, and the blue arrows show the outflux, including the height of the medium in the petri dish.

A total of 1 × 106 cells were seeded in 35 mm dishes (Greiner Bio-One, Frickenhausen,
Germany). After 48 h, cells reached confluence, the medium was removed, and the cells
were stimulated with complete medium (control), MetR, or LowCarb medium. Petri dishes
were incubated in a bioreactor at 37 ◦C in a humidified atmosphere containing 5% CO2.
Every medium tank contained 180 mL (60-fold excess compared to the contents of the
Petri dish (3 mL)). The flow rate was 0.8 mL/min, with the inflow being slower than the
outflow to prevent the Petri dish from overflowing. During incubation, the Petri dish was
supplied with medium using a dual perfusion set for 35 mm petri dishes (PeCon GmbH,
Erbach, Germany). This consisted of a perfusion ring, which had an inlet and outlet for
the medium, and a metal lid with a glass interior to prevent contamination Figure 1a–c.
After 7 days, 1 mL of the supernatant was removed before harvesting and stored for
analysis. The remaining medium was then removed, and the cells were washed with 10
mL of PBS and detached with 3 mL of trypsin/EDTA (Thermo Fisher Scientific, Darmstadt,
Germany). After the addition of 7 mL of the appropriate medium, the absolute cell number
in the suspensions was analysed with the automated cell counter EVETM [NanoEntek
(VWR, Darmstadt, Germany)]. Each sample was measured four times, and the mean value
was calculated to obtain an accurate result. Pellets with 1 × 106 cells were produced by
centrifugation (5 min at 1200 rpm at RT). Until the LC-MS analysis, all samples were stored
at −20 ◦C.

4.6. LC-MS

Analysis of water-soluble metabolites in cell extracts and culture media.
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4.6.1. Cells

After the addition of 0.5 mL of MeOH/CH3CN/H2O (50/30/20, v/v/v) containing
10 µM lamivudine, cell pellets were homogenised by ultrasound treatment (10 × 1 s, 250 W
output energy). Medium: One hundred microlitres of culture medium was combined
with 0.4 mL of MeOH/CH3CN (50/30, v/v) containing 10 µM lamivudine. The external
standard lamivudine was not used for absolute metabolite quantification, but was used as
a quality control to compensate for eventually occurring technical issues. As quality control
and for the determination of the corresponding retention times, most of the annotated
metabolites (which are commercially available) were run as mixtures of pure compounds
under identical experimental conditions. General procedure: The resulting suspension was
centrifuged (20 kRCF for 2 min in an Eppendorf centrifuge 5424), and the supernatant was
applied to a C18-SPE column that was activated with 0.5 mL of CH3CN and equilibrated
with 0.5 mL of MeOH/CH3CN/H2O (50/30/20, v/v/v). The SPE eluate was evaporated in
a vacuum concentrator. The resulting pellet was dissolved in 50 µL (cell extracts) or 500 µL
(media extracts) of 5 mM NH4OAc in CH3CN/(25%/75%, v/v).

4.6.2. LC Parameters

Mobile phase A consisted of 5 mM NH4OAc in CH3CN/H2O (5/95, v/v), and mobile
phase B consisted of 5 mM NH4OAc in CH3CN/H2O (95/5, v/v).

After application of 3 µL of the sample to a ZIC-HILIC column (at 30 ◦C), the LC
gradient programme was as follows: 100% solvent B for 2 min, a linear decrease to 40%
solvent B over 16 min, maintenance at 40% solvent B for 9 min, and an increase to 100%
solvent B over 1 min. The column was maintained at 100% solvent B for 5 min for column
equilibration before each injection. The flow rate was maintained at 200 µL/min. The eluent
was directed to the ESI source of the QE-MS from 1.85 min to 20.0 min after sample injection.

The MS parameters were as follows: scan type, full MS in positive-and-negative mode
(alternating); scan range, 69–1000 m/z; resolution, 70,000; AGC-target, 3E6; maximum
injection time, 200 ms; sheath gas, 30; auxiliary gas, 10; sweep gas, 3; spray voltage, 3.6 kV
(positive mode) or 2.5 kV (negative mode); capillary temperature, 320 ◦C; S-lens RF level,
55.0; and auxiliary gas heater temperature, 120 ◦C. Annotation and data evaluation: peaks
corresponding to the calculated monoisotopic masses (MIM +/− H+ ± 2 mMU) were
integrated using TraceFinder software (Thermo Scientific, Bremen, Germany). Materials:
Ultrapure water was obtained from a Millipore water purification system (Milli-Q Merck
Millipore, Darmstadt, Germany). HPLC–MS solvents, LC–MS NH4OAc, and lamivudine
were purchased from Merck (Darmstadt, Germany). The RP18-SPE columns were 50 mg of
Strata C18-E (55 µm) in 1-mL tubes (Phenomenex, Aschaffenburg, Germany). The sonifier
was a Branson Ultrasonics 250 equipped with a 13-mm sonotrode (Thermo Scientific,
Bremen, Germany).

4.6.3. LC-MS System

A Thermo Scientific Dionex UltiMate 3000 UHPLC system linked to a Q Exactive mass
spectrometer (QE-MS) equipped with a HESI probe (Thermo Scientific, Bremen, Germany)
was used. The samples were analysed with a high-resolution mass spectrometer, allowing
the generation of XIC data that were analysed by applying a very narrow m/z margin
(+/−3 mMU). The particle filter was a Javelin filter with an ID of 2.1 mm (Thermo Scientific,
Bremen, Germany). The UPLC-precolumn was a SeQuant ZIC-HILIC column (5-µm
particles, 20 × 2 mm) (Merck, Darmstadt, Germany). The UPLC column was a SeQuant
ZIC-HILIC column (3.5-µm particles, 100 × 2.1 mm) (Merck, Darmstadt, Germany).

Raw data analysis and value generation (in short):
LC-MS analyses were carried out in four independent experiments at 24 h, 48 h, 72 h,

96 h, and 120 h, with each value obtained from triplicate measurements. Metabolites
were quantified in cell pellets and corresponding supernatants (media) under methionine-
supplemented and methionine-free conditions (12 samples per time point in total). The
resulting peak areas were normalised against that of lamivudine as an external standard.
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From this, the mean value and standard deviation were calculated for each triplicate.
For better comparisons, the values were converted to percentages. For the values of the
media, the control measurement of the medium used was defined as 100%. For the cell
pellets, the highest measured value in each test series within an experiment was defined as
100%. From these values, the average mean values from the four experiments were then
summarised in the individual tables. For a better overview, the results were rounded to
natural numbers and shown as a heatmap. The corresponding colour range is indicated
individually under each table. The raw data and results for the two profiles are provided
in the Supplementary Files S1 and S2.

4.7. Statistical Analysis

Statistical analysis was performed using GraphPad Prism 8.0 (GraphPad Software,
San Diego, CA, USA). One-way ANOVA was used to compare and analyse the data of dif-
ferent groups, followed by the Tukey–Kramer multiple comparison test (ns; nonsignificant;
* p < 0.05, *** p < 0.001).

Supplementary Materials: The supporting information can be downloaded at https://www.mdpi.
com/article/10.3390/ijms23169220/s1.
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Abstract: Coronavirus disease 2019 (COVID-19) is a respiratory disease caused by severe acute
respiratory syndrome coronavirus-2 (SARS-CoV-2). It is acknowledged that vulnerable people
can suffer from mortal complications of COVID-19. Therefore, strengthening the immune system
particularly in the most fragile people could help to protect them from infection. First, general
nutritional status and food consumption patterns of everyone affect the effectiveness of each immune
system. The effects of nutrition could impact the level of intestinal and genital microbiota, the adaptive
immune system, and the innate immune system. Indeed, immune system cells and mediators, which
are crucial to inflammatory reaction, are in the structures of fats, carbohydrates, and proteins and are
activated through vitamins (vit) and minerals. Therefore, the association of malnutrition and infection
could damage the immune response, reducing the immune cells and amplifying inflammatory
mediators. Both amount and type of dietary fat impact on cytokine biology, that consequently
assumes a crucial role in inflammatory disease. This review explores the power of nutrition in
the immune response against COVID-19 infection, since a specific diet could modify the cytokine
storm during the infection phase. This can be of vital importance in the most vulnerable subjects
such as pregnant women or cancer patients to whom we have deemed it necessary to dedicate
personalized indications.

Keywords: COVID-19; SARS-CoV-2; ketogenic diet; nutrition in pregnancy; microbiota; cancer;
carcinoma; precision medicine; health promotion; metabolomics

1. Pathobiology and Metabolic Dysfunction of SARS-CoV-2

Coronavirus 2019 (COVID-19) has become a global threat with a mortality rate around
6% [1]. In adults, the clinical manifestations of COVID-19 may or may not appear for the
entire duration of the incubation period (2–14 days) and beyond, or they may be severe.
Children are less likely to develop symptomatic infections and are less prone to serious
illness [2], although there are reports of children who have a disease called Multisystem
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Inflammatory Syndrome [3,4]. COVID-19 belongs to the beta family of Coronaviridae
and is known for the spike protein used to hook and infect the host cell [5–7], conferring
COVID-19 easy transmissivity and high pathogenicity, [8] allowing the virus to: (i) fuse
cell–cell and RNA release, (ii) start the replication cycle, and (iii) spread further to infect
more cells [9,10], ensuring greater transmissibility (R0 > 2). From the ultrastructural point of
view, the virus, having a higher specificity than other viruses of the same family [11], binds
to the host via the binding domains of the angiotensin 2 converting enzyme receptor (ACE2),
expressed more on the luminal surface of type II alveolar epithelial cells [12], resulting
in an increase in angiotensin-2 with relative increase in pulmonary vascular permeability
and subsequent severe acute respiratory syndrome or multiorgan dysfunction [13]. This
clinical picture is due to the presence of acute inflammation, mainly CD4 and CD8 positive
T lymphomonocytes, responsible for the recall of cytokines (interleukins such as IL-1β,
IL-2R, IL-6, as well as interferon and tumor necrosis factor) and chemokines such as CCL-2,
CCL-3, and CCL-10, which determine the hyperinflammatory state in COVID-19-positive
patients [14]. Following this process, there is therefore the desquamation of pneumocytes,
the formation of fibrinoid exudates and pulmonary edema, and finally formation of hyaline
membrane with consequent irreversible alveolar damage. Conversely, during the recovery
phase, there is an increase in pro-coagulation factors and subsequent activation of the
coagulation cascade with the formation of small and large peripheral vascular thrombi also
known as disseminated intravascular coagulation [13,15]. In more critically ill patients,
laboratory tests also show hyperferritinaemia, elevated lactate dehydrogenase, and ery-
throcyte sedimentation rate [16]. This pathological structure can also be associated with
further complications at the olfactory level [17] or at the visual level (eye pain, redness,
and conjunctivitis), splenic and hepatic level where drug toxicity and immune-mediated
damage play a role [18], renal, neurological, and skin level such as erythematous rashes
and urticaria, lympho-haematological [19–26], and even at the level of the cardiovascular
system [27–29] where patients with SARS-CoV-2 have an increased risk of developing
acute myocardial infarction following coronary spasm, hypoxic damage, microthrombi,
direct vascular endothelial damage, hypercoagulability, and instability of the atherosclerotic
plaque [30]. It is also known that the downregulation of ACE2 and the increased stimula-
tion of the angiotensin II receptor are associated with systemic hypotension, hypokalaemia,
and lung damage [31]. As is well known, iron represents one of the main elements in
the fight against pathogens, given its ability to support the immune system during the
viral replication phase. In fact, since high availability of iron is required for COVID-19
to allow the hydrolysis of the ATP required in this phase, the innate immune system will
modify the bioavailability of iron downwards, limiting its ability to replicate and helping
the body to fight the virus. Ferritin is the most important component of iron metabolism,
and its main role is to store iron during the ferric state during infections. During the
inflammatory phase, the serum iron concentration decreases and ferritin increases, causing
hyperferritinemia and activation of macrophages. Regulating this mechanism is hepcidin,
capable of regulating the concentration of intra- and extracellular iron thus depriving the
pathogen of iron for the replication of COVID-19 [32,33]. The metabolic processes of iron
are also generated by the generation of reactive oxygen species (ROS) [34], which can cause
mitochondrial dysfunction favoring multiple-organ damage as occurs during COVID-19
infection [34,35]. Alterations at this level lead to an upregulation of mitochondrial genes
and genes that respond to oxidative stress with further accumulations of intracellular iron.
These generate ROS and reactive nitrogen and sulphur species, further contributing to the
increase in the inflammatory response in COVID-19 disease. In fact, the same mitochondrial
ROS also directly activates the production of proinflammatory cytokines that can alter
mitochondrial homeostasis and mitochondrial respiration thus causing various systemic
alterations [36]. The inflammatory phase also leads to a depletion of the body’s natural
antioxidant agents such as vit C, which in favorable physiological conditions protects cells,
decreases oxidative stress and ROS, and improves the body’s circulatory function and
its immune system. In critical conditions, its concentration drops precipitously so as to
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require intravenous administration to reach a quantity sufficient for the body. Although
still in need of robust confirmation, on this basis clinical studies have been conducted on
the treatment of COVID-19-positive patients, which have shown how this supplement can
improve the critical condition of some patients [37,38]. Similarly to vit C, vit D also has
the same effect on oxidative stress and provides a protective effect from COVID-19 but,
also in this case, further studies should be encouraged to shed light on the effects of vit D
deficiency in COVID-19-positive patients [39–41].

2. Microbiota and SARS-CoV-2 Infection

Lately, different authors have reported in literature the possibility, more than sug-
gestive, of a connection between COVID-19 infection and intestinal microbiota dysbiosis,
considering that, in COVID-19 patients with severe intestinal dysfunction, the presence
of virions in fecal, oral, and gastrointestinal samples was found in a range between 2%
and 36% [42–51]. The most commonly reported intestinal symptoms related to COVID-19
could be mild as nausea and stomach discomfort or more intense such as vomiting and
diarrhea [27,52–55]. Moreover, variations of the intestinal microbiota, with an increase in
opportunistic pathogenic germs and reduction of protective commensal bacteria, relate
to fecal levels of SARS-CoV-2 and severity of symptoms from COVID-19. Furthermore,
this microbiota alteration could continue even after the eradication of SARS-CoV-2 and
after the remission of disease symptoms [56]. Recent scientific evidence provided that the
gravity of COVID-19 symptomatology is linked to comorbidity and advanced age since
both aspects are connected to inflammation and alteration of the intestinal microbiota, in
consideration of both the nature of the intestinal flora and its bacterial composition [57].
Consequently, it has been assumed that an intervention directed at supporting the intestinal
barrier and reducing the inflammatory stimulus by recommending a diet rich in fiber and
fermenting foods could be suitable to reduce the infection and gastrointestinal symptoms
linked to COVID-19 [58]. Therefore, it is supposed that COVID-19 infection might be capa-
ble of modifying and undermining the integrity of the gut microbiota with a consequent
higher gravity of the disease and complications [58]. Consequently, the intestinal biological
components and its related dysbiosis are considered a potentially fundamental element to
influence the adaptive response versus respiratory pathogens [59]. Indeed, recent studies
have reported that patients with COVID-19 infection and underlying comorbidity with
consequently reduced gut microbiota diversity and greater intestinal permeability showed
a worse prognosis [52]. Confirmation of this evidence was the evaluation of how food
microbes, such as probiotics or prebiotics, develop an antiviral effect against coronaviruses
and could strengthen host immune functions. Moreover, a sensible decrease of Lactobacillus
and Bifidobacterium species has been found in patients affected by COVID-19, even if the
clinical meaning of this result is not yet defined [60]. Therefore, intestinal microbiota [61]
could lead healthy subjects to an hyperinflammatory condition [62], which enhances the
harmful effects of COVID-19. Indeed, composition of the intestinal microbiota is involved
in the production of inflammatory cytokines and has an important role in the induction,
development, and correct function of the host immune system and its activity [63]. In
addition, ACE2 protein is widely distributed on the luminal surface of intestinal epithelial
cell [64,65]. Indeed, recent evidence has reported that the “cytokine storm” may be the
key that aggravates the morbidity and mortality of the COVID-19 infection [66] (Figure 1),
and there is even evidence that COVID-19 affects women less and causes a stronger T-cell
response than males, leading to more effective viral clearance [67–69].

This condition of hyperinflammation is also documented in histological specimens
of the colon and mesentery [70]. Therefore, anti-cytokine therapy for reducing patients’
hyperinflammatory status could be recommended for the treatment of patients with severe
COVID-19 and particularly in immunosuppressed subjects [71]. Furthermore, the prescrip-
tion of a balanced diet, able at the same time to provide the organism with an adequate
nutritional supply, can favor the correct functioning of the immune system [72]. In this
regard, specific micronutrients such as vit (C and D) or elements such as zinc, taken directly
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from food through a correct diet or prescribed in the form of supplements, represent for
this purpose a valid support having the dual function of guaranteeing a contribution to the
organism for its physiological functions and allowing it to have a continuous reserve in
pathological conditions, ensuring a constant and strong immune function even in critical
situations [73]. Moreover, the recent literature is unable to provide data so concrete and
reliable as to consider the clinical use of probiotics in patients with symptoms related
to COVID-19, and therefore their administration cannot be officially recommended until
there are experimental results that will be clearer on their relationship with the intestinal
microbiota in COVID-19 patients, as well as on their functionality and usefulness in the
fight against COVID-19 [74]. However, it is supposed that an approach that modulates the
intestinal microbiota could represent one of the therapeutic approaches of COVID-19 and
its complications [75]. This is especially important for our vulnerable populations, such
as the elderly, and oncological and immunosuppressed patients, and it requires further,
in-depth research. On the other hand, the role of the microbiota linked to COVID-19 has
not yet been studied in newborns, but it is shown that through breastfeeding, vaccinated
women [76–82] confer immunity to their children; an increase in IgG and IgA antibodies
against SARS-CoV-2 [83–86] and consequent decrease in the risk of hospitalization was
demonstrated [87,88]. Preliminary studies on these positive effects had concerned the
analysis of these antibodies also at the level of the umbilical cord and placenta [89–91]. This
research represents a driving force for future studies in this patient class.
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3. Nutrition in Pregnancy during COVID-19 Infection

Pregnancy represents a special biological phase of the life of a woman and determines
a lot of indicatory physiological changes involving all organ systems in the body with the
main aim to sustain the growing fetus [92]. Nutrition represents a pivotal point for the
physiological changes of pregnancy and, in this regard, childbearing causes an increased
water need in order to expand maternal blood water and increase cardiac output from
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4 to 6 L/min and, thus, blood flow to the kidneys and utero-placental unit, decreasing
blood pressure overall [93]. The increase in tidal volume requires an average increase in
oxygen demand in pregnancy of about 20% of minute ventilation. Breathing and nutrition
are closely related processes. Through the digestive system, oxygen is used to oxidize the
nutrients obtained from ingested foods and to obtain the necessary energy. Physiological
changes in respiratory function in pregnancy allow the umbilical vein blood amount to be
rich enough in oxygen for the fetal cellular respiration process [94]. Nutrition means fetal
growth; especially in the third trimester of pregnancy, hormones of placental origin deter-
mine a state of insulin resistance in the pregnant woman; a condition of hyperglycaemia
is established, which maintains fetal growth and lipolysis to satisfy maternal needs [95].
The mother’s requirement for increased insulin could be a biological solution to promote
fetal growth, while insulin itself can remain the main growth factor alongside conception
product development [96]. It is known that nutrition plays an essential role in the devel-
opment and maintenance of the immune system. Its deficiency can negatively affect the
risk of infections and the maternal organism’s acceptance of the product of conception,
characterized by different genetic and haplotypic heritages [97]. If innate immunity (NK
cells and monocytes) is preserved, acquired immunity (T cells and B cells) is downreg-
ulated, harming any specific immune response, hence causing an immunosuppressed
state [98]. In addition, the inflammatory response differs alongside pregnancy according
to the three main stages: the pro-inflammatory stage (implantation and placentation in
the first trimester), the anti-inflammatory stage (fetal growth in the second trimester), and
the second pro-inflammatory stage (initiation of parturition) [99]. Intuitively, nutritional
deficiencies can compromise the immune response by greatly interfering with the body’s
response to external inputs, leading to an amplification of the pathophysiological pathways
and, thus, conditioning the corresponding outcomes [92]. To date, the SARS-CoV-2 infec-
tion represents one of the most interesting examples of how peculiar the interactions of
the systemic range of the action pathogen are, i.e., a peculiar biological environment [97].
From this point of view, nutrition might act as a synergic co-factor, which may be able to
influence organism response, while taking into consideration its significance is still under
scientific evaluation. It is established that macronutrient intake variably influences the
immune system response and inflammatory pathways. Thus, it may be used as a predictive
factor for response to SARS-CoV-2 in pregnant women. To date, only a few papers are
available. Moreover, these existing papers (Table 1) might be used to discriminate between
food and macronutrients useful or harmful in COVID-19 infection management [100].

Table 1. All the studies existing to date investigating the effects of specific diet regimen, foods, micro-,
or macronutrients on the response to COVID-19 viral infection in pregnant women.

Paper ID Year of
Publication Type of Study Cohort

(n◦) Diet Regimen COVID-19
Outcomes

Eskenzi et al. [95] 2021 Prospective,
multinational 2071

Low-calorie diet
in glucose altered metabolism

or overweight
Improving

Chen et al. [101] 2022
Prospective,

nationwide (China),
multicenter

3678 Diet based on vegetables and fruit Improving

Erol et al. [102] 2021
Prospective
case-control

(Turkey)
60

Lower vit E
Higher Afamin

serum levels

Worsening
Worsening
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Table 1. Cont.

Paper ID Year of
Publication Type of Study Cohort

(n◦) Diet Regimen COVID-19
Outcomes

Anuk et al. [103] 2021
Prospective
case-control

(Turkey)
200

Lower Zinc
Higher Copper

Lower Zn/Cu ratio
Higher Magnesium

serum levels

Worsening
Worsening
Worsening
Worsening

Uta et al. [104] 2022
Prospective
case-control
(Romania)

446
Iron deficiency

Iron and folate supplement
(in anemic women)

Worsening
Improving

Nawsherwan et al. [92] 2020 Review -
Micronutrient deficiency

and/or low intake
(vit A, C, D, E, Fe, Se, Zn)

Worsening

Mate et al. [100] 2021 Review -

“Functional food” diet
(vegetables, omega3 fatty acid,

micronutrient, vit A, B, D, E,
choline)

Improving

The need of FA is not the same for the whole population and reaches its maximum
levels during pregnancy and breastfeeding. Since the 1990s, in order to prevent NTDs
(neural tubal defects), a daily intake of FA (folic acid) between 400 and 600 mcgr has been
highly recommended during pregnancy by most health systems around the world; this
is to compensate the insufficient average dietary intake of FA. A nutrition that includes
fresh fruit and vegetables is therefore essential to meet the daily requirements of folate. FA
also contributes to the physiological anemia of pregnancy, promoting hematopoiesis and
therefore the increase in Hb levels [105]. This works only if there is enough iron deposited
to be used. In a case-control study during the COVID-19 pandemic, the authors [104]
demonstrated that it is mandatory to screen for and treat anemia with both FA and iron.
They found that among pregnant women with iron deficiency anemia, the COVID-19 group
had a higher risk of puerperal infection, emergency c-section and SGA (small for gestational
age). Low birth weight, prematurity, and lower APGAR scores were also more frequent
in the COVID-19 group. Specifically, a daily combination of FA and iron could help to
normalize weight of the newborn in this setting [104]. According to the latest international
guidelines, it is mandatory to increase the daily FA dose up to 4–5 mg in case of: previous
NTD-affected pregnancy, neurological disease and malformations, contemporary therapy
with anti-epileptic drugs, or, with malabsorption disease and high maternal BMI and/or
impaired stages of glucose metabolism. This latter group might be more vulnerable to
contracting the COVID-19 viral infection, as reported in (Eskenazy et. al., the INTERCOVID
Study, 2021). According to this study, GDM (gestational diabetes mellitus), pre-existing
DM, and being overweight or obese are all independent risk factors for SARS-CoV-2. An
appropriate low-calorie dietary regimen besides eventual pharmacotherapy is needed for
weight control during pregnancy and to improve pregnant women’s immune-receptivity.
Indeed, in the DM and GDM groups, the obese and overweight women were at a higher
risk of having COVID-19 than the normal weight women, and also the insulin-dependent
diabetes group was at higher risk of COVID-19 than the diet-therapy group both for DM
and GDM [95]. Mate et. al. emphasized the role of a well-balanced dietary regimen for
pregnant woman in the SARS-CoV-2 setting, while focusing on the main nutrient use-
ful to boost the immune system against systemic viral infection [100,106]. It should be
mandatory to adopt an adequate nutrition and eventual feeding supplement not only
during pregnancy, but also from preconception to the early post-natal period. The model of
“food safety” which has been proposed is based on the experience of other viral and/or
respiratory infections during pregnancy, which are well-known in the relevant literature.
The core concept is to base the dietary regimen on functional foods, i.e., fruit and veg-
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etables, including sufficient amounts of recommended micronutrients such as vit A, B,
D, E, Omega-3 Fatty Acids, Choline, Zn, Fe, Se, and, as mentioned above, FA. This helps
the immune system and has a positive impact on pregnancy outcomes in case of viral
infection, including SARS-CoV-2. Omega-3 poly-unsaturated fatty acids down-regulate the
excessive inflammatory response triggered by some systemic viral infections. Choline, in
the case of respiratory virus infections, improves adverse fetal effects. The main adverse
effects linked to not recommended food during pregnancy in case of systemic infection are
reported in the existing literature: IUGR (intrauterine growth restriction), increased infant
mortality, congenital diseases, miscarriage, preeclampsia, and nervous system anomalies
or dysfunction [100]. It is important to mention the national cross-sectional study con-
ducted in China by Chen et al. in 2022 on the sample of 3678 pregnant women during
the COVID-19 pandemic. The Authors reported that a median daily intake of so-called
functional food, like vegetables and fruit, significantly decreased to low, moderate, and
high severity of pandemic, and, in this sense making immune system more vulnerable. In
addition to the low quality of the foods consumed, the perinatal outcomes got worse [101].
Interestingly, researchers in Northern New England have proposed a model to identify and
address questionable food choices among pregnant women during the pandemic period,
highlighting the need for specific food programs [107]. Erol et al. discussed that vit E
and Afamin are significant predictors of adverse perinatal outcomes in COVID-19 infected
women. Specifically, vit E levels [102] were significantly lower than in the healthy group of
women. In addition, Afamin levels were significantly higher, while positively correlated
with CRP (C reactive protein) levels. The higher adverse perinatal outcomes in COVID-19
groups are due to higher oxidative stress [102]. A subsequent study conducted by Erol et al.,
2021 enlightened readers on the possible correlation between maternal selenium status and
clinical outcomes of pregnant women with the SARS-CoV-2 infection. They found that sele-
nium levels negatively correlate with gestational week, D-dimer, and interleukin-6 (IL-6).
As the infection got worse, researchers could observe lower selenium levels and higher
inflammatory factors. This vicious circle leads to a higher maternal need for selenium, and
it makes a selenium supplement mandatory [102]. According to the study conducted by
Anuk et al. on pregnant women affected by SARS-CoV-2, serum zinc levels also negatively
correlate with IL-6, and with other acute phase markers, i.e., erythrocyte sedimentation rate,
PCT (procalcitonin), and CRP [103]. On the other hand, the serum copper level showed
a positive correlation. Therefore, serum Zn/Cu levels were a reliable predictor of viral
infection severity in pregnancy. Similarly, in the case when the increased serum magnesium
levels were found, there were predictors of pancytopenia and higher CPR [103].

The appropriate assessment of the nutritional status of pregnant patients during and in
post-COVID-19, is one of the pillars in the management of these patients. On the other hand,
personalized dietary recommendations for these patients represent the best strategy to
ensure their recovery. Unfortunately, data on SARS-CoV-2 and nutrition during pregnancy
are still in the process of collection, and models are in the developing phase. However, a
recommended feeding protocol should be developed in the future.

4. Nutrition in Oncologic Patients during COVID-19 Infection

The different female carcinomas [108–118] can influence nutritional status, with weight
loss seen in 30–80% of early cases (observed in the 6 months prior to diagnosis) and corre-
lated with the stage of the disease. Weight loss and malnutrition are the result of a reduction
in food intake, in the presence of symptoms such as mycosis of the oral cavity, anorexia,
nausea, vomiting, dysphagia, and dysgeusia related both to the site of the tumor and to
specific treatments; undernutrition and loss of weight and muscle mass can lead to a greater
risk of chemotherapy toxicity, while in other cases anticancer therapies and chemotherapy
can lead to weight gain resulting in excess malnutrition, and then overweight/obesity,
which represent risk factors for metabolic syndrome. In these patients with a compromised
nutritional status, COVID-19 infection can further worsen the prognosis as the virus acts on
the nutritional status by producing hypercatabolism and rapid muscle wasting [119]. The
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leading cause of death among infected patients is basically an acute respiratory distress syn-
drome caused by generalized inflammation. Several studies have analyzed the nutritional
status and mortality among cancer patients diagnosed with COVID-19, demonstrating
that some immune inflammatory parameters such as the number of lymphocytes could be
associated with lower survival. Among other factors, being overweight/obese contributes
to the overproduction of proinflammatory IL-6 and reduces cytotoxicity of Natural Killer
cells [120]. The assessment of nutritional status in these patients should also take into
consideration the possibility of sarcopenia development. The decrease in concentration of
some proteins present in the serum such as albumin is often associated with malnutrition,
inflammation, and lymphopenia that are negative prognostic factors in these patients [121].
Sarcopenia, defined as the depletion of skeletal muscle mass and muscle strength, was as-
sociated with the proliferation of peripheral mononuclear cells, and damaged homeostasis
of natural killer lymphocytes [122]; the main mechanism underlying impaired immunity
refers the abnormal myokines such as interleukin IL-6, IL-15, and IL-17 [123]. Regarding
metabolic stress during severe infection by COVID-19, skeletal muscle is catabolized to
provide the immune system, liver, and gut with amino acids [124]. In light of the above,
the nutritional management of these patients is essential. Evaluation is a priority in order
to be able to assign a correct nutritional therapy considering that these oncological patients
affected by COVID-19 have an increased protein-caloric requirement due to the infection
and fever. In a recent study of 2021, Sukkar SG et al. showed that the administration
of a ketogenic diet characterized by a low carbohydrate (20–120 g) content, high lipid
content, and normoprotein in patients with COVID-19 results in a reduction in mortality
and artificial ventilation in these subjects. Ketosis protects healthy tissues against oxidative
stress as it decreased production of reactive oxygen species and increased endogenous
antioxidant capacity. The ketogenic diet can also inhibit inflammation, reducing circulating
inflammatory markers. A KD, via hydroxybutyrate, is capable of activating hydroxycar-
boxylic acid receptor 2, which inhibits nuclear factor kb in macrophages, dendritic cells,
and microglia reducing neuroinflammation [125]. As part of a ketogenic diet, it is possible
to combine an intermittent fasting regime that many authors have proposed to alleviate
the symptoms in the course of COVID-19 infection. Intermittent fasting is a practice that
involves the restriction of eating and there are several approaches. For example, with 16/8,
food is consumed only in 8 h or the 5:2 approach, which involves eating regularly five days
a week and limiting daily calorie intake on the other two days, to 500–600 calories; it has
gained popularity in recent years and shows promise as a possible new paradigm in the
approach to weight loss and the reduction of inflammation and has many potential long
term health benefits. There is good evidence that IF can benefit cardiometabolic health by
decreasing blood pressure, insulin resistance, and oxidative stress. According to a study
published in BMJ Nutrition, Prevention & Health, intermittent fasting could reduce the risk
of hospitalization or death in patients who have contracted COVID-19 [126]. A metabolic
change in IF is the increase in linoleic acid-enriched triacylglycerol species in the liver and
serum during fasting. It has been hypothesized that linoleic acid (a polyunsaturated fatty
acid of the omega 6) locks the spike protein of SARS-CoV-2 in a confirmation that is not
conducive to the effective binding to ACE2. Besides elevated concentration of linoleic acid
during fasting, it may lessen the number of infected cells and the number of SARS-CoV-2
virions in cells and so decrease the severity of the symptoms. Another benefit of IF is the
increased levels of galectin-3, and this protein has been shown to bind directly to pathogens
and have various effects on the functions of immune cells. Particularly, a randomized hu-
man study of low-frequency (once-per week) 24-h water-only intermittent fasting showed
that fasting increased galectin-3 level over a moderate term and this protein involved in
host defence to infectious diseases [127,128] in that it stimulates anti-inflammatory effects
by modulating nuclear factor kappa-light-chain-enhancer of activated B cells (NF-κB) and
the NLR family pyrin domain containing 3 (NLRP3) inflammasome [129], which should
inhibit the hyper-inflammation associated with COVID-19. On the others hand, a number
of micronutrients, including vitamin D, zinc, and omega-3 fatty acids have been shown
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to play key roles in supporting immune function [130–132] and in reducing risk of respi-
ratory infection [131]. These nutrients can be obtained from the diet and are available as
dietary supplements either alone or as part of multivitamin or multi-nutrient mixtures. A
biologically plausible role exists for certain vitamins and minerals in immune pathways.
Vitamin D is a steroid hormone involved in the modulation of the innate and acquired
immune system as well as in the production of the antimicrobial peptides such as hu-
man β-defensin-2 and cathelicidin, in addition to the expression of genes responsible for
the destruction of the intracellular pathogens. Many studies have consistently suggested
that vitamin D deficiency is associated with increased risk of respiratory tract infections,
especially in influenza and now COVID-19 [133–136], and some studies have suggested
that it reduce SARS-CoV-2 transmission by enhancing antiviral immunity and to reduce
mortality by mitigating the cytokine storm linked with severe COVID-19 [137]. Zinc is
a trace element with potent immunoregulatory and antiviral properties and is utilized
in the treatment of COVID-19. In a study in 2020, Jothimani D. et al. demonstrated that
zinc deficient patients developed more complications, and the deficiency was associated
with a prolonged hospital stay and increased mortality [138]. Other protective elements
against infection have been hypothesized to be the very-long chain omega-3 fatty acids
(EPA and DHA) that have anti-inflammatory properties that may help reduce morbidity
and mortality from COVID-19 infection. These omega-3 s are associated with lower lev-
els of circulating inflammatory cytokines, and intervention with fish oils reduces levels.
EPA and DHA are precursors to a suite of inflammation-resolving mediators (IRMs [139])
that actively regulate the resolution of acute inflammation. IRMs down-regulate cytokine
production and promote a return to homeostasis via monocyte/macrophage-mediated
uptake of debris, apoptosis of neutrophils, and clearing of microbes. Accordingly, higher
intakes of EPA and DHA (which result in higher RBC EPA+DHA levels, hereafter called
the Omega-3 Index, O3I, have been proposed to lower the risk for adverse outcomes from
COVID-19 [140–146], and case reports suggesting benefit have been published. An ex-
cessive inflammatory response, called a ‘cytokine storm’, is a frequent occurrence of the
severe form of COVID-19. Omega-3 fatty acids have potent anti-inflammatory activities,
and these fatty acids can mitigate the cytokine storm of COVID-19 such as suggested in a
study pilot by Arash Asher et al. [147]. Maintaining a good nutritional status is essential
for the functioning of the immune system and for defence against viral diseases. According
to the European Society for Clinical nutrition and Metabolism (ESPEN) guidelines of good
nutrition in patients with SARS-CoV-2, it depends on an adequate level of intake of nutri-
ents such as vit D, A, C, B, and zinc, copper, iron, and selenium, which play a key role in
the prevention of malnutrition [148].

5. Discussion and Potential Future Approaches

For about two years, the main symptom investigated by the vast majority of world
researchers in the fight against COVID-19 was pulmonary [149–154]. Effort was due first
of all to the impossibility of knowing how to manage a pandemic with the health com-
plications that have arisen and, secondly, to the absence of targeted COVID-19 drugs,
which in the first pandemic phase saw the experimentation of therapies already exist-
ing for others purposes and, in principle, were at least adaptable to the pulmonary and
systemic symptoms presented by patients COVID-19 affected [155–160]. The advent of
vaccines [85,161–163] has in fact revolutionized this perspective as they have guaranteed
not only a preventive and protective effect in the contagion phase, but also a therapeutic
effect as severe symptoms have increasingly given way to milder symptoms or even a
lack of symptoms in the vaccinated population. This aspect must also be taken into con-
sideration for extra-pulmonary symptoms, even in the long-term, assuming future viral
variants and future vaccines. Proof of this is the study by Ran Barzilay et al., which, in a
cohort of 3000 patients, showed that extrapulmonary symptoms were reduced by more
than 50% in vaccinated patients, highlighting how vaccinated subjects have lower risks
than unvaccinated ones [164]. Preliminary data from other studies go in this direction, rein-
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forcing the concept that vaccination tends to reduce the most common symptoms related to
COVID-19 [165]. Comparisons between these two classes also showed that on average there
is a higher likelihood of having no symptoms among vaccinated than unvaccinated and
reversed when considering the total number of symptoms or hospitalization [166,167]. For
the future, supplementary comparative studies between these two classes would be desir-
able in relation also to the use of micronutrients, in addition to those specific to the gender
inherent in the adverse effects of vaccination. In this sense, the data are in fact discordant
considering that some authors report comparable data between males and females, while
others do not, also in relation to the side effects after the first dose of the vaccine [168–171].

Probably today one of the least investigated aspects of the pathogenesis and devel-
opment of COVID-19 manifestations is related to nutrition and how this can positively
influence both in the short and long term. This topic is therefore both current and of great
social impact considering that both physical and psychological manifestations related to
COVID-19 have been identified, which can persist long-term even beyond recovery [172]. In
fact, several authors around the world have also reported symptoms of psychological stress
such as: sleep loss, nervousness, fatigue, depression, anxiety, [173–177] especially in the fe-
male population, very often linked to other cofactors such as the social and economic status
or the patient’s health. Fortunately, these are often of a transitory type, especially if consid-
ered short-term [178], but, in the literature, there are several manuscripts that [172,179–183]
report an up to three times increased risk in women of experiencing long-term symptoms.
Unfortunately, on these analyses, there does not seem to be uniformity of results as other
authors report discordant data [184–186]. These discrepancies suggest that additional
factors, perhaps little studied to date, may contribute to these mechanisms. In fact, ethnic
or hormonal causes have been seldom investigated in women with COVID-19. The latter,
in fact, seem to influence the state of hyperinflammation even after healing [187,188] and
consequently on the production of IgG antibodies [189]. These studies highlight some
critical issues and consequently some perspectives still to be explored on COVID-19. The
first of these is linked to the impossibility of having long or very long-term studies, capable
of evaluating the effects of the COVID-19 infection in a prolonged manner; this lack may be
the reason for conflicting data, which could in part be filled by a wider sharing of data by
different research groups through the development of global rather than national studies or
single research groups. This effort could actually confirm or dispel contributing causes such
as ethnicity or the role of hormones in long-term effects. New confirmations on the role
of gender could imply targeted therapeutic solutions or personalized prevention models;
targeted research looking in this direction would therefore be desirable [190]. Another
important aspect that deserves more study is the evaluation of long-term effects in patients
with already established chronic diseases such as diabetes, arterial hypertension, or pul-
monary dysfunction. In these pathologies, patients very often present with immune system
alterations and an increase in pro-inflammatory factors, which together with COVID-19
could exacerbate the immune response or delay its effectiveness, resulting in slower or
more difficult healing. Food supplementation could represent a valid support in these
patients, especially if in old age or with slower recovery capacity, as already evaluated
by some authors but only in a short time [179,182]. This aspect is even more important
in those patients who, being bedridden for very long periods, risk going into sarcopenia;
dietary implementation with the use of food supplements, or probiotics such as creatine
or phosphocreatine could be an important aid in slowing down muscle resorption and
facilitating its anabolism in this class of patients. Moreover, it is possible that this dietary
approach may be useful in association with anticancer drugs such as Bevacizumab [117],
used in the fight against COVID-19 as antiangiogenics for its treatment [37,191]. It is also
no coincidence that, albeit slowly, the first studies on natural antioxidants such as vit C
or D begin to appear in the literature, which demonstrate an improvement in critically ill
patients by supporting their immune system, even if, in this regard, data should be more
robust to be widely used in routine clinical practice [38,40]. Another possible aspect to
be investigated with particular interest could be inherent to hepcidin agonists that can
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be used to increase endogenous production, allowing their use to decrease ferroportin
and iron levels [192]. Furthermore, natural hepcidin inducers are also present in fruits
and vegetables [193]. Finally, interesting approaches could also be described in the future
regarding the relationship between COVID-19, nutrition, and changes in the intestinal and
vaginal microbiota [118].

6. Conclusions

In recent years, COVID-19 and the resulting global pandemic have raised many both
direct and indirect issues. To date, global efforts have been directed not only at improving
vaccines against the virus but also at developing ever more targeted and specific medical
therapies. It is therefore evident that the study of the mechanisms of action of the virus but
above all of the excipients or supplements that can interact with the viral inflammatory
process is a fundamental pillar in the fight against COVID-19. From this point of view, diet,
through the intake of vit and micronutrients, represents the first bulwark in the prevention
and fight against the virus and its associated symptoms, necessary for hospitalization or
not. Furthermore, nutrition takes on the character of personalized medicine based on
the patient’s condition. This is more significant in women where one must also consider
other possible factors than the normal physiological or oncological state, such as pregnancy.
Based on these assessments, the characteristics and needs of the immune system change
together with the ability to react to the infection and regulate its spread at a multi-organ
level. This highlights how diet can change and be reshaped as needed through assessments
and personalized indications based on the state of health of COVID-19 positive patients.
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Abstract: A colorectal adenoma, an aberrantly growing tissue, arises from the intestinal epithelium
and is considered as precursor of colorectal cancer (CRC). In this study, we investigated structural and
numerical chromosomal aberrations in adenomas, hypothesizing that chromosomal instability (CIN)
occurs early in adenomas. We applied array comparative genomic hybridization (aCGH) to fresh
frozen colorectal adenomas and their adjacent mucosa from 16 patients who underwent colonoscopy
examination. In our study, histologically similar colorectal adenomas showed wide variability in
chromosomal instability. Based on the obtained results, we further stratified patients into four distinct
groups. The first group showed the gain of MALAT1 and TALAM1, long non-coding RNAs (lncRNAs).
The second group involved patients with numerous microdeletions. The third group consisted of
patients with a disrupted karyotype. The fourth group of patients did not show any CIN in adenomas.
Overall, we identified frequent losses in genes, such as TSC2, COL1A1, NOTCH1, MIR4673, and
GNAS, and gene gain containing MALAT1 and TALAM1. Since long non-coding RNA MALAT1 is
associated with cancer cell metastasis and migration, its gene amplification represents an important
event for adenoma development.

Keywords: colorectal cancer; adenomas; array comparative genomic hybridization; long non-coding
RNA; MALAT1

1. Introduction

Colorectal adenomas are abnormally growing intestinal epithelium that originates
from colon crypts, where the stem cell profiling and differentiation have been disrupted
due to changes in DNA. Some adenomas display altered genetic background (chromo-
somal rearrangement, mutation in tumor suppressor genes and oncogenes or epigenetic
modifications) that predispose them to develop into colorectal cancer (CRC) [1]. CRC is the
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third most common cancer and second leading cause of death due to cancer worldwide [2].
Early detection of adenomas due to their potential to evolve into CRC substantially im-
proves the patient’s prognosis. For instance, CRC with stage I exhibits five-year overall
survival (OS) of 90%, while the diagnosis in the late stages, III and IV, predicts OS of only
13% [3]. The risk of cancer development from adenomas increases with age, from 25%
at age 55 years to 40% at age 80 years [4]. The process of adenoma transformation into
cancer can last 5 to 10 years, depending on the accumulation of genetic and epigenetic
alterations [5]. Malignant progression of adenoma to cancer is a multifactorial process that
includes chromosomal instability (CIN), microsatellite instability (MSI), the influence of
epigenetic factors, such as methylation of CpG islands (CIMP), and mutations in driver
genes [6]. Mutations in driver genes responsible for adenoma–carcinoma progression have
been identified by human genome profiling, and these patterns are referred to as driver
mutations. Among the well-known genes whose driver mutations contribute to CRC
development are, for example, APC, KRAS, BRAF, TP53, PTEN, SMAD4, GNAS, NOTCH1,
POLD1, POLE and MUTYH [7–11].

CIN is caused by aberrant segregation of chromosomes during mitosis and is found in
65–70% of sporadic CRC cases. CIN is defined by losses or gains of loci on short or long arms
of chromosomes or even losses or gains of whole chromosomes [12]. However, CIN is not a
frequent subject of research in colorectal adenomas. We assume that CIN will be present
already in adenomas. Clonal expansion of aberrant cells forms the basis for the intertumoral
heterogeneity within the adenoma and consequently within the tumor. Therefore, each
adenoma of an individual may display a unique genetic background [13]. The genetically
diverse cell population results in somatic mosaicism, a common phenomenon in tumors,
while in adenomas it is an unexplored area. Somatic mosaicism in tumors or adenomas is
understood as the occurrence two or more genetically distinct cell populations within one
tissue [14]. We assume, based on the 70% incidence of CIN in tumors, that CIN may appear
already in the precancerous lesions.

Epigenetics has been revealed to be a major player in current cancer research. Regu-
lation of gene expression can be influenced by non-coding RNAs (long or micro RNAs).
Transcripts of long non-coding RNAs have more than 200 nucleotides and may function
as tumor suppressors as well as oncogenes during cancer development [15]. Metastasis-
associated lung adenocarcinoma transcript 1 (MALAT1) was firstly described in relation
to lung cancer aggressiveness [16]. Long non-coding RNA MALAT1 affects cell prolifera-
tion by upregulation of the Wnt/β-catenin signaling pathway, regulates transcription and
post-transcriptional modification of many genes, and acts as a microRNA sponge [17]. Our
hypothesis is that amplification of MALAT1 already in adenoma tissue could be a precursor
of cancer development.

This study aimed to describe chromosomal aberrations in colorectal adenoma tissues
with similar histological background and clinical characteristics. This study stands out by
demonstrating the array-based comparative genomic hybridization (aCGH) method over a
wider number of precancerous colorectal stages using DNA from fresh frozen samples, in
contrast to other studies dealing mainly with colorectal tumors using DNA predominantly
from formalin-fixed paraffin-embedded (FFPE) samples. This study provides a novel
insight into CIN in the precancerous stages, a poorly explored area that is nonetheless
crucial to understanding tumorigenesis.

2. Results

The aCGH method was successfully performed on all 16 pairs of samples. Enzymatic
labeling of DNA was fully achieved in the same 1:1 concentration ratio within each pair of
samples. Derivative log ratio standard deviation (DLRSD) ranged from 0.1 to 0.2, which
reflected low probe-to-probe log-ratio noise.

All 16 pairs of adenoma tissue samples showed varying degrees of chromosome-level
instability. After a more detailed examination of these profiles, we observed that certain
changes were repeated many times. Based on these obtained data, we were able to identify
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several groups gathering similar characteristics, and these served as a basis for creation
of our four groups. Briefly, a general feature of the first group was the gain in adenoma
tissue of chromosome 11, 11q13.1, encoding long non-coding RNA (lncRNA) MALAT1 and
its antisense transcript TALAM1, in patients P1, P2, P3, P5, and P16. The second group
consisted of patients with numerous chromosomal microdeletions in adenoma tissues
compared to the adjacent tissue with no aberrations in the region encoding for MALAT1
or TALAM1 (P6, P7, and P10). The third group included those patients with a disrupted
karyotype with many losses and gains. The only common feature of this group was the
relatively young age of the patients (P4, P5, and P16). In the last group, no differences
were found between adenoma and adjacent tissue (P8, P9, P11, P12, P13, P14, and P15).
Patients P5 and P16 overlapped between the first and third groups. The detailed results are
described in the following subsections.

In addition, mosaicism was also detected in all nine samples with aberrations (P1,
P2, P3, P4, P5, P6, P7, P10, P16) in adenoma tissues compared to the adjacent tissues. The
percentage of mosaicism for each aberration in individual patients is given in the tables
(Tables 1–3).

Beyond the four groups defined above, patients P1, P4, P6, P7, and P16 were also
associated with the loss of the TSC2 gene, which plays the role of a tumor suppressor. The
loss of TSC2 in 5 of 16 patients deserved our attention and is marked bold in the tables
(Tables 1–3). Some microdeletions occurred more than once in the entire study population
of patients, e.g., COL1A1 (found in P6 and P7), NOTCH1 and MIR4673 (found in P4 and
P16) and GNAS (found in P4 and P7).

2.1. The First Group with MALAT1 and TALAM1 Gain

This group (P1, P2, P3, P5, and P16) was characterized by the gain on chromosome
11 of loci encoding region corresponding to MALAT1 and TALAM1 lncRNAs and, in one
case (P16), also MALAT1-associated small cytoplasmic RNA (MASCRNA). The comparison
of gained region encoding MALAT1, TALAM1, and MASCRNA between five patients is
displayed in Figure 1. This region was not completely amplified in any patient in this
group, so its expression function was questionable. In addition, several aberrations, e.g.,
giant losses on 6q (α̂ = 65%) in P2, 5q (α̂ = 59%) in P3, and microdeletion on 16p (α̂ = 38%)
along with gain on 1p (α̂ = 39%) in P1, were also detected in adenoma tissues compared
to the adjacent tissues, as shown in Table 1 for P1, P2, and P3. Patients P5 and P16 were
described in detail in the separate section depicting the third group of patients with whom
they shared common characteristics. This group included both male (P2 and P16) and
female (P1, P3 and P5) patients ranging in age from 43 years to 61 years. The adenomas
in this group were both tubular (P1, P3 and P5) and tubulo-villous (P2 and P16) in nature
with low-grade dysplasia (P1, P3, P5 and P16) and one case of high-grade dysplasia (P2).
They were ranked grade 3 according to the Vienna classification (P1, P3, P5 and P16), with
one case of grade 4.1 (P2). Adenomas were from both the colon (P1 and P2) and the rectum
(P3, P5 and P16).
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they shared common characteristics. This group included both male (P2 and P16) and fe-
male (P1, P3 and P5) patients ranging in age from 43 years to 61 years. The adenomas in 
this group were both tubular (P1, P3 and P5) and tubulo-villous (P2 and P16) in nature 
with low-grade dysplasia (P1, P3, P5 and P16) and one case of high-grade dysplasia (P2). 
They were ranked grade 3 according to the Vienna classification (P1, P3, P5 and P16), with 
one case of grade 4.1 (P2). Adenomas were from both the colon (P1 and P2) and the rectum 
(P3, P5 and P16). 

 
Figure 1. The representative example of gain in region encoding MALAT1, TALAM1, and MAS-
CRNA is pictured as a blue rectangle in the region at chr11, q13.1, in adenoma of P1 at the top of the 
image. Thin horizontal red and blue lines represent values corresponding to the non-mosaic state 
of deletions (−1) or duplications (0.58). A comparison of this gained region between patients from 
the first group (P1, P2, P3, P5, and P16) is shown at the bottom of the image. Mosaicism of each 
patient is expressed by the symbol 𝛼ො. 

2.2. The Second Group with Microdeletions 
Common features of patients P6, P7 and P10 in this second group were many micro-

deletions at 7q, 9p, 16p, 17q, and 20q in the genome of adenoma tissue compared to that 
of adjacent tissue, and likewise without the presence of MALAT1 or TALAM1 gain on 
chromosome 11 or any other gain. The list of losses in the adenoma genome of patients is 

Figure 1. The representative example of gain in region encoding MALAT1, TALAM1, and MASCRNA
is pictured as a blue rectangle in the region at chr11, q13.1, in adenoma of P1 at the top of the image.
Thin horizontal red and blue lines represent values corresponding to the non-mosaic state of deletions
(−1) or duplications (0.58). A comparison of this gained region between patients from the first group
(P1, P2, P3, P5, and P16) is shown at the bottom of the image. Mosaicism of each patient is expressed
by the symbol α̂.

2.2. The Second Group with Microdeletions

Common features of patients P6, P7 and P10 in this second group were many mi-
crodeletions at 7q, 9p, 16p, 17q, and 20q in the genome of adenoma tissue compared to
that of adjacent tissue, and likewise without the presence of MALAT1 or TALAM1 gain on
chromosome 11 or any other gain. The list of losses in the adenoma genome of patients
is shown in Table 2. Similar aberrations were found in patients P6 and P7, such as loss at
16p of TSC2 and loss at 17q of COL1A1. In other losses, patients differed from each other.
Adenomas from these patients were all tubular in nature with low grade dysplasia, ranked
by grade 3 according to the Vienna classification and originated from both the colon (P6, P7)
and the rectum (P10). The age of the patients ranged from 63 to 68 years, and all were male.

2.3. The Third Group with Affected Karyotype

Three patients from the analyzed set showed significant disruption of the adenoma
tissue karyotype compared to that of adjacent tissue (Figure 2). There were two females
(P4 and P5) and one male (P16) in this group. Rather young age was the common feature
shared by the patients: 29 years (P4), 43 years (P5), 43 years (P16). Histologically, they had
tubular (P4, P5) to tubulo-villous (P16) adenomas with low grade dysplasia, according to
the Vienna classification with grade 3, originating from both the colon (P4) and the rectum
(P5 and P16). Since these are serious changes in karyotype that deserve increased attention,
we have described the patients in this group in more detail. A section below is dedicated to
each patient, including the family and personal history and the reason for the colonoscopy
examination. These patients continue to be monitored after adenoma resection.
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(B) Trisomy of chromosomes 7, 13, X and aberration on chromosome 11 at P5. (C) Trisomy of chro-
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chromosome 11 at P16. 

2.3.1. Patient No. 4 
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Figure 2. The entire genome of patient P4 (A), P5 (B), P16 (C). (A) Trisomy of chromosomes 14
and 18, monosomy of chromosomes 13 and X, aberrations on chromosomes 1, 6, 8, 10, 11, 17, 20 at
P4. (B) Trisomy of chromosomes 7, 13, X and aberration on chromosome 11 at P5. (C) Trisomy of
chromosomes 3, 5, 6, 7, 8, 12, 13, 15, 19, 20, 21, X, Y, monosomy of chromosome 18, and aberration on
chromosome 11 at P16.

2.3.1. Patient No. 4

Patient P4 exhibited short arm gains along with long arm losses, as found on chromo-
somes 8 (α̂ = 23%), 10 (α̂ = 19%), 17 (α̂ = 20%), and 20 (α̂ = 32%) and including breaks in
the centromeres of chromosomes 10 and 17. Chromosomes 8 and 20 had breaks outside
their centromeres. On chromosome 8, the break was on the short arms. The short arm of
chromosome 20 was partially duplicated together with a partial deletion of the long arm of
this chromosome. Characteristics found in the genome of the pathological clone (Figure 2A)
corresponded to the occurrence of isochromosomes or unbalanced translocation (chr: 8,
10, 17 and 20). In addition to these findings, this patient was found to have monosomy
of chromosomes 13 (α̂ = 14%) and X (α̂ = 12%) and trisomy of chromosomes 14 (α̂ = 14%)
and 18 (α̂ = 23%). Other aberrations such as microdeletion on chromosomes 1p, 4p, 9q,
16p, and gain on chromosomes 6q and 7p are listed in Table 3. Interestingly, deletion of
loci bearing MALAT1 and TALAM1 (α̂ = 100%) also occurred in this patient. The patient
had no family history either of CRC or other cancer and underwent colonoscopy due to
intestinal discomforts such as diarrhea and flatulence. Furthermore, the patient suffered
from cholelithiasis, a disease of the bile ducts. The patient was recommended to have a
follow-up colonoscopy three years later.

2.3.2. Patient No. 5

In the adenoma genome of patient P5 (Figure 2B), trisomy of three chromosomes (chr: 7
(α̂ = 23%), 13 (α̂ = 22%) and X (α̂ = 11%)) was found, and at the same time gain of the region
encoding for MALAT1 and TALAM1 (α̂ = 100%) (Table 3). The patient underwent a colonoscopy
examination based on previous occurrences of adenomas in the colon and family history, and
the patient’s sibling suffered from Crohn’s disease. The patient underwent urea dilatation and
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cervical conization in the past. The patient was recommended to have a follow-up colonoscopy
three years later.

2.3.3. Patient No. 16

Based on these data for P16 patient, we believe the pathological clone originally had
three sets of chromosomes and one of them was gradually lost (Figure 2C). This patient was
found to have trisomy of chromosomes 3 (α̂ = 23%), 5 (α̂ = 20%), 6 (α̂ = 20%), 7 (α̂ = 20%), 8
(α̂ = 20%), 12 (α̂ = 20%), 13 (α̂ = 25%), 15 (α̂ = 26%), 19 (α̂ = 30%), 20 (α̂ = 32%), 21 (α̂ = 20%),
X (α̂ = 11%), and Y (α̂ = 10%), and one monosomy of chromosome 18 (α̂ = 31%). The gain
of MALAT1 and TALAM1 (α̂ = 100%) and many microdeletions on chromosomes 1q, 1p,
9q, 16p, 16q, 17q, and 22q were also found in this sample (Table 3). The patient underwent
a planned colonoscopy and was only treated for hemorrhoids. This patient had a family
history of CRC and was recommended to have a follow-up colonoscopy three years later.

2.4. The Fourth Group with a Negative Finding

The adenoma tissues of patients P8, P9, P11, P12, P13, P14, and P15 showed no changes
at the chromosomal level compared to adjacent tissue. No relevant link between patients
was found. The age of the group ranged from 44 to 67 years. This group included two
women and five men. From a histological point of view, adenomas showed a tubular to
tubulo-villous character with low-grade dysplasia (except for P9, who showed high-grade
dysplasia), and tissues were taken from both the colon (P8, P12, P13, P14, and P15) and the
rectum (P9, P11).

3. Discussion

Examination of CIN in precancerous stages is crucial to understand the development
of colorectal adenoma. While most studies focus their investigation of CIN in carcinomas,
this study took a step back and searched for possible causes of cancer already in adenomas.
Carcinoma evolution from colorectal adenoma has been reported in relation with 8p, 17p,
15q, 18p and 18q losses and 5q, 7p, 7q, 8q, 13q, 20p and 20q gains [18,19]. In our study,
we observed losses across the whole genome (1p, 1q, 4p, 5q, 6q, 7q, 9p, 9q, 11q, 16p, 16q,
17q, 20q, 22q), whereas gains were pronounced less frequently (1p, 6q, 7p, 11q). In this
study, the most significant aberrations were the gain of MALAT1 and TALAM1 lncRNAs
(found in P1, P2, P3, P5, and P16) and losses of genes such as TSC2 (in P1, P4, P6, P7
and P16 individuals), COL1A1 (P6 and P7), NOTCH1 and MIR4673 (in P4 and P16) and
GNAS (in P4 and P7). The genes described above either play a role in signaling pathways
(NOTCH1), affect transcription (GNAS, MIR4673, MALAT1 and TALAM1), or are involved
in cell structure (COL1A1) and proliferation (TSC2). Their importance in the cancer process
has been previously evidenced and, therefore, their gain or loss in adenoma tissue deserves
further attention [20–34].

When analyzing the data, we encountered a substantial variety of chromosomal aberra-
tions across all samples. For better orientation in the data, we divided the patients into four
groups based on similar features observed in the results. The first group of patients was
characterized by one major loss in the genome along with the gain in the region encoding
MALAT1 and TALAM1 lncRNAs. The physiological functions of MALAT1, referred to
also as NEAT2 (nuclear-enriched abundant transcript 2), are in alternative splicing, tran-
scriptional and post-transcriptional regulation, synapse formation, and myogenesis [33].
MALAT1, as an epigenetic player, has been often described in connection with cancer
progression [34] or as an inflammatory regulator in diabetic retinopathy [35]. The increased
presence of this transcript in cancer tissues compared to non-malignant tissues has been
reported not only in lung cancer [36], but also in breast [37], bladder [38], cervical [39], and
liver cancer [40], and CRC [40–43], and was associated with poor OS [44]. MALAT1 has
been found to promote cell proliferation and migration of cancer cells by regulating the
expression of genes promoting metastases, e.g., RASSF6, HNF4G, CA2, ROBO1, MIA2 [36].

297



Int. J. Mol. Sci. 2022, 23, 7656

LncRNA MALAT1 acts primarily as an epigenetic modulator through small endoge-
nous non-coding RNAs (miRNAs) that are no more than 22 nucleotides in size and control
translation and post-transcriptional modifications. MiRNAs have been widely described
in the process of carcinogenesis as negatively regulating gene expression in the target
gene [45]. The role of the lncRNA MALAT1 in carcinogenesis is through interaction with
miRNAs via a “sponge” event, a process whereby competing endogenous RNAs (ceR-
NAs) share recognition elements (MREs) with miRNAs and thus influence each other’s
function [46]. For example, MALAT1 overexpression reduces the expression of miR-145,
which under normal conditions inhibits SOX9, the gene responsible for differentiation and
skeleton development. The inhibition pathway MALAT1/miR-145/SOX9 thus promotes
colorectal cancer cell growth, migration, and invasion [47]. Among other miRNAs, that
are target of MALAT1 in relation to colorectal cancer progression, are also miR-508–5p,
miR-324-3p, miR-363–3p, and miR-129-5 [48]. The role of MALAT1 in inflammation and
cancer progression was demonstrated by Huang et al. in hepatocellular carcinoma, where
MALAT1 promotes cancer cell growth by binding Brahma-related gene 1 (BRG1) and
recruiting it into the promoter region of IL-6 and CXCL8, thus enabling transcription factors
to start the expression of these pro-inflammatory mediators [48]. In addition, Qing et al.
discovered that CRC patients with lower expression of MALAT1 in primary tumors had a
better prognosis [44,49]. Another study confirmed increased levels of MALAT1 in colorectal
adenomas and a significant difference between the type and number of polyps compared
to unaffected colon epithelium [50]. Therefore, we concluded that amplification of the
region encoding MALAT1 and TALAM1 in 5 out of the 16 adenoma samples revealed
cancer potential in these samples. However, as illustrated in Figure 1, this region is not
completely amplified in all patients. The question, therefore, remains whether the resulting
product is fully functional. In the first group, in addition to the gain of MALAT1 and
TALAM1, losses on chromosomes 5, 6, and 16 were detected. The regions where the losses
occurred contained genes associated with CRC: oncogenes (ROS1, FER) [51–53] and tumor
suppressors (APC, MCC, LOX) [54–56]. The losses may also have contributed to the onset
or development of the adenoma.

Microdeletions at 7q, 9p, 16p, 17q, and 20q together with no gains were observed in
the intestinal adenoma genome of the second group of patients (P6, P7 and P10). Similar
changes in the genome have been observed in other publications studying CIN in colorectal
adenomas. Hirsch et al. applied aCGH to 13 FFPE-derived colorectal adenomas rising
in high-grade adenomas and revealed losses at 1p, 1, 5q, 8p, 10q, 11q, 16p, 17p, 18q, 18,
and 20p, and gains at 4q, 6, 7, 8q, 12p, 12q, 14q, 12, 13, 19, 20q, 20, and X. The study was
compromised by high DNA fragmentation due to paraffin fixation [57]. Degraded DNA
(length of fragment < 1000 bp) results in biased labeling and inaccurate results. An earlier
study from 2002 by Hermsen et al. reported the most frequent 8p, 15q, 17p, and 18q losses
and 8q, 13q, and 20q gains in FFPE-derived samples of 66 non-progressed adenomas, 46
progressed adenomas, and 36 colorectal adenomas using chromosomal CGH. However, the
DNA extracted from the paraffin was partially degraded, which could have affected the
results. The authors of this study observed predominantly losses of chromosomal regions
in small non-progressed adenomas, while progressed adenomas were characterized by an
increased incidence of gains in the genome [58]. Although the specific losses in our data did
not exactly correlate with the already published results, we lean towards the theory that
the dominance of microdeletions over gains in genome occurs mainly in non-progressed
adenomas, as observed in our samples consisting of tubular, low-grade adenomas without
signs of malignancy. The advantage of our study was that we used fresh frozen samples
instead of FFPE samples where DNA is often highly degraded. At the same time, we
applied the most modern approach to the current CGH using high-resolution array CGH.
Thanks to these modifications, we obtained more accurate and reliable results.

The third group included patients with a severely disrupted karyotype. In patient P4
abnormal formations of chromosomes 8, 10, 17 and 20 were found. We assume these could
be either isochromosomes or unbalanced translocations. The gain of short arms and loss
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of long arms, which we could see at chromosomes 10 and 17, suggested that these could
be isochromosomes. The occurrence of isochromosomes in colorectal adenomas has been
reported only in cell lines derived from familial polyposis carcinoma on chromosomes 1, 14
and translocation on chromosomes 17 and X [59]. In patient P5, trisomy of chromosomes 7,
13, and X occurred in adenoma tissue. A similar result was obtained by Longy et al., who
analyzed 25 colonic adenomatous polyps from patients with average age of 66 years, and
found the most frequent trisomy on chromosomes 7 (in eight cases) and 13 (in seven cases)
using a direct method of chromosome visualization as in prenatal analysis [60]. Another
study involving 20 colorectal non-progressed adenomas described the most common gains
on chromosomes 3, 7, 13, and 20 and the most common structural rearrangements on
chromosomes 1, 13, 17, and 18 using chromosome banding analysis for direct chromosome
visualization [61]. Chromosome trisomy in adenoma tissue was a common feature in
patient P16 (chr: 3, 5, 6, 7, 8, 12, 13, 15, 19, 20, 21, X, and Y), suggesting that the cells
of pathological clone in adenoma tissue had a triploid set of chromosomes, and one of
them was gradually lost. Despite the scarcity of studies published on CIN in colorectal
adenomas, we hypothesize that chromosome trisomy in this aberrant kind of tissue is a
common feature. The only link between all three patients with disrupted karyotypes was
their young age at the time of adenoma resection compared to the rest of the study set.
We assume that young age is one of the factors contributing to such extensive karyotype
diversity in cells of adenoma tissue. Another hypothesis could be that the occurrence of
adenomas at such a young age is precisely due to a large-scale change in the genome. Due
to the finding of adenomas at such a young age, patients will continue to be monitored and
have been advised to have a more frequent colonoscopy examination. Over the last 40 years,
the incidence and mortality of CRC have increased in individuals under the age of 50,
especially those aged 40–44. In the United States, 11% of colon cancer cases and 18% of rectal
cancer cases affect patients under the age of 50. In addition to hereditary CRC syndromes,
which appear at an early age (20–30 years), the main causes are sedentary lifestyle, obesity,
and associated diabetes mellitus [62,63]. Therefore, it would be appropriate to monitor
chromosomal rearrangements in adenoma samples of such young people (<50 years) and
to validate the aberrations found in a wider group of patients. In this study, our candidates
would be mainly the gain of MALAT1 and TALAM1 and the loss of TSC2.

From another point of view, we must consider the loss of TSC2, which occurred in
five patients (P1, P4, P6, P7 and P16) out of 16. Tuberin, a product of TSC2, interacts
with the hamartin protein, a product of the TSC1, in the cell. The main function of these
proteins is to activate GTPase proteins, cyclins and many other proteins participating in
cell cycle regulation to control the growth and size of cells, thus playing the role of tumor
suppressors [20]. Disruption of the signaling pathway moderated by TSC1/TSC2 inhibition
complex is often found in cancer development; in particular, loss of TSC2 function leads to
hyperactivation of the mechanistic target of rapamycin complex 1 (mTORC1), a protein
complex responsible for activation of protein translation [21,64]. Increased de novo protein
translation enhanced endoplasmic reticulum (ER) stress, a common sign in cancer cells [65].
TSC1 and TSC2 are also potent regulators of the expression of a transmembrane protein
named Programmed cell death ligand 1 (PD-L1), a target of inhibitors in non–small cell
lung cancer treatment. The deficiency of TSC2 showed up-regulation of PD-L1 in human
lung cancer cell lines [66]. TSC1 and TSC2 are growth suppressor genes, therefore, we
conclude that loss of TSC2 could contribute to adenoma development.

In seven patients from the entire study group, no change was found at the chromo-
somal level in adenoma tissues compared to adjacent tissues. The negative finding can
be justified by the fact that CIN does not occur in all colorectal tumors, but only in 70%
of cases [67], thus making the expectation of CIN occurring in colorectal adenomas even
lower. Furthermore, using aCGH, we were unable to detect driver mutations in genes
that may be responsible for the development of adenoma. The negative findings could
also be caused by insufficient genome coverage in the applied array. We could not detect
aberrations in mosaicism lower than 15% certainty. Another factor was that aCGH did not

299



Int. J. Mol. Sci. 2022, 23, 7656

capture balanced rearrangements that can disrupt genes and gene architecture or affect
position effect expression at break sites.

The hypothesis that CIN will already appear early in adenoma tissue has been con-
firmed. Nine samples out of 16 showed CIN, representing 56% of the total set, while in CRC,
CIN occurred in 65–70% [12]. We assumed that CIN would be slightly less represented in
adenomas than in CRC, which was also confirmed. The histological classification of the
adenomas according to clinical experience did not correlate with the extent of CIN among
all samples of adenomas. Samples from patients were intentionally selected with the closest
possible histological similarity to find their common feature also at the chromosomal level.
The results showed a great diversity of CIN across the whole study group. An important
finding was that the disrupted karyotype in adenoma tissue cells in the third group of
patients (P4, P5 and P16) was also associated with young age, which may have contributed
to such variable CIN. The aberrations found in the third group should receive more at-
tention and validation with samples from patients under 50 years of age. The aberrations
found in this study (losses of TSC2, COL1A1, NOTCH1, MIR4673 and GNAS, and gains of
MALAT1 and TALAM1) may serve as candidate biomarkers for early detection of colorectal
cancer onset.

The main clinical significance of our findings will be shown as we continue to monitor
these patients to observe how/if their health conditions develop differently (e.g., whether
the group with large changes will have more adenomas or progress to cancer). Our results
raise doubts as to whether the classification based on histology is sufficient and suggest
it should be extended to genetic analysis (e.g., detection of chromosomal instability or
detection of specific changes—the diagnosis of the MALAT1/TALAM1 region is offered).

Nowadays, it is crucial to identify biomarkers with sufficient sensitivity and specificity
that can predict the early transformation of intestinal adenoma into adenocarcinoma.
Detection of disease at its origin would help suppress the development into cancer and
thus improve the patient’s prognosis. These new biomarkers could serve physicians as
indicators for colonoscopy and predict the frequency of this examination.

4. Materials and Methods
4.1. Sample Collection

The study included 16 individuals (Table 4) with adenomas of tubular or tubulo-villous
histology that underwent recommended colonoscopy examination due to prevention or
for intestinal discomfort, such as diarrhea or flatulence. The collection of samples was
carried out in cooperation with the Department of Gastroenterology at Thomayer Hospital
in Prague and with the Clinic of Hepatogastroenterology at the Institute for Clinical and
Experimental Medicine, (Prague, Czech Republic) between March 2017 and December 2020.
The study was approved by the ethical committees of both institutions. Sample biopsies
of adenomas and adjacent tissue were placed into stabilization solution RNA and then
stored in a deep-freeze box at −80 ◦C. Adenomas were transferred to histopathological
examination to confirm that the samples did not show any signs of malignancy.

All subjects included in the study provided written informed consent to participate in
the study and to use their biological samples for genetic analyses, in accordance with the
Helsinki Declaration. The design of the study was also approved by the Ethics Committee
of the Institute of Experimental Medicine, Prague, Czech Republic.
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Table 4. Clinical and histological characteristics. a Female, b Male, c Tubular, d Tubulo-villous, e Low
grade, f High grade. g For small samples, only two dimensions were given by pathologists.

Sample ID Gender Age Histology Type of
Adenoma

Size of
Adenoma (mm)

Vienna
Classification Grade Localization

P1 F a 61 T c 15 × 8 × 10 3 LG e colon
P2 M b 60 TL d 7 × 4 × 4 4.1. HG f colon
P3 F 56 T 24 × 12 × 8 3 LG rectum
P4 F 29 T 8 × 8 g 3 LG colon
P5 F 43 T 7 × 5 g 3 LG rectum
P6 M 64 T 4 × 2 g 3 LG colon
P7 M 63 T 3 × 4 g 3 LG colon
P8 M 67 T 4 × 2 × 2 3 LG colon
P9 M 61 T 5 × 5 g 4.1. HG rectum
P10 M 68 T 12 × 8 × 10 3 LG rectum
P11 F 44 TL 10 × 10 × 4 3 LG rectum
P12 M 53 T 3 × 10 g 3 LG colon
P13 M 54 T 9 × 3 × 3 3 LG colon
P14 M 49 TL 10 × 3 × 2 3 LG colon
P15 F 57 T 2 × 2 g 3 LG colon
P16 M 43 TL 18 × 13 × 11 3 LG rectum

4.2. DNA Extraction

The genomic DNA was extracted from disrupted adenomas and adjacent tissues using
AllPrep DNA/RNA Mini Kit (Qiagen, Düsseldorf, Germany) according to the standard
protocol. MagNa Lyser Green Beads (Roche, Munich, Germany) were used for tissue
disruption in a homogenizer (MagNaLyser Instrument, Version 4, Roche, Mannheim,
Germany). The concentration of isolated DNA was measured by Qubit™ dsDNA BR
Assay Kit (Invitrogen, Waltham, MA, USA) on Qubit 3.0 fluorometer (Invitrogen, Waltham,
MA, USA).

4.3. Comparative Genomic Hybridization Array Design

Arrays used in the present study were designed to cover genomic regions bearing the
cancer-associated genes by SurePrint G3 Cancer CGH+ single nucleotide polymorphism
(SNP) Microarray Kit, 4 × 180 K (Agilent, Santa Clara, CA, USA). Instead of commercial
DNA included within the kit, DNA isolated from the adjacent tissue from each patient was
used as a source of reference DNA. For DNA labeling with Cy5 and Cy3 labels, Sure Tag
Complete DNA Labeling enzyme kit was purchased (Agilent, Santa Clara, CA, USA); Cy5
label was applied as a reference for adjacent tissues and Cy3 label for adenoma tissues.
The input amount of DNA into the labeling was on average 850 ng. Hybridization was
performed by using an Oligo aCGH/ChIP-on-chip Hybridization kit (Agilent, Santa Clara,
CA, USA).

4.4. Array Processing and Bioinformatics Data Analysis

SureScan Microarray Scanner instrument (Agilent, Santa Clara, CA, USA) with program
Agilent G3 CGH corresponding to the barcode of arrays was used for array scanning. Data
were processed in Agilent CytoGenomics software with the default analysis method—CGH v2.
Due to the use of patient tissues as reference samples, SNP probes could not be analyzed.

The percentage of mosaicism was estimated according to the formula below (1), where
δ is the observed fold change of the mean log ratio (δ = 2logR). The formula was introduced
by Cheung et al. [68] to determine the presence of two or multiple cell lines (α̂ ≤ 15%
implies the absence or low frequency of mosaic, and α̂ > 15% indicates the presence of more
than one clone in the cell population of the sample). Formula (1) is designed to calculate
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mosaicism in autosomes; we have modified the formula for heterochromosomes for male
samples (2).

α̂ =

∣∣∣∣
δ − 1
0.5

∣∣∣∣× 100 (1)

α̂ =

∣∣∣∣
δ − 1

1

∣∣∣∣× 100 (2)

5. Conclusions

Using the aCGH method, we analyzed paired samples of colorectal adenomas and
adjacent tissue from a total of 16 patients with histologically similar samples. The presence
of CIN in the precancerous stages was confirmed in 56% of the adenomas. The significant
gain was found on 11q13.1, encoding for MALAT1 and TALAM1 lncRNAs in five patients.
We further identified several losses on chromosomes 1p, 1q, 4p, 5q, 6q, 7q, 9p, 9q, 11q,
16p, 16q, 17q, 20q, and 22q and gains in the 1p, 6q, 7p, and 11q regions. Overall, losses
outweighed gains in adenoma tissue. Losses that were identified in at least two patients
included the TSC2, COL1A1, NOTCH1, MIR4673 and GNAS genes. TSC2 loss was detected
in five patients; since it is a tumor suppressor gene, we assume that its absence is involved
in adenoma formation. Seven patients did not display any CIN in adenoma tissue at all.
The study provided novel insight into chromosomal rearrangements in colorectal adenomas
and provided new candidate biomarker lncRNA MALAT1 for further investigation.
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