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Ivonete B. Santos, Josivanda P. Gomes, and et al.

Drying and Heating Processes in Arbitrarily Shaped Clay Materials Using Lumped 
Phenomenological Modeling
Reprinted from: Energies 2021, 14, 4294, doi:10.3390/en14144294 . . . . . . . . . . . . . . . . . . . 49

Nihad Dukhan

Equivalent Parallel Strands Modeling of Highly-Porous Media for Two-Dimensional Heat
Transfer: Application to Metal Foam
Reprinted from: Energies 2021, 14, 6308, doi:10.3390/en14196308 . . . . . . . . . . . . . . . . . . . 75

Trilok G, N Gnanasekaran and Moghtada Mobedi

Various Trade-Off Scenarios in Thermo-Hydrodynamic Performance of Metal Foams Due to
Variations in Their Thickness and Structural Conditions
Reprinted from: Energies 2021, 14, 8343, doi:10.3390/en14248343 . . . . . . . . . . . . . . . . . . . 93

Kazuhisa Yuki, Risako Kibushi, Ryohei Kubota, Noriyuki Unno, Shigeru Tanaka 
and Kazuyuki Hokamoto

Heat Transfer Potential of Unidirectional Porous Tubes for Gas Cooling under High Heat Flux 
Conditions
Reprinted from: Energies 2022, 15, 1042, doi:10.3390/en15031042 . . . . . . . . . . . . . . . . . . . 117

Jian Zhang, Haochun Zhang, Yiyi Li, Qi Wang and Wenbo Sun

Thermal Cloaking in Nanoscale Porous Silicon Structure by Molecular Dynamics
Reprinted from: Energies 2022, 15, 1827, doi:10.3390/en15051827 . . . . . . . . . . . . . . . . . . . 127

Trilok G, Kurma Eshwar Sai Srinivas, Devika Harikrishnan, Gnanasekaran N 
and Moghtada Mobedi

Correlations and Numerical Modeling of Stacked Woven Wire-Mesh Porous Media for Heat 
Exchange Applications
Reprinted from: Energies 2022, 15, 2371, doi:10.3390/en15072371 . . . . . . . . . . . . . . . . . . . 141
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Hortência L. F. Magalhães, Maria J. Figueredo, and et al.

Heat and Mass Transfer in Structural Ceramic Blocks: An Analytical and Phenomenological 
Approach
Reprinted from: Energies 2022, 15, 7150, doi:10.3390/en15197150 . . . . . . . . . . . . . . . . . . . 167

v



Rawal Diganjit, N. Gnanasekaran and Moghtada Mobedi

Numerical Study for Enhancement of Heat Transfer Using Discrete Metal Foam with Varying
Thickness and Porosity in Solar Air Heater by LTNE Method
Reprinted from: Energies 2022, 15, 8952, doi:10.3390/en15238952 . . . . . . . . . . . . . . . . . . . 183

vi



About the Editors

Moghtada Mobedi

Moghtada Mobedi is a professor of heat transfer, and he works in the Mechanical Engineering

Department, Shizuoka University, in Japan. He received his PhD from Middle East Technical

University, Turkey in 1994. After working in a HVAC company as a project manager, he worked in

the Mechanical Engineering Department of Izmir Institute of Technology in Turkey between 2003

and 2015. Since 2015, he has been working in Shizuoka University and continues his research in

Japan. He has taught many bachelor, master and PhD courses such as Heat Transfer, Computational

Fluid Dynamics, Convective Heat Transfer, Numerical Methods in Heat Transfer in Turkey, Japan

and European countries. His research interests include heat transfer enhancement in solid/liquid

phase change, heat and mass transfer in porous media, adsorption heat pump and computational

fluid dynamics. He published more than 70 papers in international journals as well as 100 papers

in national and international conferences and 5 book chapters on the various applications of heat

transfer. He edited a book called Solid/liquid thermal energy storage: modeling and applications, published

in 2022. He has supervised many master and PhD students both in Turkey and Japan. He received

fellowships from the Japan Society for the Promotion of Science, European Union, and Cracow

University of Technology to visit laboratories of different universities in Japan, Poland, Italy, Sweden

and Austria. He has led many projects funded by “State Planning Department of Turkey”, “Scientific

and Technological Research Council of Turkey”, “Japan Society for the Promotion of Science” and

“Suzuki Foundation” aimed at discovering innovative methods for heat transfer enhancement for

single-convection heat transfer, adsorbent beds as well as for solid/liquid phase change thermal

storage.

Kamel Hooman

Kamel Hooman is a professor of heat transformation technology at Delft University of

Technology. He received his PhD from The University of Queensland in 2009 where he has

worked for almost two decades. He is working closely with industry in the field of thermo-fluids

engineering. He was named Australia’s Research Field Leader in Thermal Sciences in 2019. His books

Convective Heat Transfer in Porous Media and Solid/liquid thermal energy storage: modeling and applications,

published in 2019 and 2022, respectively, (CRC press) are devised to help both undergraduate and

postgraduate students who work on porous media flows and thermal energy storage. He has given

numerous national and international invited lectures, keynote addresses, and presentations. He has

been awarded fellowships/awards from Emerald, Australian Research Council, National Science

Foundation China, Australian Academy of Sciences, and Chinese Academy of Sciences with visiting

professor/researcher positions at different universities across the globe. He is the associate editor

for the International Journal of Heat and Mass Transfer, Heat Transfer Engineering, and Journal of Porous

Media while serving on the editorial/advisory board of some international journals and conferences

in the field of energy storage, conversion, and management. As an editor for Heat Exchanger Design

Handbook (Begell House), he relies on his practical experience to ensure the latest development in the

field of heat exchangers is kept up to date and shared with the practicing engineers. He has been the

organizer and chair of the International Conference on Cooling Tower and Heat Exchanger sponsored

by IAHR. He has carried out various sponsored research projects through companies, governmental

funding agencies, and national labs. He has also consulted for various companies and governments,

in Australia, and overseas.

vii





Preface to ”Advances of Heat Transfer in Porous

Media”

Porous media can be defined as solid materials containing voids. The voids can be connected to

each other, and fluid can flow through the porous media, or they can be isolated and porous media

does not permit fluid flowing, but heat can flow. Practically, the size of the voids can be nanoscale such

as membranes or larger such as rocks. The heat and fluid flow in porous media has wide applications

from sweating (flowing of water through skin) and air flow in lungs to the flowing of water in soil or

a liquid flow in woods or in concretes. Recently, cities or forests have been accepted as porous media,

and heat and fluid flow through them are modeled by the governing equations of porous media.

This wide application of heat and fluid flow through porous media motivated authors to apply

for a Special Issue named “Advances of Heat Transfer in Porous Media” under the support of the

journal Energies. Valuable studies were submitted to this Special Issue and published in Energies by

expert researchers in this field. The present book is a reprint of the published papers as a book.

The first three chapters of the book are about the modelling of the drying process. Numerical

models based on finite volume methods and lumped analysis are developed for the drying process

and applied for different porous media such as clay and lentil grain. The fourth chapter relates to

the development of a new modeling technique for highly porous metal foam or similar complex

porous structures. The suggested model can be used for macroscopically two-dimensional heat

transfer such as metal foam between two parallel plates. Recently, studies on the use of metal

foams for the enhancement of heat transfer have increased in the literature, and the fifth chapter

is about the enhancement of heat transfer in a channel by using metal foam. It investigates the

thickness and structural parameters of the metal foam layer on heat transfer enhancement. The sixth

chapter studies unidirectional porous tubes for gas cooling under high heat flux conditions with the

application of helium gas cooling in a nuclear fusion divertor. Thermal cloaking in a nanoscale porous

silicon structure by molecular dynamics is studied in chapter 7. The study calculates the thermal

conductivity of porous structures and crystalline silicon films, and a rectangular nano-cloak porous

structure was built and investigated in this study. Wire mesh can be a serious alternative for metal

foams (whose manufacturing is difficult and expensive) for the enhancement of heat transfer. The

seventh chapter investigates the use of stacked woven wire-mesh porous media for heat exchange

applications. Among the various stages of production of ceramic materials, drying is one of the most

energy-consuming processes. Heat and mass transfer in structural ceramic blocks is analyzed by

an analytical and phenomenological approach in chapter 9. The use of clean energy sources such as

solar energy is suggested to avoid the harmful effects of fossil fuels. By using solar air collectors, solar

energy can be converted into thermal energy for many practical applications such as the preheating

of air for a drying process. A numerical study for the enhancement of heat transfer using discrete

metal foam with varying thickness and porosity for use in solar air heaters has been performed and

reported in chapter 10.

The studies reported in 10 chapters of this book are samples of the recent advanced studies in

the field of heat transfer in porous media. The methods, models and comments that are explained in

the chapters will be helpful particularly for young researchers in this field. The authors would like to

thank Ms. Gillian Yang, who is the section managing editor of Energies, for her great assistance.

Moghtada Mobedi and Kamel Hooman

Editors
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Abstract: Vegetable fibers have inspired studies in academia and industry, because of their good
characteristics appropriated for many technological applications. Sisal fibers (Agave sisalana variety),
when extracted from the leaf, are wet and must be dried to reduce moisture content, minimizing
deterioration and degradation for long time. The control of the drying process plays an important role
to guarantee maximum quality of the fibers related to mechanical strength and color. In this sense,
this research aims to evaluate the drying of sisal fibers in an oven with mechanical air circulation.
For this purpose, a transient and 3D mathematical model has been developed to predict moisture
removal and heating of a fiber porous bed, and drying experiments were carried out at different
drying conditions. The advanced model considers bed porosity, fiber and bed moisture, simultaneous
heat and mass transfer, and heat transport due to conduction, convection and evaporation. Simulated
drying and heating curves and the hygroscopic equilibrium moisture content of the sisal fibers are
presented and compared with the experimental data, and good concordance was obtained. Results
of moisture content and temperature distribution within the fiber porous bed are presented and
discussed in details. It was observed that the moisture removal and temperature kinetics of the
sisal fibers were affected by the temperature and relative humidity of the drying air, being more
accentuated at higher temperature and lower relative humidity, and the drying process occurred in a
falling rate period.

Keywords: mass; heat; sisal fiber; experimental; simulation

1. Introduction

Vegetable fibers originate from plants and, basically, are composed of a solid skeleton
and pores filled with fluid. The major components of these materials are cellulose, hemicel-
lulose and lignin, with minor percentages of pectin, proteins, wax, inorganic salts and other
water-soluble substances. Based on the cultivation region, soil type and climatic conditions,

Energies 2021, 14, 2514. https://doi.org/10.3390/en14092514 https://www.mdpi.com/journal/energies1
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the chemical composition of vegetable fibers present some differences in values [1]. In
Brazil, there are large varieties of vegetable fibers, for example: caroá, macambira, curauá,
pineapple leaf, jute, cotton, and sisal.

Sisal (Agave sisalana perrine) is a plant cultivated in semiarid regions, resistant to
aridity and strong solar irradiation. The leaf of sisal contains about 4% fiber, 1% film
(cuticle), 8% dry matter and 87% water. After the fiber is extracted, the rest of the materials
are processing waste, frequently used for different purposes, for example, as organic
fertilizer, animal feed and by the pharmaceutical industry [2,3].

The sisal fiber when extracted from the leaf is moist. Thus, these biological materials
must be dried, in order to avoid deterioration and to be used for most purposes. Green sisal
fibers have a color that varies from white to light yellow, but it soon becomes discolored,
turning a creamy-white or dark yellow, when submitted to intense heating for long time.
However, the sisal fiber processing is responsible for more than half a million direct
or indirect jobs, such as, activities of crop maintenance, harvesting, leaf cutting, fiber
shredding and processing [2]. After processing, the sisal fibers are commonly used in
different industrial sectors, such as in the automotive industry, replacing synthetic fibers,
and as reinforcement in polymer composite materials. The vast application field of these
fibers is due to their various advantages, such as low cost, low density, high specific strength
and stiffness, low abrasiveness to process equipment, biodegradability, nontoxicity and
nonpollution, significant reduction of environmental problems. Mainly they originate
from renewable sources and are found in many regions in the world [4–7]. Despite the
large advantages, these fibers are very susceptible to moisture and temperature actions,
which strongly affect their mechanical properties, mainly when used as reinforcement in
polymer composite.

Drying is a complex and coupled phenomenon of heat and mass transfer, momentum
and sometimes dimensional variations [8]. The drying process control of sisal fibers plays
an important role in obtaining the optimized drying conditions. The idea is to reduce
product losses and increase energy saving.

According to literature, sisal fiber drying is realized currently by putting the fibers
into the oven; however, the monitoring of the moisture and temperature transient behavior
along the process is a secondary goal. However, severe changes in the temperature and
moisture inside the fibers generate hydric-thermo-mechanical stresses which can cause
fiber deterioration, rupture and weakness in the material. Thus, to adequately control
drying process is important.

Unfortunately, few works about drying of sisal fibers have been reported in the
literature. These works, the majority is focused in experiments [9–12] while others are
dedicated to theoretical analysis by using analytical and numerical procedures [13–20].

Ferreira et al. [9] reported that the cellulose polysaccharide chains are more tightly
arranged after moisture removal during drying and, consequently, the microfibrils come
together in the dry state as a result of increased packaging. Besides, according to the
authors, fiber voids are significantly reduced as consequence of the drying process, and
cannot be completely reopened with rehumidification process. The minor water absorption
rate minimizes the fiber dimensional changes, resulting in larger fiber dimensional stability.

Santos et al. [10] evaluated the effects of convective drying (in oven) on the mechanical
properties of sisal fibers. In this research, they studied the moisture loss and heating
processes, and the effect of the drying air conditions on the mechanical properties of these
materials. According to the authors, air temperature ranging from 60 to 105 ◦C significantly
affected not the tensile mechanical properties, elongation at rupture and modulus of
elasticity of the sisal fibers, but caused discoloration.

Work by Ghosh [12] indicates that artificial drying of sisal fiber, after decortication and
squeezing to remove free water, currently is realized in dryers at air temperature ranging
from 100–110 ◦C. However, according to the author, sisal fiber can be dried at temperature
of around 180 ◦C, and inevitable problem such as discoloration can be minimized by
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adequately controlling drying time and temperature. In this way, it is possible to obtain
products with an acceptable quality level.

Diniz et al. [13], in their research related to the drying of sisal fibers, proposed lumped
mathematical models to predict the transient behavior of the average moisture content
and surface temperature, and also, the equilibrium moisture content of vegetable fiber as a
function of the drying air temperature and water vapor concentration in the fiber porous
bed. According to the authors, predicted results were in good fit with experimental data;
for all drying conditions used correlation coefficients greater than 0.99 were obtained, and
thus, was shown the potential of the proposed models to appropriately predict the drying
process of sisal fiber, and other related materials.

Nordon and David [17] studied the coupled diffusion of heat and moisture in hygro-
scopic textile materials. The authors presented a 1D-numerical solution of the governing
equations by finite differences, based on the “double scan” method for the nonlinear differ-
ential equations. The study was applied to wool, as an example of hygroscopic material
and showed that the moisture transfers from the air to the wool and from the wool to the
air are not symmetrical processes. According to the authors, the method does not predict
the physical problem adequately.

Haghi [18] studied the simultaneous heat and moisture transfer in porous systems.
For this purpose and based on the model reported by Nordon and David (1967) [17], the
authors developed a one-dimensional mathematical model and its numerical solution using
the finite difference method. The effects of operational parameters, such as temperature
and moisture in the dryer, the initial moisture content of the porous material and the mass
and heat transfer coefficients are examined using this model. The aim of this study was to
describe adequately the heat and mass transfer during convective drying. According to
the authors the proposed model can be used to predict transient variations in temperature
distribution and moisture content in fabrics with reasonable accuracy.

Xiao et al. [19] and Xiao et al. [20] reported studies about mass transfer (imbibition
process) in fibrous porous media using the fractal theory including surface roughness.
The global model is based on the capillary theory (Hagen–Poiseuille model and Kozeny-
Carman equation), assuming that the porous media is formed by a numbers of capillaries
tubes. According to the authors, the proposed model predicts adequately the physical
mechanisms of fluid transport inside fibrous porous media, and it contains no empirical
constant, as commonly required for different models.

As already mentioned in previous comments, different distributed models have been
reported in the literature applied to heat and/or mass transfer in fibrous porous media;
however, restricted to one-dimensional approaches, no works used the finite volume
technique for numerical solution of the governing equations. Then, in complement to
these studies, this work aims to study the drying of sisal fibers in an oven using a 3D
advanced mathematical modeling that considers the coupled phenomena of heat and mass
transport inside the material, including fiber bed porosity and sorption heat. Here, the
finite-volumes numerical method has been used to solve the governing equations. The
idea is to assist engineers, industrials and academics in a rigorous understanding of the
dominant mechanisms involved in the diffusion process occurring in the drying process.

2. Methodology

2.1. Mathematical Modeling
2.1.1. Geometry and the Physical Problem

In this paper, the physical problem consists in predicting the moisture and heat
transfer within a wet fibrous medium in the shape of a rectangular prism, as illustrated in
the Figure 1. The fibrous medium is formed by a series of rigid and nonreactive fibers. In
the drying process, hot air flows around the porous bed supplying heat to the wet fibers.
The physical effect is to evaporate water inside the fiber, to heat the fibers, and to remove
the water in the vapor phase. Water molecules in the vapor phase are free to move between

3
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the voids through the fiber bed, and to be absorbed or desorbed by the fibers. Volume
variations provoked by water removal and heating of the fiber are not considered.

Figure 1. Geometry considered in this research.

2.1.2. The Governing Equations
Vapor Diffusion Equation

To predict the water vapor concentration behavior inside the fiber bed along the
drying process, the following equation was considered:

[ε+ (1 − ε)ρs σ]
∂C
∂t

=

[
∂

∂x

(
D

∂C
∂x

)
+

∂

∂y

(
D

∂C
∂y

)
+

∂

∂z

(
D

∂C
∂z

)]
+ (1 − ε)ρs β

∂T
∂t

, (1)

where σ and β are constants from the equilibrium equation; ε is the porosity; ρs is the
fiber density; C is the water vapor concentration (interfibers); T is the temperature, and
t is the time. The parameter D = εD′ and D′ represents the vapor diffusion coefficient
within the fibrous medium. In Equation (1), it is clear the effect of heat transfer in the mass
transfer phenomenon.

In the model, the following initial and boundary conditions were adopted:

• Initial condition:

C(x, y, z, t = 0) = Co, (2)

• Boundary conditions:

− D
∂C
∂x

∣∣∣∣
x=R1

= hmx
(
C − Ceq

)
, ∀(x = R1, y, z, t > 0); (3)

− D
∂C
∂y

∣∣∣∣
y=R2

= hmy
(
C − Ceq

)
, ∀(x, y = R2, z, t > 0); (4)

− D
∂C
∂z

∣∣∣∣
z=R3

= hmz
(
C − Ceq

)
, ∀(x, y, z = R3, t > 0). (5)

Heat Conduction Equation

To predict the temperature of the fibers bed along the drying process, the following
energy equation was used:

ρ(cP + hsβ)
∂T
∂t

=

[
∂

∂x

(
K

∂T
∂x

)
+

∂

∂y

(
K

∂T
∂y

)
+

∂

∂z

(
K

∂T
∂z

)]
+ hs ρ σ

∂C
∂t

, (6)

where cp is the specific heat; K is the thermal conductivity; hs is the enthalpy and, T is the
temperature. In Equation (6), it is considered that the energy of the wet air inside the fiber
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bed is negligible compared to the energy of the fibers. In Equation (6), the effect of mass
transfer in the heat transfer phenomenon is clear.

• Initial condition:

T(x, y, z, t = 0) = To. (7)

• Boundary conditions for heat transfer:

− K
∂T
∂x

∣∣∣∣
x=R1

= hcx
(
T − Teq

)
, ∀(x = R1, y, z, t > 0); (8)

− K
∂T
∂y

∣∣∣∣
y=R2

= hcy
(
T − Teq

)
, ∀(x, y = R2, z, t > 0); (9)

− K
∂T
∂z

∣∣∣∣
z=R3

= hcz
(
T − Teq

)
, ∀(x, y, z = R3, t > 0). (10)

Λ Equilibrium Equation

According to Crank [21], the following equilibrium equation was considered:

M = α+ σC − βT, (11)

where M is the moisture absorbed per unit mass of fiber (kgvapor/kgdry fiber), and α, σ and
β are constants, that can be obtained by fitting to experimental data.

From Equation (11), it is possible to obtain the following derivative:

∂M
∂t

= σ
∂C
∂t

− β
∂T
∂t

(12)

The average value of the potential of interest can be determined as follows:

Φ =
1
V

∫
V

ΦdV, (13)

where Φ can be C, T or M (Equation (11)) and V is the volume of the fibrous medium.

2.2. Numerical Procedure

Equations (1) and (6) are highly nonlinear differential equations. Thus, exact solutions
of these equation isn´t possible. Thus, in this paper, these equations are solved using the
finite-volume method [22–24]. In the discretization process, the following assumptions
were adopted:

(a) The solid is homogeneous and isotropic;
(b) The only mechanism of water transport within the solid is diffusion;
(c) The thermophysical parameters are constant along the drying process;
(d) The diffusion coefficient is constant along the drying;
(e) Convective mass and heat transfer coefficients are constant along the drying.

Due to the geometric shape (rectangular prism), it is possible to numerically solve the
physical problem treated here using only one symmetrical part of the domain, as illustrated
in Figure 2. In Figure 3 is shown the computational domain utilized in the discretization
process of the governing equation.
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Figure 2. Illustration of the symmetric domain used in the numerical solution.

(a) (b) 

Figure 3. Illustration of the computational domain used in the numerical solution: (a) Identifications of 27 types of control
volumes and (b) Control volume parameters.

Based on the Figure 3, and integrating Equation (1) into volume and time, the following
linear algebraic equation is obtained for the internal control volumes P:

ApCP = AeCE + AwCW + AnCN + AsCS + AfCF + AbCB + B, (14)

where,

Ap = [ε+ (1 − ε)ρs σ]
ΔxΔyΔz

Δt
+ DC

e
ΔyΔz
δxe

+ DC
w

ΔyΔz
δxw

+ DC
n

ΔxΔz
δyn

+ DC
s

ΔxΔz
δys

+ DC
f

ΔxΔy
δzf

+ DC
b

ΔxΔy
δzb

, (15)

Ae = DC
e

ΔyΔz
δxe

, (16)
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Aw = DC
w

ΔyΔz
δxw

, (17)

An = DC
n

ΔxΔz
δyn

, (18)

As = DC
s

ΔxΔz
δys

, (19)

Af = DC
f

ΔxΔy
δzf

, (20)

Ab = DC
b

ΔxΔy
δzb

, (21)

B = [ε+ (1 − ε)ρs σ]
ΔxΔyΔz

Δt
C0

P + SC ΔxΔyΔz. (22)

For boundary volumes, the integration process of the governing equation is similar,
as described for the internal points. However, must be considered the existing boundary
conditions. For example, considering the symmetry condition, the mass fluxes in the west,
back and south faces are null, i.e., C′′

w = 0, C′′
b = 0 and C′′

s = 0, as illustrated in Figure 4.

Figure 4. Illustration of the symmetry condition at the internal faces of the domain.

For the heat transfer equation after integration procedure, the following discretized
linear algebraic equation is obtained:

ApTP = AeTE + AwTW + AnTN + AsTS + AfTF + AbTB + B, (23)

where,

Ap =
ρ(cP + hsβ)ΔxΔyΔz

Δt
+ KT

e
ΔyΔz
δxe

+ KT
w

ΔyΔz
δxw

+ KT
n

ΔxΔz
δyn

+ KT
b

ΔxΔz
δys

+ KT
f

ΔxΔy
δzf

+ KT
b

ΔxΔy
δzb

, (24)

Ae = KT
e

ΔyΔz
δxe

, (25)

Aw = KT
w

ΔyΔz
δxw

, (26)

An = KT
n

ΔxΔz
δyn

, (27)

As = KT
s

ΔxΔz
δys

, (28)

Af = KT
f

ΔxΔy
δzf

, (29)

Ab = KT
b

ΔxΔy
δzb

, (30)

B =
ρ(cP + hsβ) ΔxΔyΔz

Δt
T0

P + ST ΔxΔyΔz. (31)
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In the discretized form, Equation (6) applied to vapor concentration assumes the form:

C =
1
V

npx−1

∑
i=2

npy−1

∑
j=2

npz−1

∑
k=2

CijkΔV′
ijk , (32)

where,

V =
npx−1

∑
i=2

npy−1

∑
j=2

npz−1

∑
k=2

ΔV′
ijk , (33)

where i, j and k define the position nodal point, ΔV′
ijk = ΔxΔyΔz is the volume of the

elemental volume, and npx-2, npy-2, and npz-2 are the number of control volumes in the x,
y, and z directions, respectively.

To solve iteratively (Gauss–Seidel method) the systems of algebraic equations origi-
nated from the Equations (14) and (23) as applied for all control-volume, a computational
code using Mathematica® software was developed. In the numerical treatment, the follow-
ing convergence criterion was used at each nodal point and process time:∣∣∣Φn+1 − Φn

∣∣∣ ≤ 10−8, (34)

where Φ can be C or T, and n represents the nth iteration at each time point. Simulations
were performed using a numerical mesh of 20 × 20 × 20 nodal points and Δt = 20s, which
were obtained after a rigorous mesh and time step refining study.

2.3. Experimental Study

In this work, sisal fibers (Agave sisalana variety) were used in the drying experiments.
The wet fibers were obtained in a farm located close to the town of Pocinhos, State of
Paraiba, Brazil. The fibers were submitted to drying in oven with forced air circulation
at different operating conditions. In Figure 5 is shown the sisal fibers bed used in the
experiment. Table 1 summarizes information about the fiber and drying air.

 
Figure 5. Sisal fibers bed used in the drying tests.

8



Energies 2021, 14, 2514

Table 1. Experimental conditions of air and sisal fiber.

Air Fibrous Medium Process Time

RH
(%)

T
(◦C)

v
(m/s)

2R1

(m)
2R2

(m)
2R3

(m)
Mo

(d.b.)
Meq

(d.b.)
To

(◦C)
Tf

(◦C)
t

(h)

17.52 50 0.05 0.1 0.05 0.1 0.11327 0.03837 29.8 46.3 7.7
11.04 60 0.06 0.1 0.05 0.1 0.11118 0.02606 29.8 56.6 6.7
6.89 70 0.07 0.1 0.05 0.1 0.11148 0.02015 31.5 67.3 5.7
4.19 80 0.08 0.1 0.05 0.1 0.11030 0.01390 29.6 76.3 5.0
3.28 90 0.09 0.1 0.05 0.1 0.11342 0.00525 30.4 87.4 4.7

In each drying experiments, the sample were withdraw from the oven periodically. In
each step, the mass of was evaluated using a digital electronic device (0.001 g precision),
and the surface temperature was measured using an infrared thermometer. These measure-
ments were taken every 5 min (about 30 min), after 10, 15, 20, 25 and 30 min time intervals.
After this period, the measurements were taken every 60 min until that constant mass was
reached. Following that, the sample was dried for 24 h at the same drying temperature, in
order to obtain the sample mass at the equilibrium condition, and then for a further 24 h
at 105 ◦C to obtain the dried sample mass. Furthermore, at every measurement instant,
temperature and relative humidity of the air outside of the oven were measured. This
information was used to calculate air relative humidity inside the oven. In each drying
experiments, air velocity inside the oven was measured using a hot wire anemometer.
Figure 5 illustrates the point where surface temperatures were taking.

2.4. Parameters Estimation
2.4.1. Transport Coefficients

In this research, the estimation of the mass diffusion coefficient and convective heat
and mass transfer coefficients was performed using the least square error technique. Devia-
tions between experimental and predicted values and variance were determined by [25]:

ERMQ =
n

∑
i=1

(
Φi, Num − Φi, Exp

)2, (35)

S 2
=

ERMQ
(n − n̂)

, (36)

where n is the number of experimental points, n̂ is the number of fitted parameters, and Φ
can be M or T.

The initial guess of the convective heat transfer coefficient was determined by common
correlations for the average Nusselt, Reynolds and Prandtl numbers [26], applied to air
flowing over a plane plate by:

h′
cj =

Nuj × k
Rj

, (37)

where, Nuj = 0.664 × Rej
1
2 × Pr

1
3 , Rej =

ρ×v×Rj
μ , k is the air thermal conductivity and

j = 1,2 and 3 (Figure 2), valid in the intervals 5 × 105 < Re ≤ 1 × 108.
The initial guess of the convective mass transfer coefficient applied to the air was

determined by common correlations for average Sherwood numbers and Schmidt, by [26]:

h′
mj =

Shj × DAB

Rj
, (38)

where, Shj = 0.664 × Rej
1
2 × Sc

1
3 and DAB is the diffusivity of water vapor in the air.

9



Energies 2021, 14, 2514

2.4.2. Equilibrium Equation

Considers the Equation (11) re-written in the form:

M = a1 + a2 × T, (39)

where a1 = α+ σ× C and a2 = −β.
With the values of Teq and Meq for each experimental condition, a linear fit of

Equation (39) to the experimental data was performed by the quasi-Newton method using
the Statistica® Software (convergence criterion 9.9 × 10−5). After this statistical procedure
the values of the parameters a1 and a2 were obtained.

On the other hand, considering the drying air as an ideal gas, the air density inside
the fibrous bed was calculated by:

ρair =
P

R × Tabs
, (40)

where P is the atmospheric pressure, ρair is the air density, R is the particular gas constant
(atmospheric air), and Tabs is the absolute temperature of the drying-air.

Then, from Equation (40), the equilibrium water vapor concentration between the
fibers, can be determined by:

Ceq = ρair × AH, (41)

where AH is the air absolute humidity on the voids of the porous bed.

2.4.3. Estimation of the Fiber and Sample Parameters

The apparent density of the fiber bed was calculated by:

ρsample =
mfiber
Vsample

, (42)

where V = 2R1 × 2R2 × 2R3 is the volume of the fiber bed.
To obtain the bed porosity, the following equation was used:

ε = 1 − Vfiber
Vsample

, (43)

where Vfiber = N × L × πd2

4 is the total volume of fibers, L and d, are the length and
diameter of the sisal fiber, respectively, and N represents the number of fibers (Figure 6).

 

Figure 6. Amount of fibers in a sample used in the drying experiment.
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The parameters thermal conductivity and specific heat of the fiber bed were deter-
mined as follows:

ksample = (1 − ε)× kfiber + ε× kair, (44)

and
cpsample = (1 − ε)× cpfiber + ε× cpair (45)

Table 2 summarizes the geometrical data of the fiber and samples before drying [11,13–16].

Table 2. Geometrical parameters of the fibers and porous bed before drying for different drying conditions.

T
(◦C)

Fiber Length
(m)

* Fiber Diameter
(μm)

** Fiber Volume
(nm3)

Numbers of
Fibers/Sample

(—)

Vfiber

(m3)

Vsample

(m3)

ε
(—)

50 0.1 247 4.789 8539 40.895 × 10−6 5.00 × 10−4 0.918
60 0.1 247 4.789 8190 39.224 × 10−6 5.00 × 10−4 0.922
70 0.1 247 4.789 8490 40.660 × 10−6 5.00 × 10−4 0.919
80 0.1 247 4.789 8627 41.316 × 10−6 5.00 × 10−4 0.917
90 0.1 247 4.789 8869 42.475 × 10−6 5.00 × 10−4 0.915

* Santos [15], ** Calculated by equation.

2.5. Thermophysical Properties of the Materials
2.5.1. For Drying Air

Tables 3 and 4 present some drying air parameters at atmospheric pressure for each ex-
periments.

Table 3. Air parameters at atmospheric pressure for different drying conditions.

T
(◦C)

Parameter

ρair(
kg/m3) kair

(W/m·K)
μair(

N·s/m2) AHair

(kgvapor /kgdry air)
AHair, sat

(kgvapor /kgdry air)

50 1.0835 0.0269 19.054 × 10−6 0.01363 0.0863
60 1.0508 0.0276 19.509 × 10−6 0.01387 0.1524
70 1.0204 0.0283 19.966 × 10−6 0.01354 0.2765
80 0.9921 0.0290 20.427 × 10−6 0.01247 0.5464
90 0.9637 0.0296 20.847 × 10−6 0.01449 1.3990

DAB(
m2/s

) cp
(kJ/kg K)

hs
(kJ/kg)

Pr
(—)

Sc
(—)

50 28.06 × 10−6 1.0331 2382.90 0.73210 0.62671
60 29.60 × 10−6 1.0335 2358.34 0.73123 0.62726
70 31.17 × 10−6 1.0335 2333.26 0.73016 0.62774
80 32.78 × 10−6 1.0328 2307.62 0.72884 0.62818
90 34.42 × 10−6 1.0348 2281.39 0.72877 0.62855
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Table 4. Air dimensionless parameters at atmospheric pressure for different drying conditions.

Dimensionless
Parameter

T (◦C)

50 60 70 80 90

Rex 142.1625 134.6619 127.7713 121.4225 115.5627
Rey 71.0812 67.3309 63.8856 60.7112 57.7813
Rez 142.1625 134.6619 127.7713 121.4225 115.5627
Nux 7.13539 6.94186 6.75860 6.58460 6.42355
Nuy 5.04548 4.90864 4.77905 4.65601 4.54213
Nuz 7.13539 6.94186 6.75860 6.58460 6.42355
Shx 6.77511 6.59588 6.42655 6.26630 6.11445
Shy 4.79072 4.66399 4.54425 4.43094 4.32357
Shz 6.77511 6.59588 6.42655 6.26630 6.11445

2.5.2. For Water and Fiber

Table 5 presents some fibrous medium parameters for different drying experiments.

Table 5. Sisal fiber parameters and sample for different drying conditions [11,13–16].

T (◦C)

Parameter

Co

(kgvapor/m
3)

Ceq

(kgvapor/m
3)

ρsample

(kg/m3)

ρfiber

(kg/m3)

50 0.04146 0.01482 83.088 1450.00
60 0.04052 0.01458 74.960 1450.00
70 0.04125 0.01381 81.956 1450.00
80 0.04005 0.01439 85.138 1450.00
90 0.4174 0.01403 90.782 1450.00

cpsample
(J/kg·K)

cpfiber
(J/kg·K)

ksample
(W/m·K) kfiber (W/m·K)

50 960.8454 149.65 0.03017 0.067
60 964.2007 149.65 0.03067 0.067
70 961.6180 149.65 0.03141 0.067
80 959.8464 149.65 0.03209 0.067
90 959.6211 149.65 0.03278 0.067

3. Results and Discussion

3.1. Fiber Morphology

The scanning electron micrographs (SEM) of untreated sisal fibers in moist condition
are illustrated in Figure 7. Upon analyzing this figure, it can be verified that the arrange-
ment of this particular fiber is similar to other natural fibers. It can be seen a spongier aspect,
voids, rougher surface and a thin and compacted cellular arrangement. Furthermore, it
can be observed that parenchyma cells are widely distributed along the fiber. The fibers
presented diameters almost constant along the length and, minor differences between the
fibers mean diameter were observed.

3.2. Analysis of Equilibrium Equation

M = 0.044702 + 2.217337 × C − 0.000784 × T. (46)

Equation (46) predict the linear dependence of the moisture content with the temper-
ature and water vapor concentration, fundamental in predicting the coupling between
the Equations (1) and (6). A correlation coefficient R = 0.99 was obtained after the per-
formed linear regression. Most details about the statistical procedure can found in the
literature [11,13–16].
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(a) (b) 

Figure 7. SEM micrographs of untreated sisal fiber: (a) 100× magnification and (b) 2000× magnification.

3.3. Moisture Removal and Heat Transfer Analysis
3.3.1. Drying and Heating Kinetics

Figures 8 and 9 illustrate the predicted and experimental average moisture content (dry
basis) of the fiber sample as a function of time for the drying air temperature of 50 ◦C and
80 ◦C. Upon analyzing these figures, it can be seen that there is a good concordance between
the simulated and experimental of the average moisture content along the process for
every condition. Besides, it was verified that the average moisture content decreases with
time until to reach the hygroscopic equilibrium condition. Furthermore, the drying rate
increased and equilibrium moisture content decreased when higher drying air temperature
and lower air relative humidity were used in the experiment. Therefore, this physical
situation resulted in a short drying time.

 
Figure 8. Transient behavior of the predicted and experimental average moisture content of the fiber
bed (T = 50 ◦C).
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Figure 9. Transient behavior of the predicted and experimental average moisture content of the fiber
bed (T = 80 ◦C).

In Figures 10 and 11 are shown the comparison between the predicted and experi-
mental transient values of the temperature at the sample surface at 50 ◦C and 80 ◦C. Upon
analyzing these figures, it can be noted that there is good concordance between surface
temperature values in the first 4000 s of process followed by minor discrepancies for long
time. For example, in the drying at 50 ◦C and 27,400 s elapsed time difference, between
the predicted and experimental surface temperature data there is 2.8 ◦C difference, while
at 80 ◦C and 17,800 s elapsed time, the difference in these values is 4.5 ◦C. These discrep-
ancies may be attributed to minor errors in the temperature measurement procedure in
each the experiments or even by the accuracy in the device itself. Besides the differences
verified for long time may also be associated with the consideration of constant convective
heat coefficient and null dimensional variations along the process as established in the
mathematical modeling.

 
Figure 10. Transient behavior of the predicted and experimental temperature at the surface of the
fiber sample (T = 50 ◦C).
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Figure 11. Transient behavior of the predicted and experimental temperature at the surface of the
fiber sample (T = 80 ◦C).

Upon analyzing the Figures 7 and 8, it can be seen that the temperature at the surface
of the fibrous bed changed along the drying, reaching the thermal equilibrium condition
faster at the highest air temperature. The increases in the surface temperature of the fiber
with progress of drying indicates the moisture removal occurred on the falling drying rate
period, i.e., the water flux inside the fiber to its surface is less than the water flux removed
by the heated air at the surface. Furthermore, it was observed that the fiber temperature
increased as the drying rate decreased until the equilibrium condition. These phenomena
were cited in the literature [10,11,13–16].

3.3.2. Water Vapor Concentration and Temperature Distributions

In Figures 12 and 13 is illustrated the water vapor concentration field inside the fiber
bed, at the plans x = 0.025 m (R1/2) and y = 0.0125 m (R2/2), at the moments 200 s, 700 s,
5000 s and 8000 s of the drying process, respectively.

By analyzing the Figures 12 and 13, it is possible to see that water vapor concentration
presented the highest values in the center of the fiber bed at any time. Thus, moisture
flows from the center to surface. Besides, vapor concentration decreased at any position
and time, tending towards its equilibrium condition for long drying time. The regions
close to the edge dry faster than the others regions inside the porous bed, especially in the
vertex region.

Figures 14 and 15 show the distribution of temperature inside the fiber bed, analyzed
in the plans x = 0.025 m (R1/2) and y = 0.0125 m (R2/2), at the moments 200 s, 700 s, 5000 s
and 8000 s of the drying process, respectively.
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(a) (b) 

 
(c) (d) 

Figure 12. Water vapor concentration field (kgvapor/m3) in the zy plan at x = 0.025 m (R1/2) (T= 50◦C). (a) t = 200 s,
(b) t = 700 s, (c) t = 5000 s and (d) t = 8000 s.
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(a) (b) 

 
(c) (d) 

Figure 13. Water vapor concentration field (kgvapor/m3) in the zx plan at y = 0.0125 m (R2/2) (T = 50◦C). (a) t = 200 s,
(b) t = 700 s, (c) t = 5000 s and (d) t = 8000 s.
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(a) (b) 

 
(c) (d) 

Figure 14. Temperature field (◦C) in the zy plan at x = 0.025 m (R1/2) (T = 50◦C). (a) t = 200 s, (b) t=700 s, (c) t = 5000 s and
(d) t = 8000 s.
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(a) (b) 

(c) (d) 

Figure 15. Temperature field (◦C) in the plane zx at y = 0.0125 m (R2/2) (T = 50◦C). (a) t = 200 s, (b) t=700 s, (c) t = 5000 s
and (d) t = 8000 s.

Upon analyzing these Fs, it can be seen that the temperature has the lowest results
in the center of the fibrous medium along the process. The temperature also increased
in any position, tending to the thermal equilibrium condition for long drying time. This
behavior proved that heat flux occurs from the surface to the center of the porous sample.
Furthermore, it is observed that the maximum temperature occurred close to the edge,
especially in the vertex of the sample.

From already mentioned results, the regions close to the vertex dry and heat faster.
Therefore, these regions are most susceptible to higher moisture and temperature gradients,
which originate hydric and thermal stresses. Based on the intensity of these stresses, the
material can achieve unfavorable deformation and rupture levels, and poor quality for
a specific application. Under the industrial aspect these results are important to assist
engineers in making decision about how the material must be dried and the fiber distributed
in the bed, in order to minimize these effects.

19



Energies 2021, 14, 2514

3.3.3. Estimation of Transport Coefficients (D, hm and hc)

During drying process, at the surface of the fiber sample different phenomena occur
simultaneously: heat and mass convection due to hot air flowing over the sample, and heat
and mass transfer due to the water evaporation. Analyzing the effects of convective heat
and mass transfer at the surface of the porous sample, boundary conditions of third kind
were considered in this research. Thus, two phenomena occur, simultaneously: moisture
flux at the surface that is proportional to the difference between the moisture content at the
surface of the fiber sample and the equilibrium moisture content on the air temperature,
and heat flux at the surface that is proportional to the difference between the temperature
at the surface of the fiber sample and the drying air temperature. For these situations,
the convective heat transfer coefficient (hc) and convective mass transfer coefficient (hm)
were obtained using the least square error technique. In this technique, the predicted and
experimental data of fiber average moisture content and surface temperature during drying
at different conditions are compared. The best values of these parameters correspond to
the lowest value of the variance statistical parameter.

As already described earlier, from these initial values of the convective heat and mass
transfer coefficients, an iterative mathematical procedure was performed to determine the
optimized values of these coefficients, including the mass diffusion coefficient. Tables 6
and 7 summarize the values of the parameters estimated, relative error and variance for all
experimental tests obtained after the statistical procedure.

Table 6. Estimated mass transport coefficients for different drying air conditions.

T
(oC)

Parameter

hmx

(m/s)
hmy

(m/s)
hmz

(m/s)
D

′(
m2/s

) ERMQM

(kg/kg)2
S

2
M

(kg/kg)2

50 3.8022 × 10−4 5.3771 × 10−4 3.8022 × 10−4 0.612 × 10−6 0.0001576 1.1939 × 10−6

60 4.0436 × 10−4 20.2160 × 10−4 4.0436 × 10−4 1.012 × 10−6 0.0004562 4.0015 × 10−6

70 5.0622 × 10−4 21.6564 × 10−4 5.0622 × 10−4 1.612 × 10−6 0.0000722 7.5257 × 10−7

80 7.6108 × 10−4 7.7809 × 10−4 7.6108 × 10−4 2.212 × 10−6 0.0002573 3.0629 × 10−6

90 4.2089 × 10−4 5.9523 × 10−4 4.2089 × 10−4 2.312 × 10−6 0.0003805 4.8164 × 10−6

Table 7. Estimated heat transport coefficients for different drying air conditions.

T
(oC)

Parameters

hcx

(W/m2K)

hcy

(W/m2 · K)

hcz

(W/m2 · K)
α

(m2/s)
ERMQT (◦C)2 S

2
T

(◦C)2

50 4.2208 5.9692 4.2208 3.7789 × 10−7 989.6026 7.4406
60 4.9768 7.0382 4.9768 4.2430 × 10−7 1516.8398 13.1899
70 5.5389 7.8332 5.5389 3.9856 × 10−7 967.74872 9.9768
80 5.1463 7.2780 5.1463 3.9270 × 10−7 1324.2250 15.5791
90 6.6552 9.4119 6.6552 3.7627 × 10−7 1273.6510 15.9206

After analysis of the Tables 5 and 6, small errors and variances can be seen, proving
that the all mathematical procedures used in estimating the transport coefficients are
appropriate. Further, we verified that both convective heat and mass transfer coefficient
have small values typical of natural convections, due to small values of the air velocity
inside the oven, and tend to increase when air drying temperature is increased. Some
oscillatory behavior was verified in the convective mass transfer coefficient that can be
attributed, for example, to the fact that the effects of dimensional variations due to heating
(dilation) and moisture removal (shrinkage) were not considered, and the assumptions
of constant fiber bed porosity and equilibrium equation has linear behavior during the
drying process.
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Particularly, the mass diffusion coefficient (D) was obtained by multiplying the vapor
diffusion coefficient within the fibrous bed by the bed porosity, as already mentioned
before, i.e. D = εD’. Upon analyzing of the Table 6, we verified that major mass diffusion
coefficients are found when higher air temperature was used. Furthermore, since the
porosity of the medium presented minor variation in the experiments (0.915 < ε < 0.922),
the drying of the fibrous bed presented similar behavior than the drying of individual
fibers, which can be confirmed from the value of the parameter D′ which is less than the
parameter DAB (Table 3) for all experimental tests, at least an order of magnitude. Therefore,
we state that the water vapor flux within the fibrous bed in less than in the air outside the
porous sample [27,28].

Finally, it is well known that the drying process requires high energy consumption
and is responsible for high pollutant emissions in the atmosphere due to the use of different
fuels for drying-air heating. Thus, it is important to control drying systems in laboratory or
industrial scales, minimizing both energy consumption and environmental impact.

In this research, we develop macroscopic and advanced heat and mass transfer equa-
tions applicable for capillary-porous bodies with parallelepiped configuration. Both the
model and the finite-volume method used herein demonstrated great potential, being
accurate and efficient to be applied in many practical physical problems such as:

a. Diffusion processes of wetting, drying, heating and cooling, whether coupled or separate;
b. Coupled diffusion processes of liquid, vapor and heat in different porous bodies;
c. It is possible to study different diffusion problems assuming variable or constant

thermophysical properties, and equilibrium or convective boundary conditions;
d. Under numerical aspects it is possible to use uniform or nonuniform grids, and to

consider changes in the dimensions (dilation and shrinkage) of the bodies in the
transient simulations.

e. The finite volume method is unconditionally stable even when applied to solving
nonlinear partial differential equations;

f. No restriction about the nature of the porous body bed (fruits, grains, vegetables,
textiles, etc.) is required when it is considered as continuum media;

g. Good estimation of process time to dry the product, contributing to reduction in
energy consumption and increase in productivity of dried porous bodies;

h. Rigorous checkup and understanding of the effect of process variables on product
quality during drying.

Despite the advantages presented above, some limitations of the modeling can be cited:

(a) Chemical transformation, thermal and structure inside the porous body that, in
general, are responsible to provoke no uniform distribution of void are not considered;

(b) Inadequacy to be applied in drying processes where high air-drying temperature and
effects of pressure are important;

(c) Mass diffusion is the only moisture migration mechanism, and gravity, capillarity,
and filtration effects, for example, are not considered;

(d) It is necessary to use estimated parameters after fitting nonlinear regression or other
techniques for this purpose.

4. Conclusions

From the predicted results, it can be concluded that:

(a) The proposed mathematical model proved to be useful for describing the drying
process of sisal fibers, considering the good agreement between the predicted and
experimental data of average moisture content and surface temperature of the sisal
fibers obtained in all drying conditions;

(b) Despite the highly nonlinear character of the governing equations that represent the
mathematical model, the finite-volume method proved to be useful to solve the cited
equations and to assist in predicting the phenomenon of heat and mass transfer within
the porous sample;
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(c) Drying of sisal fibers occurred at a falling drying rate period;
(d) The largest water vapor concentration and temperature gradients are located in the

regions near the vertex of the fiber porous bed. Then, these regions are more suitable
to deformation and hydric and thermal effects, which are responsible for reducing
product quality after drying process.

Finally, in continuation of this research, the authors strongly recommend studying
drying problems occurring with dimensional variations of the bed and intermittent drying
that is a technique useful in minimizing energy consumption.
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Abbreviations

Ab Coefficient of the discretized linear equation —-
Ae Coefficient of the discretized linear equation —-
Af Coefficient of the discretized linear equation —-
An Coefficient of the discretized linear equation —-
Ap Coefficient of the discretized linear equation —-
As Coefficient of the discretized linear equation —-
Aw Coefficient of the discretized linear equation —-
AHair Air absolute humidity kgvapor /kgdry air
AHair, sat Air absolute humidity at the saturation kgvapor /kgdry air
B Source term —-
C Water vapor concentration kgvapor/m3

C” Specific water vapor concentration kgvapor/m3/m2

Ceq Equilibrium water vapor concentration kgvapor/m3

Co Initial water vapor concentration kgvapor/m3

C Average water vapor concentration kgvapor/m3

CB Water vapor concentration in the nodal point B kgvapor/m3

CE Water vapor concentration in the nodal point E kgvapor/m3

CF Water vapor concentration in the nodal point F kgvapor/m3

CN Water vapor concentration in the nodal point N kgvapor/m3

CP Water vapor concentration in the nodal point P kgvapor/m3

cp Specific heat; J/kg·K
C0

P Old water vapor concentration in the nodal point P kgvapor/m3

CS Water vapor concentration in the nodal point S kgvapor/m3
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CW Water vapor concentration in the nodal point W kgvapor/m3

DAB Diffusivity of water vapor in the air m2/s
DC

e Water vapor diffusion coefficient in the x-direction m2/s
DC

f Water vapor diffusion coefficient in the z-direction m2/s
DC

n Water vapor diffusion coefficient in the y-direction m2/s
DC

b Water vapor diffusion coefficient in the z-direction m2/s
DC

s Water vapor diffusion coefficient in the y-direction m2/s
DC

w Water vapor diffusion coefficient in the x-direction m2/s
D Water vapor diffusion coefficient m2/s
d Fiber diameter m
ERMQ Deviations between experimental and predicted values —-
hs Enthalpy J/kg
h′

cj Convective heat transfer coefficient W/m2·K
h′

mj Convective mass transfer coefficient applied to the air m/s
hcx Convective heat transfer coefficient W/m2·K
hcy Convective heat transfer coefficient W/m2·K
hcz Convective heat transfer coefficient W/m2·K
hmx Convective mass transfer coefficient m/s
hmy Convective mass transfer coefficient m/s
hmz Convective mass transfer coefficient m/s
K Thermal conductivity; W/m·K
k Air thermal conductivity W/m·K
KT

b Thermal conductivity in the z-direction W/m·K
KT

b Thermal conductivity in the y-direction W/m·K
KT

e Thermal conductivity in the x-direction W/m·K
KT

f Thermal conductivity in the z-direction W/m·K
KT

n Thermal conductivity in the y-direction W/m·K
KT

w Thermal conductivity in the x-direction W/m·K
L Fiber length m
M Moisture content kgvapor/kgdry fiber
Meq Equilibrium moisture content kgvapor/kgdry fiber
n Number of experimental points —-
n ˆ Number of fitted parameters —-

Nuj Average Nusselt number —-
P Atmospheric pressure Pa
Pr Average Prandtl number —-
R1 Half-length of the bed in the x-direction m
R2 Half-length of the bed in the y-direction m
R3 Half-length of the bed in the z-direction m
RH Relative humidity —-
R Particular gas constant (atmospheric air) J/mol/K
Rej Average Reynolds number —-
Sc Average Schmidt number —-
S2 Variance —-
Shj Average Sherwood number —-
SC Source term —-
ST Source term —-
t Time. s
T Temperature, oC
TB Temperature in the nodal point B oC

Temperature in the nodal point E oC
Temperature in the nodal point F oC

TN Temperature in the nodal point N oC
Temperature in the nodal point P oC
Old temperature in the nodal point P oC

TS Temperature in the nodal point S oC
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TW Temperature in the nodal point W oC
Tabs Absolute temperature of the drying-air oC
Teq Equilibrium temperature ◦C
Tf Final temperature ◦C
To Initial temperature ◦C
To Initial temperature ◦C
V Volume of the fiber bed m3

v Air velocity m/s
x Cartesian coordinate m
w, e, n, s, f, t Faces of the control-volume —-
W, E, N, S, F, T, P Nodal points —-
y Cartesian coordinate m
z Cartesian coordinate m
α Constant of the equilibrium equation kgvapor/kgdry fiber
β Constant of the equilibrium equation kgvapor/kgdry fiber/oC
δxw Distance between nodal points in the x-direction m
δyn Distance between nodal points in the y-direction m
δys Distance between nodal points in the y-direction m
δzb Distance between nodal points in the z-direction m
δzf Distance between nodal points in the z-direction m
δxe Distance between nodal points in the x-direction m
Δt Time step s
ΔV′

ijk Volume of the elemental volume, m3

Δx Length of the control-volume in the x-direction m
Δy Length of the control-volume in the y-direction m
Δz Length of the control-volume in the z-direction m
ε Bed porosity —
μ Air viscosity N·s/m2

ρs Dry solid density kg/m3

σ Constant of the equilibrium equation m3/kgdry fiber
Φ Potential of interest —
Φ Average value of the potential of interest —-
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Abstract: Commonly based on the liquid diffusion theory, drying theoretical studies in porous
materials has been directed to plate, cylinder, and sphere, and few works are applied to non-
conventional geometries. In this sense, this work aims to study, theoretically, the drying of solids with
oblate spheroidal geometry based on the thermodynamics of irreversible processes. Mathematical
modeling is proposed to describe, simultaneously, the heat and mass transfer (liquid and vapor)
during the drying process, considering the variability of the transport coefficients and the convective
boundary conditions on the solid surface, with particular reference to convective drying of lentil
grains at low temperature and moderate air relative humidity. All the governing equations were
written in the oblate spheroidal coordinates system and solved numerically using the finite-volume
technique and the iterative Gauss–Seidel method. Numerical results of moisture content, temperature,
liquid, vapor, and heat fluxes during the drying process were obtained, analyzed, and compared
with experimental data, with a suitable agreement. It was observed that the areas near the focal
point of the lentil grain dry and heat up faster; consequently, these areas are more susceptible to the
appearance of cracks that can compromise the quality of the product. In addition, it was found that
the vapor flux was predominant during the drying process when compared to the liquid flux.

Keywords: drying; lentil grain; oblate spheroid; modeling; numerical simulation

1. Introduction

Water is the main constituent present in high concentrations in fresh foods, which
considerably influences the palatability, digestibility, and physical structure of the food.
The deterioration that occurs in food is practically influenced in one way or another by the
concentration and mobility of water inside it [1]. The removal of water from solid foods
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is used as a way to reduce water activity by inhibiting microbial growth, thus avoiding
its deterioration. Water removal has become of great importance in reducing the costs of
energy, transport, packaging, and storage of these foods [2].

Most of the methods of food preservation are based on the reduction in water mobility
by the use of humectants materials and freezing, and also by physical removal of water
through osmotic dehydration, drying, evaporation, or lyophilization [3]. The main idea
is to decrease the amount of water in the product to acceptable levels and maintain the
physical-chemical and sensory properties of agricultural products in order to increase the
shelf life of the products.

Although several technological processes of food conservation can be applied in order
to increase the shelf life of agricultural products, the drying process has several advantages,
as: the facility in the preservation of the product; stability of aromatic components at room
temperature for long periods of time; protection against enzymatic and oxidative degra-
dation; reducing of the weight; energy savings because it does not require refrigeration
and product availability during any time of the year [4]. In literature, it is possible to find
several studies that showed the use of drying processes as a method to increase the shelf
life of products such as: lentils [5,6]; grape [7]; carrots [8]; banana [9]; corn [10,11]; red
chilies [12]; wheat [13]; bean [14]; strawberry [15], etc.

Drying is a unitary operation of water removal of a product by evaporation or sublima-
tion, by applying heat under controlled conditions, which has, as its purpose, to conserve
food and its nutritional and organoleptic properties by reducing the activity of water inside
it [16].

During the drying process, the material undergoes variations in its chemical, physical
and biological characteristics, which, depending on the intensity of the effect, may cause
their loss or disable them for some applicability [7,17]. Thus, the criterion of preserving the
quality of the product, which depends on the final use that will be made, is the one that
regulates the type of drying and storage process [2].

From the theoretical point of view, the modeling and prediction of the drying process
can be approached in two ways: based on external parameters to the solid such as relative
humidity, temperature, and air velocity, correlating them with the drying rate of the solid,
while the other has as characteristic, the internal conditions to the porous material and the
mechanisms of moisture transport in this material [18].

The complexity of drying leads several researchers to propose various theories and
models to predict the moisture transfer inside the material, such as: liquid diffusion theory,
capillary theory, condensation and evaporation theory, Luikov theory, Krischer theory,
Berger and Pei theory, Philip and De Vries theory, and the theory of Fortes and Okos [19].

The Luikov model [20] and Fortes and Okos [19] model are examples of models based
on the thermodynamics of irreversible processes. Luikov’s theory takes into account the
mechanisms of diffusion, effusion, and convection of water inside the porous medium.
Therefore, the equations that define the Luikov model take into account that the molecular
transport of water vapor, air, and liquid happen simultaneously [21]. On the other hand,
Fortes [22] and Fortes and Okos [19,23] proposed that the driving force for isothermal
transfer, both liquid and vapor, is the gradient of equilibrium moisture content, due to the
local equilibrium hypothesis, which, in turn, is a function of temperature, relative humidity,
and equilibrium moisture content. Detail about the non-equilibrium thermodynamic can
be found in the references cited in the text.

Oliveira and Lima [24] used the model proposed by Fortes and Okos [19] to study the
heat and mass transfer in the simulation of wheat drying and concluded that the numerical
results of the average moisture content showed a suitable agreement with the experimental
values. Oliveira et al. [25] and Oliveira et al. [26] observed, applying the model developed
by Fortes and Okos [19] to study the phenomenon of shrinkage during a drying process of
wheat grain, that the model used was accurate and effective and could be used to simulate
many practical diffusion problems, such as heating, cooling, wetting and drying in prolate
spheroidal solids, including spherical solids.
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In previous studies, Carmo and Lima [27] reported studies of drying of oblate
spheroidal porous solids using the liquid diffusion theory, with particular reference to lentil
grains, considering constant thermophysical properties and equilibrium, and convective
boundary conditions on the solid surface. Melo et al. [28] and Melo et al. [29] reported
the transient behavior of heat and mass transfer, also in oblate spheroidal solids (lentil
grains) using a mathematical model based on the thermodynamics of irreversible processes
and considering equilibrium boundary condition on the surface of the solid. In this study,
the authors reported vapor flux as the dominant mechanism for mass transfer during the
drying process.

In this sense, due to the fact that few works studied coupled heat and mass transfer
in solids with complex shape [18,24–27]; that during the drying process of agricultural
products with low moisture content, the predominant mass flux is the vapor flux (not
predicted by the liquid diffusion theory l), and the equilibrium boundary condition (hy-
groscopic and thermal balances) does not accurately reflect the physical phenomenon of
heat and mass transport on the surface of the grain; this work aims to study the transfer of
heat and mass in oblate spheroidal porous materials using mathematical modeling based
on the non-equilibrium thermodynamics. This model considers variable thermophysical
properties and convective boundary conditions on the surface of the porous solid. The
application has been given for lentil grains drying. The idea is to provide subsidies for a
better understanding of the drying process in solids with complex shapes in order to allow
its optimization in terms of energy consumption (prediction of drying time) and product
quality (evaluated by the moisture and heat transfer inside the hygroscopic porous solid).

2. Methodology

2.1. Mathematical Modeling

The model under study involves the determination of heat and mass transfer in a two-
dimensional case for solids with ellipsoidal geometry. In the mathematical formulation,
the following assumptions were adopted:

(a) The solid is homogeneous and isotropic;
(b) Mass transfer in the single particle occurs by diffusion of liquid and vapor, under

decreasing drying rate;
(c) At the beginning of the drying process, the distributions of the moisture and tempera-

ture content are considered uniform and symmetrical around the z-axis;
(d) The thermophysical properties are variable during the drying process and dependent

on the position and moisture content inside the material;
(e) Volume shrinkage negligible;
(f) No capillarity effect;
(g) Moisture transfer inside the solid by liquid and vapor diffusion, and evaporation and

convection on a solid surface;
(h) Heat transfer inside the solid by conduction, evaporation, and convection on a

solid surface.

Based on a mechanistic approach and considering equality between the chemical
potential and the potential of water (suction), Fortes [22], Fortes and Okos [23], and Fortes
and Okos [19] reported a set of partial differential equations to describe the drying process
of porous hygroscopic solids. According to these authors, the expression that describes the
liquid flux is given by:

→
J � = −ρ�k�Rv�nH∇T − ρ�k�

(
RvT
H

)
∂H
∂M

∇M + ρ�k�
→
g (1)

where ρl is the liquid density, kl is the liquid conductivity, H is the relative humidity, T is
the temperature, M is the moisture content, Rv is the universal gas constant, and g is the
acceleration of gravity.
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The expression that describes the vapor flux is given by:

→
J v = −kv

(
ρv0

∂H
∂T

+ H
dρv0
dT

)
∇T − kvρv0

∂H
∂M

∇M + ρlkl
→
g (2)

where kv is the vapor conductivity and ρv0 is the saturation density. The heat flux is given
by the following equation:

→
J q = −kT∇T −

[
ρ�k�Rv�nH + kv

(
ρv0

∂H
∂T + H dρv0

dT

)]
RvT2

H
∂H
∂M∇M+

+T
[
ρ�k�Rv�nH + kv

(
ρv0

∂H
∂T + H dρv0

dT

)]→
g

(3)

where kT is the effective apparent thermal conductivity of the porous medium, valid for
conditions that do not involve mass transport.

Considering the absence of ice and that several factors are negligible, as the air mass,
the vapor mass (but not its flux) in relation to the liquid mass and shrinkage of the medium,
the differential equation for the mass transfer in the vapor and liquid phases inside the
material, and applied to an elementary control volume, is given as follows:

ρs
∂M
∂t

= −∇ ·
(→

J � +
→
J v

)
, (4)

where t is the time and M = M� + Mv ∼= M�.
The energy balance equation could be obtained by the relation between the rate

of variation of the volumetric enthalpy of the system and the adsorption heat with the
divergence of the enthalpy flux (liquid and vapor phases),

∂

∂t
(ρscbT)− ∂

∂t
(ρshwM) = −∇ · →J q −∇ ·

(
hfg

→
J v

)
−→

J � · c�∇T −→
J v · cv∇T (5)

where hw is the differential specific heat of sorption, hfg is the specific latent heat of water
vaporization, and cb is the specific heat of the humid medium, given by:

cb = cs + c�M� + cvMv (6)

where cs is the specific heat of the dry product, cl is the specific heat of the liquid, and cv is
the vapor specific heat.

Furthermore, considering the gravitational effects, Equations (4) and (5) could be
written in a more compact form as,

∂

∂t
(ρsM) = ∇ ·

(
ΓΦ

1 ∇M
)
+∇ ·

(
ΓΦ

2 ∇T
)

, (7)

and

∂
∂t (ρscbT)− ∂

∂t (ρshwM) = ∇ ·
(

ΓΦ
3 ∇T

)
+∇ ·

(
ΓΦ

4 ∇M
)
+∇ ·

(
ΓΦ

5 ∇T
)

+∇ ·
(

ΓΦ
6 ∇M

)
+ ΓΦ

7 ∇T · ∇T + ΓΦ
8 ∇M · ∇T,

(8)

where the parameter ΓΦ
i is given in Appendix A.

In this work, a porous solid with oblate spheroidal geometry was considered. Figure 1
shows half of the solid and some geometric parameters of this body. In this figure, μ, ϕ
and ω represent the elliptical coordinates, and L1 and L2 are the minor and major axis of
the ellipse.
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Figure 1. Features of an oblate spheroidal body.

In order to present the diffusion equation in an oblate spheroidal coordinates system,
the following relationships are used [30]:

x = L
√(

1 + ξ2
)
(1 − η2) ζ, (9)

y = L
√(

1 + ξ2
)
(1 − η2)

√
1 − ζ2, (10)

z = Lξ η, (11)

where ξ = sinh μ, η = cos ϕ and ζ = cos 
. Finally, L is the focal length given by:

L =
√

L2
2 − L2

1. (12)

The domain of the new spheroidal variables ξ, η and ζ (in terms of ω), related with
Figure 1 is given by: 0 ≤ ξ ≤ L1/L, 0 ≤ η ≤ 1 and 0 ≤ ω ≤ 2π.

Using the methodology described by Maliska [31] in order to obtain the diffusion
equation in the oblate spheroidal coordinates system and, considering the symmetry of the
solid, the following diffusion equations for the two-dimensional case are obtained:

∂ (ρsM)
∂ t =

[
1

L2(ξ2+η2)
∂

∂ξ

((
ξ2 + 1

)
Γ1

Φ ∂M
∂ξ

)]
+

[
1

L2(ξ2+η2)
∂

∂η

((
1 − η2)Γ1

Φ ∂M
∂η

)]

+

[
1

L2(ξ2+η2)
∂

∂ξ

((
ξ2 + 1

)
Γ2

Φ ∂T
∂ξ

)]
+

[
1

L2(ξ2+η2)
∂

∂η

((
1 − η2)Γ2

Φ ∂T
∂η

)]
,

(13)

and
∂
∂t (ρscbT)− ∂

∂t (ρshwM) = 1
L2(ξ2+η2)

{
∂

∂ξ

[(
ξ2 + 1

)
ΓΦ

3
∂T
∂ξ

]
+ ∂

∂η

[(
1 − η2)ΓΦ

3
∂T
∂η

]}
+

+ 1
L2(ξ2+η2)

{
∂

∂ξ

[(
ξ2 + 1

)
ΓΦ

5
∂T
∂ξ

]
+ ∂

∂η

[(
1 − η2)ΓΦ

5
∂T
∂η

]}
+

ΓΦ
7

L2(ξ2+η2)[(
ξ2 + 1

)(
∂T
∂ξ

)2
+
(
1 − η2)( ∂T

∂η

)2
]
+

ΓΦ
8

L2(ξ2+η2)

[(
ξ2 + 1

)
∂M
∂ξ

∂T
∂ξ +

(
1 − η2) ∂M

∂η
∂T
∂η

]
+

+ 1
L2(ξ2+η2)

{
∂

∂ξ

[(
ξ2 + 1

)
ΓΦ

4
∂M
∂ξ

]
+ ∂

∂η

[(
1 − η2)ΓΦ

4
∂M
∂η

]}
+

+ 1
L2(ξ2+η2)

{
∂

∂ξ

[(
ξ2 + 1

)
ΓΦ

6
∂M
∂ξ

]
+ ∂

∂η

[(
1 − η2)ΓΦ

6
∂M
∂η

]}

(14)
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Equations (13) and (14) can be rewritten as:

∂

∂t

(
λ1Φ1

J

)
=

∂

∂ξ

(
α11J ΓΦ

1
∂Φ1

∂ξ

)
+

∂

∂η

(
α22J ΓΦ

1
∂Φ1

∂η

)
+ SΦ

1 (15)

and
∂
∂t

(
λ2Φ2

J

)
= ∂

∂ξ

(
α11JΓΦ

3
∂Φ2
∂ξ

)
+ ∂

∂η

(
α22JΓΦ

3
∂Φ2
∂η

)
+ ∂

∂ξ

(
α11JΓΦ

5
∂Φ2
∂ξ

)
+

+ ∂
∂η

(
α22JΓΦ

5
∂Φ2
∂η

)
+ SΦ

2

(16)

where the source terms SΦ
1 and SΦ

2 are given in Appendix A.
For a well-posed formulation, the initial boundary and symmetry conditions for the

proposed model are the following:

(a) Mass

• Initial:
M(ξ, η, t = 0) = Mo. (17)

• Symmetry planes: In mass transfer the angular and radial gradients of the
moisture content are equal to zero in the symmetry planes.

∂M (ξ, 1, t)
∂η

= 0 (18)

∂M (ξ, 0, t)
∂η

= 0 (19)

∂M (0,η, t)
∂ξ

= 0 (20)

• Free surface: The diffusive flux is equal to the convective flux of the moisture
content on the surface of the oblate spheroid.(→

J � +
→
J v

) ∣∣∣ξ= L1
L

= hm(M − Me) with T = Ta and H = Ha. (21)

(b) Heat

• Initial
T(ξ,η, t = 0) = To = cte. (22)

• Symmetry plane: Heat angular and radial gradients are equal to zero.

∂T (ξ, 1, t)
∂η

= 0 (23)

∂T (ξ, 0, t)
∂η

= 0 (24)

∂T (0,η, t)
∂ξ

= 0 (25)

• Free surface: The diffusive flux is equal to the heat convective flux on the surface
of the solid, more the energy to evaporate the water and the energy to heat the
water vapor produced in the evaporation process. Then we can write:

→
J q

∣∣∣∣ξ= L1
L

= hc (T s − Ta) + hfg J → � +

(→
J � +

→
J v

)
cv(Ts − Ta). (26)
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The average moisture content of the porous body during the drying process is given
by [32]:

M =
1
V

∫
v

M (ξ, η, t) dV. (27)

The average temperature of the porous body during the drying process could be
obtained as follows:

T =
1
V

∫
v

T (ξ, η, t) dV, (28)

where V is the volume of the solid.

2.2. Numerical Solution of the Governing Equations

In this work, the finite-volume method was used to numerically solve the diffusion
equation in oblate spheroidal coordinates. In this method, the nodal points are centered
on the control volume and the mesh adopted has entire volumes throughout the do-
main [31,33].

The numerical formulation adopted begins with the identification of the domain of
interest and, from there, its division into a finite number of subdomains. Figure 2 shows
the constant lines ξ and η delimiting the control volume associated with point nodal P.
Points N, S, E, and W are the nodal points neighboring P, which represent the nodal points
north, south, east, and west, respectively. The distance between the nodal point P and
its neighbors (δξ and δη) is also observed, as well as the control volume dimensions (Δξ

and Δη).

(a) (b) 

Figure 2. Continuous surface subdivided into nodal points. (a) Identification of the control volume
and (b) geometric parameters of the control volume in the oblate spheroidal coordinates system.

Applying the finite-volume method to Equations (15) and (16), considering a fully
implicit formulation, i.e., all diffusive terms of the equation are evaluated at the instant
t + Δt, integrating on the control volume (see Figure 2), which corresponds to the internal
points of the domain for a time t, and rearranging the terms of the resulting equation, the
following linear equation, for mass transfer, is obtained in the following discretized form:

A1PΦ1P = A1NΦ1N + A1SΦ1S + A1EΦ1E + A1WΦ1W + Ao
1PΦo

1P + ŜΦ
1 , (29)

where:
ŜΦ

1 = B1NΦ2N + B1SΦ2S + B1EΦ2E + B1WΦ2W − B1PΦ2P, (30)

where the coefficients Ai are given in Appendix A. In Equations (29) and (30) the parameters
Φ1 = M and Φ2 = T.
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For energy balance (Φ2 = T), it results in:

A2PΦ2P = A2NΦ2N + A2SΦ2S + A2EΦ2E + A2EWΦ2W + A0
2PΦ0

2P + SΦ
2 , (31)

with:
ŜΦ

2 = SΦ
C2 + SΦ

P2, (32)

and

SΦ
P2 = −

[
ΓΦ

7n

(
ξ2 + 1

)
ΔηΔξ

(
Φ∗

2N−Φ∗
2P

δξn

)]
−
[
ΓΦ

7n
(
1 − η2)ΔηΔξ

(
Φ∗

2E−Φ∗
2P

δηe

)]
+[

ΓΦ
8n

(
ξ2 + 1

)
ΔηΔξ

(
Φ1N−Φ1P

δξn

)]
+ ΓΦ

8e
(
1 − η2)ΔηΔξ

(
Φ1E−Φ1P

δηe

) (33)

SΦ
C2 = Bstar + B2NΦ1N + B2SΦ1S + B2EΦ1E + B2WΦ1W − B2PΦ1P − Bo

P2Φo
P2. (34)

The coefficients AK and A0
P, with K 
= P, describe the contribution of the different

nodes due to the diffuse transport of (from the neighboring points in the direction of the
node P) and the influence of the variable Φ in the previous time on its value at the present
time, respectively.

The main advantage of the use of the implicit procedure is that it is unconditionally
stable [33]; however, the use of this formulation does not mean working with any time
interval because the coupling problem can limit with great intensity the value of Δt.

Equations (29) and (31) are applied to all internal points in the discrete domain, except
at the border points (see Figure 3), which are the control volumes adjacent to the body
surface (boundary volumes). For these volumes, the procedure adopted is the integration
of conservation equations, considering the boundary conditions existing on the surface of
the porous solid.

Figure 3. Sketch of the control volume on the surface of the solid and its characteristic dimensions.

In this case, the following discretized equations are valid:

• Mass:

ΔV
Jp

[
λpΦ1p−λo

pΦo
1p

Δt

]
=
[
Φ′′ dsξ −

(
D11

∂Φ1
∂ξ

)∣∣∣
s

]
+[(

D22
∂Φ1
∂η

)∣∣∣
e
−
(

D22
∂Φ1
∂η

)∣∣∣
w

]
+ ŜΦ

1 ΔV,
(35)
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• Heat:

ΔV
Jp

[
λ2PΦ2P − λ0

2PΦ0
2P
]
=
[
Φ′′ dsξ −

(
Daa

∂Φ2
∂ξ

)
s
]
Δt+(

Dbb
∂Φ2
∂η

)∣∣∣e − [(Dbb
∂Φ2
∂η

)
|w
]
Δt +

[(
Dcc

∂Φ2
∂ξ

)
|n −

(
Dcc

∂Φ2
∂ξ

)
s
]
Δt+(

Ddd
∂Φ2
∂η

)
e −
[(

Ddd
∂Φ2
∂η

)
|w
]
Δt + ŜΦ

2

(36)

where ŜΦ
1 and ŜΦ

2 are given in Appendix A. In this equation, Φ” is the flux of Φ per unit
of the area obtained from the boundary condition imposed on the physical problem.

According to the boundary conditions (convection), it is necessary to specify the
diffusive fluxes in the face f of the control volume. For this situation, the diffusive flux
crossing the border is equal to the convective flux in its vicinity and outside the domain
under study:

Φ′′ dSξ = Dij
∂Φ
∂ξ

|face = convective flux (function of Φn). (37)

• Mass

M′′ =

(→
J � +

→
J v

)∣∣∣∣ξ= L1
L

(38)

(→
J � +

→
J v

)∣∣∣∣ξ= L1
L

= hm(Mf − Me) (39)

where Mf is the boundary moisture content.

Replacing
→
J � and

→
J v in Equation (39), isolating Mf, and replacing them into Equation (38),

the following expression is obtained:

M′′ =
Mp − Me
1(

ΓΦ
1

δξnL

√
ξ2

n+1
ξ2

n+η2
p

) + 1
hmρs

+

(
ΓΦ

2 ∇T
)

1(
ΓΦ

1
δξnL

√
ξ2

n+1
ξ2

n+η2
p

) + 1
hmρs

(40)

• Heat

For energy transfer, the following equation is valid:

q′′ =
→
J q

∣∣∣∣ξ= L1
L

(41)

→
J q

∣∣∣∣ξ= L1
L

= hc(Ta − Tf) + hfg
→
J � +

(→
J � +

→
J v

)
cv(Ta − Tf) (42)

Replacing
→
J �,

→
J v and

→
J q in Equation (42), isolating Tf, and replacing them into

Equation (41), the following expression is obtained:

q′′ =
1⎛

⎜⎜⎝ (Lδ ξn)

ΓΦ
3P

√
ξ2

n+1
ξ2

n+η2
P

+ 1
hc

⎞
⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ta − Tp − ΓΦ
4P(

Γ
φ
3P

δξn

) (Mf−MP
δξn

)
− hfgρlklRvlnH

hc
1
L

√
ξ2

n+1
ξ2

n+η2
P

(
Tf−TP
δξn

)
−

hfgρlkl
RvT

H
∂H
∂M

hc
1
L

√
ξ2

n+1
ξ2

n+η2
P

(
Mf−MP
δξn

)
−√

ξ2
n+1

ξ2
n+η2

P
hc

×
([

ΓΦ
2P
L

(
Tf−TP
δξn

)]
+

ΓΦ
1P
L

(
Mf−MP
δξn

))
cv(Ta − Tf)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(43)

35



Energies 2021, 14, 3405

The numerical solution of the proposed mathematical model is obtained by the so-
lution of Equations (29), (31), (35) and (36) applied to internal and boundary volumes.
Thus, the nodal points of symmetry are not considered in the equations to be solved. After
that, the system of equations has been solved, the estimation of the moisture content and
temperature value at these points of symmetry is made. For this, it is assumed that the
moisture or heat flux that coming out of the point adjacent to the point of symmetry is
equal to the moisture or heat flux that reaches this point.

In this work, the variable ΓΦ is dependent on the temperature, relative humidity, and
moisture content. In this case, the procedure to obtain its value in the control volume
interfaces is to assume a variation of ΓΦ between the points P and its neighbor, in any
direction (N, S, E or W), given by [33]:

ΓΦ
i =

2ΓΦ
P ΓΦ

E
ΓΦ

P + ΓΦ
E

. (44)

This formulation is the most effective since, if ΓΦ
P or ΓΦ

E are zero, there will be no
flux of Φ and therefore ΓΦ

i will be null, which is physically realistic.

2.3. Application to Lentil Grain Drying

The lentil grain has approximately an oblate ellipsoidal form. The following thermo-
physical and geometric parameters were used in numerical simulations:

• Density of the saturated vapor [34]:

ρv0 =
(

2.54 × 108/T
)

Exp(−5200/T)
(

kg/m3
)

. (45)

• Density of water [34]: ρ = 1000 kg/m3
• Dry solid density [5]: ρs = 1375 kg/m3
• Latent heat of vaporization [34]:

hfg= ho + hw(J/kg), (46)

ho = 3.11 × 106 − 2.38 × 103T (J/kg), (47)

hw =
RvT2

H
× ∂H

∂T
(J/kg). (48)

• Sorption isotherm (modified Henderson equation) [35]:

H = 1 − Exp
[
−0.000207 × (T + 21.63811)M1.73806

]
(decimal), (49)

valid at the following intervals: 5 ≤ T ≤ 60 ◦C and 4 ≤ M ≤ 26% (dry base).
• Thermal conductivity of lentil [5]: kT = 0.15 W/m.K
• Conductivity of the liquid and vapor [34]:

k� = a1 × 4.366 × 10−18 × H3 × Exp (−1331/T) (s), (50)

kv = a2 × 6.982 × 10−9(T−273.16)0.41 ×
(

H0.1715 − H1.1715
) (

m2/s
)

(51)

The values of the parameters a1, a2 e hm (mass transfer coefficients) of Equations (39),
(50) and (51) were obtained by adjustment between numerical and experimental data of
moisture content [36] using the least square error technique, as follows:

ERMQ =
n

∑
n−1

(
Mi,Num − Mi,Exp

)2 (52)
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S2
=

ERMQ
(n − n)

(53)

where ERMQ is the minimum square error, S2 is the variance, n is the number of experi-
mental points and n is the number of parameters [37]. The procedure is started establishing
hm infinity and a1 = a2 = 1.0. From this condition, hm is varied until the best value of the
ERMQ is reached. Following, the parameters hm and a2 are fixed, and the parameter a1
varied until the best value of the ERMQ is reached. Now, the new parameters hm and a1
are fixed, and the parameter a2 is varied, according to the same procedure. This procedure
is used until that all optimized parameters are obtained.

For the calculation of the correlation coefficient (R2), it was used the software LAB Fit
Curve Fitting Software V 7.2.46 [38].

• Specific heat of lentil, liquid water, and water vapor [39,40]:

cb = 0.5773 + 0.00709T + (6.22−9.14M)× M; (54)

c� = 4185 J/kg; cv = 1916 J/kg.

• Lentil grain dimension [5]: L1 = 1.4 × 10−3 m and L2 = 3.4 × 10−3 m

The convective heat transfer coefficient was obtained by considering lentil grain as a
sphere with a volume of an ellipsoid, as follows:

hc =
ka

dp

(
2 + 0.6R1/2

e P1/3
r

)
. (55)

where Re is the Reynolds number and Pr is the Prandtl number.
Table 1 shows the values of drying air parameters and the initial (Mo), equilibrium

(Me), and final (Mf) moisture contents of lentil grain used in this work, based on data
reported by Tang and Sokhansanj [36].

Table 1. Conditions of the drying air and lentil grain [36].

Air Lentil

Ta (◦C) Ha (%) va (m/s)
Mo (%

b.s)
Me (%

b.s)
To (◦C) Te (◦C) t (s)

40 50 0.3 24.5 12.1 25 40 86,400

60 50 0.3 24.5 10.1 25 60 86,400

For the numerical simulation, a computational code was developed in the Software
Mathematica®. The results regarding heat and mass transfer were generated through
a numerical mesh 20 × 20 nodais points with a time step of Δt = 1.0 s obtained after
rigorous refinement studies. These refinement procedures were proposed based on studies
carried out by Carmo et al. [27] and Oliveira et al. [26], who observed that under these
conditions, the control volume dimensions and the time interval were sufficient for a
suitable refinement of the mesh and time step. The system of equations generated from
the discretized equations applied to each control volume was solved using the iterative
Gauss–Siedel method, with a convergence criterion of 10−8 kg/kg for moisture content
and 10−8 ◦C for temperature.

3. Results and Discussion

3.1. Drying and Heating Kinetics

Figure 4 shows a comparison between the drying kinetics of the lentil grain obtained
numerically and experimentally [36] throughout the drying process. It is possible to observe
a suitable agreement between the values of the average moisture content, indicating that
the proposed model is adequate to describe the drying phenomenon of this type of porous
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material. This is due to the fact that the convective boundary condition on the surface of
the material is more physically realistic than a hygroscopic balance boundary condition
as described by Oliveira and Lima [24] and Melo et al. [29]. The drying rate behavior of
the lentil grain indicates a decrease in velocity of the moisture removal (liquid and water
vapor) with the drying process time. At the beginning of the drying process, the drying
rate was 0.103 kg water/kg dry solid/h for T = 40 ◦C, and 0.137 kg water/kg dry solid/h
for T = 60 ◦C. Upon analyzing the drying kinetics in both air temperatures (40 and 60 ◦C)
and the same values of the initial moisture content (24.5 d.b) and relative humidity (50%),
it can be seen that the higher temperature, the higher the moisture removal and the lower
the total drying time.

 
Figure 4. Predicted and experimental average moisture contents of lentils during drying at 40 ◦C
and 60 ◦C and a relative humidity of 50%.

Figure 5 shows the average heating of lentil grain over the drying time. It is possible
to observe that the average temperature of lentil grain rises rapidly in the first 400 s of the
drying process and reaches the equilibrium temperature in a time interval of approximately
1 h, with a smooth growth (moderate heating rate) for long times, due to the convective
boundary condition used in this model. Furthermore, the higher the air temperature,
the higher the heating rate. A comparison of Figures 5 and 6 shows that the moisture
removal rate is much lower than the heating rate of lentil grain. However, for low drying
temperature, it is expected that the grain does not present thermal and hydric damage,
maintaining its post-drying quality.
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Figure 5. Average temperature of lentil grain over time during drying at 40 ◦C and 60 ◦C and a
relative humidity of 50%.

3.2. Fluxes of Liquid, Water Vapor, and Heat

Figure 6a–d present the behavior of the liquid, vapor, and liquid plus vapor fluxes
and the relationship between the vapor and liquid fluxes on the surface of the lentil grain
obtained during the drying process.

It is possible to observe, in Figure 6, that the liquid and vapor fluxes decrease rapidly
in the first two hours of the drying process, tending to zero (hygroscopic equilibrium
condition), for long process times (t > 20 h.) It is also noted that in the initial drying times,
there are differences between the values of liquid and vapor fluxes, with predominance for
the vapor flux, and during the majority of the drying process, the behavior was practically
the same, at both the drying air temperature. In the beginning, the value of the vapor flux
on the surface of the lentil grain is 14.7 times higher than the liquid flux for T = 40 ◦C,
and 23.9 times higher than the liquid flux for T = 60 ◦C, growing with the drying time,
especially at T = 60 ◦C, due to the decrease in moisture content in the lentil grain, which
evidences the predominance of moisture removal in the form of water vapor. The results
also prove that for materials with low initial moisture content, the predominance is for the
vapor flux. Probably, for hygroscopic materials with high initial moisture content, such as
fruits and vegetables, the relationship between vapor and liquid fluxes in the initial drying
times is much lower, tending to increase with the decrease in moisture content throughout
the drying process. It is important to note that this result could not have been detected
when using the theory of liquid diffusion to describe the drying process of lentil grains;
this theory assumes that moisture migrates only in the liquid phase inside the material,
regardless of the drying temperature.
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(a) (b) 

  
(c) (d) 

Figure 6. (a) Liquid flux, (b) vapor flux, (c) total flux, and (d) relationship between the vapor flux and the liquid flux, on the
surface of the lentil grain for drying at 40 ◦C and a relative humidity of 50%.

Figure 7 shows the heat flux on the surface of the lentil grain during the drying process.
It is possible to observe that, during the drying time, the heat flux decreased significantly
up to 2 h of drying; after this time, the heat flux decays more slowly, tending to remain
constant until the end of the drying process (thermal equilibrium). This heat is used both
to heat the grain and water in the liquid phase up to the saturation temperature (sensitive
heat) and to evaporate, at saturation temperature, the moisture of the grain that reaches
the surface (latent heat). For both the air temperature, heat flux presented almost the
same transient behavior. However, at 200 s, heat flux reached the value 3996.14 W/m2 at
T = 40 ◦C, and 5409.48 W/m2 at T = 60 ◦C.
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Figure 7. Heat flux on the surface of lentil grain for drying at 40 ◦C and a relative humidity of 50%.

3.3. Distribution of Moisture Content and Temperature Inside the Lentil Grain

Figure 8 shows the distributions of moisture content inside the lentil grain in six
drying process times (1000, 5000, 10,000, 20,000, 40,000, and 85,000 s). In these figures, the
moisture contents inside the solid are represented by the iso-moisture lines. Analyzing
these figures, it is possible to observe that the moisture (in the forms of liquid and vapor)
migrates from the center to the surface of the lentil grain, and the higher gradients are close
to the surface of the grain, especially in the region located near the focal point (y = L2).

The temperature distribution inside the lentil grain is presented in Figure 9, at times
1000, 5000, 10,000, 20,000, 40,000 and 85,000 s. The constant temperature lines (isotherms)
showed that the heating is faster on the surface of the solid, and this heating process
occurs from the surface to the center of the body, unlike that of the moisture content.
However, unlike what has been verified for moisture content, the temperature distribution
inside the lentil grain is practically uniform at any drying time, a typical condition of low
convective effects.

From the physical point of view, lower hydric and thermal gradients inside the grain
are desirable, since it significantly reduces the damage caused by hydric and thermal
stresses, which leads to an increase in the quality of the post-drying product.

3.4. Transport Coefficients Evaluation (kl, kv, and hm)

Table 2 presents the values of parameters a1 e a2 that appear in the transport coef-
ficients (kv and kl), the convective mass and heat transfer coefficients (hm and hc), the
relative error (ERMQ), variance (S2) and the coefficient of correlation (R2), respectively,
determined after the nonlinear regression process. It is possible to observe that the pro-
posed model presented a suitable fit due to the small discrepancy presented between the
experimental and numerical data (lower values of ERMQ and S2) and a high value of the
correlation coefficient.
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(a) 1000 s (b) 5000 s 

  
(c) 10,000 s (d) 20,000 s 

  
(e) 40,000 s (f) 85,000 s 

Figure 8. Distribution of moisture content inside lentil grain at different process moments, for drying at 40 ◦C and a relative
humidity of 50%.
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(a) 2 s (b) 10 s 

  
(c) 200 s (d) 400 s 

Figure 9. Temperature distribution inside the lentil grain at different process moments, for drying at 40 ◦C and a relative
humidity of 50%.

Table 2. Comparison between the liquid and vapor conductivity and residual error.

Case
a1 (—-) a2 (—-) hm (m/s)

hc

(W/m2K)

ERMQ
(kg/kg)2

¯
S

2

(kg/kg)2 R2

T (◦C) H (%)

40 50 2.33 × 104 25.07 × 102 6.20 × 10−6 37.31 0.413 × 103 0.61 × 105 0.996

60 50 1.43 × 104 10.74 × 102 12.80 × 10−6 37.81 1.374 × 103 2.02 × 105 0.991

Applying the coefficients a1 and a2 into Equations (44) and (45), respectively, it is
possible to observe that the values of liquid and vapor conductivity have inverse behavior
during the drying process. While the liquid conductivity decreases during drying, the vapor
conductivity increases with the decrease in the moisture content, reaching a maximum
vapor conductivity value of 2.35 × 10−5 m2/s at 40 ◦C and 1.13 × 10−5 m2/s at 60 ◦C.
According to Fortes [22], the liquid conductivity increases with moisture content at a given
temperature, and, during this increase, there should occur, simultaneously, molecular
diffusion of the liquid and vapor, capillary flow, and filtration. For low moisture content
values, the migration mechanisms will consist of vaporization-condensation processes. The
same author also observed that the vapor conductivity presents a maximum value at low
moisture content due to the liquid discontinuity and, consequently, the emptying of pores
and capillaries.

Melo et al. [29] obtained, for the same constants, the following values of a1 = 2.00 × 104

and a2 = 22.66 × 102, considering the drying process of lentils under the drying conditions
T = 40 ◦C and H = 50%. However, the authors considered an equilibrium boundary
condition on the solid surface, which evidences the dependence of these parameters with
the boundary condition specified at the surface of the physical domain.
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About the fitting process, it is important to notice that the values of the estimated
parameters a1, a2, and hm are strongly dependent on the considerations and boundary
conditions adopted in the model. For example, relationships between the values of the
parameter a1 obtained when considering convective boundary conditions at the surface of
the lentil grain and that considering equilibrium condition is around 1.165 for T = 40 ◦C.

4. Conclusions

In this research, heat and mass transfer in a porous body with a non-conventional
shape was studied. For that, a new and advanced mathematical formulation and its
numerical solution (finite volumes) were proposed. From the analysis of the results
obtained with the numerical simulation of drying in porous bodies with oblate spheroidal
geometry (lentil grain), it is possible to conclude:

(a) The mathematical model proposed to predict transient diffusion in oblate spheroidal
solids, and its numerical solution using the finite-volumes method with the convective
condition on the surface was adequate since the predicted values of the average mois-
ture content of the lentil grain along the process presented low deviation and variance
when compared with the data of average moisture content obtained experimentally;

(b) Inside the lentil grain, the dominant mass transfer mechanism is the vapor flux, on the
surface of the solid, with a vapor flux/liquid flux ratio greater than 14.7 for T = 40 ◦C,
and greater than 23.9 for T = 60 ◦C, growing with the drying time, especially at
T = 60 ◦C;

(c) The areas of lentil grain more susceptible to cracks are located on the surface and
around the focal point due to the existence of higher thermal and hydric stresses
originated by higher moisture and temperature gradients;

(d) The liquid conductivity increases with the increase in the moisture content and de-
creases with the increase in temperature, while the vapor conductivity increases with
the decrease in the moisture content and decreases with the increase in temperature
due to the behavior of the saturation pressure in the pore inside the porous material.
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Appendix A

(a) Parameters of Equations (7) and (8).
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)
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(
∂H
∂M

)]
; (A1)

Γϕ
2 =

[
ρ�k�Rv ln(H) + kv

(
ρv0
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ΓΦ
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(
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ΓΦ
5 = hfgkv

(
ρv0
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dρv0
dT

)
(A5)
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(A7)

ΓΦ
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(A8)

(b) Source terms of Equations (15) and (16)

SΦ
1 =
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) (A10)

(c) Coefficients of Equations (29) and (30)

AN =
Γϕ

1n

(
ξ2

n + 1
)

Δη

δξn
(A11)

AS =
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1S

(
ξ2

s + 1
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Δη

δξS
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1e
(
1 − η2

e
)
Δξ

δηe
(A13)

AW =
Γϕ

1w
(
1 − η2

w
)
Δξ

δηw
(A14)

AP = AN + AS + AE + AW +
λpΔξΔηL2

(
ξ2

p + η2
p

)
Δt

(A15)

B1N =
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2n

(
ξ2
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Δη

δξn
(A16)
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Δη
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B1E =
Γϕ

2e
(
1 − η2

e
)
Δξ

δηe
(A18)

B1W =
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2w
(
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w
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B1P = BN + BS + BE + BW (A20)
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)
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(d) Coefficients of Equation (31)
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(e) Coefficients of Equation (34)
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(f) Coefficients of Equation (33)

ŜΦ
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Abstract: This work aims to study the drying of clay ceramic materials with arbitrary shapes
theoretically. Advanced phenomenological mathematical models based on lumped analysis and
their exact solutions are presented to predict the heat and mass transfers in the porous material and
estimate the transport coefficients. Application has been made in hollow ceramic bricks. Different
simulations were carried out to evaluate the effect of drying air conditions (relative humidity and
speed) under conditions of forced and natural convection. The transient results of the moisture
content and temperature of the brick, and the convective heat and mass transfer coefficients are
presented, discussed and compared with experimental data, obtaining a good agreement. It was
found that the lower the relative humidity is and the higher the speed of the drying air is, the higher
the convective heat and mass transfer coefficients are at the surface of the brick and in the holes,
and the faster the moisture removal material and heating is. Based on the predicted results, the
best conditions for brick drying were given. The idea is to increase the quality of the brick after the
process, to reduce the waste of raw material and energy consumption in the process.

Keywords: drying; ceramic materials; industrial brick; lumped model; simulation

1. Introduction

The need for investment in improving quality and productivity is a growing concern
for the ceramics sector worldwide. Currently, the industrial ceramics sector is well diver-
sified, consisting of several segments, such as red ceramics, coating materials, refractory
materials, electrical porcelain insulators, tableware, artistic ceramics, ceramic filters for
domestic use, technical ceramics and thermal insulation.

Red ceramics are a class of material with a reddish color. This raw material has
been used in civil construction to manufacture products of different geometries, such as
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bricks, blocks, tiles, floors, hollow elements, slabs, tubes, decorative vases, household and
adornment artifacts, among others.

The red ceramic sector only uses common clay as a raw material for the manufacture
of its products. The clays contain a wide variety of mineral substances of a clay nature,
such as quaternary alluvial clays, mudstones, siltstones, shales and rhythms, which burn in
reddish colors, at temperatures between 800 and 1250 ◦C. These clays generally have a very
fine granulometry, a characteristic that gives them, with the incorporated organic matter,
different degrees of plasticity when added with certain percentages of water, and the
workability and resistance to green, dry and after the firing process, which are important
aspects for the manufacture of a wide variety of ceramic products [1].

As it is a sector that produces solid and pierced bricks, structural blocks, tiles and
floors, which has great application in civil construction, the production of red ceramic
products, also known as structural ceramics, is considered a basic activity, due to the fact
that it can be applied to construct homes, buildings, etc. Thus, due to its importance, in
terms of energy and environmental impact, it is necessary to know the manufacture of
products originated from clay.

The manufacturing process of clayey ceramic products comprises several stages, such
as the exploration of deposits, the pre-treatment of raw materials, homogenization, drying,
firing and dispatch [2]. After being extracted from the soil, the clay is sieved and then
moistened with water. These procedures give the material greater plasticity [3], which
facilitates the molding of wet clay in the shape of the desired piece and increases its
mechanical resistance, still in the green state, to be subjected to drying.

Drying is a thermodynamic process whereby the moisture in the solid is reduced by
providing a large amount of thermal energy to evaporate the water and heats the humid
solid. This drying occurs due to the transport of moisture from the center to the surface
of the material, and heat conduction from the surface to the center of the material, when
it comes to convective drying, for example. Moisture transport can occur in the form of
liquid and/or vapor, depending on the type of the solid, their characteristics in terms of
material (shape, composition, porosity, granulometry, etc.) and the percentage of moisture
present in them.

Drying is the stage of the process that precedes firing. In the industry, convective
drying is the technique usually employed. It is an artificial drying that is carried out
in drying chambers or oven. In this type of drying, temperature, relative humidity and
air speed (the thermodynamic state of the drying air) and the characteristics of the raw
material, the shape of the pieces and the type of dryer are essential conditions for the
duration of drying.

In general, the water is evaporated in drying chambers at temperatures ranging from
approximately 38 to 204 ◦C. The total drying time is usually between 24 and 48 h. Although
heat can be generated specifically for the drying chambers, it is usually supplied from the
exhaust heat of the kiln used to fire ceramic products, with the aim of maximizing the
thermal efficiency of the plant.

In any physical situation, heat and moisture must be carefully regulated to avoid or
minimize drying problems, such as cracks in the brick. During the drying stage, shrinkage
affects the mechanical strength and shape of clay bricks. Cracks can be seen when very
rapid drying has been allowed, causing high mechanical stresses within the brick that can
produce cracks or local breakage.

The mechanisms of moisture migration and heating in the material during drying
can be affected by internal and external conditions and are not yet well known. In this
sense, some authors [4–9] state that during the drying of clayey material, the main moisture
migration mechanism is liquid diffusion. However, other researchers such as the authors
of [10,11] consider that a diffusive transport of liquid and vapor occurs, predominantly in
certain moments of drying.

With the drying performed incorrectly, the removal of water from the piece is left
uncontrolled, which can cause structural damages such as cracks, deformations, warping
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and, consequently, a great loss of products. That is why drying operations are important
industrial processes and knowing the mechanism of moisture and heat transfer is of
fundamental importance for the ceramic industry. Additionally, this can be conducted
through refined and precise experimental and theoretical studies, in order to determine the
process parameters and their effects on the quality of the final product.

Therefore, control of the drying process and knowledge of the main mechanism of
moisture migration inside the material play important roles. Further, since with simulation
and/or experimental data, the best conditions of the process (minimum product losses and
energy consumption) can be verified, an improvement in the product quality and a less
expensive product can be obtained.

Drying experiments, although not less important, require a lot of time to perform
and require infrastructure (well-equipped laboratories), which is not always used by the
industrial sector. On the other hand, numerical simulation requires little infrastructure for
its realization, which makes it less expensive and makes it possible to obtain quick results,
which is desirable for the industrial sector.

Mathematical modeling and numerical simulation present a series of useful aspects
from a scientific point of view. Depending on the material studied, its shape and arrange-
ments, mathematical models applied to drying can be divided into lumped or distributed
models [12–17]. The lumped models describe the rates of heat and mass transfer of the
material, ignoring the internal resistance of heat and mass transfer, that is, the effects of
temperature and moisture variation inside the material are neglected. In contrast, the
distributed models describe the rates of heat and mass transfer as a function of the position
within the material and the drying time. Thus, it is clear that these models consider the
external and internal resistances to the transport of heat and mass inside the product.

The distributed models based on the diffusion of liquid and/or vapor within the solid
describe the rates of heat and mass transfer as a function of the position within the solid
and the drying time, thus considering the resistances (external and internal) to the heat
and mass fluxes. When applied to the drying of ceramic materials, the following works
related to the diffusive model are reported in the literature [9,18,19].

Lumped models can be classified as empirical, semi-empirical and theoretical. In
the empirical model, the moisture content is expressed only as a function of the drying
time, while the semi-empirical model considers that the drying rate is proportional to
the difference between the moisture content of the product and its respective equilibrium
moisture content. On the other hand, theoretical models are derived from the distributed
models when severe considerations are previously established [17].

In this context, some research related to the drying models applied to ceramic materi-
als, based on a lumped analysis, is reported in the literature. In some of these works, drying
experiments are carried out, empirical models are proposed and a linear or non-linear
regression is performed to predict the removal of moisture and heating of the product and,
subsequently, to estimate the convective mass and heat transfer coefficients on the surface
of the product using distributed models [20]. In others, the authors develop a lumped
phenomenological mathematical modeling and use previously established heat and mass
transfer coefficients to perform simulations and evaluate the effects of these parameters on
the drying process [21,22].

Thus, the need to develop more complete (phenomenological) lumped models that
involve external and internal parameters to the porous and humid solid was perceived,
aiming to make a greater contribution in the prediction of the phenomena of heat and mass
transport that occur during the drying of a ceramic material. Then, some researchers have
published studies related to predictions of moisture adsorption and desorption in building
material under isothermal condition using lumped model, such as the effective moisture
penetration depth model [23] and the moisture buffering model [24]. The effective moisture
penetration depth model is not suitable when the hygroscopic material is thin and limited,
while the moisture buffering model considers that the mass of moisture buffering of the
materials is in balance with the room humidity. These assumptions reduce the accuracy
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of the models provoking deviation between predicted and experimental data. Moreover,
these models are commonly applied for physical situations at room temperature.

In view of the above, this work aims to study the heat and mass transfer in porous and
arbitrarily shaped solids using the method of lumped analysis with particular reference to
the drying of industrial hollow ceramic bricks. The idea is to show the development of a
new and advanced phenomenological mathematical model and its analytical solution to
predict the drying process and estimate the convective heat and mass transfer coefficients
at different process operational conditions, without the need to perform linear or non-linear
mathematical regression from experimental data and apply for an arbitrarily shaped body.
It is, therefore, an innovative formulation that will certainly help engineers, industrialists,
academics and people interested in the subject in making decisions aimed at improving
and optimizing the drying process, with regard to energy savings, product quality and an
increase in industrial competitiveness. Furthermore, the model has great potential to be
applied in predicting moisture adsorption and desorption at room temperature without
restrictions or modifications.

2. Methodology

2.1. The Physical Problem and Geometry

To assist in understanding the lumped approach, consider a porous body of arbitrary
and hollow shape, as shown in Figure 1. The material can receive (or provide) heat and/or
moisture fluxes per unit of area on its surface and has an evenly distributed internal
generation of mass and/or energy per unit of volume. The lumped analysis method [25]
admits that the moisture and/or temperature of the solid have a uniform distribution at
any time, in such a way that the moisture and/or temperature gradients of the solid are
negligible. Therefore, the moisture content and temperature of the material vary only with
time. Therefore, it is a transient physical problem.

Figure 1. Schematic representation of a solid with arbitrary geometry immersed in a heated fluid.

2.2. Mathematical Modeling

In order to mathematically model the drying process of arbitrary-shaped porous
material (Figure 1), the following assumptions were adopted:

(a) The solid is homogeneous and with constant thermophysical properties;
(b) Moisture content and temperature distributions inside the brick are uniform along

the drying process;
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(c) Drying process occurs by heat and mass diffusion inside the solid and heat and mass
convection and evaporation occur on its surface;

(d) Dimensions of the brick are constant along the drying process.

2.2.1. Mass Conservation Equation

To predict the transfer of mass in the holed porous product and with arbitrary shape,
based on the adopted considerations, the following mass conservation equation is proposed
for all physical domain presented in Figure 1:

V
d M
dt

= −hm1S1
(
M − Me

)− hm2S2
(
M − Me

)
+

.
M V (1)

Using the initial condition M (t = 0) = M0, separating the variables from Equation (1)
and integrating it from the initial condition, we have the following as a result:

(
M − Me

)− .
M V

hm1S1+hm2S2(
M0 − Me

)− .
M V

hm1S1+hm2S2

= Exp
[(−hm1S1 − hm2S2

V

)
t
]

(2)

where, in Equations (1) and (2), M is the moisture content on a dry basis (kg/kg); hm1 and
hm2 are the external and internal convective mass transfer coefficients (m/s), respectively;
V is the volume of the homogeneous solid (m3); S1 and S2 are the external and internal
surface areas of the homogeneous solid (m2), respectively;

.
M is the generation of moisture

(kg/kg/s); Me is the equilibrium moisture content on a dry basis (kg/kg) and t is the
time (s).

2.2.2. Thermal Energy Conservation Equation

For the analysis of heat transfer, mass transfer analogy can be made and we can
assume that on the surface of the solid thermal convection, the evaporation and heating of
the produced vapor occur simultaneously. Therefore, the following energy conservation
equation is valid for all the physical domains presented in Figure 1:

ρuVcp
dθ
dt

= hc1S1
(
θ∞ − θ

)
+ hc2S2

(
θ∞ − θ

)
+ ρsV

dM
dt

[
hfg + cv

(
θ∞ − θ

)]
+

.
qV (3)

where ρu is the specific density of the wet solid (kg/m3); cp is the specific heat (J/kgK); θ is
the instantaneous temperature of the solid (K or ◦C); θ∞ is the temperature of the external
medium (K or ◦C); θ0 is the initial temperature of the solid (K or ◦C); hc1 and hc2 are the
external and internal convective heat transfer coefficients (W/m2K), respectively; ρs is the
specific density of the dry solid (kg/m3); cv is the specific heat of the vapor (J/kgK); hfg is
the latent heat of water vaporization (J/kg) and

.
q is the heat generation per unit volume

(W/m3).
Equation (3) is an ordinary differential equation of the first order, it is non-linear and

inhomogeneous; therefore, it cannot be solved analytically. Thus, for the simplification of
Equation (3), the energy needed to heat water vapor from the temperature on the surface
of the solid to the temperature of the fluid is disregarded. Thus, after simplifying and
replacing Equations (1) and (2) in Equation (3), the result is as follows:

53



Energies 2021, 14, 4294

ρVcp
dθ
dt = (hc1S1 + hc2S2)

(
θ∞ − θ

)
+ρshfg

{
(−hm1S1 − hm2S2)

[[(
M0 − Me

)− .
MV

hm1S1+hm2S2

]
Exp
[(−hm1S1−hm2S2

V

)
t
]

+
.

MV
hm1S1+hm2S2

]
+

.
MV
}
+

.
qV

(4)

or yet
dθ
dt

=

(
(hc1S1 + hc2S2

ρVcp

)(
θ∞ − θ

)
+ (5)

ρshfg

ρVcp

{[
(−hm1S1 − hm2S2)

(
M0 − Me

)
+

.
MV
]

Exp
[(−hm1S1 − hm2S2

V

)
t
]}

+

.
q
ρcp

(6)

Assuming y = θ∞ − θ, then dy
dt = −dθ

dt . Thus, Equation (5) can be written as follows:

y′ + a = −be−ct − d (7)

where

a =
(hc1S1 + hc2S2)

ρVcp
(8)

b =
ρshfg

ρcp

[
(−hm1S1 − hm2S2)

(
M0 − Me

)
+

.
MV
]

(9)

c =
hm1S1 − hm2S2

V
(10)

d =

.
q
ρcp

(11)

Using the initial condition, θ(t = 0) = θ0, and solving Equation (6), we obtain as a
result the following:

θ = θ∞ −
[(

θ∞ − θ0
)
+

(
b

a − c
+

d
a

)]
e−at +

(
b

a − c
e−ct +

d
a

)
(12)

Equation (11) describes the transient behavior of the temperature of the solid through-
out the drying process. It is important to note that Equation (1) and (3) incorporate several
thermophysical parameters of the heating fluid and the material, in such a way, that the
model proposed to describe the drying of the material can be considered as phenomeno-
logical, differently from the models commonly used in the literature, for such purpose.

2.3. Applications to Drying of Industrial Ceramic Bricks
2.3.1. Volume and Surface Area of the Brick

The research was applied to describe the drying of industrial ceramic bricks (Figure 2).
For this solid, the equations for determining the surface area of the brick are defined by the
following:

AC = AL + AI (13)

where
AL = 2

[
(RxRZ) +

(
RxRy

)
+
(
RyRz

)− 8(ahav)
]

(14)

AI = 16[(ahRz) + (avRz)] (15)

ah =
Rx − 2a2 − a4

2
(16)

av =
Ry − 2a1 − 3a3

4
(17)
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where AC is the total surface area of the brick, AL corresponds to the lateral area (faces) of
the bricks, AI is the internal surface area (internal faces determined by the holes) and ah
and av are the height and width of a hole, respectively.

The calculation of the volume of the brick was made based on the value of its dimen-
sions, width (Rx), height (Ry), length (Rz) and the dimensions that characterize the brick
holes, a1, a2, a3 and a4, using the following equations:

V = VT − Vf (18)

where
VT = RxRyRz (19)

VF = 8avahRz (20)

where V is the total volume of the brick, VT is the volume of the solid brick (with the holes)
and VF is the volume of the holes.

Figure 2. Scheme of the brick used in the research.

2.3.2. Thermophysical Properties of Air and Water

Specific heat of the air, latent heat of water vaporization, air density, absolute tem-
perature, universal air constant, relative humidity, saturation vapor pressure and local
atmospheric pressure [26,27], are determined by the following:

cpa
= 1.00926 × 103 − 4.04033 × 10−2T + 6.17596 × 10−4T2 − 4.0972 × 10−7T3 (21)

ka = 2.425 × 10−2 + 7.889 × 10−5T − 1.790 × 10−8T2 − 8.570 × 10−12T3 (22)

μa = 1.691 × 10−5 + 4.984 × 10−8T − 3.187 × 10−11T2 + 1.3196 × 10−14T3 (23)

ρa =
PatmMMa

RaTabs

(
kg/m3

)
(24)

Tabs = Ta + 273.15 K (25)

Ra = 8314.34 (J/kmol K) (26)

RH =
Patm xa

(xa + 0.622) Pvs
(27)
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hfg= 352.8 × (374.14 − T)0.33052 (kJ/kg) (28)

Pvs = 22105649.25 Exp
{[−27405.53 + 97.5413Tabs − 0.146244Tabs

2 + 0.12558 × 10−3Tabs
3 − 0.48502 × 10−7Tabs

4] /[
4.34903Tabs − 0.39381 × 10−2Tabs

2]
}

(Pa)
(29)

Patm = 101325 Pa (30)

where, in these equations, xa is the absolute humidity of the air, RH is the relative humidity
of the air, MMa = 28.966 kg/kmol is the molecular weight of the gas, Ra is the universal
constant of the gases, Tabs is the absolute temperature in Kelvin and P is the pressure on
Pascal.

The specific heats of water in the liquid and vapor phases are determined by the
following [26]:

cw = 2.82232 + 1.18277 × 10−2Tabs − 3.5047 × 10−5Tabs
2 + 3.6010 × 10−8Tabs

3 (31)

cv = 1.8830 − 0.16737 × 10−3Tabs + 0.84386 × 10−6Tabs
2 − 0.2696610−9Tabs

3 (32)

2.3.3. Estimation of Convective Heat and Mass Transfer Coefficients

In this research, the brick was considered to be in a lateral position to the fluid that
flows on the material surface, as illustrated in Figure 3. For this situation, depending on
the speed of the drying air, the drying process can occur by natural, forced convection or
a combination of them on all external faces of the brick and by natural convection in the
internal walls of the hole.

In forced convection, the tendency of a particular system is based mathematically on
the Reynolds number (Re) of the fluid, which is the ratio of the inertial forces to the viscous
forces. This dimensionless parameter is defined as follows:

ReLc =
ρavaLc

μa
(33)

where Lc represents a characteristic length of the porous solid.
In natural convection, the tendency of a particular system is based mathematically on

the Grashof number (Gr) of the fluid, which is the ratio between the buoyancy and viscous
forces. This dimensionless parameter is given as follows:

GrLc =
gβ(Ts − T∞)L2

c
2 (34)

where g is the gravitational acceleration, β = 1
Tf

is the thermal expansion coefficient,

Tf =
Ts+T∞

2 is the film temperature on the absolute scale, Ts is the plate temperature, T∞ is
the fluid temperature and ν = μ

ρ is the kinematic viscosity.
The product of the Grashof number by the Prandtl number (Pr) is called the Rayleigh

number (Ra) of the fluid. Thus, the Rayleigh number is given by the following:

RaLc = GrLcPr =
δβ(Ts − T∞)Lc

3

2 Pr (35)

where Pr = Caμa
ka

.
The relative magnitudes of the Grashof and Reynolds numbers determine which form

of convection dominates the phenomenon. For example, if Gr
Re2 � 1, forced convection can

be neglected, whereas if Gr
Re2 � 1, natural convection can be neglected. For other situations,

both forced convection and natural convection must be considered in a combined manner.
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The average Nusselt number of the fluid on the surface of the porous solid can be
determined as follows:

Nu =
hcLc

ka
(36)

Looking to Figure 3, it can be seen that the brick is composed of vertical and horizontal
plates, upper and lower, both on the external surface and in the holes, all at a lower
temperature than the drying fluid. Thus, based on this geometry, one can determine the
Nusselt numbers for heat transfer and, thus, determine the convective heat and mass
transfer coefficients for each physical situation, under air flow regime [25,28].

Figure 3. Brick with side facing the air flow.

Natural Convection

For natural convection on flat surfaces, the following empirical correlations for the
average Nusselt number are given:

(a) Vertical plate

Nupvt =

⎧⎪⎨
⎪⎩0.825 +

0.387RaL
1/6[

1 + (0.492/Pr)9/16
]8/27

⎫⎪⎬
⎪⎭

2

(37)

where, in the calculation of the number of Rayleigh (RaL), Lc = Ry, for the front and rear
plates.

Nupvl =

⎧⎪⎨
⎪⎩0.825 +

0.387RaL
1/6[

1 + (0.492/Pr)9/16
]8/27

⎫⎪⎬
⎪⎭

2

(38)
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where, in the calculation of the Rayleigh number (RaL), Lc = Ry − 4 ((Ry − 2a1 − 3a3)/4),
for the side plates.

(b) Horizontal plate (Top surface)

Nuphs = 0.27(GrLPr)1/4, 105 < GrL Pr < 1011 (39)

where, in calculating the number of Rayleigh (RaL), Lc = RxRz/(2Rx + 2Rz).

(c) Horizontal plate (bottom surface)

Nuphi = 0.54 (GrL Pr)1/4, 104 < GrLPr < 107 (40)

Nuphi = 0.15 (GrL Pr)1/3, 107 < GrLPr < 1011 (41)

where, in calculating the number of Rayleigh (RaL), Lc = RxRz/(2Rx + 2Rz).

(d) Vertical Plate (Hole)

Nupvf =

{
576

[RaL(Lc/Rz)]2
+

2.873

[RaL(Lc/Rz)]0.5

}−0.5

(42)

where Lc = (Rx − 2a2 − 2a4)/2.

(e) Horizontal plate (Hole)

Nuphf =

{
576

[RaL(Lc/Rz)]2
+

2.873

[RaL(Lc/Rz)]0.5

}−0.5

(43)

where Lc = (Ry − 2a1 − 3a3)/4.
From Equations (34)–(40), the convective heat transfer coefficients were calculated on

the flat external surfaces and on the brick hole, using the following equation:

hc =
Nuka

Lc
(44)

With Equation (41) applied to each of the outer flat surfaces and the brick hole, the
average external and internal convective heat transfer coefficients were obtained, as follows:

hc1 = hc ext

∣∣∣
nc

=

⎡
⎣
(

2hcpvt + 2hcpvl + hcphs + hcphi

)
6

⎤
⎦

nc

(45)

hc2 = hc int

∣∣∣
nc

=

⎡
⎣
(

hcpvf + hcphf

)
2

⎤
⎦

nc

(46)

where the nc sign indicates free convection.
Once the external and internal convective heat transfer coefficients were determined,

the convective mass transfer coefficients were determined on the flat outer and hole surfaces
of the brick, using the Chilton–Colburn analogy for heat and mass transfer, as follows:

hm =
hcDvaLe1/3

ka
(47)
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where Le = α
Dva

= ka
Dvaρacpa

is the Lewis number, α = ka
ρacpa

is the thermal diffusivity of the
air and Dva is the diffusion coefficient of water vapor in the air, given by the following:

Dva = 1.87 × 10−10 T(K)2.072

P(atm)
(48)

With Equation (44) applied to each of the external flat surfaces and the brick hole,
the average external and internal convective mass transfer coefficients were obtained, as
follows:

hm ext

∣∣∣
nc

=

⎡
⎣
(

2hmpvt + 2hmpvl + hmphs + hmphi

)
6

⎤
⎦

nc

(49)

hm int

∣∣∣
nc

=

⎡
⎣
(

hmpvf + hmphf

)
2

⎤
⎦

nc

(50)

Since the convective heat and mass transfer coefficients, determined by Equations (45)
and (46), are calculated with the drying air parameters, and these same parameters that are
present in Equations (2) and (11) are dependent on the brick parameters, it is necessary to
recalculate these parameters for this new physical situation. This is performed using the
following equations:

hm1 =
ρa
ρs

(xbu − x0)

(M0 − Me)
hm ext

∣∣∣
nc

(51)

hm2 =
ρa
ρs

(xbu − x0)

(M0 − Me)
hm int

∣∣∣
nc

(52)

where ρs is the density of the brick, xo is the absolute humidity of the air at the drying air
temperature and xbu is the absolute humidity of the air at the wet bulb temperature of the
drying air, given by the following:

xbu =

(
Pvwb

Patm − Pvwb

)(
MMv

MMa

)
(53)

where Pvwb is the vapor pressure in the air at the wet bulb temperature of the air (which is
equal to the saturation pressure of the water vapor at the wet bulb temperature) and MMv
is the molecular weight of the water vapor.

Forced Convection

For forced convection on the external walls of the brick, depending on the air flow
regime, the Nusselt number can be determined as follows:

(a) Laminar flow (Re < 5 × 105)

Nui = 0.664ReLc
0.5Pr1/3 (54)

(b) Turbulent flow (5 × 105 < Re < 1 × 107)

Nui = 0.037ReLc
0.8Pr1/3 (55)

where subscript i refers to pvt, pvl, phs and phi. In calculating the Reynolds number, Lc =
Ry for the front and rear plates; Lc = RxRz/(2Rx + 2Rz) for the upper and lower plates and
Lc = Ry − 4 [(Ry − 2a1 − 3a3)/4] for the side plates.
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In the hole, the condition remains natural convection, the Nusselt number being
calculated as defined in Equations (34) and (40). From Equations (34), (40), (50) and (52),
the convective heat transfer coefficients were calculated on the flat external surfaces and
on the brick hole, using Equation (41). From these coefficients, the average external and
internal convective heat transfer coefficients were obtained, as follows:

hc1 = hc ext

∣∣∣
fc
=

⎡
⎣
(

2hcpvt + 2hcpvl + hcphs + hcphi

)
6

⎤
⎦

fc

(56)

hc2 = hc int

∣∣∣
nc

=

⎡
⎣
(

hcpvf + hcphf

)
2

⎤
⎦

nc

(57)

where the subscript fc indicates forced convection.
Once the external and internal convective heat transfer coefficients were determined,

the convective mass transfer coefficients were determined on the flat outer and surfaces of
the brick hole, using the Chilton–Colburn analogy for heat and mass transfer, as defined by
Equation (43). From these coefficients, the average external and internal convective mass
transfer coefficients were obtained, as follows:

hm ext

∣∣∣
fc
=

⎡
⎣
(

2hmpvt + 2hmpvl + hmphs + hmphi

)
6

⎤
⎦

fc

(58)

hm int

∣∣∣
nc

=

⎡
⎣
(

hmpvf + hmphf

)
2

⎤
⎦

nc

(59)

Since the convective heat and mass transfer coefficients, determined by Equations (54)
and (55), are calculated with the drying air parameters, and these same parameters that are
present in Equations (2) and (11) are dependent on the brick parameters, it is necessary to
recalculate these parameters for this new situation. This is performed using the following
equations:

hm1 =
ρa
ρs

(xbu − x0)

(M0 − Me)
hm ext

∣∣∣
fc

(60)

hm2 =
ρa
ρs

(xbu − x0)

(M0 − Me)
hm int

∣∣∣
nc

(61)

Combined Natural and Forced Convection

In case both natural and forced convection are important, the Nusselt number is given
by a combination of effects as follows:

Nui =
[
Nui, nc

3 + Nui, fc
3
] 1

3 (62)

where subscript i refers to pvt, pvl, phs and phi for external surface plates and pvf and phf,
for hole plates.

From the Nusselt numbers calculated using Equation (58), the convective heat transfer
coefficients on the flat external surfaces and the brick hole were calculated, using Equation
(41). In turn, from these coefficients, the average external and internal convective heat
transfer coefficients were obtained, as follows:

hc1 = hc ext

∣∣∣
cc
=

⎡
⎣
(

2hcpvt + 2hcpvl + hcphs + hcphi

)
6

⎤
⎦

cc

(63)
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where the cc subscript indicates combined convection.
Once the external and internal convective heat transfer coefficients were determined,

the convective mass transfer coefficients were determined on the flat outer and hole surfaces
of the brick, using the Chilton–Colburn analogy for heat and mass transfer, as defined by
Equation (43). From these coefficients, the average external and internal convective mass
transfer coefficients were obtained, as follows:

hm ext

∣∣∣
cc
=

⎡
⎣
(

2hmpvt + 2hmpvl + hmphs + hmphi

)
6

⎤
⎦

cc

(64)

hm int

∣∣∣
cc
=

⎡
⎣
(

hmpvf + hmphf

)
2

⎤
⎦

cc

(65)

Since the convective heat and mass transfer coefficients, determined by Equations (61)
and (62), are calculated with the drying air parameters, and these same parameters that are
present in Equations (2) and (11) are dependent on the brick parameters, it is necessary to
recalculate these parameters for this new situation. This is performed using the following
equations:

hm1 =
ρa
ρs

(xbu − x0)

(M0 − Me)
hm ext

∣∣∣
cc

(66)

hm2 =
ρa
ρs

(xbu − x0)

(M0 − Me)
hm int

∣∣∣
cc

(67)

2.3.4. Cases Studied
Validation

Silva [8] developed an experimental study on the drying of industrial clay bricks. To
carry out the drying experiment, the following procedures were adopted:

• Initially, dimensions, mass, brick temperature, ambient temperature and relative
humidity were measured.

• Following that, the bricks were placed inside the oven where drying was carried out.
In this process, air temperature inside the oven was established at 100◦C through the
temperature controller.

• At previously established time intervals, the brick was withdrawn from the oven,
making it possible to measure its temperature, mass and dimensions. In principle,
measurements were made every 10 min for up to 30 min. Then, the measurements
were made every 30 min, with the next measurements being made every 60 min until
the mass was approximately constant.

• Soon after, the sample was subjected to drying for 24 h to obtain the equilibrium mass,
and then for another 24 h, to obtain the dry mass.

Figure 4 illustrates the specimen model used by the author of [8], the positions where
the measurements of temperature, width (Rx), height (Ry), length (Rz) and the dimensions
that characterize the holes in the bricks (a1, a2, a3 and a4) were obtained.

From the data obtained of the average moisture content throughout the drying process,
it was possible to verify that in the initial period, the moisture loss rates are higher, requiring
the researcher to read these data in shorter intervals, which can be expanded, as the process
developed. From the physical point of view, this methodology is extremely satisfactory,
as it allows the description of the phenomenon with great precision, especially at the
beginning of the process. However, it is statistically more appropriate to perform parameter
comparisons from a more uniform distribution of points throughout the process. Thus,

61



Energies 2021, 14, 4294

the author proposed to fit an exponential equation with 2 terms and 4 parameters to these
experimental data, as follows:

(
M − Me

Mo − Me

)
= A1Exp(k1t) + A2Exp(k2t) (68)

where t is given in minutes. The estimation of parameters A1, A2, k1 and k2 in Equation
(65) was performed using the numerical method of Rosembrock and quasi-Newton using
the Statistica® Software, with a convergence criterion of 0.001. Table 1 summarizes the
values of these estimated parameters.

Similar to the procedure adopted by the author of [8], Lima et al. [15] proposed fitting
an exponential equation with 2 terms and 4 parameters to the experimental data of the
surface temperature of the brick, as follows:

θ = B1 + B2 Log10

(
tk3 + B3

)
(69)

where t is given in minutes. The estimation of parameters B1, B2, k3 and B3 was performed
using the Quasi-Newton numerical method using the Statistica® Software, with a conver-
gence criterion of 0.0001. Table 2 summarizes the values of these estimated parameters.

Table 1. Parameters of Equation (65) obtained after fitting to experimental data of average moisture
content [8].

T
(◦C)

Parameters
R Proportion of

VarianceA1 (-) k1 (min−1) A2 (-) k2 (min−1)

100 4.875507 −0.008383 −3.827964 −0.007881 0.998297496 0.996597890

Figure 4. Brick model with the dimensions that characterize the brick and holes, and the location of
the brick temperature measurement.

With the equations adjusted, instants of “data taking” were fixed along the process in
which the average moisture content and temperature could be determined. This procedure
allowed that uniform distribution of these points was reached. Following that, these equa-
tions were used in the computer program, to ensure that the predicted and experimental
results of these process parameters could be compared.
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Table 2. Equation (66) parameters obtained after adjustment to experimental moisture content
data [15].

T
(◦C)

Parameters

R
Proportion of

VarianceB1 (◦C)
B2

(◦C/Log10(min))
B3 (min) k3 (-)

100 −2.86969 15.41788 118.38213 2.234665 0.984632771 0.969501694

Tables 3 and 4 show, for the experiment, the geometric information, temperature
and moisture content of the brick and the drying air conditions used in the oven. Table 5
summarizes the thermophysical properties, external and internal surface areas and brick
volume, at the beginning of the process. To obtain the predicted results of the average
moisture content and temperature at the vertex of the brick, a computational code was
developed in the Mathematica®software. The quadratic deviations between the experi-
mental and calculated values and the variance for the average moisture content and surface
temperature were obtained as follows:

ERMQM =
n

∑
i=1

(
Mi,Num − Mi,Exp

)2 (70)

S2
M =

ERMQM
(n − n̂)

(71)

ERMQθ =
n

∑
i=1

[(
θi,Num − θi,Exp

)
(θe − θ0)

]2

(72)

S2
θ =

ERMQθ

(n − n̂)
(73)

where n = 56 is the number of experimental points and n̂ = 0 is the number of fitted
parameters (number of degrees of freedom) [29].

Table 3. Experimental parameters of air and dimensions of hollow ceramic bricks used in the
experiments [8].

Air Brick

T
(◦C)

RH
(%)

v
(m/s)

Rx
(mm)

Ry
(mm)

Rz
(mm)

a1
(mm)

a2
(mm)

a3
(mm)

a4
(mm)

100 1.8 0.10 92.8 198.0 202.0 11.7 9.41 8.74 8.0

Table 4. Experimental parameters of air and brick for drying test [8].

Air Brick
t (h)

T (◦C) Mo (d.b.) Mf (d.b.) Me (d.b.) θ0 (◦C) θf (◦C)

100 0.16903 0.00038 0.00038 26.1 93.2 12.3

Table 5. Thermophysical and geometric parameters of the brick used in the simulation.

Brick

k
(W/mK)

ρu
(kg/m3)

ρs
(kg/m3)

cp
(J/kgK)

S1
(mm2)

S2
(mm2)

V
(mm3)

0.833 1754.88 1889.95 545.00 134,651.775 226,514.720 1,734,026.095
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Studied Cases

To verify the application of the mathematical model to the drying of industrial bricks,
11 cases were defined for simulation (Table 6). The aim is evaluating the effect of the
following different process parameters: temperature and relative humidity of the drying
air, in the removal of moisture and temperature of the brick during drying. In all cases
studied, the dimensions, initial and equilibrium moisture contents, initial temperature and
thermophysical properties of the brick are reported in Tables 3–5.

Table 6. Air and brick conditions used in drying simulations.

Case
Air

T∞(◦C) RH (%) v (m/s) Twb (◦C) x0 (kg/kg)

1 100 20 0.1 62.46 0.15550

2 100 30 0.1 70.48 0.26660

3 100 40 0.1 76.76 0.41470

4 100 50 0.1 81.98 0.62210

5 100 60 0.1 86.45 0.93330

6 100 70 0.1 90.38 1.45200

7 100 70 0.5 90.38 1.45200

8 100 70 1.0 90.38 1.45200

9 100 70 3.0 90.38 1.45200

10 100 70 5.0 90.38 1.45200

11 100 70 8.0 90.38 1.45200

3. Results and Discussion

3.1. Validation

Figure 5 illustrates a comparison between the predicted and experimental results [8]
of the average moisture content of the brick during the drying process. An analysis of
this figure shows a good agreement between the results. From the comparison with
the experimental data obtained from Equation (50), ERMQM = 0.00509741 (kg/kg)2 and
S2

M = 9.10252 × 10−5 (kg/kg)2 were obtained. For this physical situation, the follow-
ing convective mass transfer coefficients were obtained hm1 = 6.46958 × 10−7 m/s and
hm2 = 6.13473 × 10−7 m/s.

 
Figure 5. Comparison between the predicted and experimental average moisture content during the
drying process of industrial hollow ceramic bricks.
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Figure 6 illustrates a comparison between the predicted and experimental results [8,15]
of the temperature at the vertex of the brick during the drying process. An analysis of
this figure shows a good agreement between the results. From the comparison with the
experimental data obtained from Equation (51), ERMQθ = 0.346251426 (◦C/◦C)2 and
S2
θ = 0.006183061 (◦C/◦C)2 were obtained. For this physical situation, the following con-

vective heat transfer coefficients were obtained: hc1 = 6.89281 W/m2K and hc2 = 6.53606
W/m2K. These low values of the convective heat transfer coefficient are typical of a physical
situation of natural convection. In fact, for this case, a ratio Gr/Re2 = 10705.4 was obtained,
which is much greater than 1.0, justifying that the effect of natural convection is much
higher than forced convection.

 

Figure 6. Comparison between predicted and experimental surface temperature (vertex) during the
drying process of industrial hollow ceramic bricks.

3.2. Analysis of the Drying Process
3.2.1. Effect of Relative Humidity of Drying Air

Figure 7 shows the drying kinetics of the industrial ceramic brick, in different relative
humidities of the drying air, with the air temperature and speed kept constant (Cases 1 to 7,
from Table 6). An analysis of this figure shows that the lower the relative humidity of the
drying air, the faster the solid dries and, with that, there is a reduction in the drying time,
to reach a previously specified moisture content. To give an idea, in t = 500 min (8.33 h) of
the process, the average moisture content of the brick is 0.01433 and 0.05341 kg/kg (dry
basis), for the relative humidity of 20% and 70%, respectively.

Figure 8 shows the heating kinetics of the industrial ceramic brick, in different relative
humidities of the drying air, keeping the temperature and air speed constant. An analysis
of this figure shows that the lower the relative humidity of the drying air is, the faster the
solid heats up. To give an idea, in t = 500 min (8.33 h) of the process, the brick temperature
is 95.49 and 89.09 ◦C for the relative humidity of 20 and 70%, respectively.

It is worth mentioning that higher drying and heating rates can cause problems in
the brick structure and reduce the quality of the product at the end of the drying process.
Therefore, it is preferable to have a process with a higher relative humidity, thus preventing
defects from the drying process, such as cracks, deformations and fractures in the brick.
However, the process time is longer, which reduces the productivity of this type of ceramic
product.
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Figure 7. Average moisture content of industrial ceramic brick as a function of time for different
relative humidity of the drying air.

Table 7 summarizes the values of the convective heat and mass transfer coefficients
obtained under different drying conditions (Cases 1 to 6). An analysis of this table shows
that both the convective mass transfer coefficient and the convective heat transfer coefficient
decrease with an increase in the relative humidity of the drying air. Its values are small,
typical of a natural mass and thermal convection problem. This can be confirmed by the
high values of the relationship between the Grashof and Reynolds numbers ( Gr

Re2 � 1), in
such a way that the effects of forced convection are negligible. Similar to the effect of the
drying air temperature, the convective heat and mass transfer coefficients in the hole of the
brick are slightly lower than those on the outer surface of the brick.

 
Figure 8. Temperature at the vertex of the industrial ceramic brick as a function of time for different
relative humidity of the drying air.
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From the above, it can be said that for the drying situation with a lower relative
humidity, there is slightly longer drying time, which leads to slightly lower productivity,
but with products with good quality. This is because the removal of moisture is controlled
and the temperature of the brick, throughout the process, is lower, reducing the thermo-
mechanical effects of moisture and thermal gradients inside the brick. Moreover, we can
mention the fact that the energy cost is much lower when drying with a low relative
humidity (20%) compared to drying with relative humidity 70%, which reduces the final
cost of the product.

Table 7. Heat transfer coefficients and convective mass for different relative humidity of the drying air.

Drying Air Condition Mass Transfer Coefficient Heat Transfer Coefficient

Gr/Re2

(-)T (◦C) RH (%) v (m/s)
hm1

(m/s)
hm2

(m/s)
hc1

(W/m2K)
hc2

(W/m2K)

100 20 0.1 4.10 × 10−7 3.92 × 10−7 5.91 5.66 6037.75

100 30 0.1 3.46 × 10−7 3.32 × 10−7 5.53 5.31 4694.73

100 40 0.1 2.94 × 10−7 2.83 × 10−7 5.19 4.99 3663.88

100 50 0.1 2.59 × 10−7 2.50 × 10−7 4.85 4.67 2820.57

100 60 0.1 2.22 × 10−7 2.14 × 10−7 4.50 4.34 2107.97

100 70 0.1 1.89 × 10−7 1.83 × 10−7 4.13 3.98 1488.59

3.2.2. Effect of Drying Air Speed

Figure 9 shows the drying kinetics of the industrial ceramic brick, at different speeds
of the drying air, keeping the temperature and relative humidity of the air constant (Cases
6 to 11, from Table 6). Analyzing this figure, it can be seen that, the higher the speed of the
drying air is, the faster the solid dries and, with that, there is a reduction in the drying time,
to reach the previously desired moisture content. In addition, it can be seen that for low
speeds (up to 0.5 m/s), the drying kinetics is independent of the value of this parameter,
substantially modifying the behavior of moisture loss for higher speeds. To give an idea, in
t = 500 min (8.33 h) of the process, the average moisture content of the brick is 0.05341 and
0.00091 kg/kg (dry basis), for air speeds of 0.1 and 8.0 m/s, respectively.

 
Figure 9. Average moisture content of industrial ceramic brick as a function of time for different
drying air speeds.
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In Figure 10, it is possible to observe that the heating kinetics of the industrial ceramic
brick, at different speeds of the drying air, keeping the temperature and relative humidity
of the air constant. From the analysis of this figure, it can be seen that the higher the speed
of the drying air, the faster the solid heats up (higher heating rates). The explanation for
this fact is related to the dependence of the convective heat transfer coefficient on the speed.
To give an idea, in t = 500 min (8.33 h) of the process, the brick temperature is 89.09 and
99.89 ◦C for the air speeds of 0.1 and 8.0 m/s, respectively.

As previously mentioned if the drying and heating rates are higher, it can cause
problems in the brick structure and reduce the quality of the product at the end of the
drying process. Therefore, it is preferable to have a process with a lower air speed, thus
preventing defects from the drying process, such as cracks, deformations and fractures in
the brick. However, the process time is longer, which reduces the productivity of this type
of ceramic product.

 

Figure 10. Temperature at the vertex of the industrial ceramic brick as a function of time for different
drying air speeds.

Table 8 shows the values of the convective heat and mass transfer coefficients obtained
under different drying conditions (Cases 6 to 11). Analyzing the results of this table, it
can be seen that both the convective mass transfer coefficient and the convective heat
transfer coefficient increase with an increasing drying air speed. For speeds up to 0.5 m/s,
the values of hm1, hm2, hc1 and hc2 are small, typical of a natural mass and a thermal
convection problem. This can be confirmed by the high values of the relationship between
the Grashof and Reynolds numbers ( Gr

Re2 � 1), in such a way that the effects of forced
convection are negligible. However, for a speed between 1.0 and 8.0 m/s, the process occurs
by combined natural and forced convection, confirmed by the values of the relationship
between the Grashof and Reynolds numbers that are in the range of 0.23 ≤ Gr

Re2 ≤ 14.89.
Since the convective effects are more intense on the external surface of the brick, the

values of the mass transfer coefficients (hm1) and heat (hc1) are much higher than the
values of these parameters in the holes, where natural convection predominates.

Comparing the values of these parameters with those obtained when analyzing the
effects of the relative humidity of the drying air, it can be observed that drying at a higher
speed (Case 11) has a much higher convective mass and heat transfer coefficients. For
example, for drying at T = 100 ◦C, RH = 70% and v=8.0 m/s, at t = 1000 min (16.67 h),
the average moisture content of the brick was 0.00038 kg/kg (dry basis) and its vertex
temperature reached 100 ◦C. For drying at T = 100 ◦C, RH = 20% and v = 0.1 m/s, at that
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same time, the average moisture content of the brick was 0.0015 kg/kg (dry basis) and its
temperature at the apex reached 99.62 ◦C.

Table 8. Convective heat and mass transfer coefficients for different drying air speeds.

Drying Air Condition Mass Transfer Coefficient Heat Transfer Coefficient
Gr/Re2

(-)T (◦C) RH (%) v (m/s)
hm1

(m/s)
hm2

(m/s)
hc1 (W/m2K)

hc2

(W/m2K)

100 70 0.1 1.89 × 10−7 1.83 × 10−7 4.13 3.98 1488.59

100 70 0.5 1.89 × 10−7 1.83 × 10−7 4.13 3.98 59.54

100 70 1.0 7.44 × 10−7 2.30 × 10−7 16.22 5.02 14.89

100 70 3.0 12.81 × 10−7 2.30 × 10−7 27.93 5.02 1.65

100 70 5.0 16.53 × 10−7 2.30 × 10−7 36.02 5.02 0.59

100 70 8.0 20.90 × 10−7 2.30 × 10−7 45.55 5.02 0.23

It is worth noting that in the industry, the average moisture content found in the
ceramic bricks, at the end of the drying stage, reaches values between 3 and 4% (wet basis)
and the process time is around 24 h, for drying being carried out in a crossflow tunnel
dryer. In this type of dryer, the length of the equipment can reach 100 m, the temperature
varies from 25 to 120 ◦C and the relative humidity ranges from 60 to 90%, but in some
equipment of shorter length (35 m, for example), the value of this parameter can reach 10%.
In general, after drying, due to the low moisture content, the brick absorbs water (either
in the form of vapor, contained in the air, or in liquid form, from rain or soil, during the
storage phase, before firing), which causes slight degradation due to volumetric expansion.

Table 9 summarizes the results that meet the conditions of the final moisture content
established by the industrial sector for each drying condition studied. Thus, evaluating the
results obtained in the analyzed cases, considering the maximum final moisture content
of 3 to 4% (dry basis) and the temperature of the brick, the position of the brick with a
hole perpendicular to the air flow, the drying time in these moisture content conditions, as
well as the experimental results (in terms of brick quality during drying) presented by the
author of [8], T = 100 ◦C, RH = 50% and v = 0.1 m/s are suggested as the optimal drying
conditions.

Table 9. Brick conditions at the end of the drying process.

Case
Air Brick

T∞(◦C) RH (%) v (m/s) M (kg/kg) θ (◦C) t (min)

1 100 20 0.1 0.03239 89.65 333.33

2 100 30 0.1 0.03385 90.34 383.33

3 100 40 0.1 0.03398 91.31 450.00

4 100 50 0.1 0.03502 91.60 500.00

5 100 60 0.1 0.03502 92.30 583.33

6 100 70 0.1 0.03644 92.58 666.67

7 100 70 0.5 0.03644 92.58 666.67

8 100 70 1.0 0.03825 92.21 283.33

9 100 70 3.0 0.03167 93.56 216.67

10 100 70 5.0 0.03782 92.30 158.33

11 100 70 8.0 0.03024 93.86 150.00
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3.3. Limitations of the Proposed Model

Despite the advantages presented by the proposed mathematical model, it fails in
some points, such as:

(a) In physical situations involving the effect of moisture removal on solid heating
(simultaneous heat and mass transport);

(b) In physical situations involving heterogeneous solids;
(c) It does not allow for the determination of temperature gradients and the moisture

content inside the material; therefore, analysis of internal hydric and thermal stresses
during the drying process is not possible.

4. Conclusions

In this work, the physical problem of industrial clay brick drying using a lumped
approach has been analyzed. From the results obtained, it can be concluded that:

(a) The phenomenological mathematical modelling based on a lumped analysis to predict
the mass and heat transfers in hollow ceramic bricks, was adequate, with small devia-
tions from the experimental data on the average moisture content and temperature of
the product over the process;

(b) The lower the relative humidity is and the higher the speed of the drying air is, the
faster the brick loses moisture and raises its temperature, which can cause defects in
the post-drying product, reducing its quality for the firing step;

(c) The heat and mass transfer coefficients on the external surface and on the brick
hole are different, being higher on the external surface, especially under a forced
convection condition;

(d) The convective mass transfer coefficient on the external surface of the brick varied
from 1.89 × 10−7 m/s in the drying condition at 100 ◦C, 70% and 0.1 m/s (natural
convection) up to 20.90 × 10−7 m/s at 100 ◦C, 70% and 8.0 m/s (combined and
natural convection). The convective mass transfer coefficient in the brick hole varied
from 1.83 × 10−7 m/s in the drying condition at 100 ◦C, 20% and 0.1 m/s (natural
convection) up to 2.30 × 10−7 m/s at 100 ◦C, 70% and 8.0 m/s (natural convection).

(e) The convective heat transfer coefficient on the external surface of the brick varied from
4.13 W/m2K in the drying condition 100 ◦C, 70% and 0.1 m/s (natural convection) to
45.55 W/m2K at 100 ◦C, 70% and 8.0 m/s (combined and natural convection). The
convective heat transfer coefficient in the brick hole varied from 3.98 W/m2K in the
drying condition 100 ◦C, 70% and 0.1 m/s (natural convection) to 5.02 W/m2K at
100 ◦C, 70% and 8.0 m/s (natural convection).

(f) Based on the maximum final moisture content of 3 to 4% (dry basis) after drying,
commonly used in the industry, the temperature of the brick, the position of the brick
with a hole perpendicular to the air flow, the drying time in these moisture content
conditions and the experimental results (in terms of brick quality during drying)
presented by the author of [8], T = 100 ◦C, RH = 50% and v = 0.1 m/s are proposed as
the optimal drying conditions.
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Nomenclature

Latin Letters
a1, a2, a3, a4 Dimensions of the brick holes (m)
AC Total surface area (m2)
AL Lateral area (m2)
AI Internal surface area (m2)
ah Height of a hole (m)
av Width of a hole (m)
cp Specific heat of the brick (J/kgK)
cv specific heat of the vapor phase (J/kgK)
cpa

Specific heat of the air (J/kgK)
cw specific heat of water in the liquid phase (J/kgK)
Dva diffusion coefficient of water vapor in the air (m2/s)
ERMQM Quadratic deviations for moisture content (kg2/kg2)
ERMQθ Quadratic deviations for temperature (◦C2/◦C2)
Gr Grashof number (—)
g Gravitational acceleration (m/s2)
hfg Latent heat of water vaporization (J/kg)
hc1 External convective heat transfer coefficients (W/m2K)
hc2 Internal convective heat transfer coefficients (W/m2K)
hm1 External convective mass transfer coefficients (m/s)
hm2 Internal convective mass transfer coefficients (m/s)
Le Lewis number (—)
Lc Characteristic length (m)
MMv molecular weight of the water vapor (kg/kmol)
.

M Generation of moisture (kg/kg/s)
Me Equilibrium moisture content (kg/kg, d.b)
M0 Initial moisture content (kg/kg, d.b)
M Average moisture content (kg/kg, d.b)
MMa Molecular weight of the gas (kg/kmol)
n Number of experimental points (—)
ˆ
n Number of fitted parameters (—)
Nu Nusselt number (—)
Pvwb Vapor pressure in the air at the wet bulb temperature (Pa)
Pr Prandtl number (—)
Pvs Saturation vapor pressure (Pa)
Patm Atmospheric pressure (Pa)
P pressure (Pa)
.

q Heat generation per unit volume (W/m3)
Ra Universal constant of the gases (J/molK)
Ra Rayleigh number (—)
Re Reynolds number (—)
Rx Width (m]
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Ry Height (m]
Rz Length (m]
RH Relative humidity (%]
S1 Internal surface area (m2]
S2 Enternal surface area (m2]
S2

M Variance for moisture content (kg2/kg2)
S2
θ Variance for temperature (◦C2/◦C2)

t Time (s or min)
Tabs Absolute temperature (K)
Tf Film temperature (K or ◦C)
Ts Plate temperature (K or ◦C)
T∞ Fluid temperature (K or ◦C)
VT Volume of the solid brick (with the holes) (m30
VF Volume of the holes (m3)
V Volume (m3)
xa Absolute humidity of the air (kg/kg)
xo Absolute humidity of the air at the drying air temperature (kg/kg)
xbu Absolute humidity of the air at the wet bulb temperature (kg/kg)

Greek Letters
α Thermal diffusivity of the air (m2/s)
β Thermal expansion coefficient (K−1)
ν Kinematic viscosity (m2/s)
ρs Specific density of the dry solid (kg/m3)
ρa Air density (kg/m3)
ρu Specific density of the wet solid (kg/m3)
θ Instantaneous temperature (K or ◦C)
θ∞ Temperature of the external medium (K or ◦C)
θ0 Initial temperature of the solid (K or ◦C)
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Abstract: A new geometric modeling of isotropic highly-porous cellular media, e.g., open-cell metal,
ceramic, and graphite foams, is developed. The modelling is valid strictly for macroscopically
two-dimensional heat transfer due to the fluid flow in highly-porous media. Unlike the current
geometrical modelling of such media, the current model employs simple geometry, and is derived
from equivalency conditions that are imposed on the model’s geometry a priori, in order to ensure
that the model produces the same pressure drop and heat transfer as the porous medium it represents.
The model embodies the internal structure of the highly-porous media, e.g., metal foam, using
equivalent parallel strands (EPS), which are rods arranged in a spatially periodic two-dimensional
pattern. The dimensions of these strands and their arrangement are derived from equivalency
conditions, ensuring that the porosity and the surface area density of the model and of the foam are
indeed equal. In order to obtain the pressure drop and heat transfer results, the governing equations
are solved on the geometrically-simple EPS model, instead of the complex structure of the foam. By
virtue of the simple geometry of parallel strands, huge savings on computational time and cost are
realized. The application of the modeling approach to metal foam is provided. It shows how an EPS
model is obtained from an actual metal foam with known morphology. Predictions of the model are
compared to experimental data on metal foam from the literature. The predicted local temperatures
of the model are found to be in very good agreement with their experimental counterparts, with a
maximum error of less than 11%. The pressure drop in the model follows the Forchheimer equation.

Keywords: metal foam; graphite foam; geometric modelling; heat transfer; porous media

1. Introduction

Highly-porous open-cell media include open-cell metal foam (e.g., aluminum, copper,
nickel) and graphite foam. These foams can have porosities exceeding 90%. They are composed
of cells and ligaments that form pores or windows, which is shown in Figure 1. Many of these
highly-porous media, such as well-produced aluminum foam made by casting over polymeric
pre-forms, are practically isotropic and have uniform average geometrical properties [1,2].
There are a few thermal advantages of metal foams. The advantages stem from their high
solid-phase conductivities, very large surface area (up to 10,000 m2/m3) [3–5], and their good
permeability, which is in the order of 10−8 m2 [6–9]. Additionally, the foams’ internal structure
causes vigorous mixing, which augments convection heat transfer. Thermal applications of
metal foams have been sought in compact heat exchangers [10–14], the thermal management
of fuel cells [15,16], and high-power batteries [17]. Combining aluminum foam with phase
change materials caused a 50% temperature drop and provided a uniform temperature of
Li-Ion batteries [18]. The combination has been considered for the cooling of portable [19,20]
and other electronics [21,22]. The use of metal foams is also envisioned in metal hydride
reactors [23], catalytic reactors [24], turbojet engines [25], and geothermal power plants [26].

Studying the foam by direct numerical simulation is computationally demanding; it
can require millions of computational elements. For example, 1.5 million elements were
used to analyze ten foam cells [27]. The common analytical approach for studying transport
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in the foam is to average the microscopic governing equations over an elementary volume:
the volume-average theory. The smallest representative elementary volume (REV) for
metal foam is eight cells (two in each direction) [28]. The resulting macroscopic momentum
and energy equations require four closure terms: permeability, inertial coefficient, thermal
dispersion conductivity, and interstitial heat transfer coefficient. These closure terms need
to be determined experimentally [29] or from correlations [30]. To solve the resulting
averaged equations for a full REV, the number of numerical elements will be too large.
For example, to analyze an REV of 10-ppi foam with a porosity of 93.2%, the number of
elements would be in the order of 200 million [31]. The volume-average theory, conceived
for tight porous media, has produced some unacceptable results when applied to highly-
porous metal foam. For example, this theory predicts that the hydrodynamic entrance
length in any porous medium is of order KV/ν, where K is the permeability, V is the
Darcy velocity, and ν is the kinematic viscosity [32,33]. For packed 1-mm spheres, the
porosity is 35% and the permeability is 10 × 10−10 m2 [34], whereas for a metal foam
with a porosity of 87.6%, the permeability is 5.3 × 10−8 m2 [35]; thus, at the same velocity,
the entry region in the foam is about two orders of magnitude longer compared to the
spheres. Microscopic simulations [36] have shown that the hydrodynamic entry length
for air flow in metal foam having a cell diameter of 5.1 mm is 30.5 mm, compared to
1.7 mm predicted by the volume-average theory (at the same Reynolds number). This
clearly shows the disparity between the two approaches when it comes to hydrodynamic
development. Sachan et al. [37] indicated that the volume-average theory may not be valid
for metal foams.

Figure 1. Photograph of a block of open-cell aluminum foam with 20 pores per inch. (Photo taken
by author).

Another approach for capturing the complex structure of metal foam and similar
highly-porous media is by using micro-computed tomography (μCT) [38–41]. Governing
transport equations are then solved over the reconstructed foam structure. Tomography
machines are very expensive. Moreover, μCT data require powerful computers in order to
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capture and reconstruct the 3D structure of the foam from 2D images, and then to solve the
governing equations over this complex structure. Typically, researchers scanned small foam
samples and investigated transport on these samples, e.g., 8 mm3 [38], 9 mm3 [13], 10 × 11.7
× 11.7 mm [28], which is inadequate for capturing entry/boundary effects, and thus the
obtained results are only valid for fully-developed or periodic conditions. Even though
larger samples can be scanned, the maximum sample size depends on the resolution of the
μCT machines. Also, when using μCT, morphological and transport properties of a specific
foam structure are obtained individually on a case-by-case basis. This prevents performing
sizable systematic studies on multiple samples in order to yield general relations among
various parameters.

In order to save costs and time, researchers have modeled the complex geometry of
metal foam using ‘idealized’ cells that are intended to capture the relevant characteristics of
the foam’s structure [24,27,42]. The widely used cells [43] are the Kelvin tetradecahedron
cell [44–47] and Kelvin-like cells [48]. The foam’s structure has also been generated by
Laguerre-Voronoi tessellations [49]. Kumar et al. [50] investigated the effect of strut’s
cross-sectional shape on the thermo-hydraulic properties of metal foams when they are
represented by circular, square, diamond, hexagon, and star strut shapes. It was shown
that the cross-section shape had an influence on the thermal and hydraulic phenomena in
the foam.

In order to calculate the effective thermal conductivity, Bhattacharya et al. [51] repre-
sented the foam structure with two-dimensional hexagonal units with circular intersections.
The same representation was used by [52], but the intersections were square. Hu et al. [53]
represented the foam structure by tetrakaidecahedra to investigate the dehumidifying
process of moist air in metal foam. The same structural unit was used by [54] to determine
the surface area density of foams. Miwa et al. [55] utilized a geometrical cell that has
exterior cubical skeleton with interior struts.

Issues with current geometrical modeling include the complexity of cell structures,
the multi-steps needed to create the models, and the effort needed to duplicate cells for
large numerical-solution domains. Because of the complex cell structures, solutions usually
require considerable computational power and time. Certain models have limitations in
terms of the foam than can be represented by them. For example, the body-centered- cube
(BCC) model is limited to a foam porosity higher than 93% [55]. Other issues with the
BCC model is the difficulty of adjusting the ligament thickness and the pore diameter
independently [55]. Existing geometrical-modeling studies have typically assumed fully-
developed conditions by using a single (periodic) cell or few cells in their simulations, e.g.,
in [40,41]; as such, critical boundary and entrance effects are automatically not investigated.
Sachan et al. [37] has shown that these effects are considerable in foams.

Modeling efforts seem to be primarily focused on trying to match the geometrical
shape of the internal structure of the foam [27,56–58], not on matching pertinent mor-
phological properties (e.g., porosity and surface area). By doing so, they inadvertently
compromise the critical matching of key transport properties, e.g., effective thermal conduc-
tivity and convection heat transfer coefficient. Thus, not surprisingly, some of the idealized
structures poorly predict heat transfer and pressure drop as compared to actual struc-
tures of foam [59,60]. Actually, several foam’s modeling studies have recorded significant
differences between predictions of their models and experimental data, e.g., in [27,56,58].

It is evident that there is a need for robust modeling of highly-porous media such
as metal foams, so that cost and time of investigating flow and heat transfer therein
can be reduced. To that end, the modeling needs to be manageable in terms of geometric
complexity. More importantly, any geometric model must possess the equivalent properties
as the foam, such that pressure drop and heat transfer in the model match their counterparts
in the actual foam. This kind of matching is far more important than matching geometrical
shapes. The current paper is a first attempt at addressing some of these critical points.
The novelty and advantages of the current model described in this paper—over existing
models and other approaches for studying heat transfer in highly-porous media—can be
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summarized as follows. The current modeling effort is focused on matching pertinent heat
transfer properties, e.g., effective thermal conductivity and convection heat transfer area,
in order to better predict the combined conduction/convection heat transfer in metal foam.
Unlike previous modeling, the current modeling employs a very simple geometry that is
easy to duplicate, and saves computational time. The simple geometry is conducive to
constructing a large computational domain quickly. The model presented here mitigates
the need for expensive micro-computed tomography. In addition, the present model avoids
the use of the volume-average theory, which seems to produce unacceptable results when
applied to highly-porous media such as metal foam.

2. New Model Rationale and Development

When a highly-porous cellular material, e.g., open-cell metal foam, is attached to a
heated solid surface and subjected to fluid flow, the thin ligaments of the foam conduct
heat from the heated surface, which is subsequently convected to the through-moving
fluid. The ligaments have small diameters compared to the cell diameter. For example,
for a 97%-porous aluminum foam with a 6.90 mm cell diameter, the ligament diameter
is 0.41 mm [27]. This foam can be represented by equivalent parallel strands (EPS) made
from the same material as the foam, and attached perpendicularly to the same solid surface.
This modeling pertains strictly to two-dimensional heat transfer, e.g., a metal-foam heat
sink and metal foam sandwiched between two parallel plates with one or both plates
heated. To ensure that the EPS and the foam produce the same heat transfer and pressure
drop, the geometrical parameters for the EPS will be strategically derived from the actual
morphology of foam, as explained below.

In one manifestation of the EPS, the strands can be thin circular cylinders arranged
in a staggered fashion. For this case, the foam is actually represented by thin cylinders
of equal diameter, as in tube banks or pin fins. The geometry of the EPS is not arbitrary,
but is governed by the morphology of the foam. The geometry of an EPS model is fully
described by the cylinder’s diameter as well as the longitudinal, transverse, and diagonal
pitches. Figure 2 shows a top view of an EPS, identifying the width W, length L, and height
H (not shown). Assume that the EPS is attached at the bottom to a solid wall to apply
heat, as in the case of a heat sink. The geometric parameters of the EPS can be determined
using modeling relations (conceived for the first time). To ensure that the EPS and the
foam are equivalent in producing the same transport effects, conditions are imposed on the
modelling a priori. The equivalency conditions will yield equations that will be eventually
solved to yield the geometrical parameters of the EPS model, as expounded next.

 

Figure 2. Top view of the proposed EPS model showing its length L and width W. The longitudinal,
transverse, and diagonal pitches for the equilateral-triangle arrangement is also shown. The unit for
all of these parameters is mm.

78



Energies 2021, 14, 6308

• Conduction Equivalency Condition and First Modelling Relation:

The conduction in the solid phase of the foam is governed by the effective thermal
conductivity, which is primarily a function of porosity [48,60,61]. The gas flow in the
metal foam dispersion is negligible [62]. The porosity of the foam ε f is the ratio of the
void fraction to the total volume of the foam. The first equivalency condition is that the
porosities of EPS and foam must be equal:

ε f = εm (1)

For isotropic foam, the contact area between the foam and the wall is governed
by the solid fraction of foam, which is 1 − ε f . Unlike packed spheres, the porosity of
foams is constant even close to solid boundaries [57]. The percentage of the contact area
%Acon (the area where the cylinders contact the wall) to the total wall’s area is given by
%Acon = 1 − ε f . To take this further and illustrate the development of the EPS model,
the cylinders’ arrangement of Figure 2 is considered. This is a staggered arrangement
with a longitudinal pitch SL, transverse pitch ST , and diagonal pitch SD. One can define a
repeating unit: an area having a length SL and width ST surrounding a typical EPS cylinder
(the dotted small rectangle in Figure 2). If the diameter of a typical cylinder is D, then
the contact area is given by %Acon = (πD2/4)/STSL. Substituting for %Acon in the above
equation, the following is obtained:

1 − ε f = πD2/4/STSL (2)

This is the first EPS modelling relation. It relates the longitudinal pitch SL and
transverse pitch ST of the EPS model to the porosity of the foam.

• Convection Equivalency Condition and Second Modelling Relation:

The internal surface area of the foam controls the convection in such materials to a
large extent. This is, of course, in addition to the heat transfer coefficient, geometry, and
temperature difference between the solid and fluid inside the foam. In an attempt to have
the EPS model produce the same heat transfer as the foam, the second equivalency condition
imposed is that the surface area of the foam and that of its EPS model must be equal:

σf = σm (3)

The surface area of metal foams is often given in the literature [57,58], or can be
calculated [48,63,64]. Sometimes it is available by manufacturers, e.g., in [65]. Based on
Figure 2, the surface area (per unit volume) of the EPS is given by σm = n(πDH)/LWH =
n(πD)/LW, where n is the number of cylinders in a volume LWH. Based on a single
cylinder, the EPS is given by σm = (πDH)/STSL H = (πD)/STSL. Substituting in the
surface area equivalency condition in the second EPS modelling relation is obtained as:

σf = (πD)/STSL (4)

This is the second modeling relation. It relates the longitudinal pitch SL and transverse
pitch ST of the EPS model to the surface area density of the foam. Equations (2) and (4)
have three unknowns: D, ST , and SL.

• Staggering Option and Closing Set of Modelling Relations:

The remaining set of modelling relations depends on the choice of strands’ staggering
arrangement. For example, for the equilateral-triangle arrangement shown in Figure 3,
there is a relationship between the three pitches; namely SD = ST =

(
2/

√
3
)

SL. Once
this is substituted in Equations (2) and (4), only two unknowns D and SD remain, and the
resulting two equations are solved simultaneously to yield Equations (5)–(8):
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D = 4
(

1 − ε f

)
/σf (5)

SD =
2
σf

√√√√2π
(

1 − ε f

)
√

3
(6)

SL =
1
σf

√
2
√

3π
(

1 − ε f

)
(7)

ST =
2
σf

√√√√2π
(

1 − ε f

)
√

3
(8)

Figure 3. The equilateral-triangle arrangement. The longitudinal, transverse, and diagonal pitches,
as well as the diameter, are measured in mm.

Note that in these last four equations, D, SD, SL, and ST (the full description of the
EPS) are completely expressed in terms of the foam’s porosity ε f and surface area density
σf . The following procedure illustrates how the results of this section can be applied to
study heat transfer and pressure drop in metal foam:

(a) Start with metal foam with known porosity and surface area density, in which heat
transfer and pressure drop are of interest;

(b) use these two known morphological properties of the foam, and find the geometrical
properties of the tube bank (EPS) that would produce the same heat transfer and
pressure drop for this foam. The geometrical properties of the tube bank are obtained
using Equations (5)–(9);

(c) construct this tube bank geometry (EPS) in a numerical package, e.g., ANSYS;
(d) investigate (solve the momentum and energy governing equations) over this tube

bank in the numerical package. The resulting heat transfer and pressure drop of this
step will be the same as those of the foam.

These steps, and the way the current modeling is employed, are illustrated by the
following example.

3. Example and Numerical Solution on EPS

Consider a block of commercial open-cell aluminum foam having 20 pores per inch
(ppi). Let the dimensions of the cross-section of the foam be W = 10.16 cm (4 in) and
H = 10.16 cm (4 in). The length of the block in the flow direction is L = 5.08 cm (2 in). The
block is brazed to a 3-mm thick solid aluminum base. The aluminum block acts like a heat
sink: it is heated from the bottom with a constant heat flux of 29,900 W/m2 and is cooled
by the air. The cross-sectional area is open to the flow, while all other sides are insulated.
The porosity is 78.2%, which can be determined by comparing the weight of the foam to the
weight of an equivalent volume of solid aluminum alloy from which the foam is made. The
surface area density for this 20 ppi foam is available directly from the manufacturer [65]:

σf = 442.2 In
(

1 − ε f

)
+ 2378.6

(
m2/m3

)
(9)
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It should be noted that the surface area depends on the ppi, so the surface area and
the porosity are independent. For this foam block, knowledge of the porosity and surface
area density, along with a choice of staggering arrangement, are sufficient to determine
an EPS. Employing an equilateral-triangle arrangement, the EPS representing this foam
block is obtained using Equations (5)–(8), and is shown in Figure 4. The diameter of each
cylindrical strand in the EPS is 0.41 mm, and diagonal SD, longitudinal SL, and transverse
ST pitches are 1.37, 1.19, and 1.37 mm, respectively.

 
Figure 4. An equivalent-parallel-strands model for a metal foam block heated from the bottom. The
x- and y-coordinates are measured in mm.

The EPS was imported into a numerical package, i.e., ANSYS, and the microscopic
governing equations for energy and momentum were solved. To save time, and due to
symmetry, only a thin representative slice with a width of 1.37 mm, a height of 50 mm,
and the full length in the flow direction of 50.8 mm was used as the solution domain. This
segment includes 21 EPS cylinders, and is shown after meshing in Figure 5.

 

Figure 5. A representative section of the EPS model as a solution domain with meshing. The x- and
y-coordinates are measured in mm, while the velocity V is measured in m/s, the inlet temperature
Tin in K, and the heat flux q” in W/m2.
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The CFD solver within ANSYS was used to solved the governing equations for the
conservation of mass, momentum, and energy in two dimensions. The velocity components
were u and v in the x- and y-directions, respectively. The flow was assumed laminar and
incompressible with constant properties. The governing equations [27,39] are presented
below in the form of the dependent variables u, v, P, and T:

Continuity:
∂u
∂x

+
∂v
∂y

= 0 (10)

Momentum:

x − direction : ρ

[
u

∂u
∂x

+ v
∂u
∂y

]
= −∂p

∂x
+ μ

[
∂2u
∂x2 +

∂2u
∂y2

]
(11)

y − direction : ρ

[
u

∂v
∂x

+ v
∂v
∂y

]
= −∂p

∂y
+ μ

[
∂2v
∂x2 +

∂2v
∂y2

]
(12)

Energy equation : ρc
[

u
∂T
∂x

+ v
∂T
∂y

]
= k
[

∂2T
∂x2 +

∂2T
∂y2

]
(13)

where k and c are thermal conductivity and specific heat of the fluid, respectively.
The following boundary conditions were imposed:

At y = 0, k
∂T
∂y

= q′′ , u = v = 0 (14)

At y = H,
∂T
∂y

= 0, u = v = 0 (15)

At x = 0, T = T∞, u = uo, v = 0 (16)

A mesh independence study was conducted in order to establish both the accuracy
and independence of the results from the mesh employed. It was also conducted to save
time and computational cost. Three types of meshing were used: coarse, medium, and
fine. The number of nodes and the simulation time for three meshes are listed in Table 1.
There was a minor change in the results (0.17%) between the medium and fine meshes, and
the medium mesh was used in all investigations. The number of computation cells was
1,072,143. A laptop with a processor with four cores and eight logical processors at 1.6 GHz
and 8 GB of RAM was used. A typical run took 7 h and 15 min.

4. Numerical Predictions of the EPS Model

For an inlet air temperature T∞ of 300 K and a velocity uo of 2.5 m/s, Figure 6 shows
the air temperature as a function of y (distance from the heated base) at three different
axial locations measured form the inlet X = 6.53 mm, 19.05 mm, and 31.75 mm. The
same information is given for velocity 2.71 m/s in Figure 7. For these two velocities, the
Reynolds numbers based on the permeability of the foam are 37.4 and 40.6, respectively,
which indicates that the flow regime is laminar [35,66].

It is clear that the temperature behavior at the qualitative level makes sense and is
expected. The temperature decreases as the distance from the heated base increases. It is
at its maximum at the heated base, as indicated by the red color in Figures 6 and 7. At a
sufficiently far location from the heated base, the air temperature is cooler, and it is equal to
the inlet air temperature shown in blue. In addition, the temperature increases in the flow
direction due to continuous heating of the cooling air as it travels through the heat sink. As
the velocity increases from 2.5 to 2.71 m/s, the cooling of the EPS is more efficient because
of higher convection rates at the higher velocity. Also, the colored region (outside the blue
region) is shorter, and heat transfer is confined to a smaller region closer to the heated base.
While these trends are encouraging, a direct quantitative comparison to experimental heat
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transfer data in metal foam is needed in order to establish the validity of the modeling
approach, which will be shown below.

(a) (b)

Figure 6. Temperature distribution for: (a) uo = 2.50 m/s and (b) uo = 2.71 m/s. Temperatures are given in K.

Figure 7. Pressure drop per unit length in flow direction as predicted by the EPS model with an equilateral-triangle
arrangement.

One key parameter for investigating engineering designs employing forced convection
heat transfer in metal foam is the associated pressure drop. Figure 7 is a plot of the pressure
drop predicted by the EPS per unit length (in the flow direction) as a function of average
flow velocity. It is clear that the EPS model produces pressure drop data that strongly
follow the Forchheimer equation for porous media, including metal foam [8]:

ΔP
L

=
μ

K
V + ρCV2 (17)

In other words, the functional relationship between the pressure drop and the average
velocity is quadratic, which is the same behavior found in metal foam. This is encouraging
and suggests the possibility that the pressure drop in the EPS model can, albeit with some
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adjustment, be made to match the pressure drop in metal foam. The adjustment incudes
changing the staggering arrangement, while keeping the porosity and surface area density
of the EPS model equal to their counterparts in the foam. Nonetheless, experimental
pressure drop data is needed in order to directly compare pressure drop and further
validate the model.

5. Experimental Validation

Dukhan and Chen [67] measured steady-state local temperatures in a metal foam
block subjected to a constant heat flux with air flowing through it to remove the heat.
The current EPS modeling is used to model one of the foam blocks of [67], and then the
predictions of the model are compared to the experimental temperatures obtained by [67].
The dimensions of the cross section of the foam block of [67] were 10.16 cm (4 in) by
10.16 cm (4 in), and its length in the flow direction was 5.08 cm (2 in). The block was
brazed to a 12.7 mm (0.5 in) thick solid aluminum base. The temperature measurements
in the foam were performed at the axial locations (flow direction) X = 2.54, 3.81, and
4.44 cm, and at y-locations 1.27, 2.54, 3.81, 6.35, and 8.89 cm (perpendicular to the flow
direction), as shown in Figure 8. The problem was assumed two-dimensional by [67], and
all temperature measurements were performed in the z = 5.08 cm plane, where z is the
coordinate perpendicular to the page (not shown in Figure 8).

Figure 8. Experimental arrangement showing locations of the local temperature measurement and
the coordinate system of [67]. The x- and y-coordinates are measured in mm.

The foam block of [67] had the morphological properties shown in Table 1.

Table 1. Properties of one sample of open-cell aluminum foam used by [67].

Pore Density, ppi
Porosit,

ε (%)
Surface Area Density, σ

(m2/m3)

20 78.2 1705
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Since the porosity (78.2%) and the pore density (20 ppi) of this foam are known, an EPS
model for this foam can be constructed. The porosity is used to calculate the surface area
density according to Equation (9), which is specific to ERG aluminum foam with 20 ppi only.
Using the modeling relations Equations (5)–(8), the EPS model representing this particular
foam was obtained, for which the geometrical properties are shown in Table 2. The EPS
model was constructed in ANSYS, and CFD analysis was performed on it according to
Equations (10)–(16). The same average air velocity and inlet temperature was imposed on
the EPS as those used by [67] in their experiment. The boundary conditions were also the
same for the EPS and the actual foam of [67].

Table 2. Equilateral-triangle equivalent parallel strands. Parameters for the foam sample of Table 1.

D (mm) SD(mm) SL(mm) ST(mm)

0.51 1.04 0.90 1.04

The EPS models’ predicted temperatures are compared to their experimental counter-
parts of [67] in the following figures. Figure 9 represents an average air speed of 2.5 m/s.
In this figure, parts (a), (b), and (c) are for axial locations 6.35 cm, 19.05 cm, and 31.75 cm, re-
spectively. At these three axial locations, the experimental and EPS-predicted temperatures
are plotted as a function of y (the distance from the heated base). The two temperatures
agree very well, and they exhibit the same trend: the temperature increases as the distance
from the heated base decreases (note the coordinate system in Figure 8). This is true for all
axial locations; however, there are two observations. The first is that the agreement is best
at intermediate y locations, and is poorer at the heated base (y = 44.45 cm) and far away
from the heated base (y = 6.35 cm). This may be caused by differences in the flow fields of
the EPS model and the actual foam close to the solid heated boundary, which may alter
convection heat transfer in that region. The other observation is that the agreement gets
poorer as the distance from the inlet increases, meaning that the agreement is best close
to the inlet (at x = 6.35 cm, Figure 9a), and is worse far away from the inlet (at x = 31.75,
Figure 9c). The reason for this may be the existence of an exit region in metal foam. This
exit region may be different in the case of the EPS model as compared to the foam due to
geometric differences. Nonetheless, it can be stated that the agreement is generally very
good, since the average error between the predicted and experimental temperature is rather
small, as shown in Table 3. The maximum error is 9.46%.

Table 3. Percentage error between the EPS models’ predicted and experimental temperatures at an
air speed of 2.50 m/s.

Axial Location, x
(cm)

Average Error
(%)

Maximum Error
(%)

6.35 2.64 4.05
19.05 2.81 5.33
31.75 3.28 9.46
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(a)

(b)

Figure 9. Cont.
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(c)

Figure 9. Comparison between EPS models’ prediction and the experimental data of [67] at an average air speed of 2.50 m/s
and at the axial location form the inlet: (a) 6.35 cm, (b) 19.05 cm, (c) 31.75 cm.

Figure 10 has a comparison between the EPS model and the actual foam of [67] at an
average air speed of 2.71 m/s. Similar observations that were made for the lower velocity of
2.50 m/s can be made for this higher flow velocity. For the two velocities and at all locations,
the EPS model is seen to always predict lower temperatures compared to the experimental
temperatures of [67]. At this higher velocity, the difference between the models’ predictions
and the experimental temperatures is higher, as indicated in Table 4. This is due to the fact
that geometric differences between the model and the foam are expected to play a stronger
role at a higher velocity. The geometry has a stronger influence on the flow field at higher
velocities, and thus on convection heat transfer. Another issue is that the parallel strands of
the EPS are not cross-connected, while the ligaments of the foam connect randomly in three
dimensions. This contributes to a more efficient heat transfer in the case of the foam.

Table 4. Percentage error between the EPS models’ predicted and experimental temperatures at an
air speed of 2.71 m/s.

Axial Location, x
(cm)

Average Error
(%)

Maximum Error
(%)

6.35 3.05 3.85
19.05 4.05 8.38
31.75 3.55 10.67
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(a)

(b)

Figure 10. Cont.
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(c)

Figure 10. Comparison between EPS models’ prediction and the experimental data of [67] at an average air speed of
2.71 m/s, at the axial location form the inlet: (a) 6.35 cm, (b) 19.05 cm, (c) 31.75 cm.

The solution domain employed in this study was 1.37 mm × 50 mm × 50.8 mm, which
represented 1574 foam cells. For this large domain, only 1,072,143 computational elements
were needed, and the obtained numerical results were in very good agreement with their
experimental counterparts. This represents considerable savings in the computational time
and power needed. For example, 188,885 computational cells were needed to investigate
one body-centered-cube model of a single foam cell [57], while for 20 body-centered-cube
cells representing metal foam, a total 918,016 computational elements we needed in the
numerical solution of [36]. As for solving the governing equations over a domain made of
20 Kelvin cells representing metal foam, three million numerical cells were needed [56], and
for the Laguerre-Voronoi structure representing 10 foam cells, eight million computational
cells were needed [49]. In the case of solving a domain of 2 mm × 2 mm × 10 mm of foam
captured by μCT, eight million computational cells were required [51]. These comparisons
show the efficiency of the current EPS modeling.

6. Conclusions

A new modelling technique for highly-porous metal foam and similar porous media
has been presented. The modelling is valid strictly for macroscopically two-dimensional
heat transfer due to the fluid flow in highly-porous media; for example, metal-foam heat
sinks and metal foam packed between two parallel plates, with one or both plates heated.
The modeling is designed to produce a simpler geometry than the foam’s complex structure,
and thus save time and computational costs. The new paradigm stresses that, instead
of focusing on geometrical shape similarity, the modeling should strive to match key
morphological and transport properties of the foam, so that pressure drop and heat transfer
in the model are as close as possible to those of the foam. The modeling technique was
illustrated by an example, and partially validated by comparison to experimental local
temperatures in actual foam from the literature. Good agreement was obtained for all
temperatures. The case considered in the comparison was for cylindrical strands in an
equilateral-triangle staggered arrangement, and one metal foam with one pore density
was considered. Further verification and experimental data are needed to establish the
robustness of the modelling and to identify its limitations. The pressure drop in the
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equivalent parallel strands model obeyed the Forchheimer equation, suggesting that the
strands followed the Forchheimer equation for porous media just like open-cell metal foam.
However, pressure-drop predictions of the model need to be directly compared to actual
pressure-drop data from experiments on actual foam. Such a comparison may lead to ways
of improving the model and/or calibrating it.
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Nomenclature

Acon contact area
c specific heat of fluid (kJ/kg·K)
C form drag coefficient (m−1)
D diameter (mm)
EPS equivalent parallel strands
H height of model or foam (cm)
k thermal conductivity (W/m K)
K permeability (m2)
L length of model or foam in flow direction (cm)
n the number of cylinders in EPS
ppi pore per inch
q′′ heat flux (W/m2)
SD diagonal pitch (mm)
SL longitudinal pitch (mm)
ST transverse pitch (mm)
T temperature (K)
u velocity in x-direction
V Darcian velocity (m/s)
v velocity in y-direction
W width of model or foam (cm)
x axial coordinate along the flow direction
y coordinate perpendicular to flow direction
Δp pressure drop (Pa)
ρ density of fluid (kg/m3)
ε porosity
σ surface area density (m2/m3)
μ viscosity (kg/m s)
f foam
m model
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Abstract: The long standing issue of increased heat transfer, always accompanied by increased pressure
drop using metal foams, is addressed in the present work. Heat transfer and pressure drop, both of
various magnitudes, can be observed in respect to various flow and heat transfer influencing aspects of
considered metal foams. In this regard, for the first time, orderly varying pore density (characterized by
visible pores per inch, i.e., PPI) and porosity (characterized by ratio of void volume to total volume) along
with varied thickness are considered to comprehensively analyze variation in the trade-off scenario
between flow resistance minimization and heat transfer augmentation behavior of metal foams with
the help of numerical simulations and TOPSIS (Technique for Order of Preference by Similarity to
Ideal Solution) which is a multi-criteria decision-making tool to address the considered multi-objective
problem. A numerical domain of vertical channel is modelled with zone of metal foam porous media at
the channel center by invoking LTNE and Darcy–Forchheimer models. Metal foams of four thickness
ratios are considered (1, 0.75, 0.5 and 0.25), along with varied pore density (5, 10, 15, 20 and 25 PPI),
each at various porosity conditions of 0.8, 0.85, 0.9 and 0.95 porosity. Numerically obtained pressure
and temperature field data are critically analyzed for various trade-off scenarios exhibited under the
abovementioned variable conditions. A type of metal foam based on its morphological (pore density and
porosity) and configurational (thickness) aspects, which can participate in a desired trade-off scenario
between flow resistance and heat transfer, is illustrated.

Keywords: metal foams; thickness ratio; pore density; porosity; heat transfer; pressure drop; trade-
off; TOPSIS

1. Introduction

Metal foams have been widely researched for their excellent thermal transfer aug-
menting potential due to their extraordinary heat conducting properties, high surface
area density and other desired properties such as high strength and low density. Applica-
tions where metal foams have been found to be advantageous include hotspot removal in
electronic equipment [1,2] thermal energy storage [3,4], photo voltaic panel [5], thermal
management in batteries [6,7], boiling heat transfer [8], solar collectors [9,10], etc. However,
the benefit of augmented heat transfer with the use of metal foams in heat exchanging
applications is always compromised by increased pressure drop due to high flow ob-
struction offered by such materials. Hence, it is crucial to analyze the thermo-hydraulic
behavior of metal foams with both flow resistance and heat transfer enhancement. Several
factors that influence flow and heat transfer through metal foam include material aspects
(thermal conductivity [11]), structural aspects (porosity and pore density [12]), configu-
rational aspects (thickness [11,13] and partial filling [14,15]), the foam geometrical aspect
(shape [16]), and the arrangement aspect (foam multi-layer [17]), etc. It is interesting to note
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that different combinations of these aspects result in varied pressure drop and heat transfer,
thus allowing a better trade-off between enhanced heat transfer with the accompanied
increased pressure drop. In this regard, heat transfer and flow influencing, structural (pore
density and porosity) and configurational (thickness) aspects that can be altered resulting
in varied magnitudes of both heat transfer as well as flow characteristics of a thermal
system involving metal foam are analyzed in this study.

In the previous studies [12,18], the influence of structural aspects (PPI and porosity)
on varied flow resistance and thermal transmission behaviors was illustrated, highlighting
the optimum selection of foam samples based on their structural aspects for a desired
thermo-hydraulic performance. However, it is interesting to analyze the thermo-hydraulic
performance of metal foams subjected to further accompanied variable conditions such as
varied thickness scenarios. Many works involving investigation of optimum performance
of high flow resistance inducing metal foams include either partial filling scenarios (varying
thickness) or varying structural aspects (pore density and porosity). As per our best knowl-
edge, there is no work in the literature that reflects the combined effect of varying thickness
along with variations in structural aspects to describe varied magnitudes of flow resistance
and thermal transmission in a system with metal foams.

Zuo et al. [19] numerically investigated optimal design of partially filled metal foams on
the improved performance of a latent thermal storage component. Various filling thicknesses
and filling angles were considered. Sardari et al. [20] performed a numerical study to
investigate the behavior of a heat storage system with copper foam and phase change
material. They considered foam structural variables such as porosity and pore density with
different heater locations. Higher rates of heat transfer were observed with the addition
of metal foam. The effect of porosity and PPI on temperature and liquid fraction in the
porous-PCM heat storage unit was illustrated in this study. The significance of metal foams
in enhancing heat transfer in heat storage units can also be seen in a study by Mohammed
et al. [21]. The authors took the effect of pore density into consideration and observed
that using metal foams of higher PPI, the circulation of generated heat in the domain
gets more uniform, aiding the melting process. Recent studies also focused on numerical
modeling of porous media with high Prandtl number fluids to analyze various naturally
occurring phenomena [22]. Li et al. [23] experimentally investigated the enhancement
of heat transfer using a partially filled gas tube with metal foams. The study revealed
that for a considered thickness and porosity condition, an increase in PPI increased the
heat transfer. Bianco et al. [24] made an attempt to understand the trade-off between
pressure drop and heat transfer in a heat sink with metal foam and metal foam fins. They
provided optimization procedures to enhance heat transfer at a given pumping power with
the help of Pareto plots. Siavashi et al. [25] considered gradient and multilayered metal
foams to understand flow and heat transfer behavior with nanofluid as the working fluid.
Optimized properties of metal foams and various types of arrangements to enhance heat
transfer with reduced pumping power were analyzed. Anuar et al. [26] investigated the
effects of pore density and height of metal foam on pressure drop characteristics. The study
reported an enhancement of pressure drop with an increase in blockage ratio and pore
density. Lai et al. [27] studied the effect of pore density of coated hydrophilic foams on
heat transfer and pressure drop when subjected to wet air flow. Variation of pore density
was considered for the single porosity condition in this study, limiting the study to a single
structural variable and coating type (hydrophobic or hydrophilic). A pore scale simulation
by Sun et al. [28] also focuses on the augmentation of thermal transmission with an upsurge
in porosity as well as with an increase in pore-density conditions. The study considered
0.9, 0.87 and 0.82 porosity foam samples of 40, 20 and 10 pores per inch, respectively. The
comprehensive heat removal enhancement index was evaluated in the study and found
that it was better exhibited by a foam sample of 0.87 porosity with 40 PPI pore density
condition. Mancin et al. [29] investigated pressure drop and heat transfer through metal
foams of 20 PPI with various heights. The study revealed that although the pressure drop
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was the same for both height conditions (20 and 40 mm), a significant change could be
observed in heat transfer.

Jadhav et al. [15] investigated the performance of metal foams under the partially filled
scenario of various configurations. Metal foams of altered combinations of PPI and porosity
were included in the analysis. The study reported the variation in heat transfer correspond-
ing to the metal foam sample and type of partial filling configuration. Singh et al. [13]
investigated the influence of thickness on heat transfer through jet array impingement in
foams to arrive at a scenario with high heat transfer and reduced pressure drop conditions.
For this, 5, 10 and 20 PPI pore density foam samples of 19, 12.7 and 6.35 mm thicknesses
were considered for the analysis. Optimum thermo-hydraulic performance for a consid-
ered pore density foam sample was reported to have been observed at the intermediate
foam thickness.

Our literature survey showed that metal foam works in literature mostly consider
the effect of individual variable conditions or set of constant variable conditions to assess
flow resistance and heat transfer in a thermal system with metal foams. However, when
both pressure drop and heat transfer vary individually as well as with combined effects
of the given variable conditions, it becomes crucial to understand the flow and heat
transfer behavior through metal foams corresponding to their orderly varied structural
aspects (pore density and porosity) along with simultaneously varying thickness condition.
Pressure drop (representing flow resistance), wall heat transfer co-efficient and wall Nusselt
number (both representing heat transfer enhancement) are comprehensively analyzed using
TOPSIS a multi-objective multi-criteria decision-making tool to understand the trade-off
scenario between enhanced heat transfer and increased pressure drop for all the considered
scenarios. This makes possible to understand various trade-off scenarios between pressure
drop minimization and heat transfer enhancement associated with metal foams subjected
to combined variable conditions, which is the goal of the current investigation.

2. Problem Statement

Kamath et al.’s [30] effort to experimentally analyze the thermo-hydraulic perfor-
mances of metal foams in a flow channel (vertical) is numerically modelled in the present
study. Figure 1 depicts the sketch of the experimental set up.

Figure 1. Sketch depicting the front view of the experimental set up used in [9] which has a depth of
250 mm. It is mainly constituted by the following: (1) vertical channel, (2) metal foam, (3) aluminum
plate and (4) heater.
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It is constituted by a 27 × 250 × 390 (mm) rectangular channel vertically placed, having
a heater providing heat flux (constant) of 266.67 W/m2 in the middle of the channel passage
adjacent to two aluminum plates of 3 mm thickness. Metal foams are accommodated within
the channel. LTNE and Darcy–Forchheimer models are implemented to model the thermo-
hydrodynamic phenomenon through the metal foam. Aluminum metal foams of 0.95, 0.9,
0.85 and 0.8 porosity, each with a pore density of 25, 20, 15, 10 and 5 PPI are analyzed
by housing in the mid-way of the channel adjacent to a thin aluminum plate subjected to
constant heat flux condition. An air flow of 0.4 m/s is allowed into the channel consisting
of heater-plate (Al)-porous assembly. Under a steady-state condition, the temperature
field across the aluminum plate is obtained in terms of average wall temperature, in every
case considering 20 various types of metal foams (of various structural aspects, i.e., pore
density and porosity) each at 4 different thicknesses scenarios, totaling 80 different cases
for simulations.

Using each structural (pore density and porosity combination) and configurational
(various thickness) information, the average wall temperature of the aluminum plate is
computed along with pressure drop incurred through the foam filled domain. Further,
pressure drop (representing flow resistance), wall heat transfer co-efficient and wall Nusselt
number (both representing heat transfer enhancement) are comprehensively analyzed
using TOPSIS, a multi-objective multi-criteria decision-making tool to comprehend the
trade-off scenario between enhanced heat transfer and increased pressure drop for all the
considered scenarios.

3. Governing Equations

The conservative equations considered by the solver to exhibit flow and temperature
fields in the non-foam region are provided in Equations (1)–(3).

Continuity equation:
∂
(

ρ f ui

)
∂xi

= 0, (1)

Momentum equation:

∂
(

ρ f uiuj

)
∂xj

= − ∂p
∂xj

+
∂

∂xj

(
μ f

)(∂ui
∂xj

+
∂uj

∂xi

)
, (2)

Energy equation (for fluid):

∂
(

ρ f Cp f ujT
)

∂xj
=

∂

∂xj

(
λ f

∂Tf

∂xj

)
. (3)

Governing equations corresponding to regions with foam are given in Equations (4)–(8).
Heat transfer and flow influencing parameters such as thermal conductivity, pore density
(pores per inch), porosity (ratio of void volume comprising fluid to total volume in a fluid satu-
rated porous medium), surface area density (surface area to volume ratio of inter structures of
the porous medium), interfacial heat transfer coefficient (corresponding to heat transmission
across the structures of the porous medium), etc., are incorporated in the conservative equa-
tions. The source term appearing in the momentum equation given in Equation (9) rightly
considers both viscous (as a result of interaction within the fluid) as well as inertial effects (as
a result of interaction of fluid with solid structures) occurring in cases of flow through metal
foam similar porous media.

Continuity equation:
∂
(

ρ f εui

)
∂xi

= 0 (4)
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Momentum equation:

∂
(

ρ f uiuj

)
∂xj

= −ε
∂p
∂xj

+
∂

∂xj

(
μ f

(
∂ui
∂xi

+
∂uj

∂xj

))
– ε(

μe f f

K
ui + ρ f C|u|ui

)
, (5)

where, K is permeability, and C is the inertia coefficient.
The energy equation for solid and fluid phases for a LTNE condition is for fluid,

ε
∂
(

ρ f Cp f ujT
)

∂xj
= λ f eε

∂

∂xj

(
∂Tf

∂xj

)
+ hs f as f

(
Ts − Tf ), (6)

and for solid,

λse(1 − ε)
∂

∂xj

(
∂Ts

∂xj

)
= hs f as f

(
Ts − Tf ), (7)

where
λ f e= λ f . ε and λse= λs . (1 − ε). (8)

Boundary conditions for the considered problem are clearly shown in Figure 2. The
uniform velocity boundary condition is given at the inlet of the flow passage, and the
pressure outlet boundary condition is assigned at the outlet of the channel passage. The
heater plate is given with constant heat flux boundary. The walls of the channel passage are
assigned with the insulated boundary condition. The working fluid considered is air with
0.4 m/s velocity. It can be noted that the Reynolds number based on hydraulic diameter is
found to be 1226, signifying a forced convection dominant regime.

Figure 2. Sketch of complete thickness (100% foam filled) numerical domain with assigned
boundary conditions.

The studied 4 length of the metal foam is also shown in Figure 3. The problem is
solved for four cases, 100%, 75%, 50% and 25% length of the metal foam.
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Figure 3. Sketch depicting the various thickness configurations considered in the present study:
(a) 100% thickness, (b) 75% thickness, (c) 50% thickness and (d) 25% thickness.

The definitions of heat transfer coefficient and Nusselt number in this study are
given below.

Heat transfer coefficient:
hwall =

Q
AΔTw

, (9)

where
ΔTw = [T − Ta]. (10)

Nusselt number:
Nuwall =

hwall Dh
λe f f

, (11)

where
λe f f ective =

(
λε

f × λ1−ε
s

)
. (12)

Correlations provided by [31,32] to evaluate the interfacial parameters appearing
in the energy equation, surface area density and heat transfer co-efficient are shown in
Equations (13) and (14). The following section deals with the above-mentioned aspects.

as f =
3πd f (1 − exp − ((1 − ε)/0.04))(

0.59dp
)2 , (13)

hs f d f (1 − exp − ((1 − ε)/0.04))
λ f

=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0.76Red f
0.4Pr0.37,

(
1 ≤ Red f ≤ 40

)
,

0.52Red f
0.5Pr0.37,

(
40 ≤ Red f ≤ 103

)
,

0.26Red f
0.6Pr0.37,

(
103 ≤ Red f ≤ 2 × 105

)
,

(14)

dp =
0.0254

PPI
, (15)

d f

dp
= 1.18

√
1 − ε

3π
× 1

1 − exp − ((1 − ε)/0.04)
, (16)
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4. Numerical Details and Grid Independent Study

Sketch of two-dimensional numerical domains for computation is depicted in Figure 2
with described boundary conditions required for numerical modeling of the domain us-
ing commercially available ANSYS FLUENT software (Ansys, India). Contact regions
of porous, solid and fluid regions are associated with the corresponding interfaces. The
experimental domain is symmetric in nature about its axis along the flow direction as can
be seen in Figure 1, and therefore, just one part of the symmetrical domain is considered
for the numerical modeling that results in decreased computational effort by appropri-
ately incorporating a symmetry boundary condition at the center line axis separating
two symmetrical portions. The obtained numerical domain mainly constitutes a heater
close to a solid plate of aluminum that faces inward into the channel passage accommo-
dating the foam sample. Evaluation of the required flow and heat transfer influencing
properties appearing in the governing equations are estimated as provided in [12,18].

The pressure-based coupled algorithm is used to solve continuity and momentum
equations in order to achieve numerically modeled flow domain. The convergence determined
by residuals of the solutions in the iterative steps is set as 10−5 for momentum and continuity
and 10−10 for energy. A grid independence study was carried out for the numerical domain
in the present study comparing the domain with 26,130; 56,700 and 88,400 cells as shown in
Table 1. Having the highest cell domain as the base line, it was observed that the percentage
deviation of pressure drop and wall temperature are found to be at least 0.07% and 0.42%,
respectively, for the meshed domain of 56,700 cells. However, with a lower mesh size of
26,130 cells, the respective percentage deviations of pressure drop and wall temperature were
found to be 0.22% and 0.94%, and any further decrease in the number of cells in the meshed
domain would increase the deviation of the mentioned heat transfer and flow parameters.
Therefore, in the current study for optimum computational effort, a mesh domain with
56,700 elements is chosen, and subsequent simulations were carried out in the same meshed
domain throughout the present work.

Table 1. Grid independence study.

Mesh Type No. of Elements
Pressure Drop

ΔP, N/m2
Temperature Difference

ΔT ◦C
Deviations

ΔP, %
Deviations

ΔT, %

1 26,130 27.60 7.74 0.22 0.94
2 56,700 27.56 7.70 0.07 0.42
3 88,400 27.54 7.66 Base line

5. Validation of the Numerical Solution

The numerical procedure involved in the present study is validated against the ex-
perimental work of [30]. Variations of numerically predicted thermal parameters, such
as wall temperature and wall heat transfer coefficient, with those of Kamath et al.’s [30]
experimental data are shown in Figure 4a for 20 PPI and 0.9 porosity porous foam. Similarly,
the variation of the numerically simulated and experimentally obtained flow parameter is
shown in Figure 4b in terms of variation in pressure drop for a foam sample of 0.9 porosity
and 20 PPI. Numerically predicted data of thermal and flow parameters are observed to
be in good agreement with that of the experimental work. Maximum percentage devi-
ation of numerically predicted temperature data was found to be only 2.75% from that
of experimental value and a 0.048% of minimum deviation was observed between the
numerically predicted and experimentally obtained data. Similarly, with good agreement
in trend of pressure drop variation, numerically predicted data showed an average per-
centage deviation of 12%. This confirms the aptness of the current numerical procedure
and adopted models to predict flow and temperature field in a domain consisting of metal
based porous media.
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Figure 4. (a) Assessment of closeness of numerically predicted thermal parameters (wall heat transfer
coefficient and wall temperature) for metal foam of 0.9 porosity and 20 PPI with that of experimental
data. (b) Assessment of closeness of numerically predicted flow parameters (pressure drop) for metal
foam of 0.9 porosity and 20 PPI with that of experimental data.

6. TOPSIS Technique and Various Trade-off Scenarios between Pressure Drop
Minimization and Heat Transfer Augmentation Behavior

The TOPSIS technique allows multi-objective optimization to be employed where
one objective is to minimize a parameter and, contrarily, another is to maximize the
other parameter (in this study, flow resistance and heat transfer are the parameters to be
minimized and maximized, respectively) to understand and distinguish the given variable
conditions (under various pore density, porosity and thickness conditions) based on various
trade-offs between pressure drop and heat transfer. It also makes it possible to know in
what trade-off scenario a given variable condition is participating. The knowledge of the
trade-off in which a given variable condition would result becomes crucial for designing
a heat transfer device where maximization of heat transfer and minimization of pressure
drop are of major interest. In that direction, the present work demonstrates various trade-
offs (in terms of Criteria I to V) involving variable conditions such as pore density, porosity
and thickness of the metal foam that can alter the trade-off between heat transfer and
pressure drop.

Various steps involved in implementing the TOPSIS method are as follows [12,33]:

• Step 1: Obtain matrix of normalized columns.

Produce a matrix of two columns each comprising values of wall heat transfer co-
efficient (hi1) and values of pressure drop (pi2), respectively. Produce another set of
two columns each comprising normalized magnitudes of heat transfer coefficient and
pressure drop (h_i3) and (p_i4), respectively, using Equations (17) and (18).

hi3 =
hi1√

∑m
i=1 hi1

2
, (17)

pi4 =
hi2√

∑m
i=1 pi2

2
. (18)

where ‘i’ indices (i = 1, 2, . . . , m) indicate the rows of the matrix, and ‘m’ represents the
total number of metal foam models (pertaining to all variable conditions).

• Step 2: Obtain matrix of weight assigned normalized columns.

Additionally, the matrix is extended with weighted normalized columns, using
Equations (19) and (20); the weight of unity is distributed (that varies from 0 to 1) to
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the formerly computed values of normalized magnitudes of heat transfer coefficient and
pressure drop. The allotted weight entirely depends on the particular interest of the design.

Vi5 = hi3.Wh, (19)

Vi6 = pi4.Wp. (20)

where Wh and WP are 0 and 1, respectively, for criteria I, whereas it is 0.25 and 0.75, 0.5 and
0.5, 0.75 and 0.25 and 1 and 0 for criteria II, III, IV and V, respectively. Various criteria and
their significance are elaborated in the later discussion.

• Step 3: Obtain the ideal best V+ and ideal worst V− values.

The ideal worst and best values are achieved from the formerly computed weighted
normalized columns of pressure drop and the heat transfer coefficient values. Ideal best
value (V+) is the highest value in the set of beneficial parameters and the lowest value in
the set of unfavorable parameters. Similarly, ideal worst value (V−) is the lowest value in
the set of favorable parameters and the highest value in the set of unfavorable parameters.
In the present study, since pressure drop is considered as the unfavorable parameter while
average heat transfer coefficient is considered as the favorable parameter, the highest
value among the weighted normalized columns of pressure drop is regarded as the ideal
worst, and the lowest value amongst the weighted normalized column of pressure drop
is chosen as the ideal best value. On the other hand, the maximum value among the
weighted normalized column of heat transfer coefficient is chosen as the ideal best value,
and the lowest value among the weighted normalized column of heat transfer coefficient is
considered as the ideal worst value. Identification of the ideal best value V+ and the ideal
worst value V− is expressed using the Equations (21)–(24).

Vh
+ = max(Vi5), (21)

Vp
+ = min(Vi6), (22)

Vh
− = min(Vi5), (23)

Vp
− = max(Vi6). (24)

• Step 4: Obtain the Euclidean distance.

Euclidean distance refers to the relative distance of each weighted normalized value
from the obtained (best or worst) ideal values. Positive Euclidean distance is the measure
of distance of each value in the weighted normalized column from the ideal best value
and is evaluated as given in Equation (25). Similarly, negative Euclidean distance is the
measure of distance of each value in the weighted normalized column from the ideal worst
value and is evaluated as given in Equation (26).

Si
+ =

[(
Vi5 − Vh

+
)2

+
(
Vi6 − Vp

+
)2
]0.5

, (25)

Si
± =

[(
Vi5 − Vh

−)2
+
(
Vi6 − Vp

−)2
]0.5

. (26)

• Step 5: Evaluate the performance score.

Performance scores of metal foams of all considered variable conditions are evaluated
using Equation (27). It ranks the metal foams subjected to variable conditions (pore density,
porosity and thickness) based on the values of the heat transfer coefficient and pressure
drop exhibited, under the restriction of how close is its performance in meeting the given
weighted criteria.

Pi =
Si

−

Si
+ + Si

− . (27)
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7. Results and Discussion

7.1. Pressure Drop and Heat Transfer Characteristics

Pressure drop variation is shown in Figure 5 for varying thickness scenarios, each for
foam materials of various PPI and porosity blends. It can be observed that for any given
thickness of the foam sample considered, pressure drop increases with an increase in pore
density for any given porosity condition due to the increased resistance to flow. This is
primarily due to the increase in number of metal fibers with the increase in pore density
condition, which results in increased flow obstruction leading to an increased pressure
drop. Contrarily, the pressure drop intensifies with a decrease in porosity for any given
pore density condition. It has to be noted that varied porosity for a given pore density
condition is achieved as a result of a compromise in the fiber diameter of the foam samples.
In this regard, for a given pore density situation, the porosity of a foam sample is increased
as a result of a decrease in the fiber diameter allowing lesser flow obstruction to the flow
and, consequently, a lowered pressure drop. For a given pore density condition, porosity
decreases with an increase in fiber diameter, resulting in an increased flow resistance and,
consequently, increasing the pressure drop. When the thickness of the metal foams is
reduced, as an obvious behavior the pressure drop is observed to decrease. The interesting
observation can be made from Figure 5 that, although the pressure drop continuously
decreases or increases for a given PPI and porosity combination with variation in thickness,
a certain pressure drop values can be observed to be close for foam samples of different
foam structural properties (pore density and porosity) under varied thickness scenario.
Since heat transfer characteristics also vary with the mentioned variables, it would be
interesting to analyze what combinations of PPI and porosity of a foam material, under
which thickness scenario, are participating in a desired trade-off scenario between curtailing
pressure drop and enhancing heat transfer.

Figure 5. Variation of pressure drop for varying thickness scenario at various pore density and
porosity conditions.

Heat transfer features of the metal foams of considered pore density and porosity
combinations with varying thickness condition are shown in Figure 6, in terms of average
wall heat transfer coefficient, and in Figure 7, in terms of wall average wall Nusselt number.
It can be observed that for any given thickness scenario, the average wall heat transfer
coefficient increases with upsurge in pore density for a considered porosity condition as
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a result of augmented interfacial area density participating in improved heat transfer [12].
Similarly, for a given pore density condition in any thickness scenario considered, the
wall heat transfer coefficient is observed to increase with an increase in porosity due to
enhanced interfacial heat transfer coefficient as a result of increased fluid volume . This is
primarily due to the increased fluid to solid ratio with the increase in porosity enabling
more fluid to participate in the heat transfer [12]. It can be seen that the wall heat transfer
coefficient increases greatly with an increase in pore density for a given porosity condition
compared to the increase in the same coefficient with an upsurge in porosity for a given
PPI condition. Interfacial heat transfer is a key feature of heat transfer through a porous
medium that contributes to the overall heat transfer in a medium filled with metal foam
as porous medium. It is characterized by an interfacial specific surface area (asf) and
interfacial heat transfer co-efficient (hsf). The product of these parameters asf × hsf can
be seen appearing in the energy equation (Equations (6) and (7)). An increase in pore
density with constant porosity increases both asf and hsf, whereas an increase in porosity at
constant pore density decreases the interfacial specific surface area and slightly increases
interfacial heat transfer coefficient as a result of increased fluid volume in the domain.
Owing to these effects, heat transfer characterized by a wall heat transfer co-efficient can
be observed to greatly increase with pore density for a given porosity condition compared
to its increase with an increase in porosity for a given pore density condition. Considering
the variation of wall Nusselt number under the considered variable conditions, a similar
trend in relative deviation of wall Nusselt number similar to that of wall heat transfer
coefficient is observed. However, Nusselt number is observed to greatly increase with
porosity rather than with changes in pore density. Unlike wall heat transfer coefficient
behavior, Nusselt number accounts the heat transfer through convection compared to
heat transfer that would have resulted through conduction. In this regard, an increase in
porosity resulted in a higher Nusselt number with greater magnitude than it would be
with an increase in pore density, corresponding to effective thermal conductivity value as
described in Equation (12). From the variation of both average wall heat transfer coefficient
and average wall Nusselt number, the heat transfer can be perceived to increase with
an increase in pore density and as well as with porosity. In addition to this, an increase in
heat transfer can be seen with an increase in thickness as an obvious result.

Figure 6. Variation of wall heat transfer coefficient for varying thickness scenarios at various pore
density and porosity conditions.
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Figure 7. Variation of wall Nusselt number for varying thickness scenarios at various pore density
and porosity conditions.

It can be observed that the pressure drop and heat transfer characteristics of metal
foams are similar to those of other metal foams subjected to variation in pore density,
porosity as well as thickness. For comparison, the pressure contours of 100% thickness and
50% thickness of 0.95 porosity 10 PPI foam are shown in Figure 8a,b. Similarly, temperature
contours of 100% thickness and 50% thickness of 0.95 porosity 10 PPI foam are also shown
in Figure 9a,b.

Figure 8. (a) Pressure contours of 100% thickness of 0.95 porosity 10 PPI foam. (b) Pressure contours
of 50% thickness of 0.95 porosity 10 PPI foam.
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Figure 9. (a) Temperature contours of 100% thickness of 0.95 porosity 10 PPI foam. (b) Temperature
contours of 50% thickness of 0.95 porosity 10 PPI foam.

Each metal foam of a given pore density and porosity combination under the consid-
ered thickness exhibits unique heat transfer and pressure drop characteristics. This raises
the interesting question of by what magnitude the pressure drop is compensated to exhibit
the corresponding heat transfer behavior. Noting that this trade-off scenario varies with
the structural (pore density and porosity) and as well as with configurational (thickness)
aspects, a comprehensive analysis attempting to understand the tradeoff mechanism be-
tween minimizing pressure drop abilities and maximizing heat transfer characteristics of
a metal foam under a given variable condition would be very beneficial in the field of heat
transfer involving metal foams.

7.2. TOPSIS Analysis

As a well-known fact, the benefit of an increase in heat transfer is always supplemented
by an undesired increased pressure drop with the use of metal foams in heat exchanging
applications. It is a long-standing issue which requires attention to arrive at an optimum
performance. There are several aspects that determine the exhibited trade-off process
in the heat transfer enhancement and pressure drop minimization phenomenon; among
them, varying thickness scenario and varying PPI and porosity of foams are the best
choice of parameters to include in analyzing the tradeoff process as they can be easily
varied. In the present study, varying thickness scenarios of four kinds are considered
simultaneously with altering pore densities of five kinds (5, 10, 15, 20 and 25 PPI), each
with a combination of various porosities such as 0.8, 0.85, 0.9 and 0.95 porosity. The flow
resistance, characterized by pressure drop, and the heat transfer, characterized by average
wall heat transfer coefficient and Nusselt number exhibited by the metal foams of the
above-mentioned variable conditions, are shown in Figures 5–7, respectively. However,
none of the mentioned graphs gives information on what is the trade-off in the flow
resistance minimization behavior of metal foams in order to exhibit a given heat transfer
characteristic. It is here that TOPSIS (technique for order of preference by similarity to
ideal solution), a multi-objective, multi-criteria decision-making tool, plays a key role
in analyzing which metal foams of given variable condition perform best in meeting
a desired trade-off scenario. In other words, the TOPSIS methodology makes it possible to
understand how the flow resistance minimization behavior of metal foams is compromised
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in order to exhibit a given heat transfer behavior subjected to variable conditions such as
pore density and porosity of the metal foam and the thickness considered. In this section,
the results of TOPSIS analysis on the present problem are presented for various trade-off
scenarios (in terms of Criteria I to V) involving variable conditions such as pore density,
porosity and thickness of the metal foam that can alter the trade-off between pressure drop
and heat transfer.

Criteria 1 (hmax:Pmin::0:1 and Numax:Pmin::0:1) represents the trade-off scenario be-
tween pressure drop and heat transfer where complete emphasis is given to minimization
of pressure drop with no attention given to enhancement of heat transfer. Various per-
formances of metal foams under the considered variable conditions in order to meet the
specific weighted objective pertaining to criteria 1 are shown in Figure 10a,b, considering
trade-off between pressure drop with wall heat transfer coefficient and Nusselt number,
respectively. Under the circumstances of criteria 1, where all the emphasis is focused on
minimization of pressure drop (by placing complete weight of ‘1’ on minimizing pressure
drop objective) and zero emphasis is given on maximizing heat transfer (by placing weight
of ‘0’ on maximizing heat transfer objective), as an obvious interpretation, it can be noted
that for a given thickness scenario, metal foams of lower PPI that offer less obstruction
to flow are scored best for a given porosity condition. Similarly, for a given thickness
scenario, it can be witnessed that for a foam material of a considered pore density, the
performance of higher porosity foams is better in relative to lesser porosity foams that offer
higher flow resistance. Comparing this performance with varying thickness condition, it
can be noted that for any foam material of a given PPI and porosity condition, a better
performance is achieved with decrease in thickness as an obvious result of reduced flow
resistance accompanying reduced thickness scenario of the metal foams. It is interesting to
note that the performance of metal foam of particular pore density and porosity conditions
in a given thickness scenario can be closer to the performance of metal foam of a different
pore density and porosity combination under a different thickness scenario. This kind of
performance charts help choose the desired variable conditions, for instance, thickness of
metal foams, where there is restricted variations in pore density and porosity combinations
of the metal foams.

Criteria 2 (hmax:Pmin::0.25:0.75 and Numax:Pmin::0.25:0.75) representing the case
where slight emphasis is given to heat transfer maximization capabilities of foams (with
25% distributed weight on maximizing heat transfer objective) and still a larger emphasis
given to minimizing the pressure drop objective (with 75% distributed weight on this
objective) are shown in Figure 11a,b. It can be observed that a 5 PPI foam sample of
25% thickness that performed best in meeting the objectives of criteria 1, performs the
worst while subjected to the objectives of criteria 2. However, for other pore density
scenarios apart from 5 PPI, the relative deviation of performance scores of foam materials
is observed to get closer to that of criteria 1 particularly with an upsurge in the pore density
(PPI) condition.

Criteria 3 (hmax:Pmin::0.5:0.5 and Numax:Pmin::0.5:0.5) represents the case where
equal emphasis is given to the heat transfer maximization capabilities of foams (with
50% distributed weight on maximizing heat transfer objective) and to minimizing the
pressure drop objective (with 50% distributed weight on this objective); the results are
shown in Figure 12a,b. It can be perceived that foam samples of 10 PPI pore density with
a 75% thickness condition perform the finest in meeting the criteria with an increase in
porosity; 50% thickness foam samples of 15 PPI pore density can be observed to outperform
25% thickness foam samples of 15 PPI with a higher porosity condition, unlike the situation
in criteria 1 and 2 where 25% thickness foam samples still performed better than foam
samples of 50% thickness. The tendency of 50% thickness foam samples of 20 PPI pore
density to outperform the 25% thickness scenario can also be observed with a higher
porosity condition. With a 5 PPI pore density condition, the 75% and 100% thickness
conditions are observed to perform very close to each other. However, in scenarios of
higher pore density, such as 25 PPI, the relative deviation of the performance scores
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of foam samples of considered variable conditions is similar to that of criteria 1 and 2
where a foam material of a given pore density and porosity condition performed best with
a 25% thickness condition followed by 50, 75 and 100 percent thickness conditions.

Criteria 4 (hmax:Pmin::0.75:0.25 and Numax:Pmin::0.75:0.25), representing the case where
more emphasis is given to the heat transfer maximization capabilities of foams (with
75% distributed weight on maximizing heat transfer objective) and comparatively lesser
importance given to minimizing the pressure drop objective (with 25% distributed weight
on this objective), are shown in Figure 13a,b. Foam samples of 75% and 100% thickness are
observed to closely perform (subject to the objectives of these criteria) under all porosity
conditions under 5 PPI and 10 PPI conditions, with the 100% thickness condition showing
inclination to perform better than the 75% thickness condition in the highest porosity case.
However, this behavior is clearly exhibited under higher pore density conditions such
as 15, 20 and 25 PPI where foam samples of 75% thickness can be seen dominating all
other thickness scenarios under the highest porosity condition. Variation performance
inclinations (either increasing or decreasing behavior) can be seen under varying porosity
conditions due to changes in the trade-off scenarios between pressure drop and heat
transfer. Moreover, a slight inconsistency in the relative deviation of the performance
scores can be observed when analyzing the heat transfer coefficient and Nusselt number
as heat transfer parameters. This is because of dissimilar variations in magnitude of the
heat transfer coefficient and Nusselt number as shown in Figures 6 and 7, which results
in slight variations in the trade-off scenarios with pressure drop (pressure drop being an
unaltered parameter both in the comparison with heat transfer coefficient as well as with
the Nusselt number).

Criteria 5 (hmax:Pmin::1:0 and Numax:Pmin::1:0), representing the case where the
highest emphasis is given to the heat transfer maximization capabilities of foams (with
100% distributed weight on maximizing heat transfer objective) and the least emphasis is
given to the objective of minimizing pressure drop (with 25% distributed weight on this
objective), are shown in Figure 14a,b. In other words, criteria 5 rank the foam samples
subjected to different variable conditions such as variable pore density, porosity and
thickness based on complete attention given to maximizing the heat transfer abilities of
the foam samples with no attention given to minimization of the pressure drop. Hence,
subjected to these criteria, those foams samples of given variable conditions are scored best
that exhibit the highest heat transfer irrespective of pressure drop. As it can be observed
from Figure 14a,b, for any foam material of a given PPI and porosity, 100% thickness foams
perform best in meeting this criterion, followed by 75, 50 and 25% thickness foams. For
a given thickness and pore density condition, the performance scores (subjected to the
objectives of criteria 5) of foam samples are observed to increase with porosity. In each
pore density condition, 100% filled cases with the highest porosity can be seen performing
best in meeting these criteria. The highest pore density case with the highest porosity and
100% thickness exhibits the highest heat transfer which can be seen ranked as the best in
Figure 14a,b. It can be noted that although the pressure drop is relatively larger in a higher
pore density case and a complete thickness case, the case of a completely filled 25 PPI foam
is ranked best, considering its highest heat transfer enhancement behavior irrespective of
its flow resistance behavior as decided by criteria 5.
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Figure 10. (a) Criteria I (hmax:Pmin). (b) Criteria I (Numax:Pmin).
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Figure 11. (a) Criteria II (hmax:Pmin). (b) Criteria II (Numax:Pmin).
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Figure 12. (a) Criteria III (hmax:Pmin). (b) Criteria III (Numax:Pmin).
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Figure 13. (a) Criteria IV (hmax:Pmin). (b) Criteria IV (Numax:Pmin).
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Figure 14. (a) Criteria V (hmax:Pmin). (b) Criteria V (Numax:Pmin).
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From Figure 10a to Figure 14b, it can be noted that every foam sample of given variable
conditions (pore density, porosity and thickness) shows a different tendency towards
meeting the various criteria (subjected to different objectives of various magnitudes of
importance). The variation in relative performance of foams of particular variable condition
with changes in criteria shows how differently does a foam sample of particular variable
conditions participates in the trade-off between heat transfer and flow resistance. Such
analysis not only helps decide which variable conditions to consider for given or desired
heat transfer and pressure drop characteristics but also helps judge how well a given
condition is participating in the trade-off between heat transfer and pressure drop, which
is a crucial point in designing a heat exchanging device especially dealing with metal
foam-like materials to enhance heat transfer that always comes with a penalty of increased
pressure drop in a thermal system.

8. Conclusions

A critical analysis of various trade-off scenarios between heat transfer and pressure
drop involving metal foams has been accomplished in the present study. For this purpose,
metal foams of three prime variable conditions including pore density (5, 10, 15, 20 and
25 PPI), porosity (0.8, 0.85, 0.9 and 0.95 porosity) and thickness (100, 75, 50 and 25 percent)
were considered in a vertical channel subjected to a constant heat flux condition. Indi-
vidually analysis showed that heat transfer characteristics increased with pore density,
porosity and thickness of the foam sample as expected. Moreover, the pressure drop was
observed to decrease with a decrease in the pore density and thickness conditions and
with an increase in porosity. As per the authors’ best knowledge, this is the first time that
both flow resistance and heat transfer characteristics are simultaneously analyzed for foam
samples of three orderly varying variable conditions, namely, pore density, porosity and
thickness, under different objectives (one is to maximize heat transfer and another to mini-
mize pressure drop) subjected to various magnitudes of importance, to understand various
trade-off scenarios in which a foam sample of given variable conditions would participate.
Interesting trade-off scenarios between the enhancement of heat transfer and the reduction
of flow resistance behavior were demonstrated using TOPSIS, a multi-objective multi-
criteria decision-making tool that comprehensively illustrates various potentials of every
foam sample of considered variable conditions in meeting desired trade-off conditions.

The criteria of hmax:Pmin and Numax:Pmin is used to represent the trade-off scenario
between pressure drop and heat transfer. For the criteria of hmax:Pmin::0:1 and Numax:Pmin::0:1,
metal foam with 5 PPI, 25% thickness yields the best score. For the criteria of hmax:Pmin::0.5:0.5
and Numax:Pmin::0.5:0.5, the best score belongs to the metal foam with 10 PPI, 75% thickness
with porosity of 0.95. The metal foam with 25 PPI, 100% thickness with porosity of 0.95
received the best score for the criteria of hmax:Pmin::1.0:0.0 and Numax:Pmin::1.0:0.0.

The selection of the best pore density, thickness and porosity depends on the criteria
representing the trade-off between the pressure drop and heat transfer. A score given by
the TOPSIS method can deduce the best configurational and structural parameters for
a specified application.
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Nomenclature

asf Area density (m−1)
C Inertial resistance coefficient (m−1)
Cp Specific heat (J/kgK)
dp Pore diameter (m)
df Fiber diameter (m)
h Heat transfer coefficient (W/m2K)
hsf Interstitial heat transfer coefficient (W/m2K)
K Permeability (m2)
Nu Nusselt number
P Pressure (N/m2)
Pi Performance index
Pr Prandtl number of fluid
Re Reynolds number
S Euclidean distance
T Temperature (K)
u Velocity vector (m/s)
v Velocity at inlet (m/s)
Greek symbols
ε Porosity
ω pore density
λ Thermal conductivity (W/mK)
μ Dynamic viscosity (N-s/m2)
v Kinematic viscosity (m2/s)
ρ Density (kg/m3)
Subscript
f Fluid
fe Fluid effective
s Solid
se Solid effective
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Abstract: To discuss a suitable porous structure for helium gas cooling under high heat flux conditions
of a nuclear fusion divertor, we first evaluate effective thermal conductivity of sintered copper-
particles in a simple cubic lattice by direct numerical heat-conduction simulation. The simulation
reveals that the effective thermal conductivity of the sintered copper-particle highly depends on the
contacting state of each particle, which leads to the difficulty for the thermal design. To cope with
this difficulty, we newly propose utilization of a unidirectional porous tube formed by explosive
compression technology. Quantitative prediction of its cooling potential using the heat transfer
correlation equation demonstrates that the heat transfer coefficient of the helium gas cooling at the
pressure of 10 MPa exceeds 30,000 W/m2/K at the inlet flow velocity of 25 m/s, which verifies that
the unidirectional porous copper tubes can be a candidate for the gas-cooled divertor concept.

Keywords: unidirectional porous tube; gas cooling; high heat flux condition; fusion reactor; divertor;
effective thermal conductivity; sintered particles; porous media

1. Introduction

The surrounding of the core plasma in a fusion reactor contains structures and equip-
ment exposed to extremely severe heat loads, such as the first wall and the divertor. These
must withstand the radiation from the plasma and the load of high energy particles while
continuously maintaining these functions. For example, the divertor, to which α-particles
flow directly, is subjected to a localized, but steady, heat load of about 10 MW/m2. It goes
without saying that in such an extreme thermal load environment, a sufficient cooling mar-
gin is essential but, at the same time, the establishment of a thermal design with excellent
economic efficiency, soundness, and maintainability is the key for the realization of nuclear
fusion power reactors.

Based on the above background, the development of the divertor cooling technology
is one of the most important issues of the reactor engineering. In ITER (International
Thermonuclear Experimental Reactor), which is currently under construction in Cadarache,
France, a water-cooled system is adopted for the divertor cooling because of the emphasis
on self-ignition and demonstration of the reactor engineering technologies. To enhance the
cooling performance, a swirl tube with an inserted twisted tape is applied [1,2]. As the fluid
flows in the swirl tube while turning spirally, a secondary flow is formed by centrifugal
force. In this way, fluid mixing is promoted, resulting in thinning the temperature boundary
layer and improving the cooling performance, as well as the increase in the critical heat
flux. On the other hand, the application of screw tubes with a threaded structure on the
inner surface of the tube has been studied in the divertor of JT-60SA and the prototype
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reactor [3,4]. The cooling performance of the screw tube proved higher than that of the swirl
tube with the same pumping power because of the effect of increased heat transfer area and
fluid stirring in the vicinity of the tube wall. As another water-cooling technique for the
divertor, Toda has proposed an ultra-low flowrate-type evaporative heat transfer device,
EVAPORON (Evaporated Fluid Porous Thermodevice), which utilizes the latent heat of
vaporization of a cooling liquid in a metal porous medium [5]. Furthermore, the author
has upgraded it to EVAPORON-2, which is equipped with subchannels for enhancement
of vapor discharge and has demonstrated cooling performance exceeding 20 MW/m2 at
extremely low flow rates [6,7]. So far, the authors have also proposed EVAPORON-3 [8],
adaptable to large divertor surfaces, and EVAPORON-4 [9], which applies a unidirectional
porous medium.

In recent years, however, the helium gas cooling has been reconsidered as a highly safe
cooling method for divertors [10–12]. In particular, international joint research had been
conducted as one of the tasks of PHOENIX, the Japan/U.S. fusion research collaboration
project. To apply helium, which has a low heat capacity, as a coolant, the HEMJ (Helium-
cooled Multi-Jet) cooling method has been studied, in which helium is compressed up to
about 10 MPa and injected as an impinging jet flow into a narrow channel equipped with a
number of nozzles [13]. Although a heat transfer coefficient exceeding 30,000 W/m2/K
has been obtained at the pressure of 10 MPa, deterioration of the heat transfer performance
due to re-laminarization has also been pointed out [14].

To complement the low heat transfer performance of the gas cooling, it is necessary
to introduce a cooling technology that encompasses all the technologies related to heat
transfer enhancement, such as (1) increasing the heat transfer area, (2) promoting turbulent
heat transfer, and (3) utilizing micro- and mini-channels. We can know various kinds of
heat transfer promoters for the gas flow from Tao’s review article [15]. From the viewpoint
of high heat flux conditions that needs extremely high heat transfer coefficient, the cooling
technology using porous media is the one that satisfies all of the above criteria. In the
existing studies for the divertor cooling, Hermsmeyer et al. theoretically demonstrated
that the heat transfer coefficient of the helium gas flow in pin fin porous arrays exceeds
60,000 W/m2/K at the inlet flow velocity of 20 m/s (averaged local velocity: 120 m/s)
and the pressure of 10 MPa [16]. Sharafat et al. focused on the cooling technique that
uses metal foam and his CFD simulation verified that the heat transfer coefficient is in the
range from 12,500 to 25,000 W/m2/K for the modeled flow at the inlet flow velocity of
150 m/s and the pressure of 4 MPa [17,18]. Yuki et al. studied the cooling performance
using sintered particles and the heat transfer coefficient of N2 gas impinging jet flow with
the porous medium is much higher than that of common impinging jet flow without the
porous medium from the viewpoint of not only flow velocity, but also pumping power [19].
Up to now, however, the issue of a porous medium suitable for cooling the high heat flux
of the divertor has not been sufficiently addressed. Toward the optimal control of the
porous structure for the high heat flux removal, 3D-printed porous metals fabricated by
selective laser metal melting (SLMM) technology, such as a porous lattice [20], are also
candidates. Various kinds of the 3D-printed porous metal [21–25] can be expected to bring
out the heat transfer potential because we can easily control the porosity and pore size
distribution against the heat load and cooling conditions. However, the fabrication of a
3D-printed porous “copper” with micro/mini channels seems to be considerably difficult
in the conventional 3D-printed technology.

Against these backgrounds, in this study, we first focus on again the pros and cons
of utilizing sintered copper-particles porous media with excellent thermal conductivity
and vast heat transfer surface from the viewpoint of the high heat flux removal. After that,
we newly propose the introduction of a unidirectional porous tube formed by explosive
compression technology, which was developed by Hokamoto et al. [26], and demonstrate
its cooling potential by the heat transfer correlation equation constructed by the author’s
heat transfer experiments.
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2. Prediction of Effective Thermal Conductivity of Sintered Copper-Particles by Direct
Numerical Simulation of Heat Conduction

2.1. Procedure for Evaluating Effective Thermal Conductivity of Porous Medium

A general formula for estimating the effective thermal conductivity keff [W/m/K] of
porous media is shown as follows:

keff = εkf + (1 − ε)ks (1)

where, ε is the porosity, and kf [W/m/K] and ks [W/m/K] are the thermal conductivities
of the fluid and the porous solid, respectively. Although Equation (1) indicates that the
effective thermal conductivity is solely based on the porosity of the porous media, a highly
versatile correlation equation for the effective thermal conductivity should be taken into
account using the porosity, the pore size, the structure, and other parameters that affect the
effective thermal conductivity (e.g., thermal contact resistance between particles, etc.).

For that purpose, in this study, the effective thermal conductivity is directly evaluated
using a three-dimensional numerical simulation of heat conduction inside the porous
medium. Here, we focus on sintered copper-particles as the porous media because the
sintered particles have higher thermal conductivity compared to other porous media.

Figure 1 shows the simulation model to evaluate the effective thermal conductivity.
The porous medium is a structure in which the sphere particles are placed in a simple
cubic lattice, which is assumed to have the highest effective thermal conductivity among
all means of placing the particles. The particles, 1.0 mm in diameter, are packed by placing
five pieces along the horizontal, vertical, and lateral sides, making the size of the formed
porous medium 5 × 5 × 5 mm (see Figure 1 on the right). The porosity ε for this structure is
0.48. Figure 1 on the right shows the method for jointing the sphere particles. To reproduce
a porous bed in which the sphere particles are sintered or point-contacted, the particles are
joined by a cylinder having a diameter d [mm], which is determined by the central angle
θ [◦] of the particles (hereafter, contact angle). Square rods, 5.0 mm wide and 50 mm long,
are attached to the upper and lower parts of the porous medium. A square plate of 1.0 mm
in thickness is attached to the upper surface of the rod 2 to set a constant temperature
during the simulation. The finite element method is used for solving the 3-dimentional
equation of the heat conduction. We utilized a commercial software “CreoParametric
ver.6.0” for the simulation. Pure copper with thermal conductivity ks = 398 W/m/K is set
for all solid parts of the simulation model. The void portion of the porous bed is filled with
a static air (thermal conductivity kf = 0.0256 W/m/K). As for the boundary conditions,
all the side walls are defined as adiabatic conditions, the heat flux of 500,000 W/m2 is
uniformly applied to the bottom surface of the rod 1, and the top surface of the rod 2 is set
to 100 ◦C. The most important parameter in this simulation is the contact angle θ formed
between the particles. There are six patterns: θ = 5◦, in which the particles are close to
point contact; and θ = 10◦, 20◦, 30◦, 40◦, and 50◦, close to the state in a sintered particle.
Before the simulation, the suitable mesh size and structure were sufficiently evaluated and
discussed many times especially in the contacting region of the particles. The effective
thermal conductivity keff [W/m/K] of the sintered copper-particles is estimated on the
basis of the temperature difference T1–T2 obtained by the simulation, as follows:

keff =
q × Δy
T1 − T2

(2)
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Figure 1. Simulation model for evaluating effective thermal conductivity.

In this equation, q [W/m2] is the heat flux, Δy [m] is the length of the porous bed in the
y-direction, and T1 [K] and T2 [K] represent the temperatures of the joint surface between
the rod 1 or rod 2 and the porous bed, respectively. These temperatures are determined
by approximating the temperature distribution in the rods as a linear function using the
least squares method, where the temperature distribution in the axial direction can be
regarded as one-dimensional profile. This evaluation method of the thermal conductivity
is well-known as the steady method (experimental method).

2.2. Effective Thermal Conductivity of Sintered Copper-Particles

Figure 2 shows the effective thermal conductivity for each contact angle. The value (%)
in the figure is the ratio of the effective thermal conductivity to the thermal conductivity of
pure copper. According to the results of the simulation, the effective thermal conductivities
are 15.1, 27.5, 49.8, 72.0, 93.6, and 114.6 W/m/K for the contact angles θ = 5◦, 10◦, 20◦,
30◦, 40◦, and 50◦respectively. This clearly verifies that the effective thermal conductivity
increases with increasing contact area (i.e., the degree of sintering). Compared to the
thermal conductivity of pure copper, if the contact area between the particles is small
(i.e., the contact angle θ = 5◦, which is a state close to point contact), the effective thermal
conductivity is reduced to 3.8% of that of pure copper, whereas even at θ = 50◦, simulating
a sufficiently sintered state, the thermal conductivity of copper is reduced to approximately
29%. These results indicate that less than 30% of the thermal conductivity of pure copper
can be utilized even with a simple cubic lattice, which has the highest effective thermal
conductivity among different particle placements. Furthermore, it is worth mentioning
that the effective thermal conductivity estimated by the porosity weighting Equation (1) is
significantly different from the simulation results and overestimates the effective thermal
conductivity when the thermal conductivity of the porous solid, ks, is given as that of pure
copper. This demonstrates that the porosity information is not sufficient for calculating the
effective thermal conductivity and that a correlation equation that reflects the tortuosity
of the porous media, i.e., packing structure of the particles and the degree of sintering,
is required.
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Figure 2. Effective thermal conductivity of copper sintered particle.

Furthermore, these results verify that, even in the case of placing the particles in a
certain cubic lattice, the optimal design for the heat transfer enhancement must take into
account the actual effective thermal conductivity of the sintered copper-particle, as well as
the thickness of the porous layer to increase the fin efficiency, etc. In addition, the contacting
state between the particles, as well as between the particle-sintered porous medium and
the heat transfer surface, highly affects the fin effect inside the porous medium, which
makes it more difficult to precisely predict the cooling performance of forced convective
heat transfer using the sintered copper-particle. Especially under high heat flux conditions
such as nuclear fusion divertors, precise evaluation of the effective thermal conductivity
highly affects the prediction of the surface temperature of an armor material of the divertor
that faces the core plasma.

3. Heat Transfer Potential of Unidirectional Porous Copper Tube of Gas Flow

Heat Transfer Correlation of Gas Flow in Unidirectional Porous Tubes Fabricated by Explosive
Compression Technology

To cope with the difficulty of precise thermal design using the sintered copper-particle
porous media for the divertor cooling, we focus on completely new porous copper tubes
with uniformly-distributed pore holes fabricated by explosive compression technique that
was developed by Hokamoto et al. [26]. This unique unidirectional porous tube (hereafter,
porous tube) is fabricated by compressing a bundle of thin copper tubes by a gunpowder
explosion that is set around the bundle (see Figure 3). One of the features of the porous tube
is high thermal conductivity, even in the radial direction. For instance, the effective thermal
conductivities of the porous tube in the axial and radial directions (keff// and keff⊥) are
approximately 210 W/m/K and 110 W/m/K at the porosity of 50 %, respectively, which
enables active utilization of the vast heat transfer surface of the porous tube. Here, keff//
can be estimated by Equation (1) and keff⊥ is based on the Ogushi’s equation [27].

keff⊥ =
(β + 1) + ε(β − 1)
(β + 1)− ε(β − 1)

ks (3)
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Figure 3. Unidirectional porous copper tube #1 (before and after explosive compaction).

Figure 4 shows a high fin efficiency of the unidirectional porous plate fins
(1.0 mm × 10 mm × 10 mm), compared to that of a sintered copper-particle fin (Each
porosity is 50%). In addition, the pore diameter and the porosity can be optionally ad-
justable by changing the thin copper tube with different inner diameter and thickness.
Utilizing the porous tube as a heat transfer promoter also makes it possible to reduce the
pressure loss in comparison with other porous media such as a sintered particle because of
its unidirectional pore structure. As the result, the porous tube also enables to reduce the
pumping power.

Figure 4. Fin efficiency of sintered copper-particle and unidirectional porous copper.

In past studies regarding the unidirectional porous tube, Fiedler et al. evaluated the
mechanical and thermal properties [28]. Regarding the heat transfer characteristics of the
unidirectional porous copper tube, the author firstly demonstrated its extremely high heat
transfer performance for gas flow [29,30]. In addition, Kibushi et al. [31] evaluated the
heat transfer characteristics of many kinds of the porous tubes as shown in Table 1. The
heat transfer experiments were performed using a double-tube heat exchanger, where the
porous tube is set as the inner tube. Hot water flows inside the annular channel between
the outer tube and the porous tube, and air driven by the compressor flows through the
porous tube. As to the details of the heat transfer experiments, please see reference [31].
The experimental results clarified that the heat transfer performance of the porous tubes is
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7.4 times higher than that of the circular tube flow at the maximum and superior compared
with other heat transfer promoter tubes such as the swirl tube and artificially roughened
ducts (see Figure 5). Furthermore, we constructed a heat transfer correlation equation.

Table 1. Specifications of porous tubes.

#1 #2 #3 #4 #5 #6

Length (mm) 470 455 340 475 450 440

Number of pore 40 40 40 21 13 9
Pore size (mm) 1.69 2.16 2.71 2.60 3.51 4.61

Porosity (%) 35.5 57.7 81.3 44.2 49.5 59.1

Figure 5. Heat transfer performance of porous tubes.

Of course, the demonstration experiment of the porous tube toward the heat transfer
coefficient of 30,000 W/m2/K at least, should be carried out under the divertor cooling
conditions using helium flow, but the experimental demonstration is considerably difficult
because the pressure is extremely high, approximately 10 MPa, and the temperature of
the helium flow is higher than 300 ◦C. In that sense, the heat transfer potential should
be evaluated instead, as the first step, by applying the following heat transfer correlation
equation of the porous tube flow we constructed in reference [31].

Nu = 0.286 Re0.8Pr0.4
(

dpore

D

)−0.388( keff
kgas

)−0.176
(4)

Here, Nu = hD/kgas (kgas) is thermal conductivity of gas, and D is inside diameter of
the porous tube [m]). The porous copper tube has long and unidirectional pore structure,
therefore, the heat transfer correlation equation is constructed based on the Dittus-Boelter
correlation equation, which is a well-known correlation for turbulent convective heat
transfer in a circular tube. In addition, the correlation equation for the porous tubes takes
into account the pore structure as the ratio of the pore size dpore to the tube diameter D,
and the effective thermal conductivity as the ratio of the effective thermal conductivity of
the porous tube keff to the thermal conductivity of the gas kgas. Here, the effective thermal
conductivity of the porous copper tubes keff is calculated using the Equation (3).

Here, the heat transfer coefficient of the helium gas flow in the porous copper tube
is predicted using the physical property of the helium gas at the temperature of 300 ◦C
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and the pressure of 10 MPa. The porous tube #1 in Table 1, which showed the highest
heat transfer performance in Figure 5, is used for the potential evaluation, because the
porous tube with thicker solid wall is more suitable for achieving the high heat transfer
coefficient from the viewpoint of the fin theory. Figure 6 shows the predicted heat transfer
performance of the helium gas flow. The heat transfer coefficient exceeds 30,000 W/(m2·K)
at the inlet flow velocity of 25 m/s (average velocity in each pore is 70.4 m/s). In addition,
the heat transfer coefficient of over 30,000 W/m2/K could easily be possible by optimizing
the pore size and the porosity of the porous tube, which indicates that the porous copper
tubes can be one of candidates for the gas-cooled divertor concept. As to the pressure loss,
we can apply the Darcy–Weisbach equation, which is commonly utilized for the pressure
loss prediction of a circular tube flow, depending on the actual piping geometry for the
divertor cooling, because the unidirectional porous tube is an assembly of circular tubes (if
there is no deformation of the inner thin tube).

Figure 6. Heat transfer performance of helium gas flow in unidirectional porous tube.

4. Conclusions

To discuss suitable porous structure for gas-cooled divertor concept under high heat
flux conditions of 10 MW/m2, we first evaluated effective thermal conductivity of sintered
copper-particle in a simple cubic lattice by direct numerical heat-conduction simulation.
The simulation revealed that the effective thermal conductivity of the sintered copper-
particle is in the range from 15.1 to 114.6 W/m/K (pure copper: 398 W/m/K) and highly
depends on the contacting state of the particles, which makes it difficult to predict the exact
temperature of divertor armor material. To cope with this difficulty, we newly proposed
the utilization of a unidirectional porous copper tube formed by explosive compression
technology. As the experimental demonstration is considerably difficult under the divertor
cooling conditions, quantitative prediction of its cooling potential using the heat transfer
correlation equation proved that the heat transfer coefficient of the porous tube with the
porosity of 35.5% and the averaged pore size of 1.69 mm exceeds 30,000 W/m2/K at the
inlet flow velocity of 25 m/s and the pressure of 10 MPa, which verifies that the porous
copper tubes can be one of candidates for the gas-cooled divertor concept.
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Abstract: Nanoscale thermal cloaks have great potential in the thermal protection of microelectronic
devices, for example, thermal shielding of thermal components close to the heat source. Researchers
have used graphene, crystalline silicon film, and silicon carbide to design a variety of thermal cloaks
in different ways. In our previous research, we found that the porous structure has lower thermal
conductivity compared to bulk silicon; thus, so we tried to use the porous structure to construct the
functional region to control the heat flux. We first calculated the thermal conductivity of crystalline
silicon and porous silicon films by means of nonequilibrium molecular dynamics, proving that the
porous structure satisfied the conditions for building a thermal cloak. A rectangular cloak with a
porous structure was constructed, and a crystalline silicon film was used as a reference to evaluate
its performance by the index of the ratio of thermal cloaking. We found that the thermal cloak built
with a porous structure could produce an excellent cloaking effect. Lastly, we explain the mechanism
of the cloaking phenomenon produced by a porous structure with the help of phonon localization
theory. Porous structures have increased porosity compared to bulk silicon and are not conducive to
phonon transport, thus producing strong phonon localization and reducing thermal conductivity.
Our research expands the construction methods of nanocloaks, expands the application of porous
structure materials, and provides a reference for the design of other nanodevices.

Keywords: porous silicon; thermal cloak; phonon localization; molecular dynamics; nanoscale

1. Introduction

The manipulation and regulation of heat flux has always been a research hotspot, and
the transformation thermotics theory [1] and thermal metamaterials have further promoted
its development. Researchers have realized the regulation of heat flux. For example, the
thermal cloak [2–11] is a thermal function device that protects the objects in the functional
region from the outside temperature without disturbing the background temperature field.
Hu et al. [12] put forward the concept of “inverse heat cloak”, whereby the heat flux is
successfully concentrated to the functional region to achieve local heating, also known as
the thermal concentrator [13]. In addition, researchers have designed a thermal rotator [14],
thermal camouflage [15–21], thermal illusion [22–25], encrypted thermal printing [26], etc.
and conducted experimental verification. So far, the regulation of heat flux has been
achieved in various situations on the macroscale. This has also greatly promoted the
development of thermodynamics and put forward different thermodynamic evaluation
indicators, such as local entropy production rate [27], and response entropy [28], thus also
better evaluating the effect of heat flux regulation and providing a powerful tool for perfor-
mance optimization of heat flux regulation devices. To advance the application of heat flux
control devices in industrial production, Li et al. [29] evaluated the cloaking performance
and environmental response of a 2D thermal cloak based on a dynamic environment in the
form of sinusoids, using variables such as ambient amplitude and temperature difference.
Considering the heat dissipation and energy loss of the whole process, the local entropy
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generation rate was introduced to analyze the influence of environmental parameters on
the cloaking system. The results showed that, in the functional region, the thermal dissipa-
tion and irreversible energy loss of the system were caused by the difference in thermal
conductivity between adjacent layers, and the heat dissipation capacity of the thermal
cloak increased with the increase in the ambient amplitude and temperature difference.
According to the distribution of entropy yield, it was found that thermal cloaking has a
corresponding application range for different environmental variables. Considering the
requirements for different energy types and functions in practical applications, research
on metamaterial structures that simultaneously realize complex tuning functions in multi-
physics is particularly important. Xu et al. [30] solved the complex regulation problem in
multiphysics by designing a discrete array of “sources” using the “rotation–linear” map-
ping method. Discrete arrays of “sources” were designed to reconfigure each physical field
produced by a single excitation source and form a “multiple source” array field distribution.
This research provided a new way to efficiently manipulate and distribute the energy
generated by excitation sources, which could lead to the development of solar cells and
thermoelectric devices. Li et al. [31] designed and built an intelligent flux transfer regulator
with uniformly distributed conduction parameters and efficient operation in both thermal
and DC electric fields. In addition, with the help of the discretization method, effective
medium theory, and other control devices, the effectiveness of the established device was
verified experimentally. This work not only further develops the diversity and applicability
of energy regulation methods, but also provides a reference for studying energy transport
phenomena from different disciplines. However, there are still great challenges to achieve
complete thermal cloaking in practical experiments.

In recent years, due to the miniaturization of electronic equipment, the heat flux den-
sity of electronic devices has become larger and larger, and nanoscale heat flux control
has become particularly important. Phonons, as micro/nanoscale heat transfer carriers,
have unique characteristics of wave–particle duality. Researchers have designed thermal
diodes [32,33], the phonon Hall effect [34–36], thermal rectification [37–40], etc. with the
help of molecular dynamics and other means. The commonly used means for thermal
protection of electronic devices is to use physical isolation for thermal shielding of thermal
components close to the heat source. The research on the nanoscale thermal cloak is very
important. Ye et al. [41] first used a graphene film to construct a nanocloak of chemical
functionalization. The partial chemical functionalization on graphene was used to form
heat flux channels that avoid specific regions. Due to the phonon localization, the heat flux
automatically avoided the transition region, and the central part was protected from the
heat flux. Considering the popularity of graphene, this study not only has important appli-
cation value for thermal protection of graphene-based devices, but also has far-reaching
implications for the development of other nanoelectronic devices. Liu et al. [42] used a
crystalline silicon film with the “melting–quenching” technique to build a nanocloak. The
results showed that the thermal cloaking effect was proportional to the width of the cloak
ring. By exploring the underlying mechanism of nanoscale thermal cloaking by computing
PDOS and MPR, it was found that phonon localization occurred in the nanocloak ring
region and was responsible for the reduced thermal conductivity of amorphous silicon. The
proposed method to engineer nanocloaks by in situ tuning of the material’s atomic lattice
structure is more practical and efficient, and it may open the way for nanoscale thermal
functions and thermal management in nanophotonics and nanoelectronics. Choe et al. [43]
designed a particle irradiation platform and observed the phenomenon of thermal cloaking
experimentally. The ability to control microscale heat flux using this platform provides an
opportunity to explore new ideas for microscopic thermal management. Furthermore, the
demonstrated ion-writing microcaloritics has the potential to be a versatile platform for
controlling heat flow at the microscale, similar to what nanofluids do to fluids. In addition,
we built a nanocloak by perforating a crystalline silicon film [44–46], while the effects of
the number, size, and arrangement of perforations on its performance were explored. The
results showed that the nanocloak designed by the perforation method could also show a
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good cloaking effect, and the cloaking effect was positively correlated with the number and
size of the holes. When the number and size of holes were fixed, the best arrangement was
circular. The nanocloak performance was optimized using the response surface method,
and the fitting equations of multiple influencing factors were obtained. The best param-
eter selection interval was obtained by analyzing the interaction between two different
parameters. By selecting the parameters in the best interval, the best cloaking effect could
be obtained. The dynamic response and the effect of concave depth on its cloaking perfor-
mance were studied, and the functional relationships of response temperature and the ratio
of thermal cloaking with concave depth were obtained. The results showed that, under the
condition of ensuring the stability of the structure, a greater depth led to better cloaking
performance. Xiao et al. [47] used nanoporous thin films to realize the thermal cloaking.
This work presented periodic square nanoholes and rectangular nanogrooves as efficient
methods to locally tune the thermal conductivity and thermal anisotropy of thin films and
potentially atomically thick materials. Thermal cloaking efficiencies were calculated and
compared with theoretical predictions of continuous thermal conductivity distributions.
This new approach enables two-dimensional nanocloaking of thin-film devices by eliminat-
ing the challenges of fabricating nanocomposites with well-controlled thermal properties.
The periodic arrangement of the porous structure can be equivalent to a phononic crystal.
According to the research of Chen et al. [48], the porosity has a great influence on the
thermal conductivity of the phononic crystal. A greater porosity leads to a lower thermal
conductivity, because a larger porosity corresponds to larger nanocubic pores, thereby
narrowing the path for phonon transmission and increasing the surface-to-body ratio of
the system, which leads to stronger structural reflections and, ultimately, lower thermal
conductivity. No thermal cloak based on a porous structure has been found. Therefore, we
used a porous structure to build a thermal cloak in this research.

In this paper, on the basis of nonequilibrium dynamics (NEMD), we calculate the ther-
mal conductivity of porous structures and crystalline silicon films, and we use the porous
structure to build a rectangular nanocloak. According to the index of the ratio of thermal
cloaking, we find that the porous structure can be used to build a nanocloak to produce an
excellent cloaking effect. Furthermore, the heat flux and temperature distribution are drawn
to intuitively show the cloaking phenomenon. In addition, we explain the mechanism of
the cloaking phenomenon produced using a porous structure with the help of phonon
localization theory. Porous structures have increased porosity compared to bulk silicon and
are not conducive to phonon transport, thus producing strong phonon localization and
reducing the thermal conductivity. Our research can promote the application of porous
materials and expand the construction methods of nanocloaks. Section 2 introduces the
model and the basic theory of numerical simulation, Section 3 analyzes the simulation
results, and Section 4 introduces the main conclusions of this paper. Figure 1 shows the
overall calculation flow of this paper.

 

Figure 1. The detailed calculation process of this paper.
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2. Model and Methodology

2.1. Construction of Computational Models

In this paper, the material we chose was crystalline silicon with a lattice constant of
5.431 Å. The basic unit constituted a unit cell (UC). We used LAMMPS [49] to construct
the model and conduct the simulation. The built-in modeling commands of LAMMPS
were used for modeling. First, a silicon film plate model was constructed as a calculation
reference, and then a porous structure was built on the plate. Since the number of regions
is limited in LAMMPS, we created it in two steps. The first step was to delete the plate
x- and y-direction atoms, as shown in Figure 2b, while the second step was to delete the
z-direction atoms. The thermal conductivity calculation model is shown in Figure 2. The
size of the simulation box was 50 × 12 × 4 UC.

(a) 

 

(b) 

 

Figure 2. The thermal conductivity calculation model: (a) crystalline film; (b) porous structure film.

Since the porous structure selected in this paper was a cubic nanoporous structure,
it was not easy to build a classic circular nanocloak. Therefore, according to our previous
research experience, we selected a more reasonable scale to build a porous rectangular
thermal cloak. The calculation model of the nanocloak is shown in Figure 3. The model
size was 60 × 40 × 4 UC; the functional region was constructed with a porous structure,
while the remainder was crystalline silicon. The two ends were fixed regions to prevent the
whole model from moving, and the length was 2 UC. The thermostat region was divided
into cold and hot baths, both of which were 8 UC in length. The remaining regions were
background regions.

2.2. Methodology

In this research, the Verlet algorithm [50] was used to solve Newton’s equations of
motion, as it is the most accurate velocity calculation method. The canonical ensemble
(NVT) and the microcanonical ensemble (NVE) were used in the simulation. The correctness
of the molecular dynamics simulation results depends on the accuracy of the potential
function. According to our previous research, we chose the Tersoff potential [51].

E = ∑
i

Ei =
1
2 ∑

i 
=j
fC
(
rij
)[

fR
(
rij
)
+ bij fA

(
rij
)]

, (1)

where E is the total energy, i and j are atom labels, r is the distance between atoms, f is
the potential function, C is the cutoff function, R and A are repulsive and attractive pairs,
respectively, and b is the bond order between atoms.

2.2.1. Thermal Conductivity Calculation

The key to design a nanocloak is to construct a functional region with low thermal
conductivity; thus, calculating the thermal conductivity is crucial for successful construction.
There are two commonly used methods, EMD and NEMD. We chose the NEMD method,
which is also known as the “nonequilibrium” method. The so-called nonequilibrium
state is a state opposite to the equilibrium state. In most molecular dynamics simulations,
relaxation is required. Relaxation is also called the “running equilibrium”, whereby the
shape of the material in the equilibrium state is obtained, while the temperature and
energy of the system remain basically unchanged. The nonequilibrium state is the opposite,
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whereby the temperature is not constant, but maintains a certain gradient. We can calculate
the lattice thermal conductivity as follows:

J = −κ∇T, (2)

where J is the given heat flux, ∇T is the temperature gradient, and κ is a tensor [52–55]. Our
calculated thermal conductivity was κxx. Since the simulation was mainly in the xy plane,
κzz was ignored, periodic boundary conditions were used in the simulation process, and
the model was symmetrically distributed; hence, in the xy plane, thermal conductivity was
isotropic, κxx = κyy.

 

Figure 3. Schematic diagram of each region of the nanocloak.

2.2.2. Heat Flux and Temperature Calculation

In order to evaluate the cloaking performance of the nanocloak and visually display
the cloaking phenomenon, referring to [56], we can calculate the single-atom heat flux
as follows:

J =
1
V

[
∑

i
eivi − ∑

i
Sivi

]
, (3)

where J is the heat flux, V is the volume, i is an atomic label, e is the total energy, which
includes kinetic and potential energy, v is the velocity vector, and S is the pressure tensor.
In all three directions, the heat flux can be described as follows:

Jx =
1
V

[
∑

i
eivxi − ∑

i

(
Sixxvix + Sixyviy + Sixzviz

)]
(4)

Jy =
1
V

[
∑

i
eivyi − ∑

i

(
Siyxvix + Siyyviy + Siyzviz

)]
(5)
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Jz =
1
V

[
∑

i
eivzi − ∑

i

(
Sizxvix + Sizyviy + Sizzviz

)]
(6)

According to two regions A and B in Figure 3, the ratio of thermal cloaking (RTC) can
be calculated as follows:

RTC =
JA
JB

, (7)

where J is the average heat flux. In addition, we can also calculate the single-atom tempera-
ture during the simulation as follows:

∑
i

εi =
dim

2
kBNT, (8)

where ε is the kinetic energy, i is an atomic label, dim is the dimensionality (dim = 3), kB is
the Boltzmann constant, and N is the total number of atoms.

2.2.3. Phonon Localization Theory

Phonon localization theory has important applications in various fields. In a related
study on graphene [57–59], with the help of phonon localization theory, it was found that
phonon localization mainly affects long-wave and high-frequency modes, and it was found
that the strong localization of low-frequency phonons caused by reverse short thermal
contacts leads to a clear temperature transition. In the study of heterostructures [60,61], with
the help of phonon localization theory, the internal mechanism of the abnormal interfacial
thermal conductance (ITC) change at the interface of Gr and h-BN was explored, aiming
at the topological defect-based semi-defective graphene/hexagonal boron nitride. With
respect to the thermal conductivity of the in-plane heterostructure interface, it was found
that the phonon coupling on both sides of the interface and the phonon localization effect
of the heterostructure were the two keys determining the heterostructure ITC factor. In
other fields [62], the effect of anti-substitution on thermal conductivity was investigated
using nonequilibrium molecular dynamics simulations, and it was found that, when the
defect concentration was low, localization was the main reason for the decrease in thermal
conductivity, whereas, when the defect concentration was high, the main reason was
phonon defect scattering in all phonon modes.

With the help of the phonon localization theory, we can explain the cloaking mecha-
nism by calculating the phonon density of states (PDOS). To make the results meaningful,
we selected the same region in the cloak and the crystalline film. Since the cloaking phe-
nomenon is caused by the existence of the functional region, we chose the whole functional
region as the calculation region. PDOS can be described as

PDOS(ω) =
1

N
√

2π

∫
e−iωt

〈
N

∑
j=1

vj(0)vj(t)

〉
dt , (9)

where N is the total number of atoms, ω is the phonon frequency, v is the velocity vector,
and j is an atomic label.

To better understand the PDOS, the mode participation rate (MPR) can be calculated
as follows [63]:

MPR(ω) =
1
N

[
∑i PDOSi(ω)2

]2

∑i PDOSi(ω)4 , (10)

where N is the total number of atoms, and PDOSi (ω) is local density of states based on
Equation (9).
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2.3. Simulation Process

We used NEMD to calculate the thermal conductivity of the constructed model. This
method requires a heat source and a heat sink to be applied to the model, both of which
were 0.0005 eV·Å/ps in this paper. The initial temperature of the whole system was fixed
at 300 K, and the simulation was run for 10 ns.

We then simulated the thermal cloak. The timestep was 1 fs. Periodic boundary
conditions were used in all three directions during the simulation. The whole process was
divided into two stages. In the preparation stage, the energy of the whole system was first
minimized, and all atoms except the fixed region were given an initial velocity satisfying a
Gaussian distribution at a temperature of 300 K (achieved by specifying a random number
in LAMMPS; the random number in this paper was 4,928,459). In the simulation stage, the
selected calculated system was first placed in the NVT ensemble, simulated for 100 ps at
300 K for full relaxation, and then placed in the NVE ensemble and simulated for 1000 ps.
The hot bath and cold bath were 350 K and 250 K, respectively, and the thermostat used
was Nose–Hoover [64].

d
dt

pi = Fi − γpi, (11)

d
dt

γ =
1
τ2

[
T(t)
T0

− 1
]

, (12)

T(t) =
2

3NkB
∑

i

p2
i

2mi
, (13)

where i is an atomic label, p is the momentum, F is the force, γ is a dynamic parameter, τ is
the relaxation time, m is the mass, kB is the Boltzmann constant, and N is the number of
atoms in the thermostats.

3. Results and Discussion

3.1. The Thermal Conductivity

We obtained the temperature change curve through simulation and fit it to obtain
the slope of the curve, as shown in Figure 4. The slope was ∇T. Using Equation (2), we
calculated the thermal conductivity. The results prove that the thermal conductivity of the
porous structure was lower than that of bulk silicon; hence, it could be used to construct
the nanocloak.

(a) 

 

(b) 

Figure 4. Temperature of the calculated model: (a) crystalline silicon; (b) porous silicon structure.

3.2. The Calculation of Thermal Cloak Performance

Figure 5 shows the RTC of the thermal cloak and crystalline silicon film at 600 ps.
The RTC of the thermal cloak was much higher than that of the crystalline silicon film,
confirming the cloaking phenomenon, and the cloaking effect was obvious. Compared with
bulk silicon, the porous silicon structure had a large porosity, which was not conducive
to the transmission of phonons, resulting in low thermal conductivity and producing the
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cloaking phenomenon. Increasing the porosity of the porous structure could produce
excellent cloaking effects.

Figure 5. The RTC with different structures at 600 ps.

To prove the occurrence of the cloaking phenomenon, the heat flux and temperature
distribution of the crystalline film and the nanocloak at 600 ps are plotted in Figure 6. In the
simulation process, we calculated the heat flux and temperature of a single atom; however,
we do not care about the state of a single atom but the state of the whole system. Therefore,
we first divided the whole system into 40 small blocks, and then calculated the average heat
flux and average temperature in each small block. By analyzing the heat flux distribution,
we can clearly see the cloaking phenomenon. The heat flux of the whole functional region
of the thermal cloak was kept extremely low, and the heat flux was spread around the
functional region. However, when observing the temperature distribution, the cloaking
phenomenon was not obvious, because the nanocloak is a typical heat flux control device,
rather than a temperature control device.

3.3. Analysis of Cloaking Mechanism of Nanocloak

Figure 7 shows the PDOS of the crystalline silicon film and the thermal cloak. For the
crystalline silicon film, consistent with a previous study [65], a weak and a strong peak
appeared at 5 THz and 17 THz, respectively. Phonons are generated due to the excitation
of atomic vibration. For the same atom, the vibration frequency was the same, and the
phonons excited by the vibration were roughly the same. For the thermal cloak, due to
the reduction in the number of atoms in the functional region, both the low- and the high-
frequency peaks shifted to the left, and the PDOS was larger than the crystalline silicon
film in the range of 0–5 THz, while the PDOS was smaller than the crystalline silicon film
in the range of 15.5–18.5 THz. In addition, a large number of phonon modes appeared in
the range of 5–15 THz.

Figure 8 shows the MPR in the calculated region of the different structures. For
the crystalline silicon film, the MPR was uniformly distributed, basically greater than
0.6, indicating that these phonon modes were decentralized. For the thermal cloak, all
MPRs were lower than 0.6, and the distribution was uneven, proving the occurrence of the
phonon localization phenomenon [66]. The main reason is that the number of atoms in
the functional region of the thermal cloak was reduced, while there were fewer phonons
excited by vibration in the same region, and the porous structure was not conducive to
the propagation of phonons, which in turn affected the PDOS. The PDOS at low frequency
increased, and the peak shifted to the left, while the PDOS at high frequency decreased, and
the peak shifted to the left, resulting in a strong phonon localization, which in turn reduced
the thermal conductivity of the functional region, resulting in the cloaking phenomenon.
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Figure 6. (a,b) The heat flux distribution at 600 ps, where (a) is the crystalline film, and (b) is the
nanocloak; (c,d) the temperature distribution at 600 ps, where (c) is the crystalline film, and (d) is
the nanocloak.

Figure 7. PDOS in the calculated region of the different structures.
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Figure 8. MPR in the calculated region of the different structures.

4. Conclusions

In this paper, we used LAMMPS software for modeling and simulation, and we
constructed thermal conductivity and thermal cloak calculation models. The RTC was
used to evaluate the cloaking performance, and the phonon localization theory was used to
explain its cloaking mechanism. This research has important applications in the thermal
isolation of microelectronic devices, expands the construction methods of thermal cloaks,
and promotes the application of porous materials. The main conclusions are summarized
as follows:

(1) Through NEMD simulation, we found that the thermal conductivity of the porous
structure was significantly lower than that of the crystalline film, satisfying the conditions
for building the thermal cloak;

(2) The RTC was used to evaluate the cloaking performance, proving that the nanocloak
built with a porous structure could produce excellent cloaking effects, which was verified
by drawing the heat flux distribution;

(3) The cloaking mechanism of the nanocloak was analyzed by phonon localization
theory; we calculated the PDOS and MPR, and we found that due to the reduction in the
number of atoms in the functional region of the thermal cloak, the phonons generated by
vibration were reduced, while the porous structure was not conducive to the propagation
of phonons, which in turn affected the PDOS. The PDOS at low frequency increased, and
the peak shifted to the left, while the PDOS at high frequency decreased, and the peak
shifted to the left, resulting in a strong phonon localization. As a result, the thermal con-
ductivity of the functional region of the thermal cloak was reduced, and the phenomenon
of cloaking occurred.

In this paper, it was pointed out that an increase in porosity of the porous structure led
to a decrease in thermal conductivity, but the effect of porosity on the cloaking performance
of the nanocloak was not explored, as this paper only explored the cloaking performance of
the porous cloak within a constant temperature boundary. In order to facilitate engineering
applications, the dynamic environment response is also critical, and we will focus on
addressing these issues in the future to advance the application of porous structures in the
field of heat flow regulation.
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Abstract: Metal foams have gained attention due to their heat transfer augmenting capabilities.
In the literature, correlations describing relations among their morphological characteristics have
successfully been established and well discussed. However, collective expressions that categorize
stacked wire mesh based on their morphology and thermo-hydraulic expressions required for
numerical modeling are less explored in the literature. In the present study, cross relations among
the morphological characteristics of stacked wire-mesh were arrived at based on mesh-size, wire
diameter and stacking type, which are essential for describing the medium and determining key
input parameters required for numerical modeling. Furthermore, correlation for specific surface
area, a vital parameter that plays a major role in interstitial heat transfer, is provided. With the
arrived correlations, properties of stacked wire-mesh samples of orderly varied mesh-size and
porosity are obtained for various stacking scenarios, and corresponding thermo-hydraulic parameters
appearing in the governing equations are evaluated. A vertical channel housing the categorized
wire-mesh porous media is numerically modeled to analyze thermal and flow characteristics of
such a medium. The proposed correlations can be used in confidence to evaluate thermo-hydraulic
parameters appearing in governing equations in order to numerically model various samples of
stacked wire-mesh types of porous media in a variety of heat transfer applications.

Keywords: porous media modeling; woven wire-mesh; pore density; porosity; LTNE; correlations;
stacking types

1. Introduction

Metal based porous media have been extensively researched for their ability to enhance
heat transfer that benefits the function of many heat exchanging devices. Numerical model-
ing methodology, developed in order to mimic thermal and flow phenomena through such
media has been a reason for abundant research on a variety of heat exchanging applications.
In regard to the same, metal foams have been widely analyzed for their thermo-hydraulic
behavior [1]. Some of the major applications include compact heat exchangers [2], fuel
cells [3], thermal storage [4], geothermal applications [5], solar receivers [6], and heat
sinks [7]. In a previous study [8] using the method of porous modeling, such metal foams
have been analyzed for their varying behavior in maximizing heat transfer and minimizing
flow resistance based on their structural aspects (porosity and pore density). Key thermo-
hydraulic parameters such as the specific surface area and the interstitial heat transfer
coefficient of the sample highly depend on the combination of porosity and pore density of
the considered samples. However, in a porous medium such as metal foams, it is highly
difficult to obtain the desired porosity and pore density combinations, as changing cell size
and maintaining a desired fiber diameter in order to achieve a sample of desired porosity is
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not easy. However, porous media formed by stacking of woven wire mesh screens make it
possible to achieve the desired porosity and specific surface area by obtaining screens of
the desired pore density (dependent on mesh/cell size) and fiber diameter with most ease.

Stacked woven wire-mesh has been known to aid the thermo-hydraulic performance
in many prominent engineering applications and has been used as the conventional heat
transfer medium in regenerators of Stirling engines [9]. Recently, Zhao et al. [10] reviewed
forced convection in porous structures emphasizing expressions describing morphological
characteristics such as porosity, fiber diameter, pore diameter and surface area density and
correlations depicting thermo-hydraulic behaviors of porous media of various types such as
metal foam, lattice frame, packed bed and woven wire-mesh. The scarcity of comprehensive
expressions (cross relations) for describing the morphological characteristics of woven wire-
mesh types of porous media can be observed compared to the widely discussed and
established cross relations for other kinds of porous media (especially open-celled type
of porous media). Elaborate reviews of metallic woven wire structures can be found
in [11], emphasizing mechanical, topological and thermal properties of various types of
woven-wire porous structures.

Among the plethora of existing and possible metallic woven wire-mesh structures,
textile-core, a multi-layered woven wire mesh proposed by Sypeck and Wadley [12], where
the porous block of woven wire-mesh is formed by node to node (inline) stacking of the
weaved wire mesh screens has received attention as variations in cell size, porosity, pore
density can easily be achieved. Tian et al. [13] experimentally investigated heat transfer and
flow resistance in textile-core woven wire-mesh porous structures. The study demonstrated
the effect of porosity and cell topology on flow resistance. Heat transfer was attributed to
surface area density, porosity and solid conductivity. The study highlighted that, at a given
flow rate, surface area density that depends on pore density and porosity in turn depends
on fiber diameter and cell size plays a major role in heat transfer augmentation. However,
the thermo-hydraulic behavior of such porous samples of orderly varying pore density and
porosity combinations was not addressed in the study.

Stacking of the woven wire-mesh screen can be accomplished in two major ways:
aligned (inline), where there is node-to-node arrangement of the screens, and misaligned
(staggered type), where there is misalignment in stacking that accommodates more void
spaces with wire material. Costa et al. investigated pressure drop [14] and heat transfer [15]
in stacked woven wire structures as an application to Stirling engine regenerators. Exact
three dimensional geometries were modelled that considered aligned and misaligned
stacking [14], and parallel and cross stacking [15]. Flow through the wire-mesh porous
block was accomplished numerically and respective correlations for the pressure drop
and Nusselt number were obtained in the study. Since the study involved exact geometry
simulations, discussion related to parameters that are essential for obtaining heat transfer
and flow models of such porous media was not emphasized, without which numerical
modeling cannot be accomplished. Bussiere et al. [16] made an experimental analysis on
flow resistance in stacked woven wire-mesh used in electrical safety. This study emphasized
assessment of the drag coefficient and pressure drop of woven wire-mesh screens and their
stacked arrangement in order to increase the efficiency of circuit breakers.

As a result of well-established and well-debated correlations pertaining to metal foams
that provide expressions for describing/categorizing their thermo-hydraulic and morpho-
logical parameters, enormous numerical investigations [17–19] have been performed on
porous media of metal foam type to evaluate and/or obtain optimum performance of
metal foams involving thermal exchange phenomena. However, expressions for evaluating
thermo-hydraulic and morphological parameters of wire-mesh type porous media have
not been well established or debated in the open literature. Without this knowledge, it
becomes difficult to perform a comprehensive numerical study using porous media model-
ing methodologies, considering that this type of porous media is subjected to variation in
its morphological properties and stacking manner. Armour and Cannon [20] elaborately
studied flow through woven wire-mesh layers of five various weave patterns. Expres-
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sions for screen thickness, specific area, porosity and pore diameter were provided for
the considered woven wire-mesh screen layers. However, it has to be noted that these
expressions are exclusive to single mesh screen layers and not for porous media formed
from the stacks of wire-mesh screens, which is the conventional way of incorporating them
in heat exchange applications.

In a recent study, Garg et al. [21] performed a numerical study of regenerators for
Stirling cryocoolers using porous media modeling techniques to simulate flow and heat
transfer through a stack of stainless steel wire-mesh screens. The part containing the stack
of wire-mesh screens was modelled as a porous medium. The porosity, interstitial area
density (specific area) and interstitial heat transfer coefficient were determined based on
expressions following the works of [22] for porosity and [23] for the other two parameters.
However, proper justifications for the use of expressions to obtain the mentioned parame-
ters are not provided by the authors in the study and relevant discussion pertaining to the
suitability of the used expressions are missing in the open literature. Recently [24] made a
numerical analysis of the thermo-hydraulic behavior in woven wire mesh screens. They
used expressions provided by [20] to describe the specific surface area and porosity of the
mesh screens. Correlations for heat transfer and pressure drop were provided in this study;
however, they were restricted to single mesh screen layers of various porosities and specific
surface areas. Wang et al. [25] recently obtained an analytical model for the friction factor as
an exclusive function of pore structure and quantified pressure drop using the wire mesh’s
morphological parameters. The study also defined the mesh screen’s properties, such as
porosity and specific surface area, using expressions provided by [20].

Of relevance to the current study, Xu et al. [26] made an effort to provide expressions
for porosity and specific surface area of textile-core type stacked wire mesh porous media
for heat exchange applications. However, the study simplified the expression by assuming
the curved wires woven over the shute wires to be straight. Through this assumption, the
authors were able to arrive at a simple expression to calculate the mentioned parameters.
However, the possibility of incurring large errors with an increased number of screens
in the stack or with increased fiber diameters of the screen wires is inevitable. Zhao
et al. [27] provided new expressions to calculate these parameters by considering the
stacking manner, fiber diameter, compactness factor, etc.; however, the complexity of the
expressions and difficulty in appropriately obtaining the compactness factor defined in the
study was high. All these factors make necessary simple and comprehensive expressions
that can describe/classify such types of porous media with the help of information on
only a few easily available parameters such as mesh-size/pore-density and fiber (wire)
diameter that can differentiate a given stacked woven wire-mesh type of porous medium
corresponding to various stacking scenarios. Kurian et al. [28] conducted an experimental
study on the thermodynamic performance of brass woven wire-mesh of textile-core type
that was observed to be misaligned in stacking in a vertical channel. This study showed
that the overall performance factor could be achieved at wire-mesh porous samples of
higher porosity; though the analysis was made for wire-mesh porous samples of three
different porosities, no discussion relevant to pore density that affects interstitial area
density was considered in the study. Similar analysis was performed in another study
by the same authors [29], but for a stainless steel wire-mesh porous block. Kotresha and
Gnanasekaran [30] made a numerical analysis by considering porous media modeling
techniques for investigating fluid flow and heat transfer through stacked wire-mesh porous
media. However, for modeling, expressions provided by [13,26] were used to obtain the
specific surface area (one of the parameters that highly affects heat transfer) of a wire-mesh
stack with the same characteristics as in [28]. Though the study successfully demonstrated
modeling techniques for the stacked wire-mesh type of porous media, it did not emphasize
the suitability of the used expressions.

It is quite evident that the discussion related to expressions required for modeling of
the stacked wire-mesh type of porous medium is limited in the open literature, but it plays
a major role in providing authenticity to the flow and heat transfer characteristics obtained
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from numerical studies carried out for this type of porous medium. In the present study,
expressions that describe morphological characteristics of stacked woven wire-mesh types
of porous media are arrived at that can categorize various samples of this type of porous
medium by various characteristics such as porosity and specific surface area as a result
of variation in parameters such as fiber diameter of the woven wires, pore-density/mesh-
size and type of stacking. Furthermore, with the use of the obtained expressions, the
categorized stacked wire-mesh porous samples of orderly varying porosity and mesh size
are investigated for their performance in enhancing heat transfer in a vertical channel
subjected to constant heat flux and laminar air flow. The flowchart of the present work
methodology is shown in Figure 1.

Figure 1. Chart describing the flow of the present work.

2. Problem Statement

With knowledge of the significance of morphological parameters of porous media
in the numerical modeling of flow and heat transfer, cross relations for evaluating mor-
phological parameters such as porosity, specific surface area of stacked brass wire-mesh
porous media are arrived at for various stacking types with the help of easily available
information such as fiber diameter (df) and pitch (dp) of the woven mesh screen. Gener-
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alized expressions for screen spacing (h) for the closely packed scenario under various
stacking scenarios are obtained and identified. With the aid of the arrived expressions, such
stacked wire-mesh samples are categorized based on orderly varying porosity and pore-
density/mesh-size combinations, and the respective heat transfer and flow influencing
parameters are evaluated, thereby allowing the numerical modeling of the categorized
porous samples for analyzing their thermal performance.

With the aid of the arrived expressions, stacked wire-mesh samples of 0.8, 0.85, 0.9 and
0.95 porosity each with pore densities 5, 10, 15, 20, 30, 40 and 45 PPI (of woven wire-mesh
screens) are categorized under three different stacking scenarios, namely, staggered, inline
type-a and inline type-b. Such categorized porous samples are evaluated for thermal
performance in a vertical channel subjected to a constant heat input of 20 W under laminar
flow achieved with 0.25 m/s air velocity under steady state conditions. The thermal
phenomena identified by the wall heat transfer coefficient are analyzed for the categorized
wire-mesh porous samples. Temperature information is numerically obtained; the excess
temperature of the vertical plate is calculated using Equation (2) and is then used to
compute the wall heat transfer coefficient using Equation (1).

The heat transfer coefficient is given by:

hwall =
Q

AΔTw
(1)

where,
ΔTw = [T − T∞]avg (2)

3. Modeling and Arriving at Expressions for Stacked Woven Wire-Mesh
Porous Samples

A cube of size ΔX × Δ × Δ is adopted within which the whole fluid saturated woven
wire-mesh samples are geometrically modelled. The straight cylindrical wires are drawn in
the Y direction and the curved woven wires are woven in the X direction along the length of
the straight cylindrical wires. Woven wire mesh screens thus obtained are arranged in the
Z direction to obtain a block of stacked woven wire mesh screens forming a fluid (empty
spaces) saturated wire-mesh porous medium. Various views of the obtained geometry
of the considering wire-mesh blocks are shown in Figure 2a–d. The front view of wire
mesh layers of staggered, inline type-a and inline type-b stacking under the closely packed
scenario are shown in Figures 3–5.

Figure 2. Cont.
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Figure 2. Corresponding to woven wire-mesh geometry with spacing between screens: (a) Isometric
view. (b) top view. (c) front view and (d) side view.

Figure 3. Front view of staggered stacking for closely packed scenario (with hmin spacing).

Figure 4. Front view of inline stacking type-a for closely packed scenario (with hmin spacing).

Figure 5. Front view of inline stacking type-b for closely packed scenario (with hmin spacing).

3.1. Determination of Interstitial Area Density or Specific Area

By definition [31], the interstitial area density or specific area (asf) is determined
as follows:

as f =
Total sur f ace area o f wire − mesh

al volume o f the whole block (entire f luid saturated wire − mesh block)
(3)

where, the dimension of the cube comprising fluid saturated woven wire-mesh porous
media is represented as, ΔX × Δ × Δ.
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Referring to Figure 2a, the number of woven wire-mesh screens (n) can be expressed
as shown in Equation (4), where ‘h’ is the distance between two consecutive mesh layers
measured from center to center of straight running,

n =
ΔZ
h

(4)

It can be observed from Figure 2a that each layer of the wire-mesh block is formed by
weaving cylindrical wires onto those cylindrical wires passing straight in the perpendicular
direction. Therefore, the total surface area of the wires forming each layer of the wire-mesh
block can be put in the following form.

The total surface area of each mesh layer (a1) is the sum of the product of (a) the area
of straight running cylindrical wire (as) and the total number of straight running cylindrical
wires (Ns) and (b) the area of the weaving cylindrical wire (aw) and the total number of
weaving cylindrical wires (Nw), which can be expressed as:

a1 = (as × Ns) + (aw × Nw) (5)

Observing Equations (4) and (5), the total area of the solid cylindrical wires forming
the whole mesh block (Asm) can be expressed as:

Asm = ((as × Ns) + (aw × Nw))× ΔZ
h

(6)

Now, the parameters appearing in Equation (6) can individually be expressed as follows:

Ns =
ΔX
dp

(7)

Nw =
ΔY
dp

(8)

as = πd f ΔY +
π

2

(
d f

)2
(9)

aw = πd f L +
π

2

(
d f

)2
(10)

The parameter ‘L’ appearing in Equation (10) is the length of the weaving wire, where
its value can be expressed from observing Figure 6a,b as:

L = OD × number o f pores
(
as there exists a curve ′OD′ in every pore

)
(11)

OD: as shown in Figure 6b.
The expression for the number of pores can be approximated as

Np = Ns =
ΔX
dp

(12)

In Equation (11), in order to find the expression for length ‘L’, the expression for ‘OD’
is derived and multiplied by the number of pores. For that, observing Figure 6a, angle
AO’B can be expressed as:

Cosθ =
O′A
O′B =

2d f

dp
(13)

θ = cos−1
(2d f

dp

)
(14)
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Figure 6. (a) Sketch of single cylindrical wire woven over straight cylindrical wires. (b) Description
of parameters involving in expressing lengths of each woven cylindrical wire.

Therefore, angle

AO′O =
π

2
− θ (15)

Length of arc

OA = d f

(π

2
− θ
)

(16)

Considering ΔAO′B,
(AB)2 =

(
O′B
)2 − (AO′)2 (17)

Therefore,

AB =

√(
dp2

4
− d f

2
)

(18)

However, the length OD = OA + AB + BC + CD, but OA = CD, which yields,

OD = 2(OA + AB) (19)

Therefore the above equation for the length ‘OD’ can be rewritten, from expressions
for ‘OA’ and ‘AB’ as given in Equations (16) and (18) as,

OD = 2

⎛
⎝d f

(π

2
− θ
)
+

√
dp2

4
− d f

2

⎞
⎠ (20)

Inserting expression for ′θ′ as given in Equation (14), we get,

OD = πd f − 2d f cos−1
(2d f

dp

)
+ 2

√
dp2

4
− d f

2 (21)

From Equations (12) and (21) length of each woven wire can be obtained as,

L =
ΔX
dp

⎛
⎝πd f − 2d f cos−1

(2d f

dp

)
+ 2

√(
dp2

4
− d f

2
)⎞⎠ (22)
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Therefore, the obtained expression for ‘L’ can be used in Equation (10). Now, the expres-
sion for total area of solid cylindrical wires both straight passing as well as weaving ones
as expressed in Equation (6), can be rewritten by referring to Equations (4) and (8)–(10) as

Asm =

⎡
⎣(πd f ΔY +

π

2
d f

2
)ΔX

dp
+

⎛
⎝πd f

⎛
⎝ΔX

dp

⎛
⎝πd f − 2d f cos−1

(2d f

dp

)
+ 2

√(
dp2

4
− d f

2
)⎞⎠
⎞
⎠+

π

2
d f

2

⎞
⎠ΔY

dp

⎤
⎦ΔZ

h
(23)

Interstitial area density or specific surface area is expressed as,

as f =
Asm

ΔXΔYΔZ
(24)

Therefore, from Equation (23), the expression for ‘asf’ (for a woven-mesh block of
spacing “h”) can be deduced by simplification as

as f =
Asm

ΔXΔYΔZ
=

πd f

hdp

⎡
⎣1 +

d f

dp

{
π − 2Cos−1

(2d f

dp

)}
+

√
1 −
(2d f

dp

)2

+
d f

2

(
1

ΔX
+

1
ΔY

)⎤⎦ (25)

Since term
d f
2

(
1

ΔX + 1
ΔY

)
yields are of very negligible value, the above expressions

can be simplified by neglecting this term as

αs f =
πd f

hdp

⎡
⎣1 +

d f

dp

{
π − 2Cos−1

(2d f

dp

)}
+

√
1 −
(2d f

dp

)2
⎤
⎦ (26)

By taking
d f
dp

= k, the above equation can be rewritten as

αs f =
πk
h

[
1 + kπ − 2kCos−1(2k) +

√
1 − 4k2

]
(27)

Stacking of the wire-mesh layers can be made in three different ways that include
staggered stacking as shown in Figure 3, inline type-a as shown in Figure 4 and inline
type-b as shown in Figure 5. For the closely packed scenario, the value of ‘hmin’ varies with
type of stacking. For the staggered type, it is difficult to be interpreted by mere observation
and the same is expressed mathematically in the following way. The upper layer of the
woven mesh screen rests on the lower layer as shown in Figure 7. It can be observed
in Figure 7 that the length of ‘OC’ is the minimum spacing ‘hmin’ for the closely packed
wire-mesh block scenario for staggered type of stacking. The expression for ‘hmin’ with
reference to the Figure 7 can be obtained as follows:

Figure 7. Description of parameters for closely packed wire-mesh layers in staggered type of stacking.
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Let OC = AC′ = hmin; thenb, we know that from ΔAOB

cos∅ =
2d f

dp
(28)

In addition, from ΔOBC,

sin∅ =
d f

hmin
(29)

From the trigonometric relation cos2
∅ + sin2

∅ = 1, the above equations can be
written as

4d f
2

dp2 +
d f

2

hmin
2 = 1 (30)

hmin =
dpd f√

dp2 − 4d f
2

(31)

Hence, for the closely packed woven wire-mesh scenario for the staggered stacking
type, the expression for ′h′min as given in Equation (31) can be used in Equation (25) for
obtaining the corresponding value of the specific surface area. A detailed sketch of the
inline type-a and type-b stacking scenarios is shown in Figures 8 and 9 following which
expressions ′h′

min = 2d f and ′h′
min = 3d f can be used in Equation (25) for obtaining the

specific surface area of the wire-mesh porous medium of inline type-a and inline type-b
stacking, respectively.

Figure 8. Description of parameters for closely packed wire-mesh layers in stacking of inline type-a.

Figure 9. Description of parameters for closely packed wire-mesh layers in stacking of inline type-b.
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3.2. Cross-Relations between Porosity, Fiber Diameter and Pore Width

Cross-relationships between morphological characteristic of wire-mesh layers such as
fiber diameter and pore width and characteristics of stacked wire-mesh porous structures
such as porosity would serve a great purpose by making it easier to avail information on
unknown parameters that are difficult to evaluate (for instance, porosity and specific surface
area that depend on several other parameters such as stacking manner, fiber diameter and
pitch) with information on easily distinguishable parameters. The procedure for arriving at
such cross-relations is mentioned below.

The volume of the solid woven mesh layer can be written analogously to Equation (5) as

v1 = (vs × Ns) + (vw × Nw) (32)

The total volume of the solid cylindrical wires (both woven as well as straight running)
forming the mesh block can therefore be written as

Vsm = n((vs × Ns) + (vw × Nw)) (33)

The volume of a single straight running cylindrical wire can be expressed as

vs =
πd f

2ΔY
4

(34)

Similarly, the volume of the weaving cylindrical wire can be expressed as

vw =
πd f

2L
4

(35)

Porosity is defined as [31]:

Porosity =
Total volume o f the void space ( f luid region)

Total volume o f the whole block comprising o f the f luid saturated porous medium
(36)

which in this case can be written as

ε =
V − Vsm

V
(37)

1 − ε =
Vsm

V
(38)

where, ‘V’ is total volume of the whole fluid saturated porous mesh block expressed
as ΔXΔY ΔZ.

From, Equations (4), (22) and (33)–(35), Vsm/V can be expressed as,

Vsm

V
=

πd f
2

4hdp

[
1 +

1
dp

(
πd f − 2d f Cos−1

(2d f

dp

)
+
√

dp2 − 4d f
2
)]

(39)

Comparing Equations (38) and (39), the expression for porosity for a woven wire-mesh
block with spacing ‘h’ between the mesh layers can be written as

ε = 1 − πd f
2

4hdp

[
1 +

1
dp

(
πd f − 2d f Cos−1

(2d f

dp

)
+
√

dp2 − 4d f
2
)]

(40)

For closely packed woven wire-mesh blocks of staggered type, the expression for
porosity can be obtained by incorporating the expression for ‘hmin’ given in Equation (31)
in Equation (40) as

εstaggered = 1 −
πd f

√
dp2 − 4d f

2

4dp2

[
1 +

1
dp

(
πd f − 2d f Cos−1

(2d f

dp

)
+
√

dp2 − 4d f
2
)]

(41)
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Taking
d f

dp
= k (42)

Equation (41) can be rewritten as

εstaggered = 1 − kπ

4

√
1 − 4k2

[
1 + kπ − 2kCos−1(2k) +

√
1 − 4k2

]
(43)

valid for 0 ≤ k ≤ 0.5.
For the closely packed woven wire-mesh blocks of inline type-a and inline type-b

stacking scenarios, the expression for porosity can be obtained by incorporating expression
for ‘hmin’ equal to 2df in Equation (40), which for inline stacking of type-a becomes

ε Inline−type−a = 1 − πd f
2

4
(

2d f

)
dp

[
1 +

1
dp

(
πd f − 2d f Cos−1

(2d f

dp

)
+
√

dp2 − 4d f
2
)]

(44)

ε Inline−type−a = 1 − πd f

8dp

⎡
⎣1 +

⎛
⎝π

d f

dp
− 2

d f

dp
Cos−1

(2d f

dp

)
+

√
1 −
(2d f

dp

)2
⎞
⎠
⎤
⎦ (45)

ε Inline−type−a = 1 − kπ

8

[
1 + kπ − 2kCos−1(2k) +

√
1 − 4k2

]
(46)

Similarly, for the stacking of inline type-b, the incorporating expression for ‘hmin’ equal
to 3df generalized expression for porosity becomes

ε Inline−type−b = 1 − πd f
2

4
(

3d f

)
dp

[
1 +

1
dp

(
πd f − 2d f Cos−1

(2d f

dp

)
+
√

dp2 − 4d f
2
)]

(47)

ε Inline−type−b = 1 − πd f

12dp

⎡
⎣1 +

⎛
⎝π

d f

dp
− 2

d f

dp
Cos−1

(2d f

dp

)
+

√
1 −
(2d f

dp

)2
⎞
⎠
⎤
⎦ (48)

ε Inline−type−b = 1 − kπ

12

[
1 + kπ − 2kCos−1(2k) +

√
1 − 4k2

]
(49)

For various values of ‘k’ in the range of 0 ≤ k ≤ 0.5, fitting a polynomial curve
with R2 value 0.99866, 0.99963 and 0.99933 for staggered, inline type-a and inline type-b
stacking scenarios and considering 501 data points obtained from the above equation
provides a compact equation expressing the porosity of woven wire-mesh for the mentioned
stacking types as a function of only two morphological properties (fiber diameter and pore-
density/mesh-size) of the wire-mesh, which can be obtained as

εstaggered = 1.01051 − 1.87112(k) + 1.60829
(

k2
)

(50)

ε Inline−type−a = 0.99358 − 0.63809(k)− 0.68232
(

k2
)

(51)

εstaggered = 0.99572 − 0.42539(k) + 0.45488
(

k2
)

(52)

3.3. Interstitial Heat Transfer and Flow Resistance Coefficients

In modeling any type of porous media with the LTNE approach, as can be seen in
Equation (61), information on interstitial heat transfer coefficient hsf is crucial in solving the
energy equation. An effort to identify suitable correlations for the interstitial heat transfer
coefficient can be witnessed in a study by Kotresha and Gnanasekaran [30]; the study
was focused on determining the interstitial heat transfer coefficient based on correlations
that were available in the literature for the packed- bed scenario [32], cross-flow through
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cylinders [33] and for the situation with metal foam. The study showed that the thermal
phenomenon assessed (the wall heat transfer co-efficient of vertical channel) was relatively
in good argument with experimental data when the interstitial heat transfer coefficient as
provided by Calmidi and Mahajan [34] was used in numerical modeling. The suitability of
the correlation was upheld on relative deviation of the thermal phenomenon expressed
based on results obtained when the interstitial heat transfer coefficient was evaluated
with respective to the correlation considered. However, in a recent study, Garg et al. [21]
successfully modeled a regenerator with the wire-mesh porous modeling method by using
the interstitial heat transfer coefficient obtained from relation provided by [23]. In the
present study, the same relation provided by [9] as given in Equation (53) is used to
the evaluate interstitial heat transfer coefficient and the thermal phenomenon expressed
through numerical modeling using this relation is compared with that of experimental data
in order to emphasize the suitability of this correlation. Figure 10 shows the comparison
of the thermal phenomenon characterized by wall heat transfer co-efficient of the vertical
channel of present numerical work to that of experimental work of Kurian et al. [28]. Good
agreement in the thermal phenomenon can be witnessed here as a result of the incorporation
of the interstitial heat transfer co-efficient evaluated from the relation provided by [23] to
solve the energy equation. Thus, for further analysis, evaluation of the interstitial heat
transfer co-efficient is carried out based on the relation provided by [23], as emphasized
by [21].

Figure 10. Comparison of wall heat transfer coefficient obtained from present numerical work to that
of experimental work of [28].

The inertial and viscous resistance co-coefficients are another set of important param-
eters that are vital in modeling wire-mesh porous media using the Darcy-Forchheimer
model. For the steady state case, Xiao et al. [9] provided the expressions for calculating
these parameters by referring to friction factor expressions provided by Tanaka et al. [35]
and the modified-Ergun equation provided by Gedeon and Wood [36]. The obtained rela-
tions were compared with the pressure drop as described by the Darcy-Forchheimer law
and expressions for the viscous and inertial resistance coefficients were provided as given
in Equations (54) and (55) respectively. It can be observed that these flow parameters are
functions of both porosity as well as fiber diameter and rightly predicts flow resistance
in the considered wire-mesh type of porous medium. Hence, these expressions are used
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for evaluating viscous and inertial resistance coefficients required for modeling the flow
phenomenon in the considered wire-mesh porous media.

hs f =
λ f

(
1 + 0.99(RedhPr)0.66

)
ε1.79

dh
(53)

1
K

=
134

2εdh
2 (54)

C =
5.44

ε2dhRedh
0.188 (55)

4. Numerical Simulation, Boundary Conditions, Computational Scheme and
Governing Equations

For this purpose, the experimental set-up of Kurian et al. [28] to investigate stacked
wire-mesh porous media is numerically modelled using commercial ANSYS FLUENT
software. The sketch of the experimental set up used by Kurian et al. [28] is shown
in Figure 11. However, for numerical modeling, due to the symmetric nature of the
experimental domain, only one of the symmetric portions is considered for numerical
modeling with the help of the symmetry boundary conditions. A sketch of the numerical
domain of the present study with boundary conditions is shown in Figure 12.

Figure 11. Sketch of experimental domain used by Kurian et al. [28]: (1) heater, (2) aluminum plate,
(3) stacked wire-mesh porous media, (4) insulating material, (5) channel passage and (6) channel wall.
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Figure 12. Sketch of numerical domain adopted in the current study.

Appropriate boundary conditions are incorporated in the present numerical domain
as shown in Figure 12. Channel walls are given by adiabatic boundary conditions with no
slip conditions established at the fluid-wall interface. Continuity in energy and momentum
is considered at dissimilar contact regions among solid, fluid and porous zone interfaces.
The velocity inlet boundary condition at inlet and pressure outlet boundary condition at
outlet are specified. The heat flux boundary condition is specified in the heater region.

Momentum and continuity equations are solved in a coupled fashion by employing a
pressure based coupled algorithm (COUPLED scheme) available in ANSYS FLUENT [37].
A second order upwind scheme is used for spatial discretization. As it is known, using the
upwind discretization scheme, the values at upstream are used to compute the value on
the faces of the cell and then used to evaluate the value at the center of the cell. The first
order upwind scheme uses one point at the upstream to compute the values at cell faces
and cell center whereas, the second order uses two points at the upstream for computation.
Though the first order upwind scheme is most commonly used as it is easier to converge in
complex domains, the second order upwind scheme is more accurate than the first order
scheme; however, this could present difficulty in convergence in complex problems. Since
the present study involves a less complicated 2D flow and heat transfer domain, the second
order upwind scheme is used to provide more accurate results (in comparison with the first
order upwind scheme) with no difficulty in convergence. Gradients are obtained through
the Green-Gauss node-based method. To help ease the convergence, implicit relaxation
with the pseudo-transient method is implemented. Convergence criteria are set to 10−5

for momentum and continuity equations and for the energy equation, it is set to 10−10 for
higher accuracy. The outcome of the mesh independence study is shown in Table 1. A mesh
with 56,700 cells resulted in the least percentage deviation in pressure drop and excess
temperature values. Therefore, further numerical simulations are carried out by adopting
the developed numerical domain with 56,700 cells.
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Table 1. Grid independence study.

S. No.
No. of

Elements

Pressure Drop
ΔP, N/m2

Temperature Difference
ΔT ◦C

Deviations

ΔP, % ΔT, %

1 26,130 20 9.75 2.30 1.10
2 56,700 19.59 9.69 0.21 0.43
3 88,400 19.55 9.65 Baseline

The governing equations solved to obtain flow and heat transfer parameters in the
wire-mesh-free region are given by Equations (56)–(58).

Continuity equation:
∂
(

ρ f ui

)
∂xi

= 0 (56)

Momentum equation:

∂
(

ρ f uiuj

)
∂xj

= − ∂p
∂xj

+
∂

∂xj

(
μ f

)(∂ui
∂xj

+
∂uj

∂xi

)
(57)

Energy equation for fluid:

∂
(

ρ f Cp f ujT
)

∂xj
=

∂

∂xj

(
λ f

∂Tf

∂xj

)
(58)

In the aluminum plate region, λs(∇2T) = 0 is solved for heat transfer through conduc-
tion to take place. Furthermore, the governing equations pertaining to the wire-mesh-filled
region are given in Equations (59)–(62). Flow and heat transfer influencing parameters
of stacked wire-mesh porous media such as porosity, specific surface area, thermal con-
ductivity, etc. can be observed to be well considered in the governing equations. The
source term in the momentum equation given in Equation (60) can be seen to incorporate
terms representing viscous and inertial effects fluid experiences while passing through the
considered wire-mesh porous medium.

Continuity equation:
∂
(

ρ f εui

)
∂xi

= 0 (59)

Momentum equation:

∂
(

ρ f uiuj

)
∂xj

= −ε
∂p
∂xj

∂

∂xj

(
μ f

(
∂ui
∂xi

+
∂uj

∂xj

))
− ε(

μe f f

K
ui + ρ f C|u|ui

)
(60)

LTNE equation for fluid,

ε
∂
(

ρ f Cp f ujT
)

∂xj
= λ f eε

∂

∂xj

(
∂Tf

∂xj

⎞
⎠+hs f as f

(
Ts − Tf ) (61)

for solid,

λse(1 − ε)
∂

∂xj

(
∂Ts

∂xj

)
= hs f as f

(
Ts − Tf ) (62)

where
λ f e = λ f . ε and λse = λs . (1 − ε) (63)
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Validation of the Numerical Solution

The simulated results from the modeled numerical domain are compared with that of
experimental data of Kurian et al. [28] for validation of the followed modeling methodology.
From Figure 10, a good agreement between the average wall heat transfer coefficient and
average wall temperature obtained through present numerical simulation and experimental
results reported in the literature can be observed. An average difference of 4.2 W/m2 K
with a maximum and minimum difference of 5.13 W/m2 K and 0.973 W/m2 K, respec-
tively, is observed between wall heat transfer coefficients. In terms of deviation between
experimentally measured temperature and numerically simulated temperature data, an
average percentage deviation of less than 0.79 percent is observed, with highest and lowest
deviations of 1.65 percent and 0.09 percent, respectively. This demonstrates the correctness
and suitability of the followed methodology in order to mimic heat transfer in the consid-
ered type of porous medium. In terms of flow phenomenon, variation of experimentally
measured and numerically obtained pressure drop with velocity is shown in Figure 13. A
good agreement between present numerically obtained data and experimentally reported
data is observed with 6 percent and 8 percent average percentage deviations for the 0.71 and
0.81 porosity wire-mesh stack, respectively. Thus, the followed methodology for mimicking
flow and heat transfer numerically can be seen to be appropriate for further analysis.

Figure 13. Comparison of pressure drop of present simulations with that of experimental work
reported in literature.

5. Results and Discussion

5.1. Interpretation of Results from the Expressions Arrived

The expressions arrived at in the present study that enable the obtaining of vital
morphological properties that play a key role in the thermo-hydraulic performance of
stacked woven wire-mesh porous media are interpreted in this section. The present study
provides cross relations between important parameters such as pore density/mesh size
of the wire-mesh screen (mesh per inch/PPI) used in stacking, fiber diameter (df) of the
wires used to weave the mesh screen, porosity and specific surface area of the stacked
wire-mesh blocks corresponding to the three various kinds of stacking such as staggered,
inline type-a and inline type-b. It can be noted that from the expressions provided in the
present study, porosity and specific surface area, which play a prominent role in momentum
and energy equations, can be evaluated with the knowledge of only fiber diameter (df) and
pitch (dp) of wire-mesh screens used for various stacking conditions. Thus, porous media of
various characteristics that can be obtained by changing the fiber diameter and pitch of the
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woven screens for various stacking conditions can easily be studied using porous media
formulation in a variety of applications in order to arrive at the optimum thermo-hydraulic
behavior of such types of porous media.

The variation of porosity of the stacked wire-mesh porous blocks with respect to
change in fiber diameter for various type of stacking and pore-density/mesh size is shown
in Figure 14; for better visual observation, the variation of porosity and fiber diameter
of only 15 PPI and 5 PPI randomly chosen mesh-size samples. However, the respective
changes for other pore densities are also observed to follow a similar trend. It can be
observed that for any type of stacking of wire-mesh screens of given mesh size (PPI/mesh
per inch), porosity decreases with increase in fiber diameter as expected. The magnitude of
variation in porosity with change in fiber diameter is relatively high for staggered stacking,
followed by inline stacking type-a and type-b. For a given fiber diameter, a stacked block
of high porosity can be achieved with inline stacking type-a, followed by inline stacking
type-b and staggered stacking. In addition, it can be observed that with increase in fiber
diameter, a fixed porosity can be achieved by decreasing the mesh size (MPI) or pore
density (PPI). The present study enables numerical study of various stacked wire-mesh
porous samples subjected to change in its morphological parameters and stacking condition
by providing information on the hydro-dynamic parameters of corresponding stacked
wire-mesh porous samples.

Figure 14. Variation of porosity with respect to change in fiber diameter for various stacking of
wire-mesh screens of given pore density or mesh size (pores per inch/mesh per inch).

The variation of specific surface area of stacked wire-mesh porous media for various
stacking conditions is shown in Figure 15; the variations are discussed by depicting ran-
domly chosen 0.95 porosity foam samples. However, the variations show a similar trend
for any other porosity case. It can be observed that for a given porosity, specific surface
area increases with increase in mesh size or pore density of the stacked screens for all type
of stacking; however, it is dominated by the staggered type of stacking, followed by inline
type-a and type-b kinds of stacking. In addition, it has to be noted that a fixed porosity can
be achieved for the considered different kinds of stacking with a compromise in the fiber
diameter of weaved wires. Staggered type of stacking provides the required porosity for a
given mesh size (PPI/MPI) at lesser fiber diameter compared to inline stacking of type-b
and type-a scenarios for same porosity at a given mesh size or pore density condition.
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Figure 15. Variation of specific surface area of stacked wire-mesh porous media comprising of
wire-mesh screens of various mesh size or pore density (pores per inch/mesh per inch).

5.2. Thermo-Hydraulic Analysis

As explained in Section 2, with the aid of the arrived expressions, stacks of woven
wire-mesh samples of orderly varying porosity (0.8, 0.85, 0.9 and 0.95) for each stack of
woven wire-mesh screens of 5, 10, 15, 20, and 25 PPI pore-densities/mesh-sizes were
obtained. It can be noted that for a given pore density of wire-mesh screens, stacks of
various porosity can be achieved by changing the fiber diameter of the wires that form the
mesh screens. For the categorized stacks of woven wire mesh screens, specific area (asf) and
porosity (s) are evaluated based on expressions arrived at in the present study as given by
Equations (27) and (50)–(52) for considered stacking scenarios. The vertical channel numer-
ical domain as described in Section 2 is modelled with these categorized stacked wire-mesh
porous samples. With the subjected heat flux and flow velocities, the thermal performance
of the categorized porous samples (based on changes in mesh-size/pore-density and poros-
ity) is shown in Figures 16a and 17b (Figures 18 and 19) in terms of wall heat transfer
coefficients for all stacking scenarios. The variation of this thermal phenomenon is demon-
strated with the variation in porosity for a constant pore-density/mesh-size (PPI/MPI), as
shown in Figure 16a (for 5 PPI/MPI) and Figure 16b (for 25 PPI/MPI). Similarly, variation
of the same phenomenon with change in pore-density/mesh-size for a constant porosity
can be seen in Figure 17a (for 0.8 porosity) and 17b (for 0.95 porosity). It can be observed
that the wall heat transfer co-efficient increases with increase in both pore density as well
as porosity. However, for a stack of given porosity, heat transfer greatly increases with pore
density compared to the increase of the same parameter with an increase in porosity for a
stack of given pore density. In LTNE modeling, the total heat transfer is accounted for by
heat transfer due to fluid (this increases with porosity) and interstitial heat transfer (this
increases with increase in the product asf × hsf) [8]. As a result, for a given pore density,
the wall heat transfer coefficient increases with porosity due to enhanced availability of
fluid to carry the subjected heat. Enhanced heat transfer is also witnessed with increase in
pore density for a stack of given porosity, as a result of increased interstitial heat transfer
(contributed by the product asf × hsf). The variation in the wall heat transfer coefficient is
observed to be similar, corresponding to changes in porosity and mesh size for all types of
stacking. However, for the same porosity and mesh size conditions, the relative deviation
of the wall heat transfer of wire-mesh porous media formed by various stacking types is
observed to show significant variation. This is mainly due to the increased specific surface
area of staggered type for a given porosity, enabling higher heat transfer, followed by
inline type-a and inline type-b, which have relatively lesser specific surface area for a given
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mesh-size/pore-density and porosity condition. As a result, interstitial heat transfer is
increased for the staggered type compared to wire-mesh porous samples formed as a result
of inline stacking of type-a and type-b conditions. In Figure 16a,b, the thermal performance
is depicted for varying porosity condition for 5 PPI/MPI and 25 PPI/MPI mesh-size/pore-
density situation only. However, the relative trend is observed to be the same for other
10 PPI/MPI and 15 PPI/MPI mesh-size/pore- densities of the considered wire mesh porous
samples of various stacking scenarios. Similarly, in Figure 17a,b, though the variation of
the thermal phenomenon is shown with reference to only 0.8 and 0.95 porosity samples,
the relative deviation for other porosity conditions such as 0.85 and 0.9 porosity is observed
to follow a similar trend. This implies that domination of heat transfer follows a similar
trend for any other porosity and pore-density/mesh-size combinations for the considered
different stacking scenarios, agreeing well with the explained reasons.

Figure 16. (a) Variation of average wall heat transfer coefficient for 5 PPI (pore- density/mesh-size)
wire mesh samples of different porosity for all three stacking scenarios. (b) Variation of average wall
heat transfer coefficient for 25 PPI (pore-density/mesh-size) wire mesh samples of different porosity
for all three stacking scenarios.

Figure 17. (a) Variation of average wall heat transfer coefficient for 0.8 porosity wire mesh samples of
different pore-density/mesh-size for all three stacking scenarios. (b) Variation of average wall heat
transfer coefficient for 0.95 porosity wire mesh samples of different pore-density/mesh-size for all
three stacking scenarios.
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Figure 18. (a) Variation of pressure drop for 5 PPI (pore-density/mesh-size) wire mesh samples of
different porosity for all three stacking scenarios. (b) Variation of pressure drop for 25 PPI (pore-
density/mesh-size) wire mesh samples of different porosity for all three stacking scenarios.

Figure 19. (a) Variation of pressure drop for 0.8 porosity wire mesh samples of different pore-
density/mesh-size for all three stacking scenarios. (b) Variation of pressure drop for 0.95 porosity
wire mesh samples of different pore-density/mesh-size for all three stacking scenarios.

Flow resistance, characterized by the pressure drop phenomenon in the considered
wire-mesh type of porous medium corresponding to mesh size and porosity of samples
under various stacking scenarios, is shown in Figures 18a and 19b. Variation of this
phenomenon for wire mesh samples of various stacking conditions under varying porosities
at constant mesh-size/pore-density is shown in Figure 18a,b. Similarly, variation of pressure
drop for wire mesh samples of various stacking types under varying pore-densities/mesh-
sizes at a constant porosity is depicted in Figure 19a,b. It can be observed that, for a
given stacking scenario, the pressure drop decreases with increase in porosity for a given
mesh size, as shown in Figure 18a,b. This is due to increased permeability of the fluid
through the wire mesh structures with an increase in porosity. However, for a given
porosity with an increase in mesh size, the pressure drop can be observed to be increasing
due to increased obstruction to the flow with an increase in mesh-size/pore-density, as
shown in Figure 19a,b. In terms of the stacking scenario, staggered stacking that offers
low permeability to the fluid flow shows an increased pressure drop for a given porosity
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and mesh size, followed by inline stacking type-a and type-b. In addition, an increase
in pressure drop is observed to be relatively more significant at higher mesh size than at
lower mesh sizes. Though variation of flow resistance, characterized by the pressure drop
for various stacking scenarios with changes in porosity is shown with reference to only
5 PPI/MPI pore-densities/mesh-sizes, the relative deviation is also observed to follow
similar trends for 10 and 15 PPI/MPI wire-mesh samples. The argument is the same with
reference to deviations of pressure drop with respect to change in pore-density/mesh-size.
That is, though these deviations are shown with reference to only 0.8 and 0.85 porosity
samples, the relative deviation is also observed to follow a similar trend for other 0.85 and
0.9 porosity wire-mesh samples, agreeing well with the given reasons. Unlike heat transfer
at higher mesh sizes, a relative increase in pressure drop is observed to be higher for the
staggered stacking type compared to the other two types of stacking. In the present study,
it is also observed that with variation in stacking scenario, the variation in flow phenomena
is larger compared to the variation in heat transfer. It is quite evident from this study that
heat transfer enhancement with change in porosity and mesh size for various stacking
types of wire-mesh porous media is accompanied by individually varying flow resistance
phenomena; hence, optimum selection of such types of porous media with respect to mesh
size, porosity and stacking types has to be the prime aspect for achieving their desired
thermo-hydraulic performance in any heat exchange applications.

6. Conclusions

In the present work, a set of cross-relations that can describe/classify a given stacked
wire-mesh porous medium is arrived at based on the mesh-size, fiber (wire) diameter and
type of stacking involved. Expressions presented from this study enable evaluation of
heat transfer and flow influencing morphological properties such as porosity and specific
surface area that are unique to wire-mesh porous types of given mesh-size/pore-density,
fiber diameter and stacking condition. Such thermo-hydraulic properties of stacked woven
wire-mesh samples of orderly varying mesh-size/pore density and porosity are categorized
corresponding to each type of various stacking scenario, namely staggered, inline type-a
and type-b. The mentioned key parameters that highly influence thermo-hydraulic perfor-
mance of the categorized porous medium are evaluated using the expressions provided
in the present study and are incorporated in momentum equations (Darcy-Forchheimer
model) and energy equations (LTNE model) for evaluation of the thermal and hydraulic
performance of this type of porous media in a vertical channel subjected to constant heat
flux and flow conditions. Heat transfer, characterized by a wall heat transfer coefficient,
is observed to increase with porosity as well as mesh-size/pore-density for stacked wire
mesh of all stacking types. However, due to the relative increase in specific surface area for
a given porosity and mesh size, the wall heat transfer coefficient is observed to be domi-
nant in the staggered type followed by inline stacking of type-a and type-b. In terms of
flow resistance characterized by pressure drop, the staggered type of stacking showed the
highest pressure drop for a given porosity and mesh size condition due to highly restricted
flow path as a result of high compactness in stacking of the wire-mesh screens in this type
of stacking, followed by inline type-a and type-b stacking scenarios. In addition, for any
given type of stacking, it is observed that the pressure drop increases with increase in
mesh-size/pore-density for a given porosity scenario due to increased flow obstruction and
contrarily, with increase in porosity for a given mesh size, the pressure drop is observed to
be decreasing as a result of reduced flow obstruction. Required changes in porosity and
specific surface area that highly influence flow and heat transfer through porous media can
be achieved with most ease in stacked wire-mesh type of porous media compared to other
types of porous media such as metal foams. The expressions arrived at in the present study
are intended to be useful in numerical modeling of flow and heat transfer through such
types of porous media of various morphological characteristics such as porosity and mesh
size in a variety of applications.
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Nomenclature
A Surface area of Aluminum plate (m2)
Asm Total area of the solid mesh in the whole porous block
a1 Area of total solid fibers constituting an individual mesh layer
as Area of straight running wire fiber (m2)
aw Area of weaving wire fiber (m2)
asf Area density (m−1)
C Inertial resistance coefficient (m−1)
Cp Specific heat (J/kgK)
dp Pore diameter (m)
df Fiber diameter (m)
dh Hydraulic diameter
hwall Wall heat transfer coefficient (W/m2 K)
hsf Interstitial heat transfer coefficient (W/m2 K)
h Spacing (distance) between individual mesh layers.
Hmin Minimum possible distance measured from centre to centre of straight

running fibres of consecutive mesh layers for closely packed condition
K Permeability (m2)
1/K Viscous resistance coefficient (inverse of permeability)
k Dimensionless ratio (df/dp)
Nu Nusselt number
MPI Mesh per inch
Ns Number of straight running wire fibers
Nw Number of weaving wire fibers
P Pressure (N/m2)
Pr Prandtl number of fluid
Q Heat input (W)
Redh Reynolds number based on hydraulic diameter
T Temperature (K)
T∞ Ambient temperature (K)
w Pore width
Greek symbols
ε Porosity
ω pore density
λ Thermal conductivity (W/mK)
μ Dynamic viscosity (N-s/m2)
v Kinematic viscosity (m2/s)
ρ Density (kg/m3)
Subscript
f Fluid
fe Fluid effective
s Solid
se Solid effective
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Abstract: The ceramic industry is one of the pillars of the Brazilian economy, characterized by making
low-cost products and an obsolete manufacturing process from a technological point of view. Among
the various stages of production of ceramic materials, drying is one of the most energy-consuming
and, in general, causes structural damage to the product, compromising its mechanical performance
and final quality. Despite the relevance, studies on the drying of ceramic materials are mostly con-
ducted at the experimental level and limited to some specific operational conditions. In this scenario,
this research aims to theoretically study the heat and mass transfers in industrial ceramic blocks
during drying. Based on the lumped analysis method, and considering the dimensional variations
of the material, new phenomenological mathematical models and their respective analytical solu-
tions are proposed to describe the kinetics of mass loss and heating of the material. The predicted
results referring to the thermal and gravimetric behavior of the block during the oven drying process
under different conditions are compared with the experimental data, obtaining excellent agreement
between the results. Furthermore, the transport coefficients were estimated, proving the dependence
of these parameters on the drying air conditions. The convective mass transfer coefficient ranged from
6.69 × 10–7 to 15.97 × 10–7 m/s on the outer surface of the block and from 0.70 × 10–7 to
1.03 × 10–7 m/s on the inner surface of the material when the drying air temperature ranged
from 50 to 100 ◦C. The convective heat transfer coefficient ranged from 4.79 to 2.04 W/(m2.◦C) on the
outer surface of the block and from 1.00 to 0.94 W/(m2.◦C) on the inner surface of the material when
air temperature ranged from 50 to 100 ◦C.

Keywords: ceramic block; drying; lumped analysis; analytical; simulation

1. Introduction

Having been used for millennia, ceramics are characterized by their ability to conform
when hydrated, which allows them to be molded for different uses, thus making them the
main components for both artistic and industrial activities [1]. Considering its use in several
activities, the ceramic sector is quite diversified, being divided into numerous segments
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and with emphasis on the red ceramic segment, which is linked to the civil construction
industry, thus occupying a prominent place in the Brazilian economy [2,3] and worldwide.

The red ceramic segment is composed of numerous industries, characterized by
different levels of technological development and production potential whose most rep-
resentative elements are materials for civil construction (roof tiles, blocks, bricks, etc.). It
is a sector that encompasses a series of different processes and raw materials, giving rise
to several products which can be classified according to their physicochemical properties,
chemical compositions, and applications [4–6].

Ceramic blocks are essential components for structural masonry, since they are re-
sponsible for providing mechanical strength, durability, and thermal comfort to buildings.
These materials are characterized by having a low manufacturing cost, encompassing the
stages of exploration of deposits, beneficiation, homogenization, conformation, drying, and
firing [7–9].

As one of the steps in the manufacturing of ceramic materials that presents the most
hydric and thermal problems, drying is defined as a thermodynamic phenomenon in
which there is an exchange of energy either by conduction, convection, or radiation, as
well as a change in the state of water, where it changes from the liquid state to the vapor
state and is then dragged by the fluid that surrounds the material, phenomena that occur
simultaneously. The purpose of this step is the hygroscopic removal of the moisture inside
the product. However, when done incorrectly, it can cause structural damage to the part,
thus promoting the loss of the product. Therefore, an in-deep understanding in the moisture
and heat transfer mechanisms inside these materials becomes of paramount importance for
the ceramic industry [10–13] and academy.

Despite its importance, studies on the drying of ceramic materials are conducted
mostly at an experimental level with specific operating conditions, and there are few studies
that involve phenomenological mathematical modeling and numerical simulation. The
use of mathematical simulations associated with drying kinetics enables the optimization
of the drying process, allowing it to be carried out economically and in a shorter time. In
this way, the use of computer codes can promote greater control of the drying process,
thus allowing optimization in production so that raw material losses and process costs
are reduced, and the productivity of companies in the ceramic sector is increased. In this
context, the following research can be cited: (1) at the industrial dryer level [14–16], (2) at the
ceramic block level using CFD [17–19], and (3) at the ceramic block level using a lumped
model [20–22]. In these works, details about the drying period, drying rate, moisture
migration mechanisms, and many others interesting topics in drying process theory can be
found. Furthermore, we can be cite the following works: Brown [23], Gualtieri et al. [24],
Dogru et al. [25], Ndukwu et al. [26], Karagiannis et al. [27], and Pujari et al. [28].

Although the use of numerical simulations to describe phenomena such as the drying
process of a material is of great value, there is a scarcity of mathematical models that
describe the simultaneous heat and mass transfer in hollow solids with three-dimensional
geometries, mainly for models that consider the external effects of heating and evaporation
of the vapor produced on the surface of the solid, including dimensional variations in
the material, a frequent phenomenon in this process. Furthermore, we can mention the
high computational time spent in simulations with commercial CFD software. Thus, it
is necessary to deepen the study with the use of more complete models that incorporate
parameters which explain the internal and external phenomena intrinsic to the process,
especially when applied to solids with complex geometries, and that provide results in a
short computational time, which is of great importance for decision making in the industry.

Given the above, the present study aims to analytically describe the convective drying
process of structural ceramic blocks based on lumped analysis. The use of mathematical
models to describe the phenomena of energy and mass transfer in these blocks aims to
control and optimize the drying process, preventing this process from being carried out
incorrectly and thus affecting the performance and quality of the final part. The central
idea is to reduce the cost of the process, achieved by controlling the drying time, increasing

168



Energies 2022, 15, 7150

the quality of the final product, and minimizing the waste of raw materials, which directly
contributes to the reduction in environmental impact.

As innovative aspects of this research, the following can be highlighted: (a) the use of
more complete phenomenological models, which consider several simultaneous physical
phenomena such as heat and mass convection, evaporation, and dimensional variations
in the product throughout the process, (b) the reduced computational time to obtain the
results, allowing the effects of several process variables to be analyzed in a short time,
(c) the versatility of the proposed model being applied to different materials and product
shapes, (d) the application of the study to a product with industrial dimensions, supplied
by the Brazilian industry’s ceramic sector, and (e) the theme of worldwide interest, which
will certainly reach the interest of readers. The choice of the structural brick occurred due
to its large application in different countries, including Brazil.

2. Methodology

2.1. The Geometry of the Ceramic Block and the Physical Problem

This investigation presents a numerical analysis of the convective drying process (heat
and mass transfer) of structural ceramic blocks, as shown in Figure 1. The analysis was
carried out from the mathematical modeling and computational simulation of the process
where, to describe it, a lumped analysis method was used, considering the energy and
mass balances for the ceramic block and drying air.

Figure 1. Structural ceramic block. (a) 3D drawing. (b) Photograph of the wet material. (c) Front
view indicating the main dimensions of the material.

Table 1 summarizes the values of the characteristic dimensions of the ceramic block
under study at the beginning of the drying process.
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Table 1. Dimensions of the ceramic block before drying at different temperatures [14].

T
(◦C)

H
(mm)

W
(mm)

L
(mm)

D
(mm)

CF1

(mm)
CF2

(mm)
LF1

(mm)
LF2

(mm)
CF3

(mm)
LF3

(mm)
CF4

(mm)
LF4

(mm)

50 143 199 303 14 15 73 33 75 38 24 31 62

60 140 200 302 15 15 72 33 78 37 28 30 64

70 142 200 300 15 33 74 15 75 36 26 31 62

80 144 200 300 15 15 74 33 74 35 26 31 63

90 143 199 300 15 15 73 34 75 36 26 30 63

100 142 201 301 14 15 73 31 75 36 26 30 63

2.2. Mathematical Modeling

As is well known, the type of analysis chosen to describe a process limits the level of
understanding that can be gained from this process [29]. In this research, the method of
lumped analysis was chosen. In this method, the rates of heat and mass transfer between
the product and air during the drying process neglect the intrinsic resistance of the product
to these transfers.

Thus, to mathematically describe the process of energy and mass transfer in ceramic
blocks, some hypotheses were considered: (a) The structural ceramic block is isotropic and
consists of solid matter and water. (b) The mechanical and thermophysical properties of the
material are constant throughout the process. (c) The water contained in the ceramic block,
in its liquid state, migrates from the interior of the material, evaporating on its surface.
(d) Drying occurs in the falling drying rate period (based on the experimental data of the
moisture content throughout the process). (e) Drying occurs by the transport of heat and
mass inside the solid, the convection of heat and mass, and evaporation at the surface.
(f) Generations of energy and mass inside the material are negligible. Finally, (g) the drying
process occurs with dimensional variation of the ceramic block.

2.2.1. Dimensional Analysis

In addition to the previously presented hypotheses, to numerically describe the process
of heat and mass transfer in a ceramic block, as described in Figure 1, the dimensional
variation models of the block during drying, proposed by Silva et al. [29], were used. The
equations governing this model are as follows:

S1(t) = S10 [ a1 + b1 × Exp
(
−k1

2×t
)]

, (1)

S2(t) = S20 [ a2 + b2 × Exp
(
−k2

2 t
)]

, (2)

V(t) = V0 [ a3 + b3 × Exp
(
−k3

2×t
)]

, (3)

where t is the time, V0 and Si0 correspond to the volume and surface areas (external, i = 1
and internal, i = 2) at t = 0, respectively, and the variables a1, b1, k1, a2, b2, k2, a3, b3, and k3
are parameters estimated from the non-linear adjustment to the experimental data in each
drying condition. These parameters are described in Table 2.

Thus, based on the hypotheses established in the dimensional variation models, and
considering the lumped analysis method, a phenomenological mathematical model was
developed in order to describe the energy and mass transfers in the material. It is a complex
but innovative model, since in the involved parameters, it considers the dimensional
variations of the material during the drying process, as well as the phenomena of convective
heat and mass transport and evaporation on the surface of the material. Details about the
experimental procedure for measuring the dimensions of the brick along the drying process
can be found in [14,20]. Details about the non-linear regression of Equations (1)–(3) to the
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experimental data are reported in [29]. However, we state that the determination coefficient
ranged from 0.988 to 0.995, and the explained variance ranged from 97.6% to 99.1%.

Table 2. Statistical parameters of Equations (1–3), obtained after fitting to experimental data of the
volume and surface area of the ceramic block throughout drying.

Parameter
T (◦C)

50 60 70 80 90 100

a1 0.901906 0.916317 0.913417 0.906832 0.918261 0.924380

b1 0.094942 0.089238 0.090522 0.095390 0.081259 0.078334

k1 −0.118153 −0.107296 −0.136887 −0.142611 −0.145465 −0.144425

a2 0.934331 0.916679 0.936533 0.933251 0.930446 0.95068

b2 0.078248 0.092013 0.076191 0.085057 0.077706 0.065325

k2 −0.099675 −0.117138 −0.092472 −0.108381 −0.116544 −0.106260

a3 0.827963 0.883788 0.845889 0.836882 0.868853 0.877361

b3 0.156506 0.118260 0.168594 0.156642 0.127073 0.125252

k3 −0.153099 −0.103415 −0.193381 −0.185467 −0.195847 −0.202705

2.2.2. Mass Transfer Model

Assuming a convective condition and performing a mass balance on the material, we
can write

V
d M
dt

= −hm1S1(M − Me)− hm2S2(M − Me) +
.

MV, (4)

where V represents the volume of the block, hm1 and hm2 refer to the convective mass
transfer coefficients on the outer and inner surfaces of the block, respectively, S1 and S2
represent the external and internal surface areas of the material, respectively, M and Me are
the moisture contents at time t and in the hygroscopic equilibrium condition, respectively, t
is time, and

.
M refers to mass generation inside the block.

Considering that there are no reactions that can generate moisture inside the block
(

.
M = 0), and that M = Me at t = 0, when substituting in the mass balance model equations

proposed by Silva et al. [29] for S1, S2, and V and solving the resulting ordinary differential
equation, the following equation is obtained:

M − Me

Mo − Me
= Exp(AM + BM + CM + DM + EM), (5)

or
M = (Mo − Me)Exp(AM + BM + CM + DM + EM) + Me, (6)

where
AM =

(
1

a33k11k22k33

)[
(−b11k22k33)2F1

(
1, k11

k33
, k11+k33

k33
,− b33

a33

)]
BM = b11Exp(k11t)k22k332F1

(
1, k11

k33
, k11+k33

k33
,− b33Exp(k33t)

a33

)
CM = k11

[
−b22k332F1

(
1, k22

k33
, k22+k33

k33
,− b33

a33

)]
DM = b22Exp(k22t)k332F1

(
1, k22

k33
, k22+k33

k33
,− b33Exp(k33t)

a33

)
EM = (a11 + a22)k22{[k33t + ln(a33 + b33)]− ln[a33 + b33Exp(k33t)]}
where a11= hm1 S10a1, b11= hm1 S10b1, k11= −k1

2, a22= hm2S20a2, b22= hm2S20b2,
k22= −k2

2, a33= V0a3, b33 = V0b3, and k33 = −k3
2. The term 2F1(a, b, c, z) is the ordi-

nary hypergeometric function or hypergeometric Gauss series. For a better understand-
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ing, in the interval of |z| < 1, the hypergeometric function is defined by the following
infinite series:

2F1(a, b, c, z) = ∑∞
n=0

[
(a)n × (b)n

(c)n
× zn

n!

]
= 1 +

a × b
c

× z
1!

+
a × (a + 1)× b × (b + 1)

c × (c + 1)
× z2

2!
+ . . . , (7)

where the term (m)n = m(m + 1)(m + 2) . . . is the Pochhammer symbol. By definition, the
value (m)0 = 1 [30,31].

From Equation (6), it is possible to predict the behavior of mass transfer in a struc-
tural ceramic block by considering all the dimensional variations of the block during the
drying process.

2.2.3. Heat Transfer Model

Analogous to the mass transfer, in the analysis of the heat transfer, it is assumed that
the phenomena of thermal convection, evaporation, and heating of the produced vapor
occur simultaneously on the surface of the block. In this way, the energy balance equation
will be given by

ρuVcp
dθ
dt

= hc1S1(θ∞ − θ) + hc2S2(θ∞ − θ) + ρsV
d M
dt

[
hfg + cv(θ∞ − θ)

]
+

.
q V, (8)

where ρu is the density of the wet ceramic block, cp is the specific heat of the block, hc1 and
hc2 correspond to the convective heat transfer coefficients (1 (external) and 2 (internal)), ρs
refers to the density of the dry block, hfg is the latent heat of vaporization of the free water,
cv is the specific heat of the water vapor, θ∞ and θ are the temperatures of the external
medium and the block at any time t of the process, respectively, and

.
q corresponds to the

internal heat generation. The term ρsV d M
dt represents the amount of water evaporated from

the surface of the material per unit of time.
By neglecting the effects of mass transfer on heat transfer and internal energy genera-

tion (i.e., ( d M
dt = 0 and

.
q = 0)), substituting Equations (1–3) into Equation (8), considering

the initial condition θ = θo at t = 0, and performing the solution of the resulting ordinary
differential equation, the following mathematical equation was obtained:

θ∞ − θ

θ∞ − θo
= Exp(AT + BT + CT + DT + ET), (9)

or
θ =

(
θ∞ − θo

)
Exp(AT + BT + CT + DT + ET) + θ∞, (10)

where

AT =
(

1
â33k̂11k̂22k̂33

)[(
−b̂11k̂22k̂33

)
2F1

(
1, k̂11

k̂33
, k̂11+k̂33

k̂33
,− b̂33

â33

)]

BT = b̂11Exp(k̂11t)k̂22k̂332F1

(
1, k̂11

k̂33
, k̂11+k̂33

k̂33
,− b̂33Exp(k̂33t)

â33

)

CT = k̂11

[
−b̂22k̂332F1

(
1, k̂22

k̂33
, k̂22+k̂33

k̂33
,− b̂33

â33

)]

DT = b̂22Exp(k̂22t)k̂332F1

(
1, k̂22

k̂33
, k̂22+k̂33

k̂33
,− b̂33Exp(k̂33t)

â33

)

ET = (â11 + â22)k̂22{[k̂33t + ln (â33 + b̂33)]− ln [â33 + b̂33Exp(k̂33t)]}
In Equation (10), the terms â11= hc1S10a1, b̂11= hc1 S10b1, k̂11= −k1

2, â22= hc2S20a2,
b̂22= hc2S20b2, k̂22= −k2

2, â33= ρuCpV0a3, b̂33= ρuCpV0b3, and k̂33= −k3
2.

From Equation (10), it is possible to predict the behavior of heat transfer in a structural
ceramic block while considering all the dimensional variation occurring in the block during
the drying process.
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2.3. Application to Structural Ceramic Blocks

In this research, emphasis is given to the drying of structural ceramic blocks. In order
to determine the convective heat and mass transfer coefficients on the internal and external
surfaces of the block, the results of the moisture content and temperature in the block,
predicted by the proposed mathematical models, were compared with the experimental
data of oven drying, as reported in [14,20].

According to Silva [14] and Silva et al. [20], in the beginning, during (at predetermined
time intervals), and at the end of the drying process of the ceramic blocks, measurements of
the dimensions, mass, and temperature (upper right vertex of the front face) of the ceramic
block and the relative humidity, temperature, and velocity of the drying air inside the oven
were made. Six (6) experimental tests were performed with different temperatures. At the
end of each experiment, the dimensions, equilibrium mass, equilibrium temperature of the
block, and total process time were obtained. Some data obtained by the authors can be
found in Tables 3 and 4. These data were used in the computer simulation stage. Details
about the data accuracy can be found in [14,20].

Table 3. Experimental parameters for the air and the ceramic block at the beginning of the drying
process [14,20].

Test

Air Ceramic Block

T
(◦C)

RH
(%)

v (m/s)
M0 (kg/kg,

d.b.)
θo

(◦C)
ρ

(kg/m3)
cp

(J/kgK)

1 50 18.39 1.0 0.172319 31.5 1920 1673.51

2 60 12.27 1.0 0.173163 32.0 1920 1673.51

3 70 7.72 1.0 0.170186 29.8 1920 1673.51

4 80 4.99 1.0 0.172723 30.5 1920 1673.51

5 90 3.56 1.0 0.167900 27.6 1920 1673.51

6 100 2.34 1.0 0.169366 27.5 1920 1673.51

Table 4. Experimental parameters obtained after drying the ceramic block [14,20].

Test Me (kg/kg, d.b.) θe (◦C) t (min)

1 0.002685 50.5 1170

2 0.001834 58.0 1050

3 0.001189 64.7 990

4 0.000826 68.6 930

5 0.000511 76.2 930

6 0.000054 95.1 750

To obtain the simulated results, the computer codes were developed in Mathematica®

software. The comparison between the results predicted by the proposed mathematical
model with the experimental data of the moisture content and temperature of the ceramic
block was performed until a minimum error was reached. The squared deviations between
the experimental and calculated values and the variance for the moisture content and
temperature were obtained as follows:

MSEM = ∑n
i=1 (Mi,Num − Mi,Exp)

2, (11)

S2
M =

ERMQM
(n − n̂)

, (12)
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MSEθ = ∑n
i=1 (

θi,Num − θi,Exp

θ∞ − θ0
)

2

, (13)

S2
θ =

ERMQθ

(n − n̂)
, (14)

where n is the number of experimental points and n̂ is the number of fitted parameters
(number of degrees of freedom) [32].

3. Results

3.1. Mass Transfer Analysis

As mentioned before, the estimation of the convective mass transfer coefficients on
the external and internal surfaces of the ceramic block was made through a comparison
between the moisture content data obtained by the proposed mathematical model and the
data obtained experimentally by Silva [14] and Silva et al. [20]. The values obtained from
these parameters as well as the mean squared error (MSE) are reported in Table 5.

Table 5. External (hm1) and internal (hm2) convective mass transfer coefficients for each
drying temperature.

T (◦C)
Convective Mass Transfer Coefficient MSEM

(kg/kg)2
hm1 (m/s) hm2 (m/s)

50 6.69 × 10−7 0.70 × 10−7 0.00174

60 8.80 × 10−7 0.80 × 10−7 0.00053

70 9.28 × 10−7 1.00 × 10−7 0.00030

80 11.84 × 10−7 1.30 × 10−7 0.00119

90 11.69 × 10−7 1.03 × 10−7 0.00027

100 15.97 × 10−7 1.03 × 10−7 0.00036

When evaluating the physical behavior of the convective mass transfer coefficient
(Table 5), an increase in this parameter was observed with the increase in the drying
temperature. It is well known that the increase in this thermo-physical parameter increases
the drying rates of the ceramic block, causing hygroscopic equilibrium conditions to be
reached more quickly. In addition, it is also possible to observe that the convective mass
transfer coefficient obtained on the external surface of the ceramic block was greater than
the coefficient of the internal surface of this block. This was due to the fact that the external
surface area of the block in contact with the drying air was greater than the internal one,
favoring the mass exchange between the product and the heated fluid surrounding the
block. Additionally, it was noticed that the position of the block inside the oven contributed
to the behavior of these parameters in each drying condition.

Regarding the values obtained for the mean squared error, low values of this statistical
parameter can be observed, an indication of an excellent fit between the results predicted
by the model and the experimental data and that the proposed mathematical model can
adequately describe the drying process of ceramic blocks.

Confirming the data presented in Table 5, Figure 2 illustrates the predicted and ex-
perimental curves [14,20] of the moisture content of the ceramic block as a function of
the drying time for different drying temperatures. When analyzing the behavior of the
moisture content as a function of the processing time, it was possible to identify excellent
agreement between the values predicted by the mathematical model and the experimental
data, with a small deviation in the final process times mainly for low temperatures of
drying. This can be attributed to the consideration of a constant mass transfer coefficient
throughout the process being imposed on the model.
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Figure 2. Transient behavior of predicted and experimental [14] moisture content of the ceramic
block for different drying temperatures: (a) T = 50 ◦C, (b) T = 60 ◦C, (c) T = 70 ◦C, (d) T = 80 ◦C,
(e) T = 90 ◦C, and (f) T = 100 ◦C.

When analyzing the moisture content curves from a physical point of view, there was
a significant reduction in the moisture content in the first minutes of drying (high falling
drying rate), as reported in [11,12,14,22].

For the lowest drying temperatures (from 50 ◦C to 70 ◦C), it was noted that more
intense reduction in the moisture content occurred until the first 500 min (approximately
8.3 h) of the process. For higher temperatures (above 70 ◦C), this intense reduction occurred
in a shorter process time, occurring up to the first 300 min (approximately 5 h). Thus, higher
drying temperatures contributed to the material reaching its hygroscopic equilibrium in a
shorter process time.

The variation in the moisture removal rate from the ceramic block was influenced
by both the drying temperature and geometry of the material. It is well known that
hollow ceramic blocks have better air circulation inside, which leads to a faster reduction in
moisture. However, although its geometric shape provides a more accentuated reduction in
the processing time, abrupt reductions in the moisture content can cause structural defects
in the material, such as cracks and deformations, reducing the quality of the product at the
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end of drying. It is also important to highlight that in the first minutes of the drying stage,
there is a large reduction in the dimensions of the solids (higher shrinkage speed), tending
to remain constant after a long drying period, which can affect the quality of the product at
the end of drying [13,15,17,18,21,24].

3.2. Heat Transfer Analysis

In a similar way to the procedure performed in the analysis of the mass transfer, the
obtaining of the convective heat transfer coefficients on the external and internal surfaces
of the ceramic block was given through a comparison between the predicted data and
the experimental data [14,20] of the temperature at the vertex of the ceramic block until a
smaller least square error was obtained. Table 6 summarizes the values of the convective
heat transfer coefficients and the least square error for each drying temperature.

Table 6. Convective heat transfer coefficients for the external (hc1) and internal (hc2) areas for each
drying temperature.

T (◦C)
Convective Heat Transfer Coefficient MSEθ

(-)hc1 (W/m2.◦C) hc2 (W/m2.◦C)

50 4.79 1.00 1.18412

60 2.19 1.06 4.08616

70 2.72 1.00 18.1275

80 2.41 0.37 4.99504

90 2.03 0.60 2.33426

100 2.04 0.94 1.12158

When analyzing Table 6, some observations can be made from the values obtained
for the temperature and convective heat transfer coefficients. Differences between the
predicted and experimental data of the vertex temperature can be attributed to the possible
temperature measurement errors which occurred during the collection of experimental
data, the fact that the model considered that the temperature of the material was the same
throughout its volume at each time, and the neglected effects of the mass transfer on the
heat transfer. It was observed that the convective coefficients obtained for the external
surface of the ceramic block were higher than the convective coefficients obtained for the
internal surface, proving that the block heated up more slowly inside. This is because
the external surface of the block is more directly exposed to the drying air, allowing the
convective heat flux to act with greater intensity in this region. However, even though the
values obtained for the convective coefficients were low, typical of natural convection, it is
noted that these coefficients did not assume an increasing behavior with the increase in the
drying temperature. The divergence in the behavior of these thermo-physical parameters
can be associated with possible temperature measurement errors which occurred during the
collection of experimental data and the fact that the model considers that the temperature
of the material is the same throughout its volume at each time, which clearly does not
occur in practice, particularly for drying at high temperatures and a low relative humidity.
Other factors can be listed: drying time, air relative humidity, shrinkage, and the different
dimensions and moisture contents of the ceramic block at the beginning of drying.

It is known that higher values of the convective heat transfer coefficients provoke
an increase in the heating rates, causing the material to reach the thermal equilibrium
condition more quickly. On the other hand, high heating rates cause high temperature
variation rates inside the material and, with this, high drying rates and thermal and
hydric stresses, which in turn can cause severe drying problems such as cracks, warping,
deformations, and ruptures, which considerably reduce the quality of the product in the
firing stage [13,15,17,18,21].
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Complementing the heat transfer analysis, Figure 3 illustrates the heating curves of
the ceramic block for different drying temperatures (from 50 ◦C to 100 ◦C).

Figure 3. Transient behavior of experimental [14] and predicted temperatures of the ceramic block
for different temperatures: (a) T = 50 ◦C, (b) T = 60 ◦C, (c) T = 70 ◦C, (d) T = 80 ◦C, (e) T = 90 ◦C, and
(f) T = 100 ◦C.

Although the heat transfer coefficients showed a different behavior than expected,
when analyzing the heating curves, a concordance between the values predicted by the
model and the experimental data was observed, confirming once again that the proposed
modeling was efficient for describing the drying process.

When analyzing the graphs, it was observed that the heating curves presented a
behavior similar to that presented by the moisture content curves (Figure 2) since, for the
lower drying air temperatures, a significant increase occurred for the temperature of the
block until the first 300 min (5 h) of the process, and it then assumed an almost constant
behavior once the block had almost completely reached its thermal equilibrium.

Although high drying temperatures imply a shorter process time, it is necessary to
have strict control regarding this drying condition. As mentioned earlier, performing
convective drying with high heating rates in an atmosphere with low relative humidity can
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lead to greater removal of the existing moisture in the solid, causing damage to the ceramic
product and thus affecting its mechanical performance and quality when in operation.

In general, a comparison between the transport coefficients reported in the literature
is very difficult due to the different parameter estimation methods used, the variation in
the chemical composition of the ceramic material, and its physical and chemical structures.

The precision and accuracy of the measurements are important factors to consider
when a method is good enough to be used in the estimation of some process parameters.
In general, systematic errors around 5% and standard errors around 3% are expected due
to, for example, limited instrument precision. Therefore, these errors are directly passed on
to the estimation of transport coefficients. Other errors can be attributed to the different
nature of the materials and the uncertainty in the experimental measurement, methodology,
and geometric consideration of the body.

Despite this, the convective heat and mass transfer coefficients obtained in this study,
compared with those reported in the literature and which are listed in Table 7, corroborated
the effectiveness of the methodology used.

Table 7. Heat and mass transfer coefficients obtained in the drying of ceramic bricks reported in
the literature.

Geometry
T

(◦C)
RH
(%)

Convective Mass Transfer
Coefficient (m/s)

Convective Heat Transfer
Coefficient (W/m2.◦C) Source

hm1 hm2 hc1 hc1

50
20.8 2.87 × 10−7 0.50 Silva et al. [22]

20 1.67 × 10−7 1.59 × 10−7 5.34 5.11 Lima et al. [13]

60
13.5 2.92 × 10−7 0.58 Silva et al. [22]

20 2.05 × 10−7 1.96 × 10−7 5.51 5.26 Lima et al. [13]

70
7.6 4.95 × 10−7 0.98 Silva et al. [22]

20 2.46 × 10−7 2.35 × 10−7 5.64 5.39 Lima et al. [13]

80
4.6 6.01 × 10−7 0.96 Silva et al. [22]

20 2.91 × 10−7 2.78 × 10−7 5.75 5.49 Lima et al. [13]

90
3.3 6.03 × 10−7 1.07 Silva et al. [22]

20 3.43 × 10−7 3.28 × 10−7 5.84 5.58 Lima et al. [13]

100
1.8 8.17 × 10−7 1.74 Silva et al. [22]

20 4.10 × 10−7 3.92 × 10−7 5.91 5.66 Lima et al. [13]

1.8 6.47 × 10−7 6.13 × 10−7 6.89 6.54 Lima et al. [21]

Silva et al. [22]: lumped model considering a single heat and mass transfer coefficient estimated by non-linear
regression and without dimensional variations. Lima et al. [13] and Lima et al. [21]: lumped model considering
the existence of two heat and mass transfer coefficients determined by a proposed formulation and without
dimensional variations.

In all the cases listed in Table 7, lumped models were used. Thus, the highest differ-
ences in the convective heat and mass transfer coefficient could mainly be attributed to the
following factors:

(a) The type of lumped model;
(b) Considerations of the dimensional variations adopted in the model;
(c) The chemical composition of the product;
(d) The product’s geometry;
(e) The equilibrium moisture content (hysteresis phenomenon in the sorption isotherm);
(f) The drying conditions (relative humidity and air velocity);
(g) Variations in the physical structure of the product (porosity, tortuosity, and permeability);
(h) The probable formation of pores by evaporation of water.
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The convective heat transfer coefficient is not really a property of a material. It is used
to quantify the rate of heat transfer at the surface of the body. It is dependent on the fluid
velocity, fluid properties, surface roughness, and body shape, as well as the temperature
difference between the surface and the fluid surrounding the body. In practice, the heat flux
and surface temperature are very difficult to measure without disturbing the heat transfer
and the flow of the heated fluid in the thermal and hydrodynamic boundary layers. In
some materials with high moisture contents, heat transfer is accompanied by mass transfer,
further complicating the measurement of the convective heat transfer coefficient.

Finally, as already mentioned, the convective heat and mass transfer coefficients are
dependent on the velocity of the free air stream, but this effect is not explicitly stated in
the model since the air velocity, in all experiments, remained practically constant (natural
convection inside the oven). However, the low results of these parameters reflect this
experimental condition, mainly inside the holes, where the air is confined, in contrast to
what occurs on the external surface, where the air can flow by buoyant forces with no
boundaries to impede its movement, which resulted in higher results for this parameter.

4. Conclusions

This study presents a numerical analysis of the drying process of structural ceramic
blocks, where through phenomenological mathematical models based on lumped analysis,
it was possible to analyze the transient heat and mass transfers that occurred in the ceramic
block during the process. Thus, based on the analysis of the obtained results, it was verified
that the phenomenological mathematical modeling used was effective for describing the
heat and mass transfers of the ceramic block during the drying process. The effectiveness
of the proposed models for predicting the heat and mass transfer phenomena, including
dimensional variations of the ceramic block, was proven when it was observed that the
discrepancies between the predicted and experimental results (reported in the literature)
of the moisture content and temperature at the vertex of the ceramic block were small.
Thus, it easily becomes possible to estimate the drying times of ceramic products with
different shapes in different drying conditions in order to assist academy and industry in
the decision making related to this complex physical problem.

From the results obtained, it was possible to estimate the convective mass transfer co-
efficients involved in the process. It was found that the convective mass transfer coefficient
ranged from 6.69 × 10–7 to 15.97 × 10–7 m/s on the outer surface of the block and from
0.70 × 10–7 to 1.03 × 10–7 m/s on the inner surface of the material when the drying air
temperature ranged from 50 to 100 ◦C. The convective heat transfer coefficient ranged from
4.79 to 2.04 W/(m2.◦C) on the outer surface of the block and from 1.00 to 0.94 W/(m2.◦C)
on the inner surface of the material while the temperature of the drying air ranged from 50
to 100 ◦C. The low values for the convective heat and mass transfer coefficients are a strong
indication that the mass removal and heating processes at the block surface occurred by
natural convection.
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Nomenclature

cp Specific heat of the block (J/kgK)
cv Specific heat of the water vapor (J/kgK)
hc1 Convective heat transfer coefficients (1, external) (W/m2K)
hc2 Convective heat transfer coefficients (2, internal) (W/m2K)
hfg Latent heat of vaporization of free water (J/kgK)
hm1 Convective mass transfer coefficients (1, external) (m/s)
hm2 Convective mass transfer coefficients (2, internal) (m/s)
H Height (mm)
L Length (mm)
M Moisture content (kg/kg, d.b.)
.

M Mass generation inside the block (kg/kg/s/m3)
Me Hygroscopic equilibrium condition (kg/kg, d.b.)
M0 Initial moisture content (kg/kg, d.b.)
MSEM Squared deviations for the moisture content (-)
MSEθ Squared deviations for the temperature (-)
n Number of experimental points (-)
n̂ Number of fitted parameters (-)
.
q Internal heat generation (W/m3)
RH Air relative humidity (%)
ρ Density of the wet block (kg/m3)
ρs Density of the dry block (kg/m3)
ρu Density of the wet ceramic block (kg/m3)
S Total surface area of the material (m2)
S1 External surface area of the material (m2)
S2 Internal surface area of the material (m2)
Si0 Surface areas (external, i = 1 and internal, i = 2) at t = 0 (m2)
S2

M Variance for the moisture content (-)
S2
θ Variance for the temperature (-)

θ Temperatures at any time t of the process (◦C)
θ∞ Temperatures of the external medium (◦C)
θe Thermal equilibrium temperature (◦C)
θo Initial temperature (◦C)
t Time (min)
T Air temperature (◦C)
v Air velocuty (m/s)
V Volume (m3)
V0 Initial volume (m3)
W Width (mm)
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Abstract: A two-dimensional rectangular domain is considered with a discrete arrangement at equal
distances from copper metal foam in a solar air heater (SAH). The local thermal non-equilibrium
model is used for the analysis of heat transfer in a single-pass rectangular channel of SAH for different
mass flow rates ranging from 0.03 to 0.05 kg/s at 850 W/m2 heat flux. Three different pores per inch
(PPI) and porosities of copper metal foam with three different discrete thicknesses at equal distances
are studied numerically. This paper evaluates the performance of SAH with 10 PPI 0.8769 porosity,
20 PPI 0.8567 porosity, and 30 PPI 0.92 porosity at 22 mm, 44 mm, and 88 mm thicknesses. The Nusselt
number for 22 mm, 44 mm, and 88 mm thicknesses is 157.64%, 183.31%, and 218.60%, respectively,
higher than the empty channel. The performance factor for 22 mm thick metal foam is 5.02% and
16.61% higher than for 44 mm and 88 mm thick metal foam, respectively. Hence, it is found that metal
foam can be an excellent option for heat transfer enhancement in SAH, if it is designed properly.

Keywords: metal foam; local thermal nonequilibrium model (LTNE); forced convection; performance
factor; solar air heater; single pass

1. Introduction

Solar energy is readily available in the environment, free of cost. Using fossil fuels for
energy production affects our environment severely, and fossil fuels are non-renewable
energy sources. We have to use clean energy sources to avoid these harmful effects. By
using solar air collectors, solar energy can be converted into thermal energy. The solar air
heater is simple in design and requires little maintenance [1–3]. Corrosion and leakage
problems do not occur in solar air heaters. Because of their simplicity and low cost, they
are widely used worldwide. The solar air heater involves low heat-capacity air and its
efficiency is lower than that of the water heater [2,3]. Metal foam has a lower density, high
structural strength, and high superficial area, and can increase convection due to which the
heat transfer increases. Recently, the application of partially filled porous media, graded
metal foam [4,5], or triangular porous media [6,7] have been required to increase the heat
transfer in the system and to lower the cost. Nowadays, in solar applications, different
porous media like metal foam [1,8–11], wire mesh [12–18], and spherical pebbles [15] are
used to increase the temperature of the working fluid. Porosity and pore density are
responsible for the enhancement of heat transfer, in addition to the thermal conductivity
of the metal foam. These structural properties not only enhance heat transfer, but also
increase the pressure drop [18]. In recent times, nano wires with carbon have enhanced
the thermal conductivity due to large aspect ratio, and there has been an increase in the
heat transfer rate [19]. The geometry of nanowires and their location affect absorption
intensities in solar applications [20]. The silver nanowires are also a good option to increase

Energies 2022, 15, 8952. https://doi.org/10.3390/en15238952 https://www.mdpi.com/journal/energies183



Energies 2022, 15, 8952

the heat transfer in the solar power system. Ref. [21] Metal foam is one type of porous
media used to enhance the temperature in the system. Metal foam has two types: open
and closed cells. These types depend on whether the pores are sealed or not sealed. Open
cell foam is a very homogenous structure that has almost constant properties. Copper and
Aluminum metal foam are widely used in the system to enhance the heat transfer due to
high thermal conductivity [8,22,23]. Dukhan and Quinones [24] observed that the effective
conductivity and heat transfer of porous aluminum metal foam are more than a solid fin
by 4% and 1.5%, respectively. They studied 10 PPI, 20 PPI, and 30 PPI with the porosity
of 95% aluminum metal foam for heat transfer enhancement in SAH. Further, it has been
observed that the number of pores per inch increases when heat transfer is more for the
same porosity. Mancin et al. [25] studied the experimental heat transfer coefficient and
pressure drop for five different copper metal foam samples. They noticed that heat transfer
coefficient was more for higher mass flow rate and that pressure drop reduced with reduced
porosity. The copper metal foam with 10 PPI and 0.905 porosity was found to be the best
option for electronic cooling applications compared to 5, 20, and 40 PPIs and different
porosities. Chen and Huang [26] reported a computational study of the heat transfer rate
for solar water collector with the application of metal foam. They studied copper metal
foam of different PPI with the same porosity at different heights of metal foam blocks. As
the height of the metal foam increased, the Nusselt number also increased. Because of
its higher thermal conductivity, copper has a higher heat transfer rate than aluminum or
nickel. Kamath et al. [22] studied the heat transfer enhancement of aluminum and copper
metal foams in the application of vertical channels. They conducted an experimental study
for metal foam thicknesses of 10 mm, 20 mm and 30 mm and porosity ranging from 0.95 to
0.87. The 0.87 porosity of copper metal foam and 0.95 porosity of aluminum metal foam
provides similar results for the same velocity and heat flux value. Bayrak and Oztop [23]
studied the thermal performance of a solar air heater with aluminum metal at different
thicknesses experimentally. They concluded that the 6 mm thickness aluminum metal foam
has higher efficiency than 10 mm thickness metal foam for 0.025 kg/s mass flow rate. It is
noted that aluminum metal foam gives better results than empty channel solar air heater
for the same velocity and heat flux conditions.

Jouybari et al. [27] experimentally investigated the use of metal foam with the addition
of nanofluid to improve thermal performance. The performance evaluation criteria are
to reduce the pressure drop and increase the heat transfer. With the help of metal foam
and nanofluid, the performance evaluation criteria increased more than 1% for lower flow
rate. Further, the increase in nanofluid concentration increases the performance evaluation
criteria. Saedodin et al. [28] reported experimental and numerical analysis of porous media
in a Flat Plate Solar Collector (FPSC). The thermal efficiency increases by 18.5% with metal
foam as porous media in a FPSC. Hussien and Farhan [29] investigated the thermohydraulic
performance of SAH with three types of metal foam configurations. The corrugated metal
foam gives higher thermal and effectiveness efficiencies, rather than longitudinal and
staggered. A high heat transfer rate obtained for a higher PPI. Baig and Ali [30] proposed
an experimental study on thermal storage in solar air heaters with the help of paraffin wax
combined with aluminum metal foam. The analysis included four different configurations:
flat plate, two copper ducts, four copper ducts, and the fourth configuration as a flat plate
with pre-heat. Using two and four copper ducts gives more heat transfer than the other two
configurations. A maximum efficiency of 97% was achieved with the help of a flat plate
pre-heat configuration without a fan and with the help of aluminum foam and paraffin
wax. Anirudh and Dhinakran [31] numerically studied metal foam blocks in the solar water
heater (SWH). Different heights of metal foam blocks and 0.2 H, 0.6 H, and H of metal foam
in the channel were considered where H is the channel height. It is observed that as the
height of the metal foam increased, the performance of the SWH reduced, because pressure
drop increases with height. Farhan et al. [32] performed a comparative study on the solid
fin and metal foam. These types were further arranged in longitudinal, staggered, and
corrugated configurations to check the heat transfer enhancement rate. It was noticed that
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the corrugated arrangement gives more heat transfer than does the other arrangements.
Also, it was observed that the exergy loss and efficiency depend on the solar intensity and
the velocity of air flowing through the channel.

Anirudh and Dhinakara [33] investigated the optimum performance of FPSC using
different heights at inlet, test, and outlet sections of metal foam. The height at the inlet
should be lower than the height at the outlet of the metal foam. Due to this arrangement, it
gives less pressure drop, and improved efficiency. Kansara et al. [1] performed experiments
in FPSC with internal fins and porous media. The authors showed that porous media
has the highest heat transfer compared to fins and conventional SAH. Jadhav et al. [11]
conducted numerical analysis of forced convection in the horizontal pipe in the presence of
metal foam. They emphasized that the computational modelling of forced convection heat
dissipation in the presence of high porosity and high thermal conductivity metallic foam.
Rajarajeswari et al. [13] investigated numerical and experimental studies using single-pass
flow. The diagonal arrangement of two wire mesh having different porosity was considered.
The increase in thermal efficiency for 92.5% and 84.5% porosity is about 5–17% and 5–20%,
respectively, with the mass flow rate ranging from 0.01 kg/s to 0.055 kg/s. A diagonal
arrangement gives higher heat transfer compared to a parallel one. Jadhav [34] et al.
studied the performance of the copper, aluminum, and nickel metal foams in a horizontal
pipe. The performance factor increased with an increase in PPI. Table 1 gives the summary
of previous arrangements of metal foams used in solar air heater.

The present study assumes that the test is conducted for open loop in clear sky
days. The specified limit of the solar radiation, ambient temperature, air flow rate, air
inlet temperature and temperature rise across solar air heater are ±50 W/m2, ±1 ◦C,
±1%, ±0.1 ◦C, and ±0.1 ◦C, respectively, for a 15 min duration. For example, RT-PT100
(manufactured by Heatron Indl. Heaters, Mangaluru, India) with tolerance of ±0.1 ◦C
and 16 Channel universal data logger (manufactured by Sunsui-DL-35, Pune, India) with
accuracy of ±0.08 ◦C are generally used to measure temperature at different points of the
experimental apparatus in the study of Rajarajeswari et al. [9]. Hence the solar air heater is
operated in steady state condition for the present study. Also, the average flux falling on
the absorber plate for the month of April is 850 W/m2. Here, 15 April is the mean of the
value of solar intensity (IT) for the month of April. Similar assumptions are mentioned for
test in [3]. The present study is selected for 0.3779, 0.3401, 0.3023, 0.2646, 0.2268, m/s, as
mentioned in Rajarajeswari et al. [9]. The range of air velocity is less than 30% of the Mach
number. Hence, the density variation is very much less, due to a velocity which is below
5%. So the flow is assumed to be a steady-state, incompressible turbulent flow. Similar
assumptions are mentioned in [35].

The above literature shows that the metal foam arrangement in SAH improves the
heat transfer rate, while at the same time the pressure drop increases when the inlet velocity
increases. Instead of fully filled metal foams in the SAH, a discrete arrangement of metal
foam reduces the pressure drop with reasonable heat transfer. There always exists a trade-
off between the heat transfer and pressure drop as the inlet velocity of the fluid increases.
Hence, to underline this situation, discrete metal foams with different thermal conductivity
have been considered. Since the thickness of the metal foam in the discrete arrangement
plays a significant role in heat transfer, the same has been varied while the distance between
the discrete metal foams was kept constant. Moreover, the PPI of the metal foam is changed
to see its effect in heat transfer and pressure drop. Hence in this paper, the following
objectives are accomplished numerically: (i) to numerically design the SAH in ANSYS
and use copper metal foam with discrete arrangement and different thicknesses, (ii) to
compare different porosity of copper metal foam with different PPI and (iii) to analyze the
best suitable metal foam amongst copper, aluminum, and nickel metal foams according to
performance evaluation factor and pressure drop.
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Table 1. Literature of metal foam as a porous media in solar air heater.

Ref. LTE/LTNE Methodology Metal Foam Material Pore Density Pore Dia. Porosity
Type of Arrangement of

Metal Foam in SAH

[1] LTNE Expt. and
Num-3D Al NM 2 0.92 Horizontal

[23] NM Expt. Al NM NM NM Vertical–Staggered

[24] NM Theoretical–1D Al 10 PPI, 20 PPI,
30 PPI NM 0.95 Horizontal

[27] LTE Expt. Cu 20 NM 0.93 Horizontal

[28] LTE Expt. and
Num-2D Cu 20 NM 0.93 Horizontal

[29] NM Expt. Cu 15 PPI, 20 PPI NM NM

Fin configuration
(i) longitudinal
(ii) corrugated
(iii) staggered

[30] NM Expt. Al NM NM NM Horizontal

[32] NM Expt. Cu NM NM NM
(i) longitudinal,
(ii) corrugated,
(iii) staggered

[36] LTE Expt. and
Num-2D Al NM NM 0.90 Horizontal

Ref—Reference, LTE—local thermal equilibrium, LTNE—local thermal non equilibrium, NM—Not mentioned,
Num—Numerical, Expt.—Experimental.

2. Theoretical (Analytical) Design of Solar Air Heater (SAH)

The theoretical design of the SAH was developed at the location of Mechanical Engi-
neering Department, National Institute of Technology Surathkal Karnataka, India. For the
conventional SAH, the material and properties are considered as mentioned in [13,37]. The
dimensions mentioned in [13] are considered additional design parameters. As given in [2],
based on Klein’s recommendation, the mean value for the month in April is 15. Hence
the analytical solution for the empty channel is done on 15 April at 13:00 PM, because, at
this time, the solar radiation is maximum. The latitude and longitude of further study are
12◦54′ N, 74◦51′ E for the National Institute of Technology Karnataka, Surathkal. The ana-
lytical readings are considered during clear sky days in April 2022. Analytical studies are
calculated under the climatic conditions of Surathkal, Karnataka, India (12.99◦ N, 74.81◦ E).
The tilt angle of 13◦ with the ground surface facing south is taken for testing the SAH to
achieve maximum solar radiation. The angle of tilt is equal to the latitude of that location,
as mentioned in [13]. The constant a and b for monthly average daily global radiation are
obtained for Mangalore city at 0.27 and 0.43, respectively, as mentioned in [2]. For the
Surathkal location, wind speed, V∞ is assumed as 1 m/s. The mean plate temperature is
assumed as 323 K.

In this study, the absorber plate is considered as aluminum plate with 0.5 mm thick-
ness. Aluminum is light in weight compared to copper, and its cost is also less than the
copper plate. The insulation and frame are considered to be polyurethane foam and wood,
respectively, for the present study. The toughened glass with 4 mm thickness is attached
above the aluminum plate. The space between the glass and aluminum plate is 120 mm.
The air flows through the space between glass and absorber plate. The detailed schematic
diagram of the SAH is shown in Figure 1. Table 2 shows the material properties used
during the simulation.

The present study is evaluated with similar velocities to [13]. The Reynolds number
varies from 3287 to 5479. The material properties are considered to be isotropic. The
detailed procedure followed for analytical calculation as explained in [2,3].
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Figure 1. Detailed schematic layout of SAH: (1) wooden material for entrance section (in Green line),
(2) toughened glass (in Yellow line), (3) aluminum absorber plate (Red line), (4) polyurethane foam
(Grey hatch line), (5) wooden material for exit section (Green line), (6) M S steel stand for support
(Purple line), and (7) wooden material (Green line) for the frame as an outer box of the solar air heater
(All dimensions are in mm).

Table 2. Material properties considered for simulation [37,38].

Material Density kg/m3 Specific Heat
(J/kg K)

Thermal Conductivity
(W/m K)

Kinematic
Viscosity (m2/s)

Prandtl
Number

Emissivity Absorptivity

Air 1.225 1006.43 0.0242 1.79 × 10−5 0.702 - -
Alumium 2719 871 202.4 - - 0.8 0.95

Glass 2500 670 0.7443 - - 0.9 -
Wood 700 2310 0.173 - - - -

Copper 8978 381 387.6 - - - -
Nickel 8900 460.6 91.74 - - - -

The following assumptions [13,37,39] are considered for analytical and numerical
analysis of SAH:

1. The flow is considered steady state, two-dimensional and incompressible.
2. The thermo-physical properties of air are considered to be constant.
3. Inlet fluid temperature = 300 K.
4. Outlet pressure = Patm.
5. I = 850 W/m2.
6. Side walls are considered to be adiabatic. Negligible heat loss from the bottom plate

and the periphery envelope to the surroundings. Negligible heat loss from the inlet
and outlet surfaces.

7. The metal foam is an isotropic and homogeneous porous medium.

The analytical calculations of conventional solar air heater are done by the procedure
mentioned in [2,3] as follows-

The monthly average daily inclined irradiance is calculated by following Equation (1) as

δ (in degree) = 23.45 sin [0.9863(284 + n)] (1)
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where n is the day of the year, the present study for analytical is 15 April hence, n = 105.
δ is the declination.

Equation (2) below calculates the value of the angle between an incident solar beam
flux and the normal to a plane surface. Considering surface of solar air heater is facing
south (γ = 00)

Cos θ = sin δ sin (φ − β) + cos δ cos ω cos(φ − β) (2)

where θ is the angle between an incident solar beam flux and the normal to a plane surface.
Φ is latitude of a location. β is the slope of the solar air heater with the horizontal surface.

The magnitude of ωst for an inclined surface facing south is calculated by Equation (3)

|ωst|= min[|cos−1(− tan∅ tan δ)|, |cos−1{− tan(∅− β)tan δ}|] (3)

The daily sunlight or sunshine hours per day is calculated from Equation (4) as

Smax =
2
15

ωst (4)

The daily radiation fall on a horizontal surface at the location is calculated by Equation (5) as

H0 =
24
π

ISC(1 + 0.033 cos(
360 n

365
))(sinωs sinφ sin δ+ cosφ cos δ sinωs) (5)

From Sukhatme et al. [2] constant a and b for Mangalore city in India are 0.27 and
0.43, respectively. Assuming the average sunshine hours per day are 9.5 h for April
month. The monthly average of the daily global radiation a horizontal surface is calculated
by Equation (6) as

Hg

Ho
= a + b(

S
Smax

) (6)

The monthly average daily diffuse radiation is calculated by Equation (7)

Hd

Hg
= 0.8677 − 0.7365[

Hg

Ho
] (7)

The hourly radiation on an inclined surface on nth day between 1 h is calculated by
Equation (8) as

Io = 1.367
(

1 + 0.033 cos
(

360 n
365

))
sin δ sin(φ− β)

+ cos δ cosω cos(φ− β) kW
m2

(8)

Normalizing factor fc is mentioned in Equations (9) and (10)

Ig

Hg
=

Io

Ho

(a + b cosω)

fc
kJ/m2-h (9)

where

fc = a + 0.5b[
π ωs

180 − sinωs cosωs

sinωs − π ωs
180 cosωs

] (10)

The monthly average hourly diffuse radiation is calculated by Equation (11) as

Id

Hd
=

Io

Ho
(11)
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The diffuse radiation is calculated by Equation (12) as

Idg

Hd
=

Io

Ho
(12)

Choose the maximum value of diffuse radiation (Id) between Equations (11) and (12)
for further calculations.

The beam radiation is calculated by Equation (13) as

Ib = Ig − Id (13)

The tilt factor for beam radiation (rb) is calculated by Equation (14)

rb =
cos θ
cos θz

=
sin δ sin(∅− β) + cos δ cosω cos(∅− β)

sin∅ sin δ+ cos∅ cos δ cosω
(14)

The tilt factor for diffuse radiation (rd) is calculated by Equation (15)

rd =
(1 + cosβ)

2
(15)

The tilt factor for reflector radiation (rr) is calculated by Equation (16)

rr =
ρ(1 − cosβ)

2
(16)

Assume ground reflectivity be 0.2. [2] The total flux (IT) falling on tilted surface at any
instant is calculated by Equation (17) as

IT = Ib rb +Idrd + (Ib + Id) rr (W/m2) (17)

The total flux (IT) falling on tilted surface at any instant is calculated by flux coming on
the surface of absorber plate i.e., flux incident on the transparent glass is passing through
glass towards the black painted absorber plate. This flux is the addition of beam and diffuse
radiation coming directly on the absorber plate and the radiation reflected onto the surface
from surroundings. Here, all the solar radiation coming from the sun is absorbed by the
absorber plate. The heated absorber plate transfers heat as heat flux to moving air from
inlet to outlet with help of conduction, a convection mechanism neglecting radiation heat
transfer. As mentioned in Sukhatme and Nayak [2], it is assumed that the heat flux i.e., solar
intensity falling on the absorber plate is not more than ±50 W/m2 for a 15 min duration.
Hence the solar air heater is working under a steady state condition.

The number of covers is considered for this solar air heater to be 1. The spacing
between the plate is 120 mm. The top loss coefficient of solar air heater (Ut) is calculated by
Equation (18)

Ut = [
M

( C
Tpm

)

(
Tpm−Ta

M+f

0.252
) +

1
hw

]
−1

+ [
σ (T2

pm + T2
a)(Tpm + Ta)

1
εp+0.0425 M (1−εp)

+ 2M+f−1
εc

− M
] (18)

where

ft = (
9

hw
− 30

h2
w
)(

Ta

316.9
) (1 + 0.091M) (19)

Ct = 204.429 (cos β)0.252/d 0.24 (20)
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d is spacing (in m) between cover plate and absorber plate, hw is the convective heat
transfer coefficient at the top cover. The convective heat transfer coefficient at transparent
cover is calculated by Equation (21)

hW = 5.7 + 3.8V∞ (21)

where σ is the Stefan Boltzmann constant, εp and εc is the emissivity of the absorber plate
surface and bottom surface respectively.

The bottom loss coefficient of solar air heater (Ub) is calculated by Equation (22)

Ub =
ki

δb
(22)

where ki is the thermal conductivity of the insulation material and δb is the thickness of the
insulation material.

The side loss coefficient is assumed as zero.
The overall loss coefficient (UL) is calculated by Equation (23)

UL = Ut + Ub + US (23)

The transmissivity of the cover system of a solar air heater is calculated by Equation (24)

τ= τr τa (24)

where τr is the transmissivity obtained by considering only reflection and refraction, τa is
the transmissivity obtained by considering only absorption.

The value of the convective heat transfer coefficient hfp is calculated by using Equation (25)

hfp = Nu
(

kair

Hydraulic diameter (dh)

)
(25)

where Nu is Nusselt number, and kair is the thermal conductivity of air
The Hydraulic diameter is calculated by Equation (26)

Hydraulic diameter(dh) =
4 (W × d)
2 (W + d)

(26)

where, W is the width of the absorber plate and d is the spacing between the glass and
absorber plate.

The average air velocity is calculated by Equation (27)

Average air velocity =

.
m

ρ (W × L)
(27)

The Reynold number (Re) is calculated by Equation (28)

Re =
ρ V dh

μ
(28)

The radiative heat transfer coefficient (hr) is calculated as Equation (29)

hr =
σ

( 1
εp

+ 1
εb

− 1)
(Tpm + Tbm)(T2

pm + T2
bm) (29)

where hr is the radiative heat transfer coefficient, Tpm and Tbm is the mean temperature
of the absorber plate and the bottom plate. It can be taken to be equal to the mean fluid
temperature Tfm.
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The effective heat transfer coefficient (he) between the absorber plate and the air stream
is calculated by Equation (30)

he = hfp +
hr hfb

hr + hfb
(30)

The solar air heater efficiency factor is calculated Equation (31)

F́ = (1 +
UL

he
)
−1

(31)

The useful heat gain rate for the solar air heater is calculated by Equation (32)

qu = FR AP [S − Ul(Tfi − Ta)] (32)

where FR is the solar air heater heat removal factor, S is the flux absorbed in the absorber plate.

FR =

.
m Cp

UL AP
[1 − exp{− F′ Ul AP

.
m CP

}] (33)

S = IT(τα)avg (34)

The instantaneous efficiency of the solar air heater is calculated by Equation (35)

ni =
qu

ITAC
(35)

The outlet temperature of the solar air heater is obtained by Equation (36)

qu =
.

mCP(Tfo − Tfi) (36)

The pressure drop across the collector is calculated by Equation (37)

Pressure drop (ΔP) =
4 f ρLV2

2 dh
(37)

where f is the friction factor, L is the length of SAH.
The detailed information of analytical calculation is mentioned in [2,3]. All the calcula-

tions are done with the help of Microsoft Excel.

3. Numerical Modelling and Meshing

All the design and analysis are performed in ANSYS Fluent 2022 R2 software. The
empty channel and porous bed analysis are done for the same heat flux, i.e., the same solar
intensity falling on the SAH. The dimensions and material properties of SAH, governing
equations, methodology, and assumptions are considered as mentioned in [9,10,37,40].
Figure 2 shows the metal foam arrangement adopted for numerical study. Figure 3 is
meshing done for 88 mm metal foam thicknesses. The detailed boundary conditions used
during simulation are mentioned in Table 3. k-ε viscous model is used in ANSYS Fluent for
this study. The planar-space steady-state pressure-based solver with double precision is
considered for 2D analysis. A Green Gauss node-based method is used for the gradient to
discretize the convection and diffusion terms. A second-order upwind scheme is applied
to discretize pressure, momentum, Turbulent kinetic energy, turbulent dissipation

The under-relaxation factors for pressure, momentum, turbulent kinetic energy, tur-
bulent dissipation rate, turbulent viscosity, and energy are taken as 0.3, 0.7, 0.8, and 1,
respectively. The relaxation factors for other terms are kept in unity by default. In solution
initialization, standard initialization method is selected with computing from the inlet. The
convergence criteria set for energy is 10−6, while for other terms it is set as 10−5.
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Figure 2. Schematic of SAH: (a) empty channel SAH, (b) 22 mm filled metal foam SAH, (c) 44 mm
filled metal foam SAH (d) 88 mm filled metal foam SAH.

Figure 3. Quadrilateral mesh of 88 mm metal, foam block, solar air heater.

Grid Sensitivity Analysis

The minimum size of the mesh is achieved by grid sensitivity analysis. Table 4 shows
the details of the number of elements and its skewness. The simulations are performed for
four different mesh sizes. The temperature variation and change in pressure are shown
in Table 4. The maximum number of elements is set as baseline and other elements are
compared with it. From the results, 125,280 elements are preferred for further computational
investigation because it has less deviation than other mesh sizes.
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Table 3. Boundary conditions used during simulation in SAH [2,13,14,17,37].

Momentum Thermal

Absorber plate
Stationary wall

No slip shear condition

Heat flux = 850 W/m2

Material = Aluminium
Wall Thickness = 0.0005 m

Bottom of the wall

Glass
Stationary wall

No slip shear condition

Mixed
Heat transfer coefficient (HTC) = 9.5 W/m2 as

wind speed assumed as 1 m/s
Free stream temperature = 300 K

External emissivity = 0.88
External radiation temperature = 300 K

Wall thickness = 0.004 m

Equation considered as
hw = 5.7 + (3.8 V∞)

Side wall and other wall
Stationary wall

No slip shear condition

Heat flux = zero W/m2 i.e., adiabatic
wallMaterial = wood

Wall thickness = 0.018 m

Inlet
Velocity magnitude as 0.3779,

0.3401, 0.3023, 0.2646, 0.2268, m/s Inlet temperature = 300 K

Outlet Pressure outlet as zero Back flow temperature = 300 K

Table 4. Mesh generation.

Number of ELEMENTS Max Skewness
Outlet Temperature,

Tout, K
Pressure Drop

ΔP, Pa
Tout

Deviation (%)
ΔP

Deviation (%)

70,499 0.273 334.41 0.053 0.2 0
92,652 0.278 334.45 0.053 0.009 0

125,280 0.004 334.47 0.053 0.002 0
180,480 0.0036 334.48 0.053 Baseline

4. Governing Equations and Turbulence Modelling

For fluid flow in solar air heater, continuity and Reynolds-Averaged-Navier-Stocks
(RANS) equations are used. In this study, the Renormalization group (RNG) k-ε turbulence
model with enhanced wall treatment [13,14,17,38] is used, as it improves the performance
for rotation and streamline curvature.

Continuity equation for empty channel is mentioned in Equation (38a)

∂(ρuj)

∂xi
= 0 (38a)

Continuity equation for metal foam is mentioned in Equation (38b)

∂(ρεuj)

∂xi
= 0 (38b)

Momentum equation for empty channel is mentioned in Equation (39a)

∂

∂xj

(
ρuiuj

)
+

∂p
∂xi

=
∂

∂xj

[
μ

(
∂ui

∂xj
+

∂uj

∂xi

)]
(39a)

Momentum equation for metal foam channel is mentioned in Equation (39b)

∂

∂xj

(
ρuiuj

)
+ ε

∂p
∂xj

=
∂

∂xj

[
μ

(
∂ui

∂xi
+

∂uj

∂xj

)
− ε
(μeff

K
μi + ρC|u|ui

)]
(39b)

Here, K is the permeability and C is the inertia coefficient.
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Energy equation for fluid in empty channel,

∂

∂xi
(ρujT)−

∂

∂xj

[
λf

∂T
∂xJ

]
= 0 (40)

To model flow through porous media in non-equilibrium thermal model, for simula-
tions solid porous zone and fluid zone are not in thermal equilibrium. Hence, these two
zones are interacted with heat transfer only.

For fluid zone equation as:

ε
∂
(
ρCPujT

)
∂xj

= λfeε
∂

∂xj

(
∂Tf
∂xj

)
+ hsfasf(TS − Tf) (41)

For solid zone equation as:

λse(1 − ε)
∂

∂xj

(
∂Ts

∂xj

)
= hsfasf(Ts − Tf) (42)

where,
λfe = λf·ε and λse = λs·(1 − ε)

In this study, to obtain the characteristics of porous media for solar air heater, a
Darcy Extended Forchheimer (DEF) flow model is considered. The source term is added
with the help of a viscous loss term and aninertial loss term. The DEF model is further
joined with momentum equation as a source term. The inertial and viscous loss terms
are calculated with the help of permeability and form drag coefficient of porous media.
Calmidi and Mahajan [40] have proposed metal foam properties as superficial area density
and interfacial heat transfer coefficient, which are given by Equations (43) and (44).

Superficial area density

asf =
3πdf(1 − exp−( 1−ε

0.04 ))

(0.59dP)
2 (43)

Interfacial heat transfer coefficient

hsfdf(1 − exp−( 1−ε
0.04 ))

λf
=

⎧⎪⎪⎨
⎪⎪⎩

0.76Re0.4
df

Pr0.37, (1 ≤ Redf
≤ 40)

0.52Re0.5
df

Pr0.37, (40 ≤ Redf
≤ 103)

0.26Re0.6
df

Pr0.37, (103 ≤ Redf
≤ 2 × 105)

(44)

where λf is the thermal conductivity of working fluid, Pr is the Prandtl number, Redf
is known as Reynolds number calculated by the fiber diameter of the metal foam. It is
calculated from following Equation (45).

Redf
=

{
udf(

1 − exp−( 1−ε
0.04 )

ευ
)

}
(45)

where df is the fiber diameter in m, and dP is the pore diameter in m.
The properties of metal foam, for example fiber diameter, permeability, pore size

and inertial coefficient are determined by Table 5. The detailed information on porous
media metal foam is described in [11,22,34]. Table 6 gives the copper metal foam properties
considered for present study. The volume of the present porous metal foam block is
considered a continuum with homogenous properties with respect to porosity and pore
size. The similar homogeneous properties are considered in previous literature. The solid
metal foam assumed here is gray and optically thick considering its absorption, isotropic
scattering and emission properties throughout the length is same. The representative

194



Energies 2022, 15, 8952

elementary volume (REV) analysis is important to get more information about heat and/or
fluid flow in the porous medium or to determine volume average transport parameters
(such as permeability, inertia coefficient, interfacial heat transfer coefficient etc.) or do
a pore-scale study including voids and struts in the computational domain requiring
extremely long computational time. To reduce the computational time and complexities
in smaller size of pores in present porous media, it has uniform mixed medium of air
as fluid and metal foam. As per REV scale simulation, it is not necessary to detailed
accurate dimensions of porous block. Hence, the flow of air in metal foam is laminar
and incompressible. The volume difference between metal foam before heating and after
heating due to solar intensities are ignored [41,42].

Table 5. Properties and its correlations of metal foam [11,40].

Sr. No Properties Correlations

1 Pore size (dp) dp = 0.0254
PPI

2 Fiber diameter (df)
df
dp

= 1.18
√

(1−ε)
3π

(
1

1−e

(
(1−ε)

0.04

)
)

3 Permeability (K) K = 0.00073(1 − ε)−0.224
(

df
dp

)−1.11
d2

p

4 Inertial/form coefficient (CI) CI = 0.00212(1 − ε)−0.132
(

df
dp

)−1.63

Table 6. Properties of metal foam [11,40].

PPI Fiber Diameter Pore Diameter Porosity Viscous Resistance Inertial Resistance
Interfacial

Area Density
Heat Transfer

Coefficient

10 0.687 4.644 0.8769 1.742 × 10−7 176.75 824.2496 85.8858
20 0.619 3.837 0.8567 2.490 × 10−7 217.04 1106.8362 91.2402
30 0.703 4.732 0.92 1.644 × 10−7 148.97 936.38 178.908

For all the cases, the inlet temperature is kept constant as the ambient temperature. The
outlet is modelled as a pressure outlet with gauge pressure as zero Pascal. The turbulent
intensity is specified as Equation (46)

I = 0.16 (Re)−1/8 in percentage (46)

The bulk mean fluid temperature is calculated as mentioned in Equation (47)

Tbulk mean =
Ti + To

2
(47)

where Ti is the inlet temperature of the air in K, To is the outlet temperature of the air in K.
The convective heat transfer coefficient (h) in W/m2 K is calculated by Equation (48) as

h =
qW

Tabs − Tbulk mean
(48)

where qW is the useful heat gain for solar air heater in W/m2, Tabs is the absorber plate
temperature in K,

The average heat transfer coefficient (h) is calculated by Equation (49),

h =
∑N

1 h
N

(49)

where the N is the total number of samples or heat transfer coefficient obtained at the
particular velocity.
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The Nusselt number is calculated by the Equation (50) as

Nu =
hDh
kair

(50)

where Nu is the Nusselt number, h is the heat transfer coefficient in W/(m2 K), Dh is the
hydraulic diameter in m, and kair is the thermal conductivity of air in W/(m K).

The average Nusselt number is calculated by the Equation (51) as

Nu =
hDh
kair

(51)

where Nu is the average Nusselt number, and h is the average heat transfer coefficient in
W/(m2K).

Dh is the hydraulic diameter in m, kair is the thermal conductivity of air.
The friction factor (f) across the SAH is calculated by Equation (52) with the help of

pressure drop across the rectangular channel i.e., inlet pressure and outlet pressure.

f =
2ρfΔPDh

u2L
(52)

where the ρf is the density of fluid in kg/m3, ΔP is the difference of pressure between inlet
pressure and outlet pressure in Pa, Dh is the hydraulic diameter in m, u is velocity of air in
m/s, and L is the length of the SAH in m.

The heat transfer enhancement ratio for a solar air heater is calculated based on
Equation (53)

Heat transfer enhancement ratio =
NuP

NuE
(53)

where NuP is the Nusselt number of porous media and NuE is the Nusselt number of
empty channels.

The performance factor is calculated by Equation (54) as

ηp =
j

f1/3
(54)

where ηP is the performance factor, j is the Colburn j factor, and f is the friction factor.

5. Results and Discussion

5.1. Verification and Validation of Empty Channel Solar Air Heater

For accurate analysis, the flow of working fluid in the empty channel within the glass
and the absorber plate of the test section is essential. The solar radiation first falls on the
glass then is transmitted through the glass. Further, this solar intensity is absorbed by the
black-painted absorber plate. The air is flowing through the space available between the
glass plate and absorber plate, which is 120 mm in the present study. Consequently, air gets
heated from the glass as well as the absorber plate. The effect of it shows that the outlet
temperature increases. For the Nusselt number relations, when air as a fluid is passing
through the two parallel smooth plates, i.e., glass and absorber plate for lower Reynolds
number (3000 to 7500) are calculated by relation of the Gnielinski equation as mentioned
in [43]. Hence, the correlation of Gnielinski in terms of Nusselt number (Nu) and the
correlation of Blasius and Petukhov in terms of friction factor (f) is applied to validate the
flow characteristic of turbulent flow in the test section. The validated results of heat transfer
and friction factor are shown in Figure 4a,b, respectively. A comparison between Nu and
f obtained from the CFD results with the correlation given in Table 7. In Figure 4a,b, the
CFD results are in good agreement with the correlations, and the results also showed that
the Nu number is directly proportional to the Reynolds number and the friction factor is
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inversely proportional to the Reynolds number. The correlation and numerical results have
similar trends for Nusselt number and friction factor in Figure 4a,b, respectively.

 
(a) (b) 

Figure 4. (a)Verification of Nusselt number for empty channel of solar air heater. (b) Verification of
friction factor for empty channel of solar air heater.

Table 7. Correlation equations for the verification of the empty channel SAH.

Name Correlation Equation Reference

Gnielinski Nu = (f/8)(Re−1000) Pr
1+12.7(f/8)0.5 (Pr2/3−1)

for 3000 < Re < 7500

[2,3,14,17,37,43]Petukhov f = (0.790lnRe − 1.64)−2 for 3000 < Re < 5×106

Blasius f = 0.079Re0.25

5.2. Validation Part

The analytical and numerical results of the present study are similar to the conven-
tional SAH [13]. The average deviation between the analytical and CFD results with K
Rajarajeswari et al. [13] is 9.66%. Figure 5 shows that as the mass flow rate increases, the
temperature difference between outlet and inlet gives less deviation. The analytical and
numerical studies show a similar trend. The average deviation between the analytical
and CFD results is 2.78%. The detailed procedure followed for analytical calculation is as
explained by Equations (1) to (37) and mentioned in [2,3].

5.3. Effect of Velocity Distribution along the Length of the Channel

The velocity distribution for 0.3779, 0.3401, and 0.3023 m/s of 30 PPI 0.92 porosity
is presented in Figure 6. The figure shows that the velocity in the middle of the channel
is maximum. The line path for all the velocities shows a parabolic curve for 88 mm thick
copper metal foam.
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Figure 5. Validation of analytical and CFD results of present empty channel SAH with Rajarajeswari
et al. [13].

 

Figure 6. Velocity profile for 30 PPI 0.92 porosity with 88 mm thickness metal foam at three
different velocities.

5.4. Temperature Distribution and Velocity Distribution for Different Thickness

Figure 7a–c presents the temperature contour relative to 0.92 porosity 30 PPI Copper
metal foam for 0.3779 m/s velocity for the thicknesses of 22 mm, 44 mm, and 88 mm. In
the case of porous media such as metal foam, the maximum temperature represents the
temperature near the absorber plate. In the case of the lower thickness of the metal foam,
the absorber plate temperature is higher, as shown in Figure 7. The temperature is uniform
throughout the channel except near the absorber plate. For the same PPI and porosity, as
the thickness of the metal foam increases, the absorber plate temperature decreases due to
more heat transfer area.
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(a) 

 
(b) 

 
(c) 

Figure 7. Contour of temperature for 30 PPI 0.92 porosity copper metal foam at 0.3779 velocity of
(a) 22 mm, (b) 44 mm and (c) 88 mm thick metal foam.

5.5. Velocity Distribution for Different Thickness

Figure 8 represents the velocity distribution for 0.3779 m/s velocity for 30 PPI
0.92 porosity copper metal foam at (a) 22 mm, (b) 44 mm and (c) 88 mm thick metal
foam. Figure 8a–c shows the maximum velocity in the middle of the channel. The velocity
near the wall is close to zero because of the shear resistance effect.

 
(a) 

 
(b) 

 
(c) 

Figure 8. Contour of velocity distribution for 30 PPI 0.92 porosity copper metal foam at 0.3779 m/s
velocity for (a) 22 mm, (b) 44 mm and (c) 88 mm thick metal foam.
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5.6. Effect of Outlet Temperature and Absorber Plate Temperature

Figure 9a,b shows the variation of temperature with varying mass flow rate from
0.03 to 0.05 kg/s. With 10 PPI with porosity of 0.8769, 20 PPI with a porosity of 0.8567, and
30 PPI with porosity of 0.92 for 22 mm, 44 mm, and 88 mm metal foam thicknesses are
considered. It shows that as the mass flow rate and thickness of the metal foam increases,
the difference between the absorber plate temperature and bulk fluid temperature reduces.
A similar trend is observed for the difference in the absorber plate and outlet temperatures
with an increase in mass flow rate. Due to turbulent flow and velocity of air, the difference in
the absorber plate and bulk fluid temperature changes. The lower velocity takes more time
to travel in the channel, so that the temperature difference increases. Figure 9a shows that
the 22 mm 10 PPI copper metal foam has an 8.79% and 11.45% higher average temperature
difference of absorber plate temperature and bulk fluid temperature compared to the metal
foam of 20 and 30 PPI, respectively. The 44 mm 10 PPI copper metal foam has the same
percentage of increase in an average temperature difference of absorber plate temperature
and bulk fluid temperature, which is about 3.30% and 3.04% increase for 20 PPI and 30 PPI,
respectively. The same trend is observed in 88 mm thickness for 10 PPI compared to 20 PPI
and 30 PPI, which is 2.03% and 2.46% higher than 20 PPI and 30 PPI, respectively.

Figure 9b shows that the average temperature difference for 22 mm thickness 10 PPI is
higher than all other PPI and all other thicknesses. As the thickness of metal foam increases,
the temperature difference between the absorber plate and outlet temperature decreases.
As the mass flow rate increase, the temperature difference also decreases. The 22 mm
thickness metal foam is having 10.86% and 14.32% more average temperature difference
than 20 PPI and 30 PPI, respectively, for the same thickness. The 44 mm, 10 PPI copper
metal foam has 4.22% and 3.90% increase in average temperature difference than 20 PPI and
30 PPI, respectively, for the same thickness. The average temperature difference between
absorber temperature and outlet temperature of 10 PPI is 2.26% and 3.26% higher than the
20 PPI and 30 PPI of 88 mm metal foam thicknesses.

The above discussion concludes that 10 PPI has a higher temperature difference
than 20.

PPI and 30 PPI because of more interfacial surface area of the metal foam. As the
thickness of metal foam increases, more conduction occurs near the absorber plate, and
hence more heat is transferred to metal foam. So, it is noticed that the average temperature
reduces as the thickness of metal foam increases. The empty channel has high average
absorber plate temperature than the porous media channel.

5.7. Effect of Heat Transfer Coefficient

Figure 10 shows the heat transfer coefficient variation with respect to different mass
flow rate for 10 PPI of 0.8769 porosity, 20 PPI of 0.8567 porosity, and 30 PPI of 0.92 porosity
with 22 mm, 44 mm, and 88 mm thicknesses of the metal foam. It is observed that the heat
transfer coefficient increases as the mass flow rate increases. As the thickness of the metal
foam increases, the heat transfer coefficient also increases. The heat transfer coefficient for
20 PPI 0.8567 porosity and 30 PPI 0.92 porosity is almost in the same range as compared to
10 PPI 0.8769 porosity. The heat transfer coefficient for 10 PPI 0.8769 porosity is less than
20 PPI 0.8567 porosity and 30 PPI 0.92 porosity for all the thicknesses of 22 mm, 44 mm,
and 88 mm. The 30 PPI 0.92 porosity has a higher heat transfer coefficient than 10 PPI
0.8769 porosity which is 11.70% for 22 mm thickness, 2.86% for 44 mm thickness, and 2.32%
for 88 mm thickness. It is also observed that placing the discrete metal foam and with an
increase in thickness of the metal foam the heat dissipation in SAH increases.

5.8. Effect of Nusselt Number

Figure 11 shows that the Nusselt number is directly proportional to the mass flow
rate. As the mass flow rate increases, the Nusselt number also increases. With an increase
in thickness, the Nusselt number also increases. Figure 11 observes that the 20 PPI of
0.8567 and 30 PPI of 0.92 porosity has a higher Nusselt number compared to 10 PPI of
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0.8769 porosity metal foam for 22 mm, 44 mm, and 88 mm thickness of the metal foam. The
Nusselt number for 30 PPI of 0.92 porosity is 11.70%, 2.86%, and 2.32% more compared
to 10 PPI of 0.8769 porosity for 22 mm, 44 mm, and 88 mm, respectively. The Nusselt
number for 20 PPI 0.8567 porosity and 30 PPI 0.92 porosity is almost in the same range for
22 mm, 44 mm, and 88 mm thickness of the metal foam. The results show that with an
increase in porosity, the Nusselt number increases because more fluid is flowing through
the metal foams.

  
(a) (b) 

  
(c) (d) 

Figure 9. (a) Variation of temperature between absorber plate and bulk mean fluid temperature vs.
mass flow rate. (b) Variation of temperature between absorber plate and outlet temperature vs. mass
flow rate. (c) Variation of a temperature difference between absorber plate and bulk fluid temperature
for empty channel and 22 mm thickness 10 PPI 0.8769 porosity. (d) Variation of the temperature
difference between absorber plate and outlet temperature for empty channel and 22 mm thickness
10 PPI 0.8769 porosity.
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Figure 10. Variation of heat transfer coefficient for different mass flow rates for different PPI and
different thickness.

 
Figure 11. Variation of Nusselt number for different mass flow rates for different PPI and
different thicknesses.

5.9. Effect of Pressure Drop

Figure 12 represents that the average pressure drops increase with an increase in
the mass flow rate and the thickness of the metal foam 10 PPI, 20 PPI, and 30 PPI of
copper metal foam. The average pressure drop is the same for 10 PPI 0.8769porosity and
30 PPI of 0.92 porosity for 22 mm, 44 mm, and 88 mm thick metal foam. The 30 PPI of
0.92 porosity has 28% and 2% more average pressure drop than 20 PPI 0.8567 porosity and
10 PPI 0.8769 porosity, respectively, for 22 mm, 44 mm, and 88 mm thickness. Hence it is
concluded that with increase in heat transfer rate, the pressure drop also increases.
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Figure 12. Variation of pressure drop for different mass flow rates for different PPI and
different thicknesses.

5.10. Effect of Friction Factor

Figure 13 shows that the friction factor decreases with an increase in mass flow
rate. As the thickness of metal foam increases, the friction factor also increases. The
30 PPI 0.92 porosity metal foam has 31% and 2.62% higher friction factor than 20 PPI
0.8567 porosity and 10 PPI 0.8769 porosity copper metal foam for 22 mm, 44 mm, and
88 mm thickness of the metal foam. As the thickness of metal foam increases with twice
the value of the previous thickness, the friction factor increases with the same percentage.
Hence, it shows that more the PPI, the higher the disturbance to flow, which gives a higher
friction factor. The more the thickness of the metal foam, the greater the disturbance of the
fluid flow, hence an increase in friction factor.

Figure 13. Variation of friction factor for different mass flow rates varying PPI and thickness of
metal foam.
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5.11. Effect of Ratio of Porous Nusselt Number to Empty Channel Nusselt Number

The heat transfer enhancement ratio is shown in Figure 14. As the PPI and thickness
of the metal foam increases, the heat transfer enhancement ratio also increases. The figure
represents that with an increase in mass flow rate, the heat transfer enhancement ratio
reduces for all cases of PPI and thicknesses. The heat transfer enhancement ratio is higher
for lesser velocity than higher velocity because more time is taken for the fluid to flow
through the metal foam in lower mass flow rate compared to higher mass flow rate. For
22 mm, 44 mm, and 88 mm, discrete metal foam arrangement in channel shows 30 PPI
0.92 porosity has 11.56%, 3.01%, and 2.41%, respectively, higher than 10 PPI 0.8769 porosity
metal foam. With the same 30 PPI 0.92 porosity for an increase in thickness of the metal foam,
the heat transfer enhancement increases for 88 mm and 44 mm metal foam thickness which
is 12.67% and 10.49%, respectively, more compared to the 22 mm metal foam thickness.

Figure 14. The change in the ratio of NuP/NuE for different mass flow rates for different PPI and
different thicknesses.

5.12. Effect of Performance Factor

Figure 15 shows the performance factor distribution with an increase in mass flow
rate. The figure shows that the 22 mm thickness of 20 PPI 0.8567 porosity metal foam is
higher than other 44 mm and 88 mm metal foam thickness for 10 PPI 0.8769 porosity and
30 PPI 0.92 porosity. The maximum performance factor for the 20 PPI 0.8567 porosity is
0.0055, 0.0050, and 0.0044 at 22 mm, 44 mm, and 88 mm metal foam thickness, respectively.
It is noticed that the performance factor has the maximum value near to 0.0055 at a lower
mass flow rate and reduces as the mass flow rate increases.

5.13. Effect of Different Material Metal Foam

Figure 16 shows the difference between different material performance factors. The
material considered for comparison is copper, aluminum, and nickel. The figure shows
the performance factor for nickel is minimal compared to aluminum and copper. Since
copper has high thermal conductivity, the absorber plate and outlet temperature difference
are less than nickel. It is observed that the temperature difference reduces as the thermal
conductivity increases. The copper metal foam has 3.13% and 9.63% lesser mean tempera-
ture difference of the absorber plate temperature and bulk mean fluid temperature than
aluminum and nickel, respectively, for 88 mm thick metal foam.
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Figure 15. The variation of performance factors for different mass flow rates for different PPI and
different thicknesses.

 

Figure 16. Variation of performance factors for different mass flow rates for different material.

6. Conclusions

The two-dimensional rectangular channel was modelled to evaluate the effect of
partial filling of different porosity of copper metal foam in SAH. The complete length of the
rectangular channel was 2.35 m and the height was 0.120 m. The computational analysis
was performed for three different thicknesses with variation in PPI and porosity of the
copper metal foam. Based on the current investigation, the following points are observed:

• With increasing mass flow rate, the outlet temperature decreases for the empty channel
as well as for the partially filled porous channel in all cases of PPI and porosity. The
same is achieved for different thickness of metal foam. The average temperature
difference between the absorber plate and bulk mean fluid temperature is lowest for
88 mm thick metal foam than 22 mm and 44 mm thick metal foam.

• The Nusselt number is higher at higher mass flow rate and rises with increasing PPI
and thickness of metal foam. The Nusselt number is highest for 88 mm metal foam,
rather than 22 mm and 44 mm thick metal foam The Nusselt number for 22 mm,
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44 mm, and 88 mm thicknesses is 157.64%, 183.31%, and 218.60%, respectively, higher
than the empty channel.

• The pressure drop increases with higher thickness and it increases with increase in
mass flow rate. Amongst the 10 PPI, 20 PPI and 30 PPI copper metal foam, the 20 PPI
gives a lesser pressure drop than 10 PPI and 30 PPI metal foam for 22 mm, 44 mm and
88 mm thickness. The highest pressure drop belongs to 30 PPI, having 28% and 2%
more average pressure drop than 20 PPI and 10 PPI, respectively, for 22 mm, 44 mm,
and 88 mm thickness.

• The performance factor is higher for lower velocity, irrespective of PPI and porosity.
The 20 PPI 0.8567 porosity with 22 mm thick metal foam has highest performance
factor compared to all 10 PPI and 30 PPI metal foam. For mass flow rate of 0.03 kg/s,
the maximum performance factor for the 20 PPI 0.8567 porosity is 0.0055, 0.0050, and
0.0044 at 22 mm, 44 mm, and 88 mm metal foam thickness, respectively.

• The temperature difference of the absorber plate and the bulk mean fluid temperature
depend on thermal conductivity of material. The copper has lowest temperature dif-
ference of the absorber plate and bulk mean fluid temperature compared to aluminum
and nickel because of its thermal conductivity.

• With respect to performance factor, 22 mm 20 PPI 0.8567 porosity is best in terms of
pressure drop and cost involved in manufacturing the solar air heater.

The effect of porous media in the heat and fluid flow equations can be included by
accounting for permeability, inertia coefficient, and effective thermal conductivity for solid
and fluid, effective viscosity and interfacial heat transfer coefficient as well as thermal
dispersion. All these parameters depend on porosity, strut diameter and topology of the
metal foam. The equations used in this study for determination of permeability, inertia
coefficient and interfacial heat transfer coefficient as well as those for effective thermal
conductivity for the solid and fluid are calculated based on the porosity and strut diameter
for metal foams [11,40]. However, the topology effect should be included for more accurate
results by performing a representative elementary analysis.

The current study could be improved by using different geometrical parameters and
thermal properties of metal foam. Further, the optimum distance between two discrete
metal foams relative to other partially filled scenarios could also be explored.
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Nomenclature

AC Collector area in (m2)
Ap Absorber plate area in (m2)
a, b Constants for monthly average daily global radiation
asf Interfacial surface area (m−1)
CFD Computational fluid dynamics
CI Inertial form coefficient
Cp Specific heat of fluid (J/kg K)
Ct Constant for top loss coefficient
d The spacing between the glass cover and absorber plate (m)
Dh Hydraulic diameter
df Fibre diameter (m)
dp Pore diameter (m)
ΔP The pressure drops across the collector in Pa.
FPSC Flat plate Solar collector
F́ The solar air heater efficiency factor
FR The solar air heater heat removal factor
f Friction factor
fc Normalizing factor
ft Constant for top loss coefficient
HTC Heat transfer coefficient (W/m2 K)
Hd Monthly average of the daily diffuse radiation on a horizontal surface (kJ/m2-day)

Hg
Monthly average of the daily global radiation on a horizontal surface at a
location (kJ/m2-day)

H0 The daily radiation falls on a horizontal surface at the location, kJ/m2

Ho The mean value of global radiation for each day of the month, kJ/m2

h Heat transfer coefficient (W/m2 K)
h Average heat transfer coefficient, W/m2 K
he The effective heat transfer coefficient W/m2 K

hfp
The convective heat transfer coefficient between the absorber plate and the air
stream, W/m2 K

hr The radiative heat transfer coefficient (W/m2 K)
hsf Interfacial heat transfer coefficient
hw The convective heat transfer coefficient at the top cover, W/m2 K
Ib Beam radiation, W/m2

Id Diffuse radiation, W/m2

Id Monthly average of the hourly diffuse radiation on a horizontal surface (kJ/m2-h)
Ig Monthly average of the hourly global radiation on a horizontal surface (kJ/m2-h)
Ig Global radiation, W/m2

Io Monthly average of the hourly extraterrestrial radiation on a horizontal surface (kJ/m2-h)

ISC
Spectral distribution of extraterrestrial solar radiation flux at mean sun-earth distance
(W/m2)

IT The total flux falling on a tilted surface at any instant (W/m2)
j Colburn j factor
K Permeability (m2)
kair Thermal conductivity of air (W/m K)
ki The thermal conductivity of insulation material (W/m K)
L Length of the solar air heater (m)
LTE Local thermal equilibrium
LTNE Local thermal nonequilibrium model
M Number of glass covers
.

m Mass flow rate kg/s
Nu Nusselt number
NuP Nusselt number of porous media
NuE Nusselt number of empty channel
n The day of the year
PPI Pores per inch
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Pr Prandtl number
q Heat flux (W/m2)
qu Useful heat gain (W/m2)
Re Reynolds number
Red f

Reynolds number by fiber diameter
Rep Reynolds number for porous media
RNG Renormalization Group
rb The tilt factor for beam radiation
rd The tilt factor for diffuse radiation
rr The tilt factor for reflector radiation
SAH Solar air heater
SWH Solar water heater
S The flux absorbed in the absorber plate (W/m2)
S Monthly average of the sunshine hours per day at the location, hr
Smax The daily sunlight or sunshine hours per day
ωs The hour angle at sunrise or sunset on the horizontal surface in degree
ωst The hour angle at sunrise or sunset
Tbm Mean bottom plate temperature in K
Tfi The inlet temperature of the fluid in K
Tfo The outlet temperature of a fluid in K
Tpm Mean plate temperature in K
Ub The bottom loss coefficient of solar air heater (W/m2 K)
UL The overall loss coefficient (W/m2 K)
Us The side loss coefficient (W/m2 K)
Ut The top loss coefficient fir solar air heater (W/m2- K)
u The velocity of fluid (m/s)
V∞ Wind velocity m/s
V The average air velocity in m/s
W The width of absorber plate in m
ηP Performance factor
ηi The instantaneous efficiency of the solar air heater

δ
Declination, in degree i.e., the angle made by the line joining the centers of the
sun and the earth with the projection of this line on the equatorial plane

δb The thickness of insulation material in m
Greek symbols
ε Porosity
εC Glass cover emissivity
εP Absorber plate emissivity
εb Bottom plate emissivity
θ The angle between an incident solar beam flux and the normal to a plane surface
β The slope of the solar air heater with the horizontal surface.
Φ Latitude of a location
λ f Thermal conductivity of the fluid W/m K
k Thermal conductivity (W/m K)
ν Kinematic viscosity (m2/s)
ρ Density of the fluid (kg/m3)
σ Stefan Boltzmann constant
τ The transmissivity of the cover system of solar air heater
τa The transmissivity obtained by considering only absorption
τr The transmissivity obtained by considering only reflection and refraction
μ Dynamic viscosity (kg/ms)
Subscript
Abs Absorber
b Bulk mean fluid
f fluid
i Inlet
max maximum
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o Outlet
s Solid
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