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Preface to ”Electro-Mechanical Actuators for
Safety-Critical Aerospace Applications”

Aircraft electrification is one of the most important and strategic initiatives currently supporting

the innovation of the aviation industry. This manifests in the well-known more-electric aircraft

concept (with the ultimate aim of achieving the all-electric long-term target), which aims to

gradually replace onboard systems based on mechanical, hydraulic, or pneumatic power sources

with electrically powered ones to reduce the weight and costs, optimize energy, and increase the

eco-compatibility and reliability of future aircrafts.

A key technological enabler for pursuing these challenging objectives is electro-mechanical

actuation. The applicability of electro-mechanical actuators (EMAs) in aerospace has been proved

in terms of dynamic performances, but it still entails several concerns in terms of reliability/safety

and operation in a harsh environment. In civil aircrafts, EMAs are often avoided for safety-critical

functions (flight controls, brakes, landing gears, and nose wheel steering), essentially because the

statistical database on the components’ fault modes is poor.

This Special Issue is thus focused on advancements and innovations in the

design, modelling/simulation, architectural definition, reliability/safety analysis, control,

condition-monitoring, and experimental testing of EMAs developed for safety-critical aerospace

applications.

The research papers included in this Special Issue will undoubtedly contribute to progress

toward the objective of more electric flights.

Gianpietro Di Rito

Editor
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Minimisation of Failure Transients in a Fail-Safe
Electro-Mechanical Actuator Employed for the Flap Movables
of a High-Speed Helicopter-Plane
Gianpietro Di Rito 1,* , Romain Kovel 2 , Marco Nardeschi 3, Nicola Borgarelli 3 and Benedetto Luciano 4
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* Correspondence: gianpietro.di.rito@unipi.it; Tel.: +39-0502217211

Abstract: The work deals with the model-based characterization of the failure transients of a fail-safe
rotary EMA developed by Umbragroup (Italy) for the flap movables of the RACER helicopter-
plane by Airbus Helicopters (France). Since the reference application requires quasi-static position-
tracking with high disturbance-rejection capability, the attention is focused on control hardover
faults which determine an actuator runaway from the commanded setpoint. To perform the study, a
high-fidelity nonlinear model of the EMA is developed from physical first principles and the main
features of health-monitoring and closed-loop control functions (integrating the conventional nested
loops architecture with a deformation feedback loop enhancing the actuator stiffness) are presented.
The EMA model is then validated with experiments by identifying its parameters by ad-hoc tests.
Simulation results are finally proposed to characterize the failure transients in worst case scenarios
by highlighting the importance of using a specifically designed back-electromotive damper circuitry
into the EMA power electronics to limit the position deviation after the fault detection.

Keywords: health monitoring; electro-mechanical actuators; modelling; simulation; testing; flight
control; reliability; fault-tolerant systems; failure transient analysis

1. Introduction

The aircraft electrification is surely one of the most important and strategic initia-
tives currently supporting the innovation of the aviation industry [1,2]. In particular, the
more-electric aircraft concept entails the gradual replacement of onboard systems based on
mechanical, hydraulic, or pneumatic power sources with electrically powered ones, aiming
to reduce weight and costs, to optimize energy and to increase the eco-compatibility of
future aircrafts [3–6]. Electro-mechanical actuation clearly plays a key role for pursuing
these challenging objectives. The applicability of Electro-Mechanical Actuators (EMAs) in
aerospace is proven in terms of load and speed performances [7–12], but several reliability
concerns still remain open [13–17]. The use of EMAs for safety-critical functions can be
thus obtained only by fault-tolerant architectures, which apply hardware redundancies on
electrical, electronic, or mechanical parts.

In general terms, depending on how the redundancy is applied, a fault-tolerant
function can be maintained after a fault, or it can be lost while avoiding the extension of the
fault effects to other functions, so that fail-operative or fail-safe functions are respectively
obtained. With reference to flight control functions, this concept can be applied to both
movables and actuators. To obtain a fail-operative flight control, different architectures
can be used by applying load-level redundancy (splitting the movable into sub-movables
and using a fail-safe EMA on each part), actuator-level redundancy (using multiple fail-
safe EMAs on a single movable), or subsystem-level redundancy (using a single fail-
operative EMA on a single movable). Any fault-tolerant system necessitates effective
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health-monitoring algorithms aiming to anticipate (i.e., avoid) or detect/isolate the fault,
so that prognostic and diagnostic approaches are respectively defined. The prognostic
solution, though potentially overwhelming [18–21], is nowadays far from being applicable
to airworthy systems, and diagnostic approaches are typically preferred [22–24]. The
diagnostic monitoring requires that the Fault Detection and Isolation (FDI) is implemented
and executed in real time by onboard control electronics [25–28], so that, in case of fault,
the redundant components or the isolation devices can be engaged [29,30].

The design and the validation of health-monitoring systems play a key role in this
context. In a flight control EMA, the FDI output, including the consequent accommoda-
tion/compensation of the fault, must be provided with very small latency, and the failure
transients must be adequately limited. The development of high-fidelity experimentally
validated models of EMAs is of paramount importance for the validation of monitoring
functions. Since nonlinearities, disturbances, environment, and loads can significantly
affect the actuator response, an in-depth knowledge of both normal and faulty behaviours
is required. The crucial problem entails the knowledge of faulty dynamics, especially in
complex systems with a huge number of fault modes [31–33]. In the so-called data-driven
techniques, this knowledge is achieved via experiments, by artificially injecting the major
faults in the EMA and measuring its response [20,34–36]. This method provides accurate
predictions, but rigging costs are often prohibitive. In addition, the FDI validation strongly
depends on test conditions. As a relevant example, in [20], the mechanical degradation of
the ball-screw elements of an aircraft EMA is investigated via a data-driven approach: the
lifecycle of a rudder control actuator, including periodical maintenance checks, is simu-
lated by testing a prototype EMA in laboratory environment with alternate endurance and
monitoring trials. To accelerate the mechanical degradation, the prototype is intentionally
modified with respect to the nominal design, by using a reduced number of recirculating
paths in the ball-screw, by removing the anti-rotation device on the output shaft, by ap-
plying relevant radial loads, and by progressively removing the lubricant. Discrete-time
and continuous-time fault symptoms are then computed by leveraging the EMA outputs
via multivariate statistical methods (such as Hotelling’s T2 and Q techniques). The health
monitoring demonstrates to be very effective, but the entire experimental activity required
a specifically dedicated rig and took seven months. In addition, the experimental campaign
did not take into account temperature effects.

In model-based techniques, the knowledge of the faulty dynamics is to a great extent
obtained from mathematical models, capable of simulating the fault by physical first
principles, and are experimentally validated with reference to normal and/or regime faulty
conditions [26–28,37,38]. Oppositely to the data-driven case, this method generally provides
less accurate predictions, but it is cost-effective, allows to verify the FDI functionalities
in extreme conditions, and (above all) permits to generalize the validity of algorithms to
similar equipment (i.e., governed by similar equations). As a relevant example, in [28],
the major faults of a primary flight control movable driven by active-active EMAs are
addressed via model-based approach: a set of monitoring algorithms are designed using
a detailed nonlinear model of the system capable of fault simulation. Robust detection
thresholds are determined taking into account parametric and input uncertainties, and the
health-monitoring is verified through simulation, by injecting faults in an experimentally
validated model of the system.

The basic objective of this work is to validate the monitoring algorithms of the fail-
safe EMA developed by UmbraGroup (Italy) for the flap movables of the RACER (Rapid
And Cost-Efficient Rotorcraft) helicopter-plane by Airbus Helicopters with reference to
the model-based analysis of the failure transients related to the hardover of the control
electronics (major EMA fault mode). The paper is articulated as follows: the first part is
dedicated to the system description and to the EMA modelling; successively, the main
features of the closed-loop control and health-monitoring functions are presented. Finally,
an excerpt of simulation results is proposed by characterizing the EMA failure transients
in selected worst-case scenarios. The results are finally discussed by highlighting the

2
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effectiveness and the most relevant criticalities of the proposed approach with suggestions
of possible enhancements.

2. Materials and Methods
2.1. System Description

The reference EMA is used to control the six flap movables of the RACER helicopter-
plane, an innovative, high-speed, more-electric air vehicle developed by Airbus Helicopters,
Figure 1. The RACER helicopter-plane is designed to reach maximum cruise speed 50%
faster than a conventional helicopter (the Velocity Never Exceed, VNE, is 115 m/s) and to
consume 15% less fuel per distance at reference cruise speed (90 m/s) [39]. The aerodynamic
concept essentially merges a conventional helicopter with a low aspect-ratio box-wing
airplane; at cruise speed, the two wing propellers generate thrust and the box-wing con-
tributes to lift, generating low induced drag and minimized interactions with the main
rotor flow [40,41], so that the rotor can be slowed by up to 15%, preventing the blades from
working with transonic local flow (which reduces performances). The electrical system
is based on high-voltage direct current power generation, assuring a consistent weight
reduction [42].
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The RACER flaps placed on both box-wing (four) and vertical stabilizers (two) are
used to adapt the vehicle attitude, to enhance stability, to optimize the trim configuration,
and to abate noise [43–45]. Depending on the vehicle weight, the airspeed, the altitude,
and the rotors speed, the wing flaps are deflected to optimize the mean lift coefficient of
the main rotor. On the other hand, the flaps on the vertical fins are used to eliminate the
residual yawing torque generated by the propellers, by assuring that they only contribute
to propulsion during cruise [43]. Given these basic flight control functions, the design of the
closed-loop position control of the flap movables is mainly driven by disturbance rejection
requirements (i.e., the capability to minimize the position deviation from the commanded
setpoint under external disturbances).

It is worth noting that in the RACER helicopter-plane, the flaps are not used for ma-
noeuvrability (trajectory control is managed through the cyclic stick, as for conventional
helicopters), so that they are classified as secondary flight controls. The flap EMAs are
thus designed to be fail-safe systems in such a way that, after a major fault, the actuator
is still capable of maintaining the flap movable at a fixed deflection (last or neutral po-
sition, depending on the fault mode), providing an adequate torsional stiffness to avoid
flutter concerns.

Each flap EMA is composed of two parts, Figure 2: an electromechanical rotary
actuator (FLap Actuator, FLA) and a control electronic box (Actuator Control Electronics,

3
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ACE). The equipment locations on the RACER helicopter-plane are shown in Figure 3 (note
that the reported layout also depicts flaps on the horizontal tail since they have been initially
included in the flight control system [41,43], but then eliminated from the final design).
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The ACE includes three electronic boards, Figures 4 and 5:

• COMmand (COM) board, implementing the EMA closed-loop control functions and
the control of one of the two motor brakes (BCCOM in Figure 4);

• MONitor (MON) board, implementing the EMA health-monitoring algorithms and
the control of one of the two motor brakes (BCMON in Figure 4);

• PoWeR (PWR) board, including the power supply regulation for all electrical compo-
nents, the MOSFET bridge, the six currents sensors (three ones for the COM board and
three ones for the MON board, CFx COM and CFx MON in Figure 4) and a BEMF (Back
Electro-Motive Force) damper circuitry, Figure 5.

The activation of the BEMF damper circuitry in the PWR board is obtained by a
logic signal named system validity (SV in Figures 4 and 5), which derives from an “AND”
operator applied to the local validity signals provided by the two boards (LVCOM and
LVMON in Figures 4 and 5). When SV is true, the power bridge thyristors are opened,
and the damper thyristor is closed (Figure 5), so that the motor phases are shorted to the
ground, and an electromagnetic damping torque is developed and transmitted to the EMA
output shaft. This strategy permits significantly limiting the failure transients related to
major faults (e.g., the control electronics hardover) since the unavoidable delays needed

4
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to achieve the full engagement of the motor brakes can determine an excessive deviation
from the commanded setpoint with potentially dangerous concerns due to the impact on
mechanical stops.
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Both COM and MON boards are controlled by Texas Instruments TMS570LC4357-EP
ARM-based microcontrollers [46] using a 10 kHz sample rate for the digital signal processing.

The FLA basically includes, Figure 6:

• a three-phase Permanent Magnet Synchronous Machine (PMSM) with surface-mounted
magnets and sinusoidal back-electromotive forces, driven via Field-Oriented Control
(FOC) technique;

• two motor rotation sensors: a resolver interfaced with the COM board and a magnetic
encoder interfaced with the MON board (RFCOM and RFMON in Figure 4);

• a dual magnetic encoder for the output shaft rotation sensing, interfaced to both COM
and MON boards (PFCOM and PFMON in Figure 4);

• two temperature sensors (TFCOM and TFMON in Figure 4);
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• two power-off electromagnetic brakes used to block in position the EMA after a major
fault detection;

• an innovative Umbragroup-patented differential ball-screw mechanism implementing
the mechanical power conversion from motor to output shaft, which, if compared
with conventional gearboxes, assures a high gear ratio (more than 500) with minimum
backlash (less than 0.05 deg) and superior efficiency (about 95%).
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Table 1 reports the main characteristics of the sensors used for the closed-loop control
and health-monitoring functions of the actuator [47–51].

Table 1. EMA control sensors data.

Component Model Range Accuracy

Current sensor Allegro
ACS723LLCTR-10AB-T ±10 A 0.1 A

Resolver Tamagawa
TS2610N171E64 ±π rad 4 × 10−4 rad

Resolver analog-to-digital
converter

Analog Devices
AD2S1210 ±π rad 2 × 10−4 rad

Magnetic encoder (motor) Analog Devices
ADA4571 ±π rad 4 × 10−4 rad

Duplex magnetic encoder
(output) RLS AksIM-2 ±0.157 rad 1.7 × 10−3 rad

2.2. Nonlinear Dynamic Modelling

The EMA health-monitoring algorithms have been designed with the essential support
of the dynamic simulation by artificially injecting major system faults in a detailed nonlin-
ear model of the actuator, developed via physical first principles and validated through
experiments. This approach is of paramount importance, especially for the failure transient
characterisation which is often unfeasible (or problematic) via testing.

The model of the RACER flaps EMA is essentially composed of:

• an electromechanical section, simulating

# FOC current dynamics;
# multi-harmonic modelling of PMSM torque disturbances (due to cogging ef-

fects [52–55] and/or BEMF waveform distortions);
# 2-degree-of-freedom mechanical transmission with equations of motions re-

lated to motor and output rotations;
# sliding friction on motors and output shaft, described via combined “Coulomb–

tanh” model [56,57];
# mechanical freeplay [21];
# internal stiffness dependence on output shaft position;

6



Aerospace 2022, 9, 527

• an electronic section simulating the control and health-monitoring algorithms imple-
mented by the COM and MON boards, including

# Clarke-Park transforms for the FOC technique implementation;
# sensor errors and nonlinearities (bias, noise, resolution);
# command nonlinearities (saturation, rate limiting);
# digital signal processing at 10 kHz sampling rate;
# control hardover fault simulation, implying that the voltage demands on both

quadrature and direct axes suddenly assume and maintain random values, so
that the EMA motion is out of control (as a worst case scenario, the quadrature
voltage is set to saturation value, while the direct voltage is set to zero).

2.2.1. Electro-Mechanical Section of the Model

The electro-mechanical section of the model, schematically represented in Figure 6, is
governed by Equations (1)–(10),

Vabc = RIabc + L
.
Iabc + eabc, (1)

eabc = λmnd
.
θm
[
sin(ndθm) sin

(
ndθm − 2

3 π
)

sin
(
ndθm + 2

3 π
)]T , (2)

Jm
..
θm = Tm + Tb − Ts f mtanh

( .
θm

ωs f m

)
− dv f m

.
θm −

ds
.
θs + ksθs

τg
, (3)

Jo
..
θo = Taer − Ts f otanh

( .
θo

ωs f o

)
− dv f o

.
θo + ds

.
θs + ksθs, (4)

Tm = λmnd

[
Ia sin(ndθm) + Ib sin

(
ndθm −

2
3

π

)
+ Ic sin

(
ndθm +

2
3

π

)]
+

M

∑
j=1

Thdj sin
(

nhdjθm

)
, (5)

ks = ksmin + γk(θo − θomax)
2, (6)

Tb =

{
0 t < tFC

−kb[θm − θm(tFC)]− db

[ .
θm −

.
θm(tFC)

]
t ≥ tFC

, (7)

.
θs =

{
− ks

ds
θs

∣∣θg − θo
∣∣ < εp

.
θg −

.
θo

∣∣θg − θo
∣∣ ≥ εp

, (8)

θs =

{ ∫ .
θsdt

∣∣θg − θo
∣∣ < εp

θg − θo − εpsgn
(
θg − θo

) ∣∣θg − θo
∣∣ ≥ εp

, (9)

.
θg =

.
θm

τg
, (10)

where Vabc = [Va, Vb, Vc]T is the applied voltages vector, Iabc = [Ia, Ib, Ic]T is the phase
currents vector, eabc is the back-electromotive forces vector (sinusoidal BEMF waveforms
are assumed), λm is the magnet flux linkage, R and L are the resistance and the inductance
of motor phases, respectively, nd is the number of rotor pole pairs, θm is the motor rotation,
θg is the theoretical rotation imposed by a rigid ball-screw drivetrain, θs is the torsional
deformation referred to the first structural mode of the EMA, θo is the output rotation, Jm
and Jo are the motor and output inertias, respectively, τg is the gear ratio of the differential
ball-screw mechanism, εp is the internal freeplay, Tm is the motor torque, Thd j and nhd j are
the amplitude and mechanical period indices, respectively, related to the j-th (j = 1, . . . ,
M where M is an integer number) harmonic torque disturbance contribution, Taer is the
aerodynamic hinge moment, Tb is the brakes torque, kb and db are the torsional stiffness
and damping of the brakes, respectively, tFC is the time at which the fault compensation
occurs, ks and ds are the torsional stiffness and damping, respectively, referred to the first
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structural mode of the EMA, ksmin is the minimum internal stiffness, γk is the parameter
defining the stiffness variation with respect to output position, dvfm and dvfo are the viscous
friction coefficients related to the motor and output shafts, respectively, while Tsfm, ωsfm,
Tsfo, and ωsfo are the parameters of the “Coulomb–tanh” models simulating the sliding
friction on motor and output shaft, respectively.

Concerning the aerodynamic hinge moment applied on the EMA (Taer, in Equation (4)),
the requirements indicate that, apart from static loadings, two contributions of dynamic
loads must be taken into account for the performance analysis: a deterministic one (related
to the helicopter-plane motion, main rotor speed and angle, wing propeller speeds), in
which harmonic loads of specific amplitudes and frequencies are superimposed, and a
non-deterministic one, including gust loads and harmonic loads of constant amplitudes
randomly applied along the the position-tracking frequency range. In this work, the study
is focused on the vertical stabilizer flaps, since it represents the worst-case scenario for the
EMAs employed in the RACER helicopter-plane, Table 2.

Table 2. Loads on vertical stabilizer FLA at VNE (derived from CFD analyses by Airbus Helicopters,
worst-case scenario, all positions).

Static [Nm] Harmonic
Amplitude [Nm]

Harmonic Frequency
[Hz]

Dynamic Load
Definition

±100

2 15

Deterministic
3 20

15 23
2 30
2 46

1.5 From 1 to 100 Non-deterministic

It is worth noting that the proposed model represents a balance between prediction
accuracy, objectives of the study, and complexity of the model itself. More accurate simula-
tions could include sophisticated friction models [56,57] and iron losses in the motor [58,59],
but the inclusion of these features would entail minor effects for the examined application.
In particular, the motor iron losses have been neglected because they depend on electri-
cal frequency, which is relatively small in the position-tracking frequency range (<50 Hz,
Table 2). On the other hand, more accurate friction models (including load and temperature
dependence) could enhance the simulation, but a simplified approach has been preferred
both for the lack of detailed information and to limit the number of model parameters.

The EMA model has been entirely developed in the Matlab–Simulink–Stateflow envi-
ronment, and the numerical solution is obtained by a Runge–Kutta method with 10−6 s
integration step. The choice of a fixed-step solver is not strictly related to the objectives of
this work in which the model (once experimentally validated) is used for “off-line” simula-
tions characterising the EMA failure transients, but it has been selected for the next steps
of the project, when the algorithms for the closed-loop control and the health-monitoring
will be implemented in the ACE boards via the automatic Matlab compiler and executed in
“real-time”.

The parameters of the electro-mechanical section of the model are given in Table 3.

Table 3. Parameters of the electro-mechanical section of the model.

Parameter Meaning Value Unit Identification Method
(See Section 2.3)

L Motor phase inductance 15 × 10−3 H Test 1, Test 2
R Motor phase resistance 1.53 ohm Test 1, Test 2

λm Magnet flux linkage 0.014 N·m/A Test 3
nd Motor pole pairs 10 – Design

8
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Table 3. Cont.

Parameter Meaning Value Unit Identification Method
(See Section 2.3)

Jm Motor inertia 4 × 10−5 kg·m2 Design, Test 5
Tsfm Coulomb friction on motor shaft 0.015 N·m Test 5
ωsfm Coulomb velocity on motor shaft 0.1 rad/s Test 5
dvfm Viscous friction coefficient on motor shaft 10−4 N·m s/rad Test 5
τg Differential ball-screw gear ratio 500 – Design

θomax Mechanical endstroke, from centred 0.14 rad Design
ksmin Drivetrain torsional stiffness at θo = θo max 1.15 × 104 N·m/rad FEM analysis

γk Parameter of the stiffness curve 1.3 × 105 N·m/rad3 FEM analysis
ds Drivetrain damping (1st vibration mode) 2.6 N·m s/rad FEM analysis
Jo Output inertia, including flap movable 0.06 kg·m2 Design, Test 5

Tsfo Coulomb friction on output shaft 0.5 N·m Test 5
ωsfo Coulomb velocity on output shaft 10−3 rad/s Test 5
dvfm Viscous friction coefficient on output shaft 0.1 N·m s/rad Test 5
kb Brakes stiffness 150 N·m/rad Test 4
db Brakes damping 0.02 N·m s/rad Test 4
εp End-life internal freeplay 1.3 × 10−3 rad Design
M Number of cogging torque harmonics 3 – Test 5

Thd1 Torque disturbance amplitude, 1st harmonic 0.001 N·m Test 5

nhd1
Torque disturbance period index, 1st

harmonic 10 – Test 5

Thd2 Torque disturbance amplitude, 2nd harmonic 0.007 N·m Test 5

nhd2
Torque disturbance period index, 2nd

harmonic 20 – Test 5

Thd3 Torque disturbance amplitude, 3rd harmonic 0.002 N·m Test 5

nhd3
Torque disturbance period index, 3rd

harmonic 24 – Test 5

Vmax DC voltage supply 28 V Design
Iqmax Maximum quadrature current 4 A Design

ωm max Maximum motor speed 100 rad/s Design

2.2.2. Electronic Section of the Model

The closed-loop control of the RACER flap EMAs is schematically represented in
Figure 7. The position-tracking architecture integrates the conventional three nested loops
on motor currents, motor speed, and output position [8,9] with a deformation feedback
loop (“Stiffness Enhancement System, SES” block in Figure 7) and a model-based correction
of voltage commands, aiming to decouple the currents dynamics from the motor motion
(“electro-mechanical decoupler” block in Figure 7).
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The FOC technique implemented in the COM board applies the direct and inverse
Clark–Park transforms [60] via Equations (11)–(13),

xαβγ = TCxabc =

√
2
3




1 −1/2 −1/2
0

√
3/2 −

√
3/2√

2/2
√

2/2
√

2/2


xabc, (11)

xdqz = TPxαβγ =




cos(ndθm) sin(ndθm) 0
− sin(ndθm) cos(ndθm) 0

0 0 1


xαβγ, (12)

xdqz = TPTCxabc ⇔ xabc = (TPTC)
Txdqz, (13)

where xαβγ = [xα, xβ, xγ]T, xabc = [xa, xb, xc]T, and xdqz = [xd, xq, xz]T are generic three-phase
vectors in the Clarke, Park, and stator reference frames, respectively, while TC and TP are
the Clarke and Park transforms.

The digital regulators on position, speed, and currents implement proportional/integral
actions on tracking error signals, plus anti-windup functions with back-calculation tech-
nique [61] to compensate for commands saturation. Each j-th (with j = θ,ω, and I indicating
the position, speed, and currents loops, respectively) digital regulator is governed by
Equations (14) and (15):

y(j)
PI = k(j)

P ε(j) +
k(j)

I Ts

z− 1

[
ε(j) + k(j)

AW

(
y(j) − y(j)

PI

)]
(14)

y(j) =





y(j)
PI

∣∣∣y(j)
PI

∣∣∣ < y(j)
sat

y(j)
satsgn

(
y(j)

PI

) ∣∣∣y(j)
PI

∣∣∣ ≥ y(j)
sat

(15)

where z is the discrete-time operator, ε(j) is the regulator input (tracking error), y(j) is the
regulator output, y(j)

PI is the saturator block input (proportional–integral with respect to

error, if no saturation is present), while k(j)
P and k(j)

I are the proportional and integral gains,

k(j)
AW is the back-calculation anti-windup gain, y(j)

sat is the saturation limit, and Ts is the
sampling time.

Concerning the SES loop, its basic objective is to enhance the loads disturbance rejec-
tion in the frequency range where the first resonant pulsation of the ball-screw mechanism
is located (according to FEM analyses performed by Umbragroup, from 70 to 90 Hz, depend-
ing on output shaft position, Equation (6)). The control task is achieved by superimposing
to the current demand generated by the speed regulator (Iqc, in Figure 7) an additional
one (IqSES, in Figure 7) that depends on the torsional deformation (δf) reconstructed by the
motion feedbacks (θmf and θof in Figure 7), Equations (16)–(18).

Iqd = Iqc + IqSES, (16)

..
IqSES = −aSES

.
IqSES − bSES IqSES − kSES

.
δ f , (17)

δ f =
θm f

τg
− θo f , (18)

The structure of the current demand regulator (a second-order system responding
to deformation rate input, Equations (17) and (18)) is defined by pursuing the following
requirements:

• the loop shall not affect the EMA low-frequency behaviour (maxima loads, position
tracking, etc.);

• the loop shall generate demands only in the frequency range where the first resonant
pulsation of the ball-screw mechanism is located, and the compensation shall imply
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an increase of EMA stiffness, enhancing the disturbance rejection capabilities related
to external loads.

To fulfill these objectives, the positive-defined parameters, kSES, aSES, and bSES in
Equation (17) are set in such a way that

• by tuning aSES and bSES, the phase response of the SES current demand (IqSES) with
respect to torsional deformation is about −180◦ from 70 to 90 Hz;

• by tuning kSES, the SES current demand (IqSES) implies an effective compensation
without affecting the control stability.

Figure 8 shows the Bode diagram of the transfer function defined in Equation (19),
which relates in the Laplace domain (i.e., s represents the complex variable) the SES current
demand with the reconstructed deformation feedback,

IqSES(s)
δ f (s)

= − kSESs
s2 + aSESs + bSES

, (19)
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Figure 8. Bode diagram of the SES regulator (0 dB = 1 A/m): (a) behaviour from low to high
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It can be noted that the design implies that from 70 to 90 Hz the phase response ranges
from −175◦ to −190◦, and the regulator gain achieves its maximum, while it tends to be
negligible at both low and high frequencies.

Regarding the currents-motion decoupling, it is obtained via Equations (20) and (21):

Vd = Vdc − Lqnd Iq f
.
θm f , (20)

Vq = Vqc +

(√
3
2

λm + Ld Id f

)
nd

.
θm f , (21)

where Vdc and Vqc are the direct and quadrature voltage demands generated by the current
regulators, and Ld and Lq are the inductances on the direct and quadrature axes (in the
reference PMSM, having surface-mounted magnets, Ld = Lq = L). The currents dynamics
imposed by the FOC technique implies that in the PMSM rotor frame (Equation (13)),

L
.
Id = Vd − RId + Lnd Iq

.
θm, (22)
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L
.
Iq = Vq − RIq −

(√
3
2

λm + LId

)
nd

.
θm, (23)

Thus, by substituting Equations (20) and (21) into Equations (22) and (23), we have

L
.
Id = Vdc − RId + Lnd

(
Iq

.
θm − Iq f

.
θm f

)
, (24)

L
.
Iq = Vqc − RIq −

√
3
2

λmnd

( .
θm −

.
θm f

)
− Lnd

(
Id

.
θm − Id f

.
θm f

)
, (25)

Now, if the sensor dynamics imply minor phase delays and/or attenuations (θmf ≈
θm, Iqf ≈ Iq, Idf ≈ Id), the residuals terms at second hands in Equations (24) and (25) can
be neglected, so that the currents dynamics on both direct and quadrature axes behave
independently and are decoupled from the rotor motion.

To protect the system from major faults and to permit its reversion into a fail-safe
configuration (EMA with engaged brakes, maintaining the flap at fixed deflection), the
following set of health-monitoring algorithms are executed by the MON board:

• over-temperature monitor, checking that the motor stator temperature does not exceed
a pre-defined threshold;

• over-current monitor, checking that the quadrature current does not exceed a pre-
defined threshold;

• Over-Speed Monitor (OSM), checking that the motor speed does not exceed a pre-
defined threshold;

• currents consistency monitor, checking that the sum of the phase currents is lower
than a pre-defined threshold;

• mechanical consistency monitor, checking that the EMA torsional deformation is lower
than a pre-defined threshold;

• position deviation monitor, checking that the deviation of the output position feedback
from the commanded setpoint is lower than a pre-defined threshold.

For the examined application, the most feared EMA failure is the control hardover,
i.e., an electronic fault for which the COM board applies and maintains random voltage
demands on both quadrature and direct axes, so that the actuator motion is out of control.
The coverage of this failure is here provided by the OSM, whose working flow chart
is reported in Figure 9. The OSM fault flag (Fmon) is generated by elaborating as fault
symptom the amplitude of the speed feedback signal (ωmon) at the k-th monitoring sample
(processed at 10 kHz rate): if the fault symptom is greater than a pre-defined threshold
(ωth), a fault counter (cmon) is increased by 2; if the threshold is not exceeded, the fault
counter is decreased by 1 if it is positive at the previous step, otherwise it is held at 0. The
fault is thus detected when the fault counter exceeds a pre-defined value (cmon max, which
basically defines the OSM FDI latency).

The parameters of the electronic section of the model are given in Table 4.

Table 4. Parameters of the electronic section of the model.

Parameter Meaning Value Unit

Ts Digital control sample time (all regulators) 10−4 s

k(θ)P
Proportional gain of the position regulator 1.58 × 104 1/s

k(θ)I
Integral gain of the position regulator 1.1 × 105 1/s2

k(θ)AW
Anti-windup gain of the position regulator 0.69 s

y(θ)sat Saturation limit of the position regulator 100 rad/s

k(ω)
P

Proportional gain of the speed regulator 0.07 A s/rad

k(ω)
I

Integral gain of the speed regulator 2 A/rad

k(ω)
AW

Anti-windup gain of the speed regulator 0.28 rad/(A s)

12
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Table 4. Cont.

Parameter Meaning Value Unit

y(ω)
sat Saturation limit of the speed regulator 4 A

k(I)
P

Proportional gain of the current regulators 2.78 V/A

k(I)
I

Integral gain of the current regulators 4.1 × 103 V/(A s)

k(I)
AW

Anti-windup gain of the current regulators 150 A/V

y(I)
sat Saturation limit of the current regulators 28 V

aSES SES regulator parameter 1 1.02 × 103 rad/s
bSES SES regulator parameter 2 2.37 × 105 rad2/s2

kSES SES regulator gain 103 A/(m s)
ωth OSM fault symptom threshold 0.0175 rad/s

cmonmax OSM fault counter threshold 250 –
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Figure 9. Fault detection logics of the OSM.

2.2.3. Fault Simulation

As previously mentioned, the basic objective of the work is to validate the EMA
health-monitoring algorithms with reference to the control hardover fault (worst-case
failure), by particularly focusing on the failure transient characterisation. The model has
been developed as a finite-state machine by using Matlab-Simulink-Stateflow charts and
logics so that the simulations of both hardover fault and the subsequent activation of the
back-electromotive circuitry are integrated in the EMA simulator.

The hardover fault is simulated by Equation (26), so that when the fault is injected
(t = tFI), the direct and quadrature voltages are switched from the values demanded by the
EMA control laws (Equations (20) and (21)) to zero and saturation values, respectively:

Vd =

{
Vdc − Lnd Iq f

.
θm f t < tFI

0 t ≥ tFI
; Vq =





Vqc +

(√
3
2 λm + LId f

)
nd

.
θm f t < tFI

Vmax t ≥ tFI

, (26)

As described in Section 2.1, the PWR board of the EMA includes a BEMF damper
circuitry, which, in case of a detected fault, imposes that the motor phases are shorted
to the ground (so that an electromagnetic damping torque is developed and transmitted

13



Aerospace 2022, 9, 527

to the EMA output shaft). In the model, the BEMF damper activation is simulated via
Equation (27), where tFD is the time at which the fault is detected by the OSM.

Vabc =

{
(TPTC)

TVdqz t < tFD

0 t ≥ tFD
, (27)

2.3. Experimental Test Campaign for the Model Validation

To substantiate the failure transient analysis presented and discussed in Section 3, the
EMA model has been experimentally validated through a specific test campaign carried
out at the Umbragroup facilities. In particular, the following tests have been performed,
aiming to identify the model parameters reported in Table 3:

• Unloaded, open-loop tests

# Test 1 (blocked motor with engaged brakes): chirp wave inputs are given as
direct voltage demand, while the quadrature voltage is set to zero, aiming to
identify motor phase resistance and inductance (R and L). The test is repeated
at a different position of the PMSM rotor to verify that the phase inductance
does not significantly depend on motor angle (assumption of the model);

# Test 2 (blocked motor with engaged brakes): step inputs of different amplitudes
are given to the quadrature voltage demand, while the direct voltage is set to
zero, aiming to confirm the values of motor phase resistance and inductance.
The test is repeated at different position of the PMSM rotor;

# Test 3 (free-wheeling motor with disengaged brakes and open phases): the
PMSM rotor is dragged by an external motor at different speed amplitudes
and the phase-to-phase BEMF is measured, aiming to identify the motor flux
linkage (λm) and to eventually highlight higher harmonic components in the
BEMF waveform;

• Unloaded, closed-loop tests

# Test 4 (blocked motor with engaged brakes): current loop tracking is tested by
providing square-wave inputs of different amplitudes as quadrature current
demand, while the direct current is set to zero, aiming to identify the damping
and stiffness of the brakes (db and kb);

# Test 5 (disengaged brakes): speed loop tracking is tested, by providing square-
wave inputs of different amplitudes as speed demand, aiming to identify the
torque disturbance parameters (M, Thd1, nhd1, Thd2, nhd2, Thd3 and nhd3), the
viscous damping coefficients (dvfm and dvfo), the parameters of the sliding
friction models (Tsfm, Tsfo ωsfm and ωsfo), and the actuator inertias (Jm and Jo).

At the current stage of the campaign, loaded tests and position-loop tests have not
been carried out, but they have been planned for the future steps of the research, mainly to
confirm the predictions of the resonant frequency of the ball-screw drivetrain, currently
estimated through FEM analyses.

3. Results
3.1. Experimental Validation of the Model

An excerpt of the results obtained during the model validation campaign is reported
from Figures 10–13.

Figures 10 and 11 are devoted to the identification of the electrical parameters of the
motor phases (i.e., resistance and inductance), and it can be noted that the model succeeds
in predicting the hardware response in both steady-state and dynamic operations. The
repetition of tests at different positions of the PMSM rotor provided essentially identical
results, thus confirming that the position-dependence of electrical parameters is negligible
(basic assumption of the model).
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Figure 10. Response to Test 1 (open-loop, engaged brakes, chirp wave input applied on direct voltage
demand, ±2 V ranging from 10 Hz, at t = 0 s, to 10 kHz, at t = 10 s).
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Figure 11. Response to Test 2 (open loop, engaged brakes, 2 V step input applied on quadrature
voltage demand).
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Figure 12 is instead relevant for the identification of the magnet flux linkage as well
as for the characterisation of the BEMF waveform with respect to the motor angle. Again,
the model succeeds in predicting the hardware response in terms of both magnet flux
linkage and BEMF waveform, which is essentially sinusoidal for the reference PMSM (basic
assumption of the model).

Figure 13 finally reports a closed-loop speed-tracking response, which is essentially
relevant for the identification of system inertias (lower left plot in Figure 13), torque
disturbance parameters (upper and lower right plots in Figure 13), and friction parameters.
It is interesting to note that the FFT analysis performed on quadrature current signal clearly
highlights the presence of three harmonic disturbances. The first two harmonic components
are multiples of the fundamental electrical frequency, being 10 and 20 times the mechanical
frequency (nd = 10, Table 3), and they derive from small deviations of the BEMF from the
sinusoidal waveform. The resting harmonic component is instead located at 24 times the
mechanical frequency, and the disturbance can be interpreted as an effect of cogging torque,
due to assembly tolerances and/or magnet imperfections. As discussed in [52–55], these
irregularities generate torque harmonics at frequencies that are multiple of the stator slots,
which in the reference PMSM is 12.

3.2. Loads Disturbance Rejection Capability

Before performing the failure transient analysis (Section 3.3), the control system per-
formances have been verified using the experimentally validated model of the EMA by
characterizing the disturbance rejection capability against external loads.

The performance specification actually requires that under any of the load conditions
reported in Table 2, the EMA position deviation shall be lower than the position sensor
accuracy (0.1 deg). To demonstrate the effectiveness of the developed control system with
special reference to the application of the SES deformation loop, an extensive simulation
campaign has been carried out, and a summary of the results is given in Figure 14.
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The results clearly highlight that the use of the SES deformation loop implies a relevant
enhancement of performances. The compliance response under deterministic loading
profiles is marginal without using the SES loop, while it significantly diminishes if the
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SES loop is present. Further, the compliance under non-deterministic loads exceeds the
requirement limit in the resonant pulsation region (70 Hz) if the SES loop is not used, while
it becomes adequate if the SES loop is applied.

3.3. Failure Transient Analysis

The experimentally validated model of the EMA has been finally used to characterise
the failure transients related to a control hardover fault, as simulated in Equation (26). The
following worst-case scenario has been simulated:

• the maximum static load plus the deterministic dynamic loads defined in Table 2 are
applied to the output shaft;

• the EMA is demanded to move to the maximum positive deflection (minimum stiffness);
• the control hardover fault occurs immediately after the EMA reaches the position

setpoint (t = tFI = 0 s);
• the brakes activation occurs with a predefined delay from the fault detection (tFC −

tFD = 51 ms, Umbragroup information).

To evaluate the effectiveness of the BEMF damper circuitry, the simulation is performed
by activating or not the system, obtaining the results in Figures 15 and 16.
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Figure 16. EMA failure transient with a control hardover fault with BEMF damper circuitry: sim-
ulation obtained with the experimentally validated model of the actuator (tFI = 0 s; tFD = 13.4 ms;
tFC = 64.4 ms).

It is interesting to note that, though the fault detection latency is extremely small (in
both simulations, tFD = 13.4 ms), the position deviation without BEMF damper is excessive
and the EMA reaches the mechanical endstroke at high speed, possibly implying permanent
damages (Figure 15). On the other hand, the use of the BEMF damper permits to strongly
limit the position deviation during the failure transient, and the EMA can be blocked by
the brakes in safety.

4. Discussion

As highlighted by the results in Section 3.3, the control hardover fault can determine
EMA damages and potentially unsafe operation for the FLA movables. The failure transient
analysis conducted using the experimentally validated model of the EMA highlights that, in
some special operating conditions, even if the fault is detected with extremely small latency
(less than 15 ms), the actuator can reach the mechanical endstroke impacting at high speed,
thus causing permanent damages. To counteract this adverse situation, essentially caused
by unavoidable delays in the activation of EMA brakes, the PWR board of the RACER flaps
EMAs includes a specifically designed BEMF damper circuitry, which, immediately after
the fault detection, opens the power bridge thyristors and connects all the motor phases to
the ground, thus generating an electromagnetic damping torque.
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5. Conclusions

The failure transients related to control hardover fault in the EMA employed for the
flap movables of the RACER helicopter-plane are characterised using an experimentally
validated model of the system, which includes multi-harmonic torque disturbance simula-
tion, “Coulomb–tanh” friction, mechanical freeplay, and position-dependant stiffness of
the ball-screw drivetrain. The failure transient characterization performed in a worst-case
scenario in terms of external loads and position setpoint demonstrates that, though the
fault detection is executed with extremely small latency (less than 15 ms), a potentially dan-
gerous actuator runaway can occur, causing high-speed impacts on the EMA mechanical
endstroke, caused by the activation delay of the EMA brakes (about 50 ms). Simulation
is thus used to point out that an effective solution can be obtained by including a BEMF
damper circuitry in the EMA power electronics, which, immediately after the fault detec-
tion, opens the power bridge thyristors and connects all the motor phases to the ground,
thus generating an electromagnetic damping torque.

The future developments of the research will be focused on:

• extension of the model validation with loaded position-loop tests, aiming to:

# verify the actual location of the resonant pulsation of the ball-screw drivetrain
(currently estimated via FEM analyses);

# characterise the actual disturbance rejection of external loads;

• model enhancement, by including a friction model that takes into account dependence
on applied loads and temperature;

• robustness analysis of the health-monitoring performances against model parameters
uncertainties.
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Abstract: Helicopter dronization is expanding, for example, the VSR700 project. This leads to the
integration of electromechanical actuators (EMAs) into the primary flight control system (PFCS).
The PFCS is in charge of controlling the helicopter flight over its four axes (roll, pitch, yaw, and
vertical). It controls the blade pitch thanks to mechanical kinematics and actuators. For more than
60 years, the actuators have been conventionally using the hydraulic technology. The EMA technology
introduction involves the reconsideration of the design practices. Indeed, an EMA is multidisciplinary.
Each of its components introduces new design drivers and new inherent technological imperfections
(friction, inertia, and losses). This paper presents a methodology to specify and pre-design critical
EMAs. The description will be focused on two components: the electrical motor and the housing.
This includes a data-driven specification, scaling laws for motor losses estimation, and surrogate
modeling for the housing vibratory sizing. The tools are finally applied to two study cases. The first
case considers two potential redundant topologies of actuation. The housing sizing shows that one
prevails on the other. The second case considers the actuators of helicopter rotors. The electrical
motor sizing highlights the importance of designing two separate actuators.

Keywords: specification; flight analysis; dimensional analysis; vibration; multidisciplinary optimization

1. Introduction
1.1. Context
1.1.1. Helicopter Dronization

Today, we observe a fast increase in the number of projects about OPVs (Optional Pilot
vehicles), UASs (Unmanned Aerial Systems), UAVs (Unmanned Aerial Vehicles), UAM
(Urban Air Mobility), and VTOL (Vertical Take-Off Landing). For instance, the Ehang 184,
the Vahana, the CityAirbus, and Boeing’s self-piloted passenger drone can be seen on the
civil range; the aerial fighter Northrop Grumman X-47B, the Airbus VSR700 (Figure 1),
and the Leonardo AWHero can be seen on the military range. Furthermore, the market for
aerial delivery already grows, with vehicles carrying parcels weighing less than 10 kg (DPD
France drones in rural areas) up to 100 kg (Kawasaki K-Racer X1 drone prototype). It is clear
that flying vehicles and future ones are already required to develop new functionalities
to be more autonomous and to be safer. Reducing pilots’ working load is part of the
current helicopter development roadmaps for enhanced safety. Thus, today’s market trend
is globally facing a technological watershed toward more electrical solutions. Aircraft
makers aim for the More Electric Aircraft (MEA) achievement [1]. The drone concept
comes progressively by the implementation of new electrical solutions on already existing
vehicles [2].

25



Aerospace 2022, 9, 473

Figure 1. VSR700, the multi-mission naval UAS (©Airbus).

1.1.2. Primary Flight Control Systems: From Hydraulic to Electromechanical Technologies

The primary flight control system (PFCS) is in charge of controlling the helicopter
flight over its four axes (roll, pitch, yaw, and vertical) by the control of the blade attack
angles. The paper [3] describes the PFCS with pictures. More details can be found in the
book [4] and the handbook [5]. The automatic pilot function is ensured through EMAs
located in series and in parallel with the mechanical kinematic (Figure 2a).

Figure 2. PFCS architectures: sketch of principle. From (a–c), this figure shows basically the evolution
of PFCS architectures as it applies to autonomous helicopters. This evolution clearly shows that
the helicopter mass can be significantly reduced with the reduction in part numbers. As long as
the actuation control loop is concerned, this part number reduction decreases the response delay
sources. The quid pro quo for it is the increase in the actuator critical level because it gathers nearly
all piloting functions.

Only one helicopter in the Airbus fleet (NH90) is fly-by-wire. The hydraulic actua-
tors (Direct Drive Valve, DDV) are commanded directly by four electrical torque-motors
connected to the FCC (Flight Control Computer), as shown in Figure 2b.

The hydraulic technology has been conventionally used in actuators for more than
60 years [1,6]. A new trend uses EMAs as substitutes for hydraulic actuators in the PFCS in
actual helicopters or as part of fly-by-wire PFCSs in new autonomous helicopters (Figure 2c).
This requires the reconsideration of the design practices right at the preliminary design
phase. The VSR700 (Figure 1) is a use case. It is an already proved light helicopter (Cabri
G2) turned into a drone by the integration of electrical components. These components
include four EMAs in the PFCS.

1.1.3. Business Need

Today’s business need is to perform EMA preliminary studies and learn more about
this technology. Indeed, further to an application in the primary flight control system
(main rotor and tail rotor), the EMA technology finds interest in many other helicopter
applications, such as the automatic pilot actuators or the secondary flight control system
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(SFCS). This includes the actuation of landing gears and wing flaps and the propellers’
pitch control (for high-speed helicopters, such as the RACER helicopter).

1.2. Helicopter Specificities

The helicopter PFCS is a specific application for actuators. Linked to safety-critical
surfaces, the actuator failure is qualified as “catastrophic” as it leads to the helicopter’s
crash. The actuation unit must comply with fail safe characteristics. Therefore, the actuation
unit must have a redundant topology by force or position summing. The loading spectrum
coming from the rotor spinning contains high-frequency content (fundamental at 20 hz
minimum). Moreover, the operational pilot demand scenarios are difficult to predict. The
required actuation performance is demanding as it combines a significant bandwidth
response, reduced plays, high stiffness, and a low mass. The on-board environment is
severe with temperature variations within [−40; 85] ◦C, humidity, a salty atmosphere, and
vibrations (6 to 20 g, [7]). Finally, concerning the component lifespan, the time between
overhauls is required to be from 3000 flight h onwards. This set of specificities highlights
the critical function occupied by the actuator in terms of aviation safety.

1.3. Electromechanical Actuators

An electromechanical actuator (EMA) includes components from multiple disciplines.
There are mechanical parts (rod ends, bearings and rotary/linear conversion mechanisms,
and a clutch), electrical parts (a motor, brake, and clutch), and electronic parts for power
and control. The paper [3] presents an example of an EMA in detail and the different
possible EMA architectures.

Except for low-power and/or less safety-critical applications (flaps, slats, spoilers,
and a trim horizontal stabilizer), the EMA technology is not mature enough yet for pri-
mary flight controls [6]. This is essentially because of their lack of accumulated return
of experience. The statistical database on components fault modes is poor [8]. EMAs
entail some concerns in terms of reliability, risk of failures due to the jamming in the me-
chanical transmission components, health monitoring (HM) and assessment, and thermal
management. The EMA applicability in aerospace has been proved in terms of dynamic
performances [8]. In addition, EMAs offer interesting perspectives in terms of maintenance,
integration, reconfiguration in case of failure, ease of operation, harsh running environment
([−50, 125] ◦C), and management of power [1,6].

1.4. Preliminary Sizing Method

The preliminary design methodologies can be divided into two phases. The first phase
is the system architecture choice, commonly guided by reliability studies, such as those
presented in [9–11]. At this level, there are difficulties in taking into account the entire
set of design criteria, important to evaluate an architecture. A study with a higher level
of details is necessary, especially in the case of the EMA as it includes many constraints
and interdisciplinary couplings between components. This is up to the second phase: the
preliminary sizing. This phase is mainly based on multidisciplinary optimizations. The
models used are usually analytical models or response surface models (RSM) to facilitate
the design space exploration and the design optimization.

Some already existing preliminary sizing methodologies can be cited. The refer-
ences [12,13] present a methodology to select the motor and gearhead of the actuators in the
automotive field. The methodology includes a selection based on scaling laws. It outputs
graphs showing all feasible motor/gear ratio combinations. In the aeronautic field and
regarding the secondary flight control actuators, the paper [14] presents a methodology for
the preliminary design of mechanical transmission systems. It is formalized as a constraint
satisfaction problem (CSP) with an automated consistency checking and a pruning of the
solution space. The mechanical components are modeled by scaling laws. In addition, the
paper [10] presents a simulation and an optimization strategy to evaluate two concepts of
actuation systems: the conventional hydraulic actuators and the electro hydrostatic actu-
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ators (EHAs). Moreover, the paper [15] describes a preliminary design method of EHAs
based on multi-objective optimization (MOO) with Pareto dominance. Two objectives
are set: the minimization of the mass and the maximization of the efficiency. The weight
prediction is achieved using scaling laws, and the efficiency is calculated by a static energy
loss model. The method outputs the design parameter, leading to a Pareto front in mass
and efficiency.

The scaling laws are good candidates for preliminary design. They are an example
of analytical models. They are interesting because they require few data to build them
and validate them (existing industrial product ranges). In aerospace, the scaling laws
are broadly used in the conceptual design of aircraft, especially regarding aerodynamics,
propulsion, structure, and mass [16]. Moreover, the propellers are often described by
scaling laws [17–19]. Furthermore, the scaling laws can be used in the field of robotic
actuators where low speeds and high torques are usually required [20].

This paper suggests a preliminary sizing methodology applied in the aeronautic
field, on helicopters, and on critical EMAs. It contains similar concepts as found in the
previously cited literature. Indeed, it includes scaling laws. It includes an optimization
where the component selection must satisfy a specification and design constraints while
minimizing the actuator total mass. This paper adds its value by the introduction of two
elements not considered in the literature yet. The first element is the motor heating based
on dynamic criteria extracted from an equivalent representation applied on complex real
mission profiles. The helicopter application is more dynamic than the aircraft application,
as highlighted in the paper [3]. The second element is the vibratory environment through
the actuator housing sizing.

1.5. Objective and Outline

The objective is to set up a design methodology supported by tools estimating the
actuator component characteristics for any helicopter PFCS application. The considered
EMA architecture is a direct drive in-line EMA. Details regarding this architecture are
provided in Section 7.

To address this topic, firstly, this paper briefly presents the proposed global methodol-
ogy. Secondly, it briefly recalls the tools established in [3] to better understand the actuation
need and develops the actuator specification from the given flight data records. Thirdly, the
modeling is detailed, limited to the electrical motor and the housing. Finally, the toolbox
is applied to two real use cases. One compares two potential redundant topologies of
actuation in terms of housing. The other compares the electrical motor characteristics
obtained for the specifications of a given helicopter (main rotor and tail rotor).

2. Global Methodology

To answer the preliminary design need, this paper offers the global methodology
presented in Figure 3. It consists of three main steps:

1. The actuation need must be understood. Flight mission profiles are analyzed. An
equivalent actuator specification is synthesized, with key design values corresponding
to component specificities.

2. Each actuator component is modeled according to the available inputs.
3. All models are set up into a sizing loop. An optimization algorithm is implemented

with the objective of mass minimization.

This methodology takes flight data and high-level project requirements as inputs. It
outputs the characteristics of each component necessary to answer the actuation need with
a minimized mass.

28



Aerospace 2022, 9, 473

Figure 3. Proposed methodology for actuator sizing.

This paper addresses step 1 based on already published work in [3]. It details
step 2 focusing only on the tools set up to model two components: the electrical mo-
tor and the housing. Step 3 is not explained. The mass minimization is a multidisciplinary
design optimization (MDO) problem with numerous interdisciplinary couplings [21–23].
The MDO architecture is chosen to be with a single optimizer. Some variables and con-
straints are added into the sequencing. This optimization settings correspond to a hybrid
individual disciplinary feasible (IDF) architecture and were inspired from [23–25].

3. Mission Profile Analysis

To reach the “first time right” objective of a design office, the requirements of any
application must be well understood. In that way, the specification is fully representative,
and the design is well guided. The EMA application in a PFCS of a helicopter combines
three types of difficulties which impede easily writing down its specification. These
difficulties are: a set of multidisciplinary design drivers due to the different technologies
of the components; an external loading spectrum, coming from the rotor spinning in air,
difficult to model; and operational piloting scenarios difficult to predict.

At the time of the project development of unmanned vehicles, a reduced number
of short flight-test records with an interesting sampling rate can be available. These
data are called mission profiles. They are the most trustful inputs representative of the
application requirements. The paper [3] offers to set up an EMA specification based on
the analysis of these mission profiles. The offered methodology is briefly recalled in the
following subsection.

3.1. Methodology

The methodology offered by [3] has the objective to build the specification whilst
simplifying the data analysis for the engineer and keeping them as the decision maker. The
methodology is summed up in Figure 4. It is inspired from the work developed on railway
trains and aircraft by [26,27]. It contains 4 main steps:

1. Considering the actuator architecture and components to extract a list of key parame-
ters driving the design, called key design drivers.

2. Preparing the data to be analyzed (mission profiles) by filtering and transforming
within the temporal or frequency domains.

3. Linking the data to the component key parameters, setting up the mathematical indi-
cators to estimate over mission profiles. Each design driver has its own representative
indicator(s).

4. The evaluation of indicators over mission profiles to develop the final EMA specification.
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Figure 4. Proposed methodology for specification setup.

3.2. Estimation over Real Mission Profiles

The paper [3] illustrates the specification methodology, applying it on real flight data,
and emphasizes the specificity of a rotorcraft PFCS for EMA application. It compares the
specification of a main rotor actuator (MRA) to the specification of a tail rotor actuator
(TRA). The MRA and TRA integration is illustrated in Figure 5. The analysis of the data
coming from a real helicopter flight (VSR700, Figure 1) over three flight phases (take-off,
cruise, and landing) provides the specifications of the MRA and TRA. In the paper [3],
both specifications are compared using ratios elaborated for comparisons. In this paper,
both specifications are presented in Table 1. For confidentiality reasons, the values cannot
be displayed. Therefore, Table 1 presents ratios such as XMRA/XTRA, where X is the
concerned specification indicator. These specifications will be the inputs in Section 7.3.

Figure 5. Sketch of principle of the main rotor (left) and the tail rotor (right) on helicopters. The
main rotor is responsible for lifting the helicopter weight. The tail rotor ensures the control of the
helicopter yaw axis.

At first glance, Table 1 clearly shows that the MRA faces loads roughly 10 times higher
than the TRA and moves with an equivalent continuous speed and acceleration roughly
40% lower than the TRA. In the paper [3], the comparison between both applications
is emphasized regarding the continuous and maximum loading (from the rotor inertia
and external load), the rolling fatigue of the mechanical components, the rotor inertia
impact compared to the external load, and the motor loss identification in terms of the
continuous motor torque contribution. This paper adds an additional indicator regarding
the load-pitting analysis.
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Table 1. VSR700 specification for MRA and TRA. a is the acceleration, F is the load; they come from
measures on the VSR700 helicopter PFCS. PR = F(t) · a(t) is the power rate. The mean power rate
PR = | < F(t) · a(t) > | takes an absolute value to be conservative. viron is a mean value of speed
representative of motor iron losses. FRMC is an equivalent rolling fatigue load based on 106 cycles.
(details in [3]).

Measures Indicator Ratio MRA/TRA [-]

position stroke max smax 1.1
equivalent distance travelled Leq 0.5
speed max vmax 1.1
speed iron viron 0.5
acceleration max amax 0.6
acceleration rms arms 0.7

load load max Fmax 7.0
load rms Frms 15.1
load rmc Frmc 13.6

position & load power rate mean PR 4.6
power rate max PRmax 3.0
pair (aPRmax; FPRmax) (0.6; 4.7)

The pitting load refers to the fluctuating load when the actuator is motionless. This
paper suggests estimating the averaged contribution of the load upper frequencies. This
can be performed compared to the entire load frequency content. Therefore, the load is
separated from its low frequencies using a filter with a cut-off frequency set at the actuator
bandwidth value. This resulting load is averaged by the RMS to estimate an equivalent
continuous load. This result is normalized by the equivalent continuous load, including all
load frequency content. The indicator is Rp:

Rp =

[
butterHP[F(t)]

]
rms

[F(t)]rms
(1)

The indicator Rp is evaluated on a nontransient phase of the VSR700 mission profile
(Table 2). The indicator shows a higher level of the pitting load in the MRA. This result
is understood considering the helicopter rotor architectures (Figure 5). As a piece of
information, the MRA selectively controls the blade attack angle during one rotor azimuth.
Meanwhile, the TRA simultaneously controls the attack angle of all the blades whatever
the azimuth.

Table 2. Comparison of the indicator Rp for MRA and TRA applications on VSR700 mission profiles.
The indicator is evaluated over steady state flight phases (cruise).

Domain Indicator Unit MRA TRA

pitting fatigue Rp - 28 5

4. Models for the Preliminary Sizing of EMA
4.1. Modeling Overview

The EMA includes multidisciplinary components. Each of them has multiple and
different key design drivers and operational scenarios. The selected components should
comply with the actuator specification and ensure a minimized total mass. To answer the
need of component selection, a knowledge-based process around component modeling
must be set. It covers two levels [28]:

1. The component level: It deals with the determination of component characteristics
from a reduced number of parameters to facilitate the optimization. The models
involved in it are called the estimation models (Figure 6).
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2. The system level: It deals with interactions between components, operational scenar-
ios, and component operational limits. The models involved in it are called simulation
models and evaluation models (Figure 6).

Figure 6. Structure of model-based preliminary design.

This paper proposes to focus only on the estimation models. To cover the tools setup,
only two components are presented. They are those at stake within two onboard specifici-
ties: the thermal and vibratory environments. Therefore, the following sections deal with
the modeling proposed for the electrical motor and the housing characteristics.

4.2. Need of Estimation Models and Approach

As shown in Figure 6, to start a first iteration in the sizing loop, the main characteristics
of each component have to be identified from a reduced set of key parameters. The estima-
tion models are introduced for this purpose. Per component, they directly link the primary
characteristics, which define the component functionally, to the secondary characteristics,
which can be seen as the dimensions and features of the imperfections. Thus, the estimation
models provide the necessary parameters for the integration study, simulation models, and
evaluation models.

Generally, at the component level, the models link the physical dimensions and
characteristics of in-use materials to the primary and secondary characteristics. The design
at the component level is an inverse problem which requires the primary characteristics
as inputs.

In such a context of multidisciplinary modeling with optimization, a unified model-
ing approach is required. A dimensional analysis and the Vaschy–Buckingham theorem
(Theorem 1) are good candidates for it [29,30]. Indeed, they are extensively used in aerody-
namics and fluid mechanics because they provide a more physical and unified framework
with a reduced number of parameters. This section shows how they can be extended to
other domains, such as the electrical motor and the housing of an EMA.

Theorem 1 (Vaschy–Buckingham theorem). Any physical equation dealing with n physical
variables depending on k fundamental units (mass, length, time, temperature, charge) can be
formulated as an equivalent equation with p = n− k dimensionless variables called "π-numbers"
built from the initial variables.

The development steps of an estimation model are presented in Figure 7. The starting
point is the expression of one component characteristic y as an algebraic function f depend-
ing on the geometrical dimensions and material/physical properties pi. L is a length and di
the rest of dimensions.

y = f (L, d1, d2, ...︸ ︷︷ ︸
dimensions

, p1, p2, ...︸ ︷︷ ︸
properties

) (2)
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Figure 7. Estimation model development steps.

Applying the dimensional analysis and Theorem 1, the problem is rewritten into a
reduced number of dimensionless parameters (Equation (3), [31]).

πy = g(πd1 , πd2 , ..., πp1 , πp2 , ...
︸ ︷︷ ︸

p variables

) with





πy = ycy · LcL ·∏i p
cpi
i

πdi
= di

L

πpi = Lcpi ,0 ·∏j p
cpi ,j
i

(3)

The next step is to develop the estimation models based on the π-groups.
Scaling law formulations are undertaken when the dimensionless numbers πdi

and
πpi remain constant around a given component product range. This means the geometrical
and/or material similarities are satisfied. This is applicable for the electrical motor of the
actuator as detailed in the following Section 5.

When the dimensionless numbers πdi
and πpi are not considered as constant, the

approximation of the function g can be achieved by performing data regressions [31,32].
The data may come from manufacturer product data, test measurements, or finite element
simulation results based on design of Experiment (DoE) as presented in Section 6 for the
housing vibratory sizing.

5. Scaling Laws

In this section, the scaling law theory is firstly developed and then applied to an
electrical motor. The actuator sizing requires estimation models for its integration (motor
dimensions) and its losses (copper and iron losses, inertia).

5.1. Fundamentals

In the literature, scaling laws are also called similarity laws or allometric models [33].
They estimate the component main characteristics requested for their selection without
requiring a detailed design.

Scaling laws are based on three hypotheses:

• Geometric similarity: all the dimensions of the considered component to all the lengths
of the component used for reference are constant. Thus, all corresponding aspect ratios
are constant: πdi

= constant.
• Uniqueness of design drivers: only one main dominant physical phenomenon drives

the evolution of the component secondary characteristic y. Thus, in most cases, there
is not anymore dependency with any πpi (function g, Equation (3)).

• Material similarity: all material properties are assumed to be identical to those of the
component used for reference. Thus, all corresponding scaling ratios are equal to 1:
πpi = 1.
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Once these assumptions are satisfied, πy is stated to be constant because it depends
on constant variables:

πy = g(πd1 , πd2 , ..., πp1 , πp2 , ...) = constant (4)

This gives the standard power-law shape of a scaling law:

πy = ycy · LcL ·∏
i

p
cpi
i = constant =⇒ y ∝ Lc (5)

with c a constant. Then, as proposed by [34], the “star” notation is introduced. It indicates
the scaling ratio of a desired component characteristic x by the same characteristic xre f of a
component taken as a reference: x∗ = x/xre f . This component of reference is picked up
into the supplier range of the considered product.

Thus, Equation (5) becomes:

y∗ = L∗c ⇐⇒ y
yre f

=

(
L

Lre f

)c

(6)

From a single component of reference and a reduced number of parameters (no
detailed design required), the scaling laws quickly extrapolate the main characteristics
yre f of a known component toward the characteristic y of a possible component of the
same technology:

y = yre f ·
(

L
Lre f

)c

(7)

Consequently, the scaling laws level down the complexity of the inversion problem.
All the useful relations are easily expressed as a function of a single key design parameter (also
named definition parameter) that is associated with the component under design (Figure 6).

5.2. Electrical Motor Scaling Laws

The previously mentioned approach is applied to the electrical brushless motor. The
motor mass-law formulation is detailed hereafter. Beforehand, some hypotheses need to
be stated: the main design driver is the maximum continuous winding temperature; the
natural convection is the dominant thermal phenomenon; the mean induction in the airgap
is constant for a given magnet technology; the number of magnets is constant over the
considered product range; and the geometric similarities are verified, and the material and
boundary limits similarities are satisfied.

In Figure 8, following the approach mentioned in Section 5.1, step by step, the torque
evolution is obtained.

As diameters and lengths are supposed to evolve similarly (d∗ = L∗, Figure 9), the
mass M of the motor is basically approximated by:

M =
∫

ρeq dV =⇒ M∗ = L∗3 (8)

Using the torque expression (prerequisite of Figure 8), the motor mass M becomes:

M∗ = T∗3/3.5 =⇒ M = Mre f ·
(

T
Tre f

)3/3.5

(9)

Figure 10 compares the evolution of this law (Equation (9)) to real data from two
manufactured motors: Parvex NK [35] and Kollmorgen RBE [36]. It is observed that a
single reference of a motor allows to rebuild the evolution of the motor mass for a broad
range of torque. This is possible with less than 10% of the mean relative error ε.

34



Aerospace 2022, 9, 473

Br
remanent induction of
permanent magnets [T] θ

max admissible temperature
rise for winding insulation [◦C]

di other motor dimensions [m] h convection heat exchange coef. [J · K−1 ·m−2]
J current density [A ·m2] L motor length [m]
ρ copper resistivity [ohm ·m] T electromagnetic torque [N ·m]

Figure 8. Electrical motor torque formulation.

Figure 9. Electrical motor: homothety hypothesis.

Figure 10. Motor mass: scaling law prediction compared to manufacturer catalogs (Parvex NX,
Kollmorgen RBE).

In the same way, and following the same hypothesis, the other motor characteristic
laws are formulated. Table 3 presents them with their prediction level compared to the
Parvex NK catalog. The prediction levels compared to the RBE catalog are presented when
data are missing in the Parvex catalog. Both catalogs validate the presented laws.
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Table 3. Electrical motor scaling law sum up and prediction quality compared to manufacturer
catalog data.

Component Characteristics Unit Scaling Law ε σ

ELECTRICAL MOTOR (EM) (brushless, cylindrical)
Note: error estimations performed using PARVEX NK and KOLLMORGEN RBE catalogue ranges (T ∈ [0.5; 41] Nm)

key design parameter
continuous torque Nm T∗ = d∗3.5 = K∗3.5/5

m - -
motor constant (N·m)2/W K∗m = d∗5 = T∗5/3.5 - -

integration parameter
dimensions (l∗ = d∗) m d∗ = T∗1/3.5 = K∗1/5

m 1.1% 7.5%
mass kg M∗ = d∗3 = T∗3/3.5 = K∗3/5

m 6.4% 3.9%

simulation parameter
inertia kg·m2 J∗ = d∗5 = T∗5/3.5 = K∗m 0.1% 20%
copper coef. W/(Nm)2 α∗ = d∗−5 = T∗−5/3.5 = K∗−1

m 13% 16%
Joules’ losses W P∗J = d∗2 = T∗2/3.5 = K∗2/5

m 13% 16%
iron loss coef. W/(rad/s)1.5 β∗ = d∗3 = T∗3/3.5 = K∗3/5

m 6.9% 19%
resistance Ω/(Nm/A)2 R∗/K∗2t = d∗−5 = T∗−5/3.5 = K∗−1

m 19% 14%
inductance H/(Nm/A)2 L ∗/K∗2t = d∗−3 = T∗−3/3.5 = K∗−3/5

m 0.5% 17%
number of pole pair - p∗ = 1 0% 0%

operational limit parameter
peak torque Nm T∗p = d∗3.5 = T∗ = K3.5/5

m 0% 2.3% (1)

T∗p,mag = d∗3 = T∗3/3.5 = K∗3/5
m -% -% (2)

T∗p,th = d∗4 = T∗4/3.5 = K∗4/5
m 13% 6.5% (3)

max speed (4) RPM Ω∗max = d∗−1 = T∗−1/3.5 = K∗−1/5
m 1.6% 4.5%

(1) Parvex specificity; (2) definition based on magnetic saturation criteria, missing data for validation; (3) definition
based on thermal dissipation criteria; be careful that RBE catalog gathers different thermal integrations, T is
dependent on them; (4) based on mechanical limitations; ∗ the ’star’ notation: x∗ = x/xre f .

In Table 3, the motor constant Km [(N · m)2/W] is introduced. It is the ratio of the
squared torque provided per unit of heat generated. Moreover, it can be found in catalogs
with another definition: [(N ·m)/W0.5]. Km is an interesting parameter because it directly
links the application mechanical need (the required motor torque) with the motor losses
without knowing the motor winding characteristics.

As far as the motor losses are concerned, [34,37] mention that the copper and iron
losses bound the motor continuous operation domain. The operation domains of electrical
motors can be found in [3,33]. Thus, at a steady state, the total heat generated by the
electrical motor is the sum of Joules and iron losses, such as:

Qth = QJoules + Qiron = α · T2 + β · f b
elect (10)

where α and β are, respectively, copper and iron losses coefficients, and felect the electrical
speed. b is a constant depending on the hysteresis and the Eddy’s current contributions
into iron losses, and [33,37] indicate a mean value of 1.5.

As far as the other components of the actuator are concerned, their scaling laws are
found in the publications [20,33].

6. Regression Models

In a helicopter context, the resonance frequencies and stress under a vibratory envi-
ronment is an unavoidable check to perform. This section presents a preliminary vibratory
study of a simplified actuator housing. The approach goes through the synthesis of a regres-
sion model (also called the surrogate model) to implement into the actuator preliminary
sizing loop.
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6.1. Introduction

From a purely mechanical point of view, the design of the EMA housing has to
focus on the elementary forces acting on the housing, which can be divided into two
categories: the static stresses induced by the power transmission to the load, which have
low frequencies, and the vibratory stresses induced by the vibratory environment, which
have high frequencies ( f ∈ [5; 2000] hz, [7]).

The path of the various static or dynamic loads is represented for a generic actuator in
Figure 11.

Figure 11. Load path in generic EMA [38].

The most significant static loadings are the tensile, compressive, buckling forces. They
are transmitted through the rod to the nut, the screw, the bearings, and finally to the
housing. The high number of cycles generally requires the fatigue limit of materials to
be considered.

The dynamic stress is mainly generated by the transversal vibrations due to the
vibratory environment which can generate important mechanical bending stresses. For a
long actuator, as it can be for a direct-drive EMA, these stresses are prevailing.

6.2. Prior Considerations

A high-fidelity model of vibratory stress in the housing would be difficult to develop.
Indeed, ball bearings and roller screw stiffnesses and plays are unknown and not supplied
in datasheets. The contact at the linear bushing level is unclear.

Therefore, we propose a simple model based on some simplifications. The first one
concerns the potential mechanical backlash in the actuator assembly and their effect with
respect to excitation frequencies. The vibratory amplitude relies on the acceleration level,
as illustrated in Table 4.

Table 4. Vibratory amplitudes for different acceleration and frequency.

number of g - 6 6 20 20
acceleration a m · s−1 58.8 58.8 196 196
frequency f hz 250 50 250 50
vibratory amplitude x µm 24 596 79 1986

x =
a

w2





x amplitude [m]

a acceleration [m · s−2]

w = 2π f pulsation [rad · s−1]

(11)

The vibratory amplitudes are estimated in Table 4 with Equation (11) regarding com-
monly used accelerations found in the DO160 standard [7] (6 g for in-cabin equipment, 20 g
for an under-swashplate location). The amplitudes can be lower and close to the typical
plays. In this case, the vibratory phenomena becomes even more complex. Typical plays at
the linear bushing level are roughly 100 µm. The linear bushing or sleeve bearing guides
the output rod inside the housing.
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To model the effect of the play, we propose a lumped-parameter simulation. It asso-
ciates one or two mass–spring system(s) excited through an elastogap where the play is
modeled as a non-linear stiffness (very low value into the play, and high value far from
the play).

In Figure 12, the accelerations stated by the DO–160 standard [7] are plotted in terms
of amplitude and frequency.

Figure 12. DO–160 accelerations: amplitude evolutions with respect to frequencies.

Two cases are studied and illustrated thereafter: case 1 at 250 hz with x ≤ 100 µm and
case 2 at 50 hz with x ≥ 100 µm. Both cases consider an acceleration of 6 g.

First of all, the model considers only one mass–spring system.
Case 1 is simulated in Figure 13. The mass–spring resonance is set at 250 hz and the

excitation is around this frequency. No resonance mode of the mass is observed, and the
vibratory excitation is ’filtered’ by the play.

Figure 13. Mass amplitudes of the simple mass–spring coupled with play ( fr = 250 hz).

Case 2 is simulated in Figure 14. The mass–spring resonance is set at 50 hz and the
excitation is around this frequency. The mass vibrations are more important, and the
resonance is observed.

Now, for the plays inside the actuator, the model considers two mass–spring systems
linked by an elastogap. Using this model, the displacement of each mass is plotted in
Figure 15. For a resonance frequency around 50 hz, the amplitudes are such that the
vibrating parts interfaced by the play can be considered as one and a single part.
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Figure 14. Mass amplitudes of the simple mass–spring coupled with play ( fr = 50 hz).

Figure 15. Mass amplitudes of the double mass–spring coupled with play ( fr = 50 hz).

For a resonance frequency around 250 hz, the vibratory amplitudes are much lower,
and the two masses evolve within the play.

As a result, to keep the vibratory amplitudes smaller than the play between the parts,
the resonance frequencies must be high (e.g., ≥200 hz; this limit depends on the amplitude
of the acceleration). It is not the case for long and narrow actuators as direct-drive actuators
can be. The resonance frequencies are low.

Thus, some simplifications can be introduced into the estimations of stresses of the
actuator envelop under vibratory excitations. We propose to suppose, for housings with low
resonance frequency, that the plays are negligible compared to the vibratory amplitudes.
Consequently, the contact with linear bushing is modeled as an infinitely rigid contact.

6.3. Hypothesis

Now, an FEM model of reduced parameters is developed in order to represent it by a
surrogate model. Some more hypotheses are formulated.

A simplified geometry is considered (Figure 16): two hollowed cylinders, one in the
other. The connection between them is assumed to be perfect. The set (motor, brake,
connectors, and bearings) is supposed to be a cylinder of 1/3rd of La with an equivalent
density. This equivalent mass is modeled with Young’s low modulus (1/10th of aluminium
modulus). This choice is conservative; it is so as to not impact the stiffness of the housing.

Figure 16. Actuator simplified geometry for modal analysis.
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The housing and output rod are set with the same material properties (aluminium).
Their lengths are, respectively, supposed to be 2/3rd and 1/3rd of La.

The nut is modeled as a full cylinder with 90% steel density (7000 kg·m−3) to consider
the air content between the rollers. The geometry of the nut evolves with the geometrical
similarity assumption (scaling law). The cylinder representing the nut is modeled using
a low Young’s modulus (1/10th of steel modulus) so as to not influence the stiffness of
the structure.

The rod ends allow rotation with no friction.
The antirotation key and the sealing leap at the interface output rod with housing are

not modeled.
The three following sections develop a surrogate model using the surrogate modeling

technic suggested in the paper [31].

6.4. Problem Formulation

Under vibration, the system can be associated to a basic damped mass–spring model.
Figure 17 presents this model with U (m) the displacement of an equivalent mass Meq (kg)
evolving according to an excitation force F (N), a stiffness Keq (N ·m−1), and a damping
Ceq (N ·m−1 · s).

The stress is linearly linked to the displacement:

σ = kσ ·U kσ =
σ0

U0
(12)

with σ0 [Pa] and U0 [m], the maximum stress and the maximum displacement at resonance
frequency.

Figure 17. Mass–spring model.

Newton’s second law applied to the moving body enables the Laplace function be-
tween the displacement U(t) and the excitation load F(t) to be estimated, such as:

U(p)
F(p)

=
1

Meq · p2 + Ceq · p + Keq
=

1/Keq

p2/ω2
r + 2 · ξ · p/ωr + 1

(13)

Considering an excitation of the mass with a sinusoidal force F(t) = F0 · sin(ω · t), the
maximum displacement at the first resonance mode is:

U0 =
1

2 · ξ ·
F0

Keq
=

Qm · F0

Keq
ξ =

Ceq

2 ·√Keq ·Meq
≈ 1

2 ·Qm
(14)

where Qm is the mechanical quality coefficient.
The article [38] reports that tests performed on industrial prototypes show a wide

range of practical values for the equivalent mechanical quality coefficient Qm. In addition,
it reports that experiments give typical values for Qm between 10 and 50, depending on
the application and boundary conditions. For structural dynamic models, in the absence
of better information, it is normally acceptable to assume a value of Qm = 30 (according
to [39]).
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The equivalent force F0of the acceleration effect can be evaluated thanks to an equiva-
lent work W0 [40,41]:

W0 = F0 ·U0 =
∫∫∫

V
u0 · a · ρ · dV (15)

with u0(x) the deflection of the actuator envelop, a the amplitude of the vibratory sinusoidal
acceleration. A mass Macc subjected to the acceleration can be defined:

F0 = Macc · a Macc =

∫∫∫
V u0 · ρ · dV

U0
(16)

The mass subjected to the acceleration is not identical to the mass expressing the
kinetic energy, Meq, defined such as [40,41]:

1
2
·Meq ·V2

0 =
∫∫∫

V

1
2
· ρ · v2

0 · dV (17)

with, at the first mode resonance, V0 the speed of Meq and v0(x) the speed of each point of
the actuator deflection. The speeds can be defined such as:

v = w0 · u V = w0 ·U (18)

Thus, we can easily define the equivalent mass such as:

Meq =

∫∫∫
V ρ · u2

0 · dV

U2
0

(19)

The following ratio is introduced:

kacc =
Macc

Meq
=





U0 ·
∫∫∫

V u0· dV∫∫∫
V u2

0· dV
if ρ is constant

U0 ·
∫∫∫

V u0·ρ· dV∫∫∫
V u2

0·ρ· dV
if ρ is not constant

(20)

and the maximum displacement at the resonance can be approximated as it follows:

U0 =
Qm · kacc ·Meq · a0

Keq
=

Qm · kacc · a0

ω2
0

(21)

with ω2
0 = Keq/Meq the resonance angular frequency.

6.5. Dimensional Analysis

As seen in Section 5, the use of a dimensional analysis and Buckingham’s Theorem
enable to reduce the number of variables expressing a physical problem. Here below,
this approach is developed for the vibratory use case. By simplification and for a reduced
number of parameters, a constant density ρ is assumed all along the actuator (Equation (20)).

The link between stress and displacement evolves according to the following variables:

σ

U
= kσ = f (E, drs, La, e1, e2, Lrs) (22)

which can be rewritten with the following dimensionless numbers:

πkσ
=

σ · drs

U · E = f (
La

drs
,

e1

drs
,

e2

drs
,

Lrs

drs
) (23)

The resonance angular frequency evolves according to:

ω0 = g(E, ρ, drs, La, e1, e2, Lrs) (24)
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which can be rewritten with the following dimensionless numbers:

πω0 = ω0 ·
(

ρ

E

)1/2

· drs = g(
La

drs
,

e1

drs
,

e2

drs
,

Lrs

drs
) (25)

The stress under a vibratory acceleration can be expressed as:

σ = kσ ·U = kσ ·
Qm · kacc · a

ω2
r

= σ0 ·Qm · a ·
∫∫∫

V u0 · dV∫∫∫
V u2

0 · dV
(26)

The stress evolves according to:

σ = h(kσ, ω2
0, a, Qm) (27)

which can be rewritten as:

π0 =
σ

Qm · a · drs · ρ
= h(

La

drs
,

e1

drs
,

e2

drs
,

Lrs

drs
) (28)

The expression of the stress is thus only function of four aspect ratios. One of these
aspect ratios, Lrs/drs, can be assumed to be constant because of the geometrical similarity
assumption used for roller screw component sizing (scaling law).

The final expression of the stress is a function dependent of three dimensionless
quantities:

π0 = g(π1, π2, π3)





π0 = σ/(Qm · a · drs · ρ)
π1 = La/drs

π2 = e1/drs

π3 = e2/drs

(29)

It remains to determine this function g. The following section does the job.

6.6. FEM Software Model

Using a software for computation by finite elements, a model is parametrized accord-
ing to the previous considerations and hypotheses. It enables to obtain:

• The resonance frequency fr or the resonance angular frequency ωr.
• The modal form characterized by a maximal displacement U0.
• The corresponding maximum stress σ0. The maximum stress is identified to be on the

output rod tube (e1 thickness).

The intersection of both cylinders has been taken care of by smooth and arced geome-
tries to avoid numerical stress constraints. The boundaries are pinned at each extremity of
the actuator model. The deflection is allowed within the plane of the section presented in
Figure 18.

Figure 18. Modal analysis of the simplified actuator geometry.
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The tandem topology of actuation is largely used in the aeronautic field because it
complies with safety aviation rules. This topology involves two actuators stuck to each
other at their basement, and their extension is in opposite directions (more details provided
in Section 7.2). This topology increases the total length of the actuation unit. To consider
this use case, another surrogate model needs to be developed.

The FEM model for the single actuator is reused. The boundary conditions are changed.
A symmetry constraint is applied to the geometry at the actuator basement. The stress
is picked up onto two critical points: at the interface between both actuators and at the
interface between the output rod and the housing. Two surrogate models are expressed to
determine the value of π0 for each of these points.

6.7. DOE and Surrogate Synthesis

A design of experiments (DoE) is realized with e1, e2, drs, and La. The simulations (a
modal analysis) generate the variable of interest π0.

The dependent variable of the problem is approximated thanks to a linear regression
(response surface model (RSM)) where the development takes into account a mean value, a
first-order member (which represents the main effects of the problem), a combined member
(representing the interactions), and a second-order member to consider further effects. The
development takes the following form:

π0 = a0︸︷︷︸
mean value

+ ∑ aiπi︸ ︷︷ ︸
main effect

+∑ aijπiπj︸ ︷︷ ︸
interactions

+ ∑ aiiπ
2
i︸ ︷︷ ︸

high order effect

(30)

The VPLM methodology (Variable Power-Law Metamodel) [31] is applied. A log
transformation on variables is performed for the linearization which gives the form:

log(π0) = a0 + ∑ ailog(πi) + ∑ aijlog(πi)log(πj) + ∑ aiilog(πi)
2 (31)

and can be rewritten as:

π0 = 10a0
n

∏
i=1

π

ai+aii log(πi)+
n
∑

j=i+1
aij log(πj)

i (32)

This variable power-law form enables to deal with the large variation range of the
dependent and independent variables.

The data set coming from the DoE is shared in two sets: one for the regression
procedure so as to determine the coefficients ai and aij (Equation (31)) and the other for the
test of the final surrogate.

The regression gives the following surrogate model which determines the value of π0
for the housing of a single actuator:

log10(π0) =68 · log10
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)2
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+ 64 · log10
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· 1
685

+ 670 · log10

(
e2

d

)
· 1

359
+

527
551

(33)

with L the length La and d the diameter drs.
The two other surrogate models developed for the tandem actuator housing are shown

in Appendix A.
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6.8. Validation

In Figure 19, the prediction of the surrogate model (Equation (33)) is compared to the
FEM simulation result data set. The prediction level is satisfying with R2 > 99%. The two
other housing surrogate models show the same prediction level quality.

Figure 19. Surrogate model for single actuator housing: π0 results (Equation (33)).

7. Results

In this section, some real application cases are discussed to illustrate the previously
presented methodologies.

The methodology mentioned in Section 2 is implemented as a graphical user interface
(GUI) web application based on a Jupyter Notebook calling functions through Python
scripts. The GUI is developed with a dashboard named Voila. The tools developed in
Section 4 are included with an optimization algorithm (differential evolution). Different
specifications from real application cases are executed into this sizing code and the output
results are presented. These specifications are arbitrary or linked to redundant topologies
of actuation and to two different helicopter use cases: the main rotor and the tail rotor.

The considered actuator architecture is provided in Figure 20. In a housing (H), a
frameless PMSM electrical motor (EM) is guided by two bearings (BB1 and BB2). BB1 is an
angular contact double-row ball bearing; it withstands the entire axial load. BB2 is a radial
contact single-row ball bearing; it ensures the motor rotor alignment. The electrical motor
(EM) is linked to a screw mechanism (SM). In this paper, a planetary roller-screw (PRS)
technology is considered. The screw spins and the nut moves linearly. The output rod (OR)
is fixed onto the nut of the SM. A rod end (RE) (also named a spherical bearing) ensures the
connexion of the output rod with the loading device. In this paper, the loading device is
the helicopter swashplate. On the other side, another rod end (RE) ensures the connexion
of the actuator housing (H) with a frame. Finally, the electromagnetic brake (EMB) satisfies
a safety function in the case of a electricity supply cut-off.

For confidentiality matters, the inputs and results are presented as ratios of quantities.
The observation of the sizing evolutions is the focus point of this section.
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Figure 20. Actuator architecture considered in results.

7.1. Arbitrary Sizings

We suggest presenting some preliminary sizing results from an arbitrary specification.
The arbitrary specification and the associated design hypothesis are given in Table 5. The
actuator sizing results regarding the simplex topology (Figure 20) are available in Table 6,
in the column named sizing A. To show the sensitivity of the values of the static load, stroke,
and acceleration (RMS), the arbitrary specification is run again three times with, every time,
a modification of one indicator value. Sizing B includes the arbitrary static load multiplied
by 2. Sizing C includes the arbitrary stroke multiplied by 4. Sizing D includes the arbitrary
RMS acceleration multiplied by 2.

The following lines comment the sizing results presented in Table 6. Although the
mechanical components are not the focus point of this article, they must be mentioned to
better understand the sizing choices performed by the optimization.

The arbitrary specification leads a design of the mechanical components mainly guided
by the fatigue criteria (sizing A). This means that the static load criteria are satisfied with
margins. Moreover, because of the low heat-transfer coefficient, the low emissivity, and the
significant RMS acceleration level (see Table 5), the electrical motor design is driven by the
heat dissipated through the actuator skin, by convection and radiation.

Table 5. Arbitrary specification and its design hypothesis.

Specification Unit Value Design Hypothesis Unit Value

stroke smax mm 50 all safety coefficients - 1
equivalent distance traveled Leq km 100 skin temperature max ◦C 100
speed max vmax m· s−1 0.2 housing heat-transfer coef. (convection) W ·m−2 · K−1 5
speed iron viron m· s−1 0.1 housing emissivity - 0.4
acceleration max amax m· s−2 5 housing & output rod density kg ·m−3 7800
acceleration rms arms m· s−1 1 housing & output rod thickness min mm 1
load max Fmax kN 3 housing & output rod fatigue stress MPa 500
load rms Frms kN 1 quality coefficient Qm - 30
load rmc Frmc kN 1 vibratory acceleration m · s−2 98
load dynamic peak-to-peak Fpitting kN 1 bus voltage max Vdc 110
power rate mean PR W · s−1 1 motor phase current max Apeak-sine 10
pair (aPRmax; FPRmax) (m · s−2; kN) (3; 1.5) time-to-stop speed (EMB) s 0.05
equivalent load mass kg 50 shaft density kg ·m−3 7800
ambient temperature ◦C 25
load frequency hz 20
total lifespan tli f e hours 20, 000
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Table 6. Sizing results from the arbitrary specification.

Value of Characteristics

Component Characteristic Sizing A Sizing B
(Fmax X2)

Sizing C
(smax X4)

sizing D
(arms X2)

MECHANICAL COMPONENTS

screw mechanism (SM) thread lead (mm/rev) 3.1 3.1 3.5 3.8
SM (nut, screw), BB1, BB2, and RE (x2) total mass (kg) 0.72 0.72 0.91 0.65

ELECTRICAL COMPONENTS

electrical motor (EM) inertia (kg ·m2) 7.6 × 10−5 1.1 × 10−4 4.9 × 10−5 1.1 × 10−4

external diameter (mm) 60 64 55 65
motor constant Km (10−2 (Nm)2/W) 4.6 6.3 3.0 6.8
torque constant Kt (Nm/Arms-sine) 0.23 0.26 0.24 0.26
mass (kg) 1.1 1.4 0.87 1.4

electromagnetic brake (EMB) inertia (kg ·m2) 1.0 × 10−5 2.0 × 10−5 1.0 × 10−5 1.3 × 10−5

mass (kg) 0.72 1.1 0.73 0.83

ACTUATOR

housing (H) thickness (mm) 1.1 1.2 4.6 1.1
mass (kg) 1.8 2.0 4.1 1.9

output rod (OR) thickness (mm) 1.4 1.4 3.9 1.4
mass (kg) 0.14 0.14 0.78 0.14

actuator (simplex) total mass (kg) 4.6 5.5 7.5 5.1

In sizing B, the increase in the static load stands in the static load margin of the
mechanical components; their sizing remains unchanged. However, the electromagnetic
brake (EMB) must stop a higher torque. Indeed, the torque to stop in an emergency relies
on two specified values: the static load converted by the indirect efficiency of the screw
(SM) and the screw maximum speed to stop within the specified time. Doubling the static
load, the EMB requires to develop a higher braking force. It is bigger then. This involves
the increase in the EMB disk inertia that sums to the total rotating inertia. Thus, a higher
electrical motor performance is required. Because of the increased length of the electrical
components, the housing is heavier.

Increasing the specified stroke (sizing C) makes the actuator longer. The ratio diameter
by length is decreased. The housing and the output rod must have their thickness increased
to withstand the vibratory accelerations. The screw of the SM is longer, involving an
additional mass. What is more, the increased actuator length offers a more extended outer
surface for dissipating the heat generated by the motor. The electrical motor (EM) can have
lower performances if the thread lead is increased. The EM has a reduced mass then.

The motor heat generation is based on a continuous torque. The RMS acceleration
highly contributes to this torque. Doubling the specified RMS acceleration (sizing D) in-
volves an important specified continuous torque. The motor size must be increased to
satisfy this specification. Increasing the lead limits the motor size increase for a reduced
mass. With a bigger motor, the rotating inertia is higher and the EMB is required to be
bigger. Moreover, increasing the lead reduces the fatigue phenomenon applied to the me-
chanical components. The mechanical components are chosen with slightly smaller fatigue
capabilities. They are slightly smaller then. Moreover, the sized electrical components
make the actuator longer. Thus, the housing (H) is slightly heavier.

7.2. Sizing of Redundant Topologies of Actuation

There are mainly two redundant topologies of actuation [6,42,43]. The first one is the
force summing where the failed or passive actuator shall be free in motion. In this case, the
actuator must be equipped with a clutch or any breaking fuse system. The second one is
the position summing where the failed or passive actuator shall be locked from motion. In
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this case, the actuators must be equipped with a power-off brake. The position summing
topology can be seen with actuators either installed in tandem (as presented in Figure 21a)
or in parallel (Figure 21b). The tandem configuration is the one most commonly found
in aeronautics. This equips the PFCS of fighter aircrafts and helicopters and the SFCS of
commercial aircrafts (except the spoiler) [6]. Meanwhile, the parallel configuration is much
less used [6].

Figure 21. Redundant topologies of actuator in position summing (passive/failed actuator shall be
locked). (a) One tandem actuator, (b) two simplex actuators linked by a cross bar (a = b considered,
F1 = F2 = F3/2).

This paper proposes to study the impact on the housing mass and output rod mass
involved in the consideration of topology (b) compared to topology (a) (Figure 21). It is
clear that topology (b) introduces potential additional plays and wear points compared to
topology (a). However, it is important to estimate if this topology involves any mass gain
that would compensate these drawbacks.

From tandem to parallel topologies, the force is halved; meanwhile, the stroke, speed,
and acceleration are doubled. The work produced by the actuator remains the same.

The bar chart presented in Figure 22 presents the sizing results involved in both
actuation topologies. The results are given as a ratio, with the sizing results obtained for a
simplex actuator not equipped with any electromagnetic brake.

Figure 22. Mass evolution of tandem or parallel topologies compared to simplex topology.

As the parallel topology requires a doubled stroke and half load, the actuator is longer
and smaller in diameter than in the tandem topology. The thicknesses of the housing
and the output rod are nearly doubled. The mass of the set (housing and rod) results
to be half heavier than the one of the tandem topology. The parallel topology shows
electrical components and mechanical ones with reduced characteristics and reduced
masses compared to the tandem topology. Therefore, the contribution of the set (housing
and rod) mass on the total actuator mass is much higher for the parallel topology. Figure 23
confirms it with a contribution of a third of the actuator mass concerning the tandem
topology against more than half the actuator mass concerning the parallel topology.
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Figure 23. Component mass distribution for one actuator.

The parallel configuration seemed to be a relevant choice because of the load reduction.
However, this finally penalizes the actuator because the load reduction involves a small
actuator diameter. With the increase in the stroke, the diameter-to-length ratio is not
interesting anymore. There is not any mass gain on the housing and output rod. The cross
bar has to be considered in the mass statement too.

Finally, the total actuation mass gain involved by the parallel topology is not significant
enough relatively to the potential drawbacks it introduces.

7.3. Sizing of Main and Tail Rotor Actuators

Section 3 showed that the TRA application was distinguished from the MRA in
terms of dynamism, load, and especially in terms of induced motor losses. To illustrate
this difference between the MRA and TRA applications (Table 1), their specifications
are executed into the sizing code. The sized motor characteristics and an actuator mass
distribution are displayed in Figures 24 and 25.

Figure 25 shows the important mass decrease among components induced by the TRA
application. The TRA total mass shows to be 80% smaller than the actuator, satisfying both
applications.

For confidentiality reasons, the results of the MRA and TRA sizing are normalized. The
reference is taken as the actuator sizing which satisfies both applications at the same time.

Figure 24 globally shows that the selected motor for the TRA has reduced character-
istics compared to the one selected for the MRA. The rotor inertia, which induces motor
losses, is drastically lowered compared to the MRA-selected motor.

Figure 24. Motor characteristic evolution of specific actuators for the MRA and TRA applications
compared to a unique actuator for both applications (reference).

48



Aerospace 2022, 9, 473

Figure 25. Mass distribution of specific actuators for the MRA and TRA applications compared to a
unique actuator for both applications.

Section 3 suggests the mean power rate PR and the RMS acceleration arms as a way to
consider the induced motor losses. In Figure 24, the orange line shows the sizing resulting
from the reference actuator specification regardless of PR and arms. The losses result to be
estimated at roughly 40% of what they are for the reference actuator, and the continuous
torque is at roughly 70%. The performance difference is also seen through the actuator mass
statement in Figure 25. It is clear that not considering the values PR and arms in the actuator
specification involves a significant risk of undersizing the electrical motor of the actuator.

The MRA and TRA of the considered helicopter PFCS lead to two significantly different
sizes. The MRA and TRA are two applications to be distinguished. Designing a specific
actuator for each application will benefit the helicopter mass and its electrical network.

8. Discussion

This paper presents a design methodology supported by tools for the preliminary
sizing of critical actuators. This methodology can be applied to any actuator architectures.
This methodology finds an extension to the design of multirotor drones as presented
in [44]. Moreover, it completes, at the component level, the methodology proposed by [45]
at the vehicle level. The author of [45] developed a power system architecture sizing process
for the preliminary design phase of civil aircraft.

The first tool presented is the one from [3]. It is a data-driven specification methodol-
ogy which draws a parallel between measurement data on flight and EMA technologies
using indicators to estimate over mission profiles.

Nowadays, the industrial context comes to a digital twin. Data content is globally
exponentially increasing. As a result, there is a necessity to develop such data analysis
methodologies based on synthetic values. What is more, the industrial trend is to reduce
the number of helicopter flight tests to shrink development costs. Consequently, the
methodology must extract as much added value as possible from any available data. The
paper [3] presents a statistical approach getting interest in this area. From a reduced data
set, the statistical laws are formulated. The laws are used then to express the load, speed,
and acceleration domain limits of the application.

Furthermore, as seen in this paper, the specification methodology applied on main
and tail rotor applications taught about the helicopter specificities. It showed a clear
dynamism and load difference between the MRA and the TRA. The indicators quantified
the importance of the motor losses on the TRA compared to the MRA. These losses are
induced by the mean power rate PR and especially the equivalent continuous acceleration
arms. The last part of the paper showed the risk of undersizing if arms and PR are not taken
into account. In addition, it concludes that the helicopter mass could benefit from a specific
sizing for the MRA and the TRA. The TRA shall be designed with a rotor inertia as low
as possible.

The second tool presented is the scaling laws based on a dimensional analysis. The
electrical motor is chosen as an applicative example. The scaling laws capture the main
physical phenomena driving the component design and easily estimate the main component
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characteristics from a reduced number of parameters. As illustrated by the last part of
this paper, the scaling laws are useful for the exploration study of a design domain: sizing
with optimization, a scenario analysis, an integration study (mass and dimensions), and a
technology or architecture comparison. In addition, scaling laws can be useful to replace
component catalogs when they are unavailable or to complete missing contents. In the
context of negotiation, scaling laws are easy enough to exchange with suppliers and to
challenge them.

The third tool presented is a surrogate model or response surface model (RSM). It is
set up using dimensionless numbers (or π-numbers). This has several advantages. First, it
decreases the number of variables to be manipulated and therefore it drastically decreases
the number of physical or numerical experiments to be carried out. Secondly, it increases
the regression robustness [32], in particular if the RSM is built within the logarithmic
space. Paper [17] mentions that the logarithmic shows good results in interpolation and in
extrapolation because of the power-law form. This is the case for the VPLM methodology
(Variable Power-Law Metamodel) [31] used in the surrogate model setup in this paper.

The complex vibratory problem of the actuator housing is suggested to be addressed
by a surrogate model because it is adapted to preliminary studies. Indeed, it is a simple way
of modeling with a reduced number of parameters. The suggested model easily provides
design trends for architecture decision making. This is shown in the last part of this paper
where the actuator topologies are compared. Obviously, the final actuator housing design
will require laboratory experiments on a vibratory test bench.

Finally, as perspectives, the presented design methodology can be applied to any
other actuator architectures. Thus, for a given application, it allows to study and select the
best actuator architecture. For critical actuators, an analysis among different redundant
topologies of actuation and a safety analysis with failure trees are important features to
develop. In addition, a price assessment is a relevant feature to implement.
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Nomenclature

Symbol Unit Name Symbol Unit Name

Section 3

a(t) m · s−2 acceleration on mission profiles F(t) N load on mission profiles
s m stroke v(t) m · s−1 speed on mission profiles
PR N·m · s−2 power rate PR N·m · s−2 mean power rate
aPRmax m · s−2 acceleration at maximum power rate FPRmax N load at maximum power rate
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Symbol Unit Name Symbol Unit Name

Section 5

x∗ - scaling ratio x/xre f πi - π-number
xre f [x] characteristic of component of reference used in scaling law
d m dimension or diameter p [p] material property
L m characteristic length M kg mass
ρ kg ·m−3 density V m3 volume
T m · N torque Tp m · N peak torque
α m−1 · N−1 ·W copper losses coefficient β rad−1 · s ·W iron losses coefficient
felect rad · s−1 electrical speed Ω rad · s−1 angular speed
Km m2 · N2 ·W−1 motor constant Q W heat

Section 6

x m vibratory displacement amplitude fr hz first resonance mode frequency
a m · s−2 amplitude of sinusoidal vibratory acceleration
ω rad · s−1 angular frequency La m actuator total length
e1 m housing thickness e2 m output rod thickness
drs m roller-screw nut diameter Lrs m roller-screw nut length
Meq kg equivalent mass Keq N ·m−1 equivalent stiffness
Ceq N ·m−1 · s equivalent damping ξ - equivalent damping coefficient
x0 [x] value of x at first resonance mode F N excitation load applied on Meq
U m displacement of Meq u m actuator deflection
V m· s−1 speed of Meq v m·s−1 actuator deflection speed
σ Pa actuator housing stress Qm - actuator quality factor
E Pa Young’s modulus of actuator material ρ kg·m−3 density of actuator material

Abbreviations
The following abbreviations are used in this manuscript:

BB1 Angular Contact Double-row Ball Bearing
BB2 Deep Groove Single-row Ball Bearing
DoE Design of Experiment
DDV Direct Drive Valve
EM Electrical Motor (PMSM)
EMA Electromechanical Actuator
EMB Electromagnetic Brake
FCC Flight Control Computer
FCL Flight Control Links
H Housing
IDF Individual Disciplinary Feasible
KDD Key Design Driver
MDO Multidisciplinary Design Optimization
MRA Main Rotor Actuator
OPV Optionally Piloted Vehicle
OR Output Rod
PFCS Primary Flight Control System
RE Rod End
RMC Root Mean Cube
RMS Root Mean Square
RSM Response Surface Model
SFCS Secondary Flight Control System
SM Screw Mechanism
TRA Tail Rotor Actuator
UAM Urban Air Mobility
UAS Unmanned Aerial System
UAV Unmanned Aerial Vehicle
VPLM Variable Power-Law Metamodel
VTOL Vertical Take-off Landing
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Appendix A. Surrogate Model: Housing of the Tandem Topology of Actuation

For the tandem topology of actuation and at the interface between output rod and
housing, the regression gives the following surrogate model:
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with L the length La and d the diameter drs.
For the tandem topology of actuation and at the interface between both actuators, the

regression gives the following surrogate model:
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with L the length La and d the diameter drs.
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Abstract: In this paper, an incremental nonlinear dynamic inversion (INDI) control scheme is pro-
posed for the attitude tracking of a helicopter with model uncertainties, and actuator delay and
saturation constraints. A finite integral compensation based on model reduction is used to com-
pensate the actuator delay, and the proposed scheme can guarantee the semi-globally uniformly
ultimately bounded tracking. The overall attitude controller is separated into a rate, an attitude, and
a collective pitch controller. The rate and collective pitch controllers combine the proposed method
and INDI to enhance the robustness to actuator delay and model uncertainties. Considering the
dynamic of physical actuators, pseudo-control hedging (PCH) is introduced both in the rate and
attitude controller to improve tracking performance. By using the proposed controller, the helicopter
shows good dynamics under the multiple restrictions of the actuators.

Keywords: incremental nonlinear dynamic inversion (INDI); actuator compensation; model
reduction; pseudo-control hedging (PCH); helicopter attitude control

1. Introduction

The helicopter, aircraft with one or more power-driven horizontal propellers or rotors
that enable it to take off and land vertically, to move in any direction, or to remain stationary
in the air, has become very popular for a wide range of services, including air–sea rescue,
firefighting, traffic control, oil platform resupply, and business transportation [1]. However,
these tasks often bring heavy workloads to pilots, especially in situations of high crosswinds
or low light. Furthermore, subject to a complicated dynamic response, multiple flight
modes, system uncertainties, and rapidly varying flight conditions, the helicopter is a
highly complex system. For the reasons above, a highly reliable and effective flight control
system which allows the helicopter to execute multiple tasks in adverse flying conditions
becomes more in demand [2].

In the past few years, various fight control methodologies are developed for the heli-
copter [3–6]. Feedback linearization, as the most widely used nonlinear control method in
the aircraft control systems, is often combined with adaptive control to deal with the model
uncertainties [7–10]. However, it is hard to guarantee that the control system can recover from
a failure in adaptation [11]. Therefore, whether it can be applied in the systems with high
security requirements is worthy of consideration. In order to overcome the shortcomings
above, the INDI technique is adopted in this paper for helicopter flight control.

By producing the incremental form of the control command by calculating the error
between the virtual control law and the acceleration of the system state, INDI is robust
to model uncertainties [12–19]. In [17], the stability and robustness of the INDI technique
has been proven. The INDI scheme was first used in the design of a six-degree-of-freedom
helicopter controller in [18], and its robustness to model uncertainties was verified by
simulation. Ref. [19] uses the INDI technique to redesign the existing Apache flight control
and improve the handling quality.

However, the weakness of the INDI controller is the accuracy of the onboard mea-
surement and actuator delay. The current measurement technology combined with data
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processing algorithms (such as Kalman filtering) has been able to reduce the uncertainties
brought by these sensors. However, there is no effective solution to the poor performance
caused by the existence of actuator delay. According to [1], the delay time is approximately
100 ms in the helicopter. In a control system operating at 100 Hz, there will be a difference
of about ten samples between the command signal and the actuator, which seriously de-
teriorates the tracking performance of the system and even puts the system stability in
risk. Therefore, various control approaches are proposed for the systems subject to actuator
delay [20–27]. Ref. [25] extends the Artstein model reduction method in [26] to nonlinear
systems, and designs a compensation control law for known and unknown systems, respec-
tively. Then, the Lyapunov–Krasovskii functional is adopted to prove the stability of them.
Ref. [27] designs a feedback robust tracking controller with delay compensation for a class
of systems with actuator delay and external disturbance, and achieved the desired effect.
In [28,29], Rohollah Moghadam proposed an ADP-based solution to the optimal adaptive
adjustment problem of systems with state delay and input delay, which can be applied to
the optimal control problem of a class of nonlinear time-delay systems.

Besides the constraint of time delay, actuator saturation is very common and a more
general problem in the helicopter due to the limitation of actuators in terms of the position
and rate saturation. Therefore, many recent works have been carried out on actuator
saturation nonlinearity as it causes the windup phenomenon [30–35]. Based on nonlinear
partial differential inequalities, an optimal saturation compensator was developed in [32].
In [11], the pseudo-control hedging method is proposed to offset the virtual control input
when the actuators are saturated. Ref. [33] further expanded the PCH theory and [34]
applied the method to the development of the Boeing 747 flight control system.

In this paper, combining with model reduction and the PCH technique, a novel
INDI-based controller is proposed for helicopter attitude control with actuator delay and
saturation. The main contributions of this paper are the following: (1) a novel INDI-
based actuator delay compensation control scheme with guaranteed stability is proposed,
which can be applied to nonlinear systems with actuator delay in a certain range; and
(2) aiming at helicopter characteristics, the proposed method and PCH are adopted to design
the controller for the helicopter which is subjected to model uncertainty, actuator delay,
and saturation.

The overall structure of this paper is as follows: The problem is formulated in Section 2.
Section 3 presents an actuator delay compensation scheme for the INDI controller. The
introducing of the helicopter model and the design of the anti-windup helicopter attitude
controller by the proposed method is given in Section 4. Section 5 focuses on the display of
the simulation results and related explanations. The conclusions are presented in Section 6.

2. Problem Formulation

Consider a class of the nonlinear system with input delay in the following form:
{ .

x = f (x) + g(x, uτ)
y = x

(1)

where x is the state vector in Rn. f (·) and g(·) are nonsingular, bounded continuous smooth
nonlinear functions in Rn. The delayed input vector uτ = u(t− τ) and output vector y are
both functions in Rn, where τ ∈ R+ is the time-delay constant. The following assumptions
are used for further development.

Assumption 1. The desired trajectory vector xd(t) is bounded and has bounded time derivatives up
to i-th for i = 1, 2, 3; that is, there exists ηi such that

∥∥∥x(i)d (t)
∥∥∥ ≤ ηi for all t, where ‖·‖ represents

the standard Euclidean norm.

Assumption 2. Both state x and the delayed input uτ are measurable. Furthermore, the first
derivative of x in the last sampling time, denoted by

.
x0, can also be measured by acceleration sensors.
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Assumption 3. If x(t),
.
x(t), and u(t) are bounded, then f (x) and g(x, u) are bounded. Moreover,

the first partial derivatives of f (x) and g(x, u) with respect to their arguments x and u exist and are
bounded. The infinity norm of the partial derivative of g(x, u) to u around (x0, u0) and its inverse
can be upper-bounded as

∥∥∥∥∥
∂g(x, u)

∂u

∣∣∣∣
x0,u0

∥∥∥∥∥
∞

≤ ξ1,

∥∥∥∥∥

(
∂g(x, u)

∂u

)∣∣∣∣
x0,u0

−1
∥∥∥∥∥

∞

≤ ξ2 (2)

where ξ1, ξ2 ∈ R+ are known constants.

3. Control Law Design

Before the development of the control law, we define some variables for subsequent
analysis. We denote the tracking error as

e = xd(t)− x(t) (3)

Then, we give the virtual control from the tracking error, denoted by

ν =
.
xd + kνe (4)

where kν ∈ Rn×n denotes a positive gain matrix.
To facilitate the subsequent analysis, an auxiliary tracking error which is inspired from

the model reduction method is defined as

r =
.
e + kre + g(x, u(t− τ))− g(x, u(t)) (5)

where kr ∈ Rn×n is a known positive gain matrix.
Submitting the expressions in (1) and (3), the transformed open-loop tracking error

system can be represented in an input delay free form as

r =
.
xd + kre− f (x)− g(x, u) (6)

We rewrite (6) as its partial first-order Taylor series expansion around the current
solution of the system, denoted by (x0, u0):

r =
.
xd + kre− f (x0)− g(x0, u0)− ∂

∂x [ f (x) + g(x, u)]
∣∣∣
x0,u0

(x− x0)

− ∂
∂u [ f (x) + g(x, u)]

∣∣∣
x0,u0

(u− u0)
(7)

where x0 and u0 denote the values in the last control step of x and u, respectively. Based
on the assumption on INDI, the variation x − x0 can be neglected for each small time
increment. Then, (7) can be simplified by

r =
.
xd + kre− f (x0)− g(x0, u0)− G(x0, u0)(u− u0) (8)

where G(x0, u0) =
∂g(x,u)

∂u

∣∣∣
x0,u0

. Based on (8) and the INDI control law, the control law u(t)

can be given by

u = u0 + G(x0, u0)
−1[(ν− .

x0) + ku

∫ t

t0

[ .
e + kre + g(x, u(θ − τ))− g(x, u(θ))

]
dθ

]
(9)

where ku ∈ Rn×n is a positive control gain matrix. The control law in (9) can be thought
of as a combination of an INDI-based term through an online state measurement and
a predictor term which can stabilize the system and compensate the input delay. Note
that the control law in (9) does not directly depend on f (x) anymore, which means the
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controller is robust to the uncertainty of the model that only depends on the states of
the system. However, the uncertainty in the control effectiveness matrix ∆G should meet
‖∆G‖ ≤ 0.5‖G‖ [17]. Compared with the model-based feedforward control method in [27],
the proposed controller achieves a good control effect even when the model is uncertain.
After applying the Expression (4) and (9), (8) can be expressed as

r = (kr − kν)e + g(x0, uτ0)− g(x0, u0)− ku

∫ t

t0

[ .
e + kre + g(x, u(θ − τ))− g(x, u(θ))

]
dθ (10)

where g(x0, uτ0) is the control effectiveness function under the last state vector x0 and the
last delayed input vector uτ0 . Then, the time derivative of (10) can be obtained by

.
r = (kr − kν)

.
e− kur (11)

In addition, we can also get the time derivative of (9) by using (8):

.
u = G(x0, u0)

−1(
.
ν + kur) (12)

Recall the Assumption 3: one thing that can be determined is that the discrepancy
between the g(x, u) and g(x, uτ) upper bound is

g(x, u)− g(x, uτ) ≤ ρ(‖eu‖)‖eu‖ (13)

where eu ∈ Rn is defined as

eu = u− uτ =
∫ t

t−τ

.
u(θ)dθ (14)

In addition, the bounding function ρ(eu) ∈ R is a known positive globally invertible
nondecreasing function.

Theorem 1. The control law given in (9) can ensure the semi-globally uniformly ultimately bounded
(SUUB) tracking in the case that

0 ≤ τ ≤ χ

2ξ22 (15)

where χ is subsequently defined control gains, provided the control gains kν, kr, ku, ω are selected
with the following sufficient conditions:





kr >
χ2+2

4
kν = kr

1−δ
2ωτξ2

2 <ku < 1+δ
2ωτξ2

2

τ ≤ ω ≤ χ2

4τξ2
2

(16)

where δ =
√

1− 4
χ2 ωτξ22 and ω are subsequently defined constants.

Proof. Define ya ∈ R2n+1 as
ya =

[
eT rT √

Q
]T (17)

where the positive definite LK functional Q is defined by

Q = ω
∫ t

t−τ

(∫ t

s

∥∥ .
u(γ)

∥∥2dγ

)
ds (18)

where ω ∈ R is a positive constant. Then, the positive definite Lyapunov functional V is
defined as

V(ya) =
1
2

eTe +
1
2

rTr + Q (19)
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satisfying the following inequalities

c1‖ya‖2 ≤ V ≤ c2‖ya‖2 (20)

where c1, c2 ∈ R+ are known constants.
After submitting the Equations (5) and (11), we have the time derivative of (19) as

.
V = eTr− kreTe + eT(g(x, u)− g(x, uτ))
+
(
krkν − kr

2)rTe + (kr − kν)rT(g(x, u)− g(x, uτ))

−(kv − kr)rTr− kurTr + ωτ
∥∥ .

u
∥∥2 −ω

∫ t
t−τ

∥∥ .
u(γ)

∥∥dγ

(21)

Combining (13) and canceling common terms, we can upper-bound (21) in the case of
kr = kv as

.
V ≤ ‖e‖‖r‖ − kr‖e‖2 − ku‖r‖2 + ωτ

∥∥ .
u
∥∥2

+ ρ(‖eu‖)‖e‖‖eu‖ −ω
∫ t

t−τ

∥∥ .
u(γ)

∥∥2dγ (22)

According to Young’s inequality, the following relation can be obtained

‖e‖‖r‖ ≤ χ2

4
‖e‖2 +

1
χ2 ‖r‖

2 (23)

ρ(‖eu‖)‖e‖‖eu‖ ≤
1
2
‖e‖2 +

ρ2(‖eu‖)
2

‖eu‖2 (24)

where χ ∈ R+ is a known constant. Moreover, using the Cauchy–Schwarz inequality, the
terms in (24) can be further upper-bounded as

‖eu‖ ≤ τ
∫ t

t−τ

∥∥ .
u(γ)

∥∥2dγ (25)

By adding and subtracting τ
∫ t

t−τ

∥∥ .
u(γ)

∥∥2dγ , inequality (22) can be upper-bounded as

.
V ≤ −(kr − χ2

4 − 1
2 )‖e‖

2 + ωτ
∥∥ .

u
∥∥2 −

(
ku − 1

χ2

)
‖r‖2

−τ
∫ t

t−τ

∥∥ .
u(γ)

∥∥2dγ−
(

ω
τ − 1

2 ρ2(‖eu‖)− 1
)
‖eu‖2 (26)

Recall the Equation (12) and Assumption 3: there exists a positive constant λ ∈ R
such that ∥∥ .

u
∥∥2 ≤ λ + ξ2

2ku
2‖r‖2 (27)

Then, Equation (26) can be rewritten as

.
V ≤ −κ‖ya‖2 − (

ω

τ
− 1

2
ρ2(‖eu‖)− 1)‖eu‖2 + ωτλ (28)

where the function κ ∈ R+ in (28) is defined as

κ = min
[
(kr −

χ2

4
− 1

2
) , (ku −

1
χ2 −ωτξ2

2ku
2), (

1
ω
)

]
(29)

where the inequation
Q ≤ ωτ sup

s∈[t,t−τ]

[∫ t
s

∥∥ .
u(γ)

∥∥2dγ
]

= ωτ
∫ t

t−τ

∥∥ .
u(γ)

∥∥2dγ

(30)

is used. Substituting the bound given in (20), the inequality in (28) can be further upper-
bounded as .

V ≤ − κ

c2
V + ωτλ (31)
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in the set S defined by

S =

{
eu(t)|‖eu‖ < ρ−1

(√
2ω

τ
− 2

)}
(32)

Hence, Expression (31) can lead to the solution as

V ≤ V(0)e−
κ
c2

t
+ ωτλ

c2

ϕ
(1− e−

κ
c2

t
) (33)

In the case of eu(0)= 0 ∈ S and according to the definition of V in (19) and the solution
in (19), it can be concluded that e, r are bounded. From Assumption 1 and the bounded r,
we can infer that the variable eu =

∫ t
t−τ

.
u(θ)dθ = G(x0, u0)

−1∫ t
t−τ (

.
xd + kνe− ..

x0 + kur)dθ
is bounded. Then, using the definition of r in (5) and combining the bounded tracking error e
and Assumption 1, we can infer that both x(t) and

.
x(t) are also bounded. Finally, we can

obtain from Equation (9) that u is bounded with the initial condition u(0) = 0 . Therefore, all
of variables in the closed loop is guaranteed to be bounded by the proposed control law. �

4. Attitude Controller Design for Helicopter
4.1. Helicopter Model

The attitude control of the Messerschmitt–Bölkow–Blohm (MBB) Bö-105 helicopter is
considered in this paper. Here, we give the attitude model in the equations of motion from

.
ωh =




.
p
.
q
.
r


 = J−1(m−ωh × Jωh) (34)

.
θ =




.
f
.
θ
.
ψ


 = Ωωh =




1 sin φ tan θ cos φ tan θ
0 cos φ − sin φ
0 sin φ/ cos θ cos φ/ cos θ


ωh (35)

where m = m f us(x)+mht(x)+mvt(x)+mmr(x, u)+mtr(x, u) represents the total moments
with respect to the gravity center of the helicopter. It consists of the moments produced by
the fuselage, horizontal tail, vertical tail, main rotor, and tail rotor, which are represented
by the subscript f us, ht, vt, mr, and tr, respectively. ωh =

[
p q r

]T and θ =
[
φ θ ψ

]T

indicate the roll, pitch and yaw angular rate and attitude angle of helicopter, respectively. J
is the inertia matrix of the helicopter which is given by

J =




1433 0 −660
0 4973 0
−660 0 4099


 (36)

The controller proposed in this paper is based on the principle of time-scale separation,
which assumes that the state variables in the inner loop are preforming fast while the
related parameters in the outer loop change more slowly under the same actuator inputs.
Table 1 can verify that this hypothesis is reasonable.

Table 1. Time-scale separation between attitude angles and rates.

Different Control Channel Maximum Rates of
Attitude Angles

Maximum Rates of
Attitude Rates

Lateral cyclic pitch dφ
dt = 5.7 deg/s dp

dt = 145.8 deg/s2

Longitudinal cyclic pitch dθ
dt = −2.5 deg/s dq

dt = −60.1 deg/s2

Collective of the tail rotor dψ
dt = −0.7 deg/s dr

dt = −16.5 deg/s2
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From Table 1 we can see that there exists a time-scale separation between the time
derivative of attitude angles and rates. Therefore, we divide these six state variables into
two loops for the controller design, namely, the rate loop and the attitude loop. This type of
assumption is often carried out for flight dynamics and control applications. Between two
loops, the parameters associated with the slow dynamics are treated as constants by the
fast dynamics and its dynamic inversion is performed assuming that the states controlled
in the inner loop achieve their commanded values instantaneously. The fast variables are
thus used as control inputs to the slow dynamics.

However, what needs to be considered is the dynamic of the actuators. In fact, there
exists a time delay between the controller delivering the signal to the actuators. Moreover,
actuators are often limited by their moving rate, which is shown in Table 2. If these
issues are not considered, the tracking performance of the control system will be severely
degraded and even face stability problems. To overcome these problems, the proposed
method and PCH are adopted in the next sections.

Table 2. Actuators’ rate limits of Bö-105.

Actuator Name Variable Name Maximum Rate Limit

Main rotor θ0 16.0 deg/s
Longitudinal cyclic θ1s 28.8 deg/s
Lateral cyclic θ1c 16.0 deg/s
Tail rotor θ0tr 32.0 deg/s

4.2. Anti-Windup Design

To overcome the effect caused by the actuator saturation, the pseudo-control hedging
(PCH) scheme is adopted. The PCH solves the effect of actuator saturation by modifying
the virtual control input instead of directly influencing the actuator input. When the input
error signal of the control system is too radical for actuators, it allows the production of a
signal νs which is opposite to the virtual control law to the first-order reference model, so
that it can prevent the system from still trying to track the commanded references when
actuator saturation occurs.

In order to achieve the control hedging, a first-order reference model is introduced
as Figure 1. Icom represents the command signal and Isat is the filtered signal to ensure
the input is within the acceptable range of the system. νs is defined, corresponding to the
input under the actuator dynamics. The maximum rate change allowed for this helicopter
follows the ADS-33E-PRF standard, that is, the limits of 40 degrees per second on the roll
and pitch rates and 80 degrees per second on the yaw rates. By using the reference model,
we can obtain the time derivative of Icom such that the virtual control ν in (4) can be made
easily when no saturation occurs.

Aerospace 2023, 10, x FOR PEER REVIEW 8 of 18 
 

 

are not considered, the tracking performance of the control system will be severely de-
graded and even face stability problems. To overcome these problems, the proposed 
method and PCH are adopted in the next sections. 

Table 2. Actuators’ rate limits of Bö-105. 

Actuator Name Variable Name Maximum Rate Limit 
Main rotor 0θ  16.0deg/s  

Longitudinal cyclic 1sθ  28.8deg/ s  

Lateral cyclic 1cθ  16.0deg/s  

Tail rotor 0trθ  32.0deg/ s  

4.2. Anti-Windup Design 
To overcome the effect caused by the actuator saturation, the pseudo-control hedging 

(PCH) scheme is adopted. The PCH solves the effect of actuator saturation by modifying 
the virtual control input instead of directly influencing the actuator input. When the input 
error signal of the control system is too radical for actuators, it allows the production of a 
signal sν  which is opposite to the virtual control law to the first-order reference model, 
so that it can prevent the system from still trying to track the commanded references when 
actuator saturation occurs. 

In order to achieve the control hedging, a first-order reference model is introduced 
as Figure 1. comI  represents the command signal and satI  is the filtered signal to ensure 

the input is within the acceptable range of the system. sν  is defined, corresponding to 
the input under the actuator dynamics. The maximum rate change allowed for this heli-
copter follows the ADS-33E-PRF standard, that is, the limits of 40 degrees per second on 
the roll and pitch rates and 80 degrees per second on the yaw rates. By using the reference 
model, we can obtain the time derivative of comI  such that the virtual control ν  in (4) 
can be made easily when no saturation occurs. 

K 1
s-

-

sν

comI satI
rmI

rmν
 

Figure 1. First-order reference model with saturation filter. 

The PCH signal sν  in the affine nonlinear systems can be calculated by 

[ ] [ ]0 0 0 0 0 0 0 0

0 0

( , )( ) ( , )( )
   ( , )( )
s des

des

x G x u u u x G x u u u
G x u u u

ν = + − − + −
= −

 
 (37)

where desu  represents the desired actuator input, which can be produced by the rate con-
troller. 

4.3. Rate Loop 
For the rate loop, it is expected that the helicopter can track the input angular rate 

signal in real time, which requires an error rate  to be defined between the reference sig-
nal and the system output, yielding 

rat des rate yω= −  (38)

Figure 1. First-order reference model with saturation filter.

The PCH signal νs in the affine nonlinear systems can be calculated by

νs =
[ .
x0 + G(x0, u0)(udes − u0)

]
−
[ .
x0 + G(x0, u0)(u− u0)

]

= G(x0, u0)(udes − u)
(37)

where udes represents the desired actuator input, which can be produced by the rate controller.
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4.3. Rate Loop

For the rate loop, it is expected that the helicopter can track the input angular rate
signal in real time, which requires an error erat to be defined between the reference signal
and the system output, yielding

erat = ωdes − yrat (38)

where ωdes is the reference command which can be produced by the attitude controller. The
rate of angular change between the body frame to the North–East–Down (NED) co-ordinate
system yrat = x = ωh =

[
p q r

]T represents the angular rate output of helicopter.
Parallel to the INDI design procedure, we differentiate the output expression to obtain

its explicit dependence on the actuator inputs u. This yields

.
yrat =

.
ωh = J−1(m−ωh × Jωh) (39)

(39) can be rewritten as

.
yrat =

.
ωh = frat(x) + grat(x, u) (40)

where
frat(x) = J−1[m f us(x) + mht(x) + mvt(x)−ω× Jω] (41)

grat(x, u) = J−1[mmr(x, u) + mtr(x, u)] (42)

Note that the number of actuators of the helicopter is four, which is not equal to the
output state number in the rate loop. This means a control allocation scheme must be used
to deal with this overdetermined system. However, because the change of the collective
pitch of the main rotor, denoted by θ0, is always accompanied by the alteration of total lift,
the value of θ0 can be determined by the velocity on the z-axis under the NED reference
frame. Therefore, we separately give the control law of the main rotor in the subsequent
design. Now, we define the other three actuators as u′ =

[
θ1s θ1c θ0tr

]T .
Combining the analysis of the helicopter model before, we can obtain the rotational

dynamics under actuator delay:

.
yrat =

.
ωh = frat(x) + grat(x, uτ) (43)

Choosing the virtual control νrat =
.

ωdes + kνreret with the control gain matrix kνr ∈
R3×3, the controller u′ can be given by

u′ = u′0 + ∆u′n + ∆u′c (44)

∆u′n = Grat(x0, u0)
−1(ν− .

ωh0) (45)

∆u′c = kurGrat(x0, u0)
−1
∫ t

t0

[ .
erat + krrerat +grat(x, uτ)− grat(x, u)]dθ (46)

where Grat(x0, u0) = J−1 ∂
∂u′ [mmr(x, u) + mtr(x, u)]

∣∣∣
x0,u0

and kur, krr ∈ R3×3 are also diago-

nal matrices. Note that there is a very complicated relationship between control input u and
the moment generated by the main rotor and tail rotor because of the aerodynamics of the
rotors. Hence, we adopt the central finite differences to calculate the control effectiveness
matrix denoted by D, yielding
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D =
∂

∂u′
[mmr(x, u) + mtr(x, u)]

∣∣∣∣
x0,u0

=




mT
mr

(
x0,u′0+

[
δθ1s 0 0

]T
)
−mT

mr

(
x0,u′0−

[
δθ1s 0 0

]T
)

2δθ1s

mT
mr

(
x0,u′0+

[
0 δθ1c 0

]T
)
−mT

mr

(
x0,u′0−

[
0 δθ1c 0

]T
)

2δθ1c

mT
tr

(
x0,u′0+

[
0 0 δθ0tr

]T
)
−mT

tr

(
x0,u′0−

[
0 0 δθ0tr

]T
)

2δθ0tr




(47)

where δθ1s , δθ1c , and δθ1c are a small percent of each actuator input value.
For actuator dynamics, a pseudo-control hedge command is generated to provide the

control system from trying to track the reference command when saturation occurs. According
to (37), the pseudo-control hedge command νr for the rate loop can be obtained by

νr = (
.
x0 + J−1D(u′des − u′0))− (

.
x0 + J−1D(u′ − u′0))

= J−1D(u′des − u′)
(48)

where u′des represents the desired input vector produced by the rate controller.
After completing this, the whole rate-loop control system is accomplished. However,

the helicopter still faces stability issues, for the reason that the Euler angle in the attitude
loop is not closed-loop stable.

4.4. Attitude Loop

Then, for the attitude loop, we can use the NDI control on account of no model
uncertainty existing here. In this loop, the system can be given by

.
θ =




1 sin φ tan θ cos φ tan θ
0 cos φ − sin φ
0 sin φ/ cos θ cos φ/ cos θ


ωh (49)

yatt = x = θ =
[
φ θ ψ

]T (50)

where yatt represents the attitude angle output of the helicopter.
Unlike the rate loop, there is no model uncertainty or time delay in the attitude loop.

Therefore, the attitude controller only needs to convert the attitude angle tracking error
into the desired angular rate command as the inner loop input signal through the NDI
method. Considering the state Equation (49), the reference input signal of rate loop ωre f
can be obtained by

ωre f =




1 0 − sin θ
0 cos φ sin φ cos θ
0 − sin φ cos φ cos θ


νatt (51)

where νatt is the virtual control for the attitude loop and it can be given by the attitude
tracking error eatt as

νatt =
.
θ

des
+ kνaeatt (52)

in which kνa ∈ R3×3 is the control gain matrix and θ
des

is the attitude reference command

for the helicopter. Note that the inverse of the transformation matrix always exists for
detΩ = 1/ cos θ 6= 0.

In the attitude loop, the pseudo-control hedge command νa is

νa = Ω(ωre f −ωh) (53)
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4.5. Control Law for Collective Pitch of Main Rotor

As mentioned in the rate loop, the operation of the collective pitch of the main rotor θ0
will change the lift of the helicopter directly. Hence, the actuator θ0 should be related to the
vertical velocity of the helicopter. In the z-axis direction, the following equation is made

.
Vz − g =

[
− sin θ cos θ sin φ cos θ cos φ

] F
m

(54)

where g is the gravitational acceleration and F =
[
Fx Fy Fz

]T represents the total force in
the three axes. It contains the contributions of all the main parts of the helicopter, yielding

F = Ff us + Fht + Fvt + Fmr + Ftr (55)

Once again, F consists of the force produced by the fuselage, horizontal tail, vertical
tail, main rotor, and tail rotor, respectively.

Note that, although the total force F contains many parts, the main part is the force
generated by the main rotor since it resists gravity while allowing the helicopter to move
flexibly. Based on the assumption above, we can obtain the direct dependence about

.
Vz to

the delayed input θ0τ as

.
Vz = g +

1
m



− sin θ

cos θ sin φ
cos θ cos φ




T

Fmr(x, uτ) (56)

Choosing the virtual control νvz =
.

Vzdes + kνzevz with the control gain constant
kνz ∈ R+, the controller for θ0 can be given by

θ0 = θ0,0 + ∆θ0,n + ∆θ0,c (57)

∆θ0,n = m






− sin θ

cos θ sin φ
cos θ cos φ




T

H




−1

(νz −
.

Vz0) (58)

∆θ0,c = kuzm






− sin θ

cos θ sin φ
cos θ cos φ




T

H




−1
∫ t

t0

[ .
ez + krzez + Fmr(x, uτ)− Fmr(x, u)

]
dθ (59)

where θ0,0 also represents the previous sampling value of θ0; kuz, krz ∈ R are positive control
gains; and H is the control effectiveness matrix, which can be expressed as

H =
∂Fmr(x, u)

∂θ0

∣∣∣∣
x0,u0

(60)

It can also be calculated by using the central finite difference as

H =

[
Fmr

T(x0, θ0,0 + δθ0)− Fmr
T(x0, θ0,0 − δθ0)

2δθ0

]T

(61)

where δθ0 is a small percent of θ0.
Now, the helicopter attitude control system under the multiple constraints of the

actuators has been designed, which is shown in Figure 2.
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Figure 2. Schematic of the attitude control system based on the proposed method. 
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Figure 2. Schematic of the attitude control system based on the proposed method.

5. Simulation Results

In this section, several simulations will be given to verify the advantages of the proposed
control law. We will simulate the attitude control of the helicopter in a hovering state. The
model uncertainties are given as ∆CLα = −0.1CLα , ∆CLα,tr = −0.1CLα,tr , ∆CLα,ht = 0.5CLα,ht ,
and ∆CLα,vt = 0.5CLα,vt , where CLα , CLα,tr , CLα,ht , and CLα,vt are the lift curve slope of the blade
of the main rotor, the blade of the tail rotor, the horizontal tail, and the vertical tail, respec-
tively. The delay time is τ = 100ms, initial input u0 =

[
0.2484 0.0275 −0.0135 0.1289

]T,

diagonal element of control gain matrix kur is
[
1 1 1.5

]T, and krr is
[
2 2 3

]T.
The delay of the actuators will degrade the tracking performance and increase the

control effort provided by the actuators, which always leads to state overshoot and actuator
saturation, and even causes the system to become unstable when the delay time gradually
increases. This phenomenon can be observed in Figure 3.
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Figure 3. The response of the INDI-based control system under different actuators delay.

In this simulation, the operating frequency of the control system is set at 100 Hz. When
the actuator delay is 50 ms, the INDI-based control system can barely maintain its tracking
performance. A small range of oscillation appears in response when the delay time is
100 ms. However, actuators need to change frequency to maintain this steady state in the
INDI scheme, which is shown in Figure 4. This can be understood as, when time delay
exists, the control input does not correspond to the current input error, and it needs to be
adjusted constantly within the whole time delay. In the case of the delay of 150 ms, the
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system response has already experienced a relatively large oscillation, and its dynamic
characteristics are seriously degraded.
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Figure 4. Actuator input of helicopter.

In the next simulation, the delay time between the controller and actuators is set at
100 ms. In Figure 5, it can be seen that, when the delay compensation is applied, the state
overshoot is significantly reduced and the system’s rapidity is also improved compared to
the original response. Figure 6 shows that, in addition to the need for a larger control effect,
the original phenomenon of rapid changes has disappeared.
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Figure 5. The response after delay compensation.

On the basis of delay compensation, we carry out the PCH design for the system. The
advantages of PCH can be seen in Figure 7, which not only eliminates the overshoot, but
also reduces the 0.7 s settling time of the system. Figure 8 is also given here to compare the
changes of the actuators between the three cases.
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Finally, the response of the three channels of the attitude angle under the proposed
control scheme is given in Figure 9. It can be seen that the three Euler angles can be decou-
pled and show good dynamic characteristics. In the Figure 10, the angular rates also change
regularly corresponding to the tracking of the three Euler angular rates. Furthermore, the
system can also track the command signal well when the actuator input is saturated and
delayed, which can be observed in Figure 10.
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6. Conclusions 
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Figure 10. Actuator input corresponding to the responses in Figure 8.

6. Conclusions

In this paper, an INDI-based actuator compensation attitude controller is developed
for the helicopter subject to the time delay, position, and rate saturations in actuators.
The controller is composed of a rate controller which ensures the rate performance of the
helicopter, an attitude controller which guarantees the attitude tracking performance, and
a collective pitch controller which meets the needs of the vertical changes in the z-axis
direction. The model reduction method is used to design an INDI-based controller for
the rate loop and collective pitch of the main rotor, which improves the robustness to the
time-varying actuator delay. Meanwhile, the PCH technique is introduced for both the
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rate loop and attitude loop to provide a filter such that the following commands hold
within the capability of the controllers. Finally, simulations demonstrate the effectiveness
and robustness of the proposed controller. In the future, the outer loop controller for
the helicopter will be designed and a maneuver flight simulation analysis that meets the
requirements of ADS-33E-PRF will be performed.
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Abstract: Adoption of electromechanical actuation systems in aerospace is increasing, and so reliable
diagnostic and prognostics schemes are required to ensure safe operations, especially in key, safety-
critical systems such as primary flight controls. Furthermore, the use of prognostics methods
can increase the system availability during the life cycle and thus reduce costs if implemented
in a predictive maintenance framework. In this work, an improvement of an already presented
algorithm will be introduced, whose scope is to predict the actual degradation state of a motor in
an electromechanical actuator, also providing a temperature estimation. This objective is achieved
by using a properly processed back-electromotive force signal and a simple feed-forward neural
network. Good prediction of the motor health status is achieved with a small degree of inaccuracy.

Keywords: prognostics; electromechanical actuators; neural network; temperature

1. Introduction

Electromechanical actuators (EMA) are widely used in industry, and in recent decades
are seeing increasing adoption in the aviation sector, especially when the more electric or
all-electric [1] design philosophies are adopted, which seeks to reduce secondary power
type usage, using mostly or exclusively electrical power for systems actuation [2].

An interesting application of the more electric philosophy is in the Airbus A380 where
two electrical lines are used as backup sources of power in case of loss of the main hydraulic
lines. However, electrohydrostatic actuators (EHAs) are used rather than EMAs, since
one of EMAs’ most common failure modes is jamming [3]. Jamming is characterized by a
sudden actuator stop in a certain position, thus locking the flight control surface position,
creating a dangerous moments imbalance and thus possibly uncontrollable yaw, pitch or
roll. Furthermore, the estimation of jamming probability is harder than for EHAs, where
the knowledge regarding current hydraulic actuators can be used [4].

For this reason, as of today the use of EMAs is still mainly limited to non-safety-critical
systems, such as secondary flight systems, high-lift devices or airbrakes. However, EMAs
have some merits that make them preferable over other architecture, such as complexity,
weight and maintenance requirements, especially in low-power applications [5]. In fact,
the simplest method for providing mechanical power using an electrical supply is an
electromechanical actuator, which in its most basic form is an electrical motor with a
mechanism converting rotary motion to linear (using for example a ball screw). Usually,
in aviation, given the high actuation torques needed and the volume constraints, some
form of a reducer is incorporated between the motor and the rotation-linear converter to
multiply the motor torque. A schematic view of an EMA is shown in Figure 1.

Another important aspect to consider is the lack of extensive failure datasets in operat-
ing conditions, which further discourages the adoption of EMAs given the severity of some
failure modes [6]. Even though EMAs, as previously stated, are already used in secondary
flight control actuation, data obtained for this use case are not directly transferable for
primary flight control due to the very different operating nature of the two applications.
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Figure 1. Block schematics of an EMA.

To increase safety and reliability, Prognostics and Health Management (PHM) could
prove beneficial. The traditional definition of PHM can be found in [7], where it is defined
as the ability to evaluate the current health status and predict the future behavior of a
system, using knowledge of the current state; additionally, maintenance can be planned
accordingly to properly maintain the system.

Several approaches to PHM exist and can be classified into three different categories:
model-based, hybrid or data-driven, depending on the degree of knowledge of the system
studied and the availability of data.

Model-based PHM uses a representation of the system (or component) of interest,
using a set of differential Equations [8–10]. If properly modeled, the system status can
be assessed with good accuracy and fault propagation is generally embedded in the fault
model [11,12]. The main drawback of model-based approaches is the difficulty in creating
accurate and representative models for complex systems; in particular in aeronautics, it is
hard to model, or present in a simplified way, complex interactions such as aerodynamics
or mechanical backlash.

The opposite approach is data-driven, where the system is treated as a black box,
i.e., without detailed knowledge. In this case, machine learning methods are widely used
to detect variations in the system’s health status. One of the most used tools is Neural
Networks of various kinds, such as in [13–16]. Some other tools used are combinations of
filters and neural networks, as in [17,18], Bayesian inference [19] and Markov chains [20].
The main weakness of data-driven approaches is the need for a large dataset, which
is generally not readily available, especially if run-to-failure of complex and expensive
systems are needed.

Hybrid approaches use both model-based and data-driven techniques. The idea is
to create a physical model of the system, extract relevant health indicators using physical
quantities, and then use machine learning techniques to obtain an estimation of the actual
system health status. Examples can be found in [21–24].

In this work, a hybrid prognostic method to evaluate the damage of a BLDC is
presented, using the back-EMF signal as a prognostic indicator. In particular, the paper
will describe an evolution of the algorithm presented in [25], which has been improved
and can now also give a temperature estimate of the motor phases, besides the damage to
individual stator coils and the static eccentricity of the rotor.

2. Materials and Methods
2.1. Scope of the Work and Novelties Introduced

The scope of this work is to present an evolution of the prognostic algorithm presented
in [25]. The use of the back-EMF coefficient is supported by the fact that it is sensitive to
the faults of interest (partial inter-turn shorts, static eccentricity), while not being affected
by the command or load imposed on the actuator, as demonstrated in [26].

As previously stated, in this work the effect of temperature on phase resistance is
also considered. The inclusion of temperature dependency requires a new approach to the
evaluation of system status.
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The algorithm can be described as follows:

1. Faults vectors are generated, and the system is simulated using these values, obtaining
a simulations dataset;

2. Relevant physical quantities are logged for each simulation (e.g., voltages, currents,
motor angular position and speed);

3. In each simulation, for each phase, an estimation of the back-EMF coefficient is calculated;
4. Estimation error is minimized by obtaining the real values of phase resistance and

back-EMF coefficient;
5. These values are used in a neural network to predict the health status of the system.

The first two steps are self-explanatory; the faults are modeled as in [25], using a fault
vector f = [Na, Nb, Nc, ξx, ξy, ∆T], with 6 different components: Na, Nb, Nc which are
the fraction of turns shorted for each phase; ξx, ξy which are the components of static
eccentricity in cartesian coordinates (in [25] polar coordinates are used) and finally ∆T
which is the temperature deviation from reference conditions T0 = 20 ◦C. The variation
ranges for the variables are the same as those in [25]. For stator windings temperature, the
range ∆T = [−50; + 70] ◦C is chosen, since it is representative of conditions encountered
in aeronautical applications. However, the range chosen might be too restrictive to include
sudden transitory temperature spikes and might need adjustments in future developments.
The faults are injected into the model prior to each simulation.

In the third step, the estimation of the back-EMF coefficient is obtained using the
following equation:

V − k′ω = V − (k + ke)ω = R0i (1)

where k′ is the estimated back-EMF coefficient and ke is the estimation error. In this case,
values of V, ω, i are those that can be measured from the simulation (and by extension,
from a real system), while R0 is the nominal resistance of a phase. There is an error in
the estimation of the back-EMF coefficient since the nominal resistance is used, thus not
considering the effect of both a temperature variation and partial phase to phase short,
which changes this value.

The actual (or true) system condition is described by:

V − kω = R · i = (R0 + ∆R)i (2)

where k is the true back-EMF coefficient, R = (R0 + ∆R) is the true resistance, i.e., the
effective resistance of the coil in the instantaneous conditions of temperature, fault, etc. and
∆R is the deviation of actual resistance from nominal value.

Now, subtracting Equation (2) from Equation (1) and rearranging, one can obtain:

ke = ∆R
i
ω

(3)

Assuming that ∆R is constant (i.e., R varies slowly), which is reasonable in the frame-
work presented, since each measurement is very short (in the order of one second), derivat-
ing Equation (3) we have:

∂ke

∂(i/ω)
= ∆R (4)

Furthermore, assuming that k is constant, which implies that the fault does not change
during the simulation, we can obtain:

∂(k + ke)

∂(i/ω)
=

∂k′

∂(i/ω)
= ∆R (5)
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So, we have demonstrated that k′ = (k + ke) is linearly dependent to i/ω with a slope
equal to ∆R. Now, to obtain the real values of back-EMF coefficient and resistance, we have
to iteratively reconstruct the value of k (Equation (2)), using a temporary R∗ variable to
optimize to make Equation (5) equal to zero. This stems from the definition of back-EMF:

|BEMF| = ∂Φ
∂t

=
∂Φ
∂θ

∂θ

∂t
=

∂Φ
∂θ

ω → k j(nj, θ, T) =
∂Φ(nj, θ, T)

∂θ
(6)

where Φ is the concatenated magnetic flux, n is the number of shorted turns and T is the
temperature. In other words, the concatenated magnetic flux is a function of angle, number
of turns and temperature and so is the back-EMF coefficient k j. It does depend only on
motor geometry and on the magnetic properties of the magnets, and thus the temperature
dependency. In this preliminary work, the temperature-induced variation of magnetic
properties is not considered and will be added in further developments.

The following problem must then be solved:




V − k∗ω = R∗ · i
∂(k∗)

∂(i/ω)
= 0

(7)

At convergence, we obtain R∗ = R which implies ke = 0 (from Equation (2)): we are
calculating true resistance and true back-EMF coefficient. In this work, a simple bisection
method is used to perform the optimization.

Up to this point, we have considered k j(θ, i/ω), as visible in Figure 2, where the
subscript j indicates one of the three phases; in this case, the number of variables to
optimize will be 3 · n, where n is the number of subdivisions along the θ axis. The total
number of variables will thus be 6 · n, i.e., 3n values of resistance and 3n values of back-
EMF coefficient.

However, in order to simplify the computation, the dependence on θ has been dropped,
thus collapsing the 3D graph into a 2D plot of k j(i/ω), i.e., Figure 3. Now, a ’global’ (or
generalized) k j approximation can be calculated, using least square fit. Values close to
zero have been discarded, since they provide no additional information, and an absolute
value on k j has been applied. The final result is a reduction of the number of variables
from 6 · n to 6, i.e., 3 generalized resistances (one for each phase) and 3 generalized back-
EMF coefficients.

These 6 values are used in a simple feed-forward neural network to perform an
estimation of the fault vector f .

Figures 2 and 3 have been obtained using a parabolic position command (i.e., a speed
ramp) with a constant angular acceleration of 0.3 rad/s2; initial conditions are zero angular
position and zero angular velocity (θ = θ̇ = 0). The following fault vector was seeded:
f = [0.0375, 0.0504, 0.0507, 0.0059, 2.8× 10−5, 4].
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Figure 2. Reconstructed ka as function of both θ and i/ω.

Figure 3. Reconstructed ka as function of i/ω (non optimized).

2.2. Brief System Overview

As previously stated, the system used to test the algorithm is the same as that used
in [25,26], with minor modifications (Figure 4); it represents an electromechanical actuator
acting on a flight surface.

The model is a high fidelity representation of a trapezoidal EMA acting on secondary
flight control. It is a detailed, component-level model with very limited assumptions, i.e.,
lumped parameters. Many non-linear phenomena are modeled, including but not limited
to electronic noise, dry friction and current and speed saturations. The model has been
validated on literature data as reported in [27,28]. For further details on the model, please
refer to [26].

With respect to previous iterations, the main enhancement is the implementation of a
temperature dependency on phase resistance (each of the three RL branches in Figure 5),
using the classical equation:

R = Rre f (1 + α∆T) (8)
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where α = 0.00404 ◦C−1 is the resistance temperature coefficient of copper (the materials
of which the coils are made), Rre f is the reference temperature resistance (in this case
Tre f = 20 ◦C) and ∆T is the temperature difference from Tre f .

Figure 4. Top level view of the actuator model.

Figure 5. Phases model detail (a subsystem of ‘BLDC electromagnetic model’).

Furthermore, the external load is set to zero, supposing an actuation during ground
operations, while the actuation command is now a parabolic position command (i.e., a
velocity ramp, or constant acceleration), since using this type of command better covers the
(i/ω) space and thus embed more information in the same simulation time as opposed to
more classical commands such as position ramps or steps.

Some examples of the data obtained after simulations can be found in Figures 6 and 7.
It can be noted how the first ∼40 ms present strong fluctuations in the current and voltages
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values (but also angular velocity): this is due to the strong non-linear effects modeled in the
system, e.g., dry friction. For this reason, the first ∼50 ms of each simulation are discarded
before applying the algorithm presented.

Figure 6. Graphs of phase current for different fault conditions.

Figure 7. Graphs of phase voltage for different fault conditions.

2.3. Dataset Used

The number of different fault conditions simulated is 600; the dataset has been ran-
domly divided into 70%, 15%, 15% subsets for training, validation and testing, respectively.

Dataset size has been empirically chosen to be a good representation of the 6-dimensional
fault space; the dataset, regarding the first 5 variables of the fault vector (Na, Nb, Nc, ξx, ξy)
is the same presented in [25], with the two eccentricity components now transformed into
cartesian coordinates from polar. For each fault vector, a temperature difference value (∆T),
randomly sampled from the interval considered, has been appended.

Using an AMD 5600X, each simulation takes about 50 s to run; parallel pooling has
been used to reduce the total dataset generation time, combined with Simulink Accelerator
mode. For this study, a full software workflow has been used. In other words, the full
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system is simulated and relevant data logged. The algorithm presented is then applied
and neural network outputs are compared to the fault vectors injected in the model before
simulation, which are considered ground truth.

In the future, we hope to implement the faults considered in this study on a real test
bench, even though it is a complex task, especially for the partial phase shorts.

3. Results

In this section, the network used for fault regression will be described. Several tests on
different hyperparameter combinations have been carried out, and the best performing set
has been used for error distribution calculation. The network architecture is very similar to
that presented in [25], with minor modifications to the values of the hyperparameters.

The architecture chosen is a feed-forward neural network with a single hidden layer
of size 12 (Figure 8); the training function uses the Levenberg–Marquardt algorithm; the
activation function for each neuron is the hyperbolic tangent sigmoid. The maximum size
of failed validation checks is set to 10.

As expected, the network inputs vector is of size 6—including 3 generalized back-EMF
coefficients and 3 generalized resistances, while the output is again of size 6 and is the fault
vector used to generate the simulation.

Figure 8. Neural network topology.

In Figure 9, the mean absolute error box plot for each variable is shown. For visualiza-
tion purposes, a new subset of 10 rows is used and called an external validation set. This
dataset has never been used during training of the neural network so it is a good represen-
tation of the predictive capabilities of the network with new data during operations. As
visible, the mean absolute error is very small, in the order of 0.02 on normalized data. The
error distribution is however uneven between variables and this might be caused by the
relatively small dataset used in training.

In absolute terms, the mean error for the ∆T estimation, on the external verification
dataset, is about 1.8 ◦C, which is a good result.

Figure 9. Mean absolute error for external validation set.
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4. Discussion

As described in the previous section, the prediction accuracy of the system is promising.
Even though the problem complexity has increased with respect to the previous algorithm [25],
the neural network is capable of predicting the system status with adequate accuracy.

The network regression task is probably aided by the extensive pre-processing applied
to raw data before being used as an input dataset, including filtering. In a real system,
properly calibrated filtering will be needed to smooth out high-frequency noise in the
signals of interest, before the application of the algorithm is presented.

Furthermore, the data compression techniques described in Section 2.1 are helpful in
reducing the dimensions of the regression problem, even though the estimation obtained is a
generalization of the health status rather than an estimation for each possible angular position.

5. Conclusions

In this work, an improved prognostic algorithm for EMA has been presented. The
strong points of this paper include the ability to estimate the current health status of
the motor in terms of fault variables including partial phase shorts, static eccentricity
and temperature deviation from ambient conditions. Furthermore, no additional sensors
besides those needed for normal operations are required. Motor damage estimation is
carried out using a feed-forward neural network after the application of the algorithm to
raw data.

As with any other work that includes neural networks in the pipeline, a parametric
optimization of the network could yield additional benefits in the form of higher accuracy
or a simpler network if the algorithm is to be implemented on embedded hardware.

Furthermore, several assumptions have been made to simplify the algorithm, mainly
the temperature independence of magnetic properties. Even though it is a reasonable
assumption for small variations of temperature (magnetic flux variation of ca. −4% for
100 ◦C for SaCo magnets), a generalized algorithm should include and simulate such
variations.

An increase in the simulation dataset size, after considering what the best combination
of actuation command and load is, could prove beneficial in further increasing the network
accuracy and robustness.

Finally, an empirical validation on properly calibrated equipment is mandatory to test
that the assumptions made are reasonable and can effectively represent the system status.
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Abstract: More electrical vehicles adopt dissimilar redundant control systems with dissimilar power
supplies and dissimilar actuators to achieve high reliability and safety, but this introduces more
intricacy into the configuration design. Currently, it is difficult to identify the optimum configuration
via the conventional trial-and-error approach within an acceptable timeframe. Hence, it is imperative
to discover novel methods for the configuration design of more electrical vehicles. This paper
introduced the design specification of more electric vehicles and investigated the contribution of
different kinds of actuators, presenting a new multi-objective configuration optimization approach
on the foundation of system reliability, weight, power, and cost. By adopting the non-dominated
sorting genetic algorithm-II (NSGA-II), the Pareto optimization design set was obtained. Then,
the analytic hierarchy process (AHP) was introduced to make a comprehensive decision on the
schemes in the Pareto set and determine the optimal system configuration. Eventually, numerical
results indicated that the reliability of our designed configuration increased by 5.89% and 55.34%,
respectively, compared with dual redundancies and single redundancy configurations, which verified
the effectiveness and practicability of the proposed method.

Keywords: more electric vehicles; dissimilar redundant actuation system; NSGA-II algorithm;
optimization design

1. Introduction

Safety critical systems in aircraft [1], carrier rockets [2], ships [3] and large machines [4]
usually adopt redundant actuation systems to guarantee high reliability and safety [5].
In such designs, the rest systems can complete the work when one or more actuators
fail. To reduce the number of common-cause faults and common-mode faults, dissimilar
redundancy systems are adopted consequentially [6], in which different actuators with the
same performances are used. With the rapid development of more electrical technologies,
and more electric vehicles based on different power supply systems, actuation systems and
computers have become increasingly common. In terms of actuation systems, hydraulic
actuators (HAs), electro-hydrostatic actuators (EHAs) and electromechanical actuators
(EMAs) [7] are leveraged in more electric vehicles. For instance, more electrical aircrafts
are adopting heterogeneous actuation systems to move control surfaces based on HAs and
EHAs [8]. Since HAs utilize hydraulic power supply systems while EHAs and EMAs adopt
electrical power supply systems, the configuration design of more electric vehicles (MEVs)
faces substantial challenges. The first one is how to design more electric control systems
to maintain high mission reliability without permissive cost and weight. The second
one is how to strike a balance between power supply systems and actuator distribution.
The last one is how to determine the types of actuators for more electric control systems,
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which include HAs, EHAs, and EMAs. Given the aforementioned factors, the design of
safety-critical system configurations becomes a daunting task. Therefore, an appropriate
and effective approach should be adopted to solve the combination-explosion problem of
system configurations, thus achieving the optimization design of a more electric control
system (MECS) [9,10].

The optimization design of an electric control system needs to realize multi-objective
optimization and comprehensively consider various contradictory indicators. Traditional
methods include the weighting method [11,12], the constraint method [13,14], and goal
programming [15–17]. However, these methods require the designer to master correspond-
ing background knowledge to determine weights, energy dissipation, and other indicators,
and the explosive configuration is another challenge that arises from those methods. In
addition, the program needs to be run independently many times, which may lead to
inconsistent results each time and render it more difficult for designers to make eventual de-
cisions. In recent decades, various multi-objective intelligent optimization algorithms have
emerged and vigorously developed, for example, the genetic algorithm (GA) [18], differen-
tial evolution algorithm (DE) [19], particle swarm optimization algorithm (PSO) [20,21],
and non-dominated sorting genetic algorithm (NSGA) [22]. Among them, NSGA is famous
for its good performance due to the adoption of non-dominated sorting and fitness-sharing
strategy. The former increases the possibility of superior characteristics inherited by the
next generation, while the latter sustains population diversity, overcoming the overmuch
reproduction of super individuals and preventing prematurity convergence [23]. Neverthe-
less, there are also disadvantages such as high computational complexity in NSGA. Thus,
in 2002, Deb et al. proposed NSGA-II [24]. In contrast to NSGA, the rapid non-dominated
sorting method, elitism preservation strategy and congestion comparison were introduced
in NSGA-II, which greatly reduced the computational complexity of the algorithm. More-
over, NSGA-II also expanded the distribution space of the solution set in the Pareto frontier,
thus maintaining population diversity [25]. At present, NSGA-II has been widely applied
to tackle multi-objective optimization problems in various fields. Xia et al. [26] investigated
the multi-objective optimization problem for AUV conceptual design, where NSGA-II was
applied to find the optimal Pareto frontier, with a comprehensive consideration of cost, ef-
fectiveness, and risks. The result verified the effectiveness of the algorithm. Alam et al. [27]
studied the problem of AUV design and construction and employed NSGA-II to determine
the optimum design of a torpedo-like AUV with a total length of 1.3 m. In addition, a
kind of heavier-than-water underwater vehicle (HUV) was regarded as a research object
by Liu et al. [28], and NSGA-II was adopted to establish a global approximation model,
thus assisting the eventual optimal design of HUV. Nevertheless, these methods ignored
the optimization designs of the global architectures of dissimilar control systems. As men-
tioned above, the optimization design of MECS is to solve the multi-objective optimization
issue, where some contradictory indicators require all-round considerations. Therefore, the
NSGA-II, combined with the AHP [29–32] method, was adopted in this paper to solve this
problem, in which the binary encoding mode was employed and the decision variables
were confined in discrete space. Moreover, the mutation process was modified to better
match the characteristics of the problem. Eventually, the case study verified the validity of
our approach.

The other sections of the paper are arranged as follows: Section 2 demonstrates the
system descriptions. Section 3 presents the optimization approach on the foundation of
NSGA-II and AHP method. Section 4 displays the case study, while the conclusions are
presented in Section 5.
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2. Mathematical Modeling of More Electric Control System (MECS)

According to the design specification of safety critical systems, more electric control
systems require high reliability and safety. For example, the possibility of mission failure
per flight owing to certain material damages in the flight control system should not surpass
the upper limit. Normally, the failure rate of a flight control system is 10−9/h to 10−10/h
for a commercial aircraft. Hence, it is necessary to utilize a dissimilar flight control system
to maintain high reliability.

2.1. Single Control System Structure

A schematic diagram of the basic structure of a more electric control system, in which
the controller, actuator, and sensor are main components, is illustrated in Figure 1. Since
the electric power supply and hydraulic power supply are provided simultaneously, the
actuator can be selected from HAs, EHAs, or EMAs, as shown in Figure 1. A HA is powered
by a hydraulic supply system while an EHA or EMA is powered by an electric supply
system. Since a centralized hydraulic power supply system has the characteristics of high-
power density and fast response, HAs are widely used in control systems. However, the
control system is heavy and easily exposed to oil contamination when HAs are adopted
as they need pipeline transmission from the centralized power supply to the actuator. An
EHA consists of the motor, pump, and cylinder that replaces the pipeline transmission by
wire transmission. Hence, the weight of an EHA is light, whereas its heat dissipation is poor.
An EMA consists of the motor and the ball screws. The command is transmitted from the
wire controlling the motor and ball screws to drive the load. Therefore, an EMA is simple
and light weight, but it gets stuck easy. Hence, to determine which type of actuator should
be used, one has to comprehensively consider the weight, performance, and reliability.

Figure 1. Structure of typical actuation system.

2.2. Redundant Configuration of Actuation System

The more electric control of safety critical systems not only requires the high-precision
performance but also requires extremely high reliability and safety. Thus, redundant
designs are often adopted, such as dual-redundant actuators and triple-redundant actuators.
In order to integrate the advantages of hydraulic power and electric power, the typical
isomorphic actuation system and heterogeneous actuation system shown in Figures 2–4
are used in real-world applications. In an aircraft, the HA/HA, HA/EHA, and HA/EMA
are classic dual-redundant actuation systems, as shown in Figures 2–4.
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Figure 2. Configuration of actuation system with two HAs.

Figure 3. Configuration of actuation system with one HA and one EMA.

Figure 4. Configuration of actuation system with one HA and one EHA.

Generally, the regulation of a dissimilar redundant actuator is to design the different
actuator powered by a different power supply for one surface. In such design, when any
actuator or power supply system fails, the other can fulfill the task through fault switching.
Table 1 presents the typical configuration of a dissimilar redundant actuation system.
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Table 1. Typical configuration of dissimilar redundant actuation system.

Redundancy Actuator Type Power Supply

Dual redundancies
HA, HA Hydraulic power

HA, EMA Hydraulic and electric power
HA, EHA Hydraulic and electric power

Triple redundancies HA, EHA, and EMA Hydraulic and electric power

Remark 1. Triple redundancy was considered in this research because when the number of redun-
dancies increases, the performance indicators of an MECS will increase accordingly, which is not
beneficial for system operation. Besides, an actuation system with more than three redundancies is
rarely used in practice.

2.3. Redundant Configuration of More Electric Control System

As mentioned above, dissimilar redundancy technology is widely used in safety
critical system design in order to improve system reliability. In a commercial aircraft,
various controllers, actuators, and power supplies are applied in the aircraft actuation
system. A typical redundant actuation system configuration based on high reliability
for a commercial aircraft is illustrated in Figure 5. Although multiple control computers,
actuators, and power supply systems can achieve high reliability, weights and costs will
increase correspondingly, with maintainability decreased as well. Therefore, it is imperative
to optimize the quantity of redundant control computers, power supply systems, and
actuators. At same time, designers have to solve the common faults of dissimilar power
supplies and dissimilar actuators as shown in Figures 2–4.

Figure 5. Configuration of commercial aircraft redundant actuation system.
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In Figure 5, I expresses the information nodes of the control computer; P describes the
power supply nodes; A is the actuator nodes; and S shows the surface of the aircraft. Herein,
the actuator includes an HA, EHA, and EMA, as shown in Figures 2–4. Both the fonts of
actuation nodes and rudder surfaces are bold since they are our main considerations.

Definition 1. Power supply module set is P = {Pi}(i = 1, 2, . . . , n). For aircraft shown in
Figure 5, P1 = H means the power supply; P1 is the hydraulic power; and P2 = E means that the
power supply P2 is electric power.

Definition 2. Actuator module set is A =
{

Aj
}
(j = 1, 2, . . . , m). For aircraft shown in Figure 5,

A1 = HA means that the actuator A1 is a hydraulic actuator. A2 = EHA means that the
actuator A2 is an electro-hydrostatic actuator, and A3 = EMA means that the actuatorA3 is a
mechatronic actuator.

Remark 2. Here, the commercial aircraft redundant actuation system is introduced as a typical
MESC merely. In fact, our method is extensible and can be applied to more kinds of systems. In
Section 4, we abstract a typical MECS with 3 hydraulic power supplies and 2 electric power supplies
as the research object, which can be also extended to more combinations.

3. Multi-Objective Optimization of MECS Based on NSGA-II and AHP

Though an MECS can improve system reliability and ensure safety, when the system
structure is more sophisticated, the corresponding structural indicators such as weight
and cost will increase enormously. The design of an MECS may also increase the system
volume and faults derived from the heavy weight. Therefore, we need to optimize factors
such as the weight, power dissipation, and reliability of an MECS to ensure a compromise
between these indicators.

3.1. Multi-Objective Optimization Modeling of MECS

The primary task for optimization design is to transfer the optimization problem into
mathematical descriptions. Generally, an optimization problem is composed of three ele-
ments: objective functions, decision variables, and constraint conditions. The optimization
problem of an MECS can be expressed as

J = maxRs(t)
Rs(t) = f (Hi, Ei, HAj, EHAj, EMAj)

s.t.0 ≤ m(Hi, Ei, HAj, EHAj, EMAj) ≤ M
0 ≤ ψ(Hi, Ei, HAj, EHAj, EMAj) ≤ Ψ
0 ≤ c(Hi, Ei, HAj, EHAj, EMAj) ≤ C

...
0 ≤ g(Hi, Ei, HAj, EHAj, EMAj) ≤ G

i ∈= L = {1, . . . , m} ⊂ N
j ∈= F = {1, . . . , n} ⊂ N

(1)

where function J is the maximum reliability; m(Hi, Ei, HAj, EHAj, EMAj) is the actual
evaluation mass of the MECS; M is the superior limit of mass; ψ(Hi, Ei, HAj, EHAj, EMAj)
expresses the actual evaluation power dissipation of the MECS; Ψ is the superior limit
of power dissipation; c(Hi, Ei, HAj, EHAj, EMAj) describes the actual evaluation cost of
the MECS; c represents the superior limit of cost; g(Hi, Ei, HAj, EHAj, EMAj) represents
the other actual evaluation indicators of MECS; and G represents the superior limit of
other indicators. The specific evaluation methods of objective functions and constraints are
given below.

88



Aerospace 2022, 9, 85

3.1.1. Objective Function

According to Equation (1), reliability is the most essential indicator and the objective
function. System reliability refers to the ability of the system to meet the specified functions
within the specified time and under the specified conditions. Only when specific functions
of an MECS are controlled effectively at the same time can the overall function of the system
be guaranteed. Therefore, the overall functional reliability of an MECS is defined as the
ability to effectively control the specific functions simultaneously within the specified time
and under the specified conditions.

Based on the definition above and by considering an MECS with eight actuation
functions, the functional reliability of an MECS can be expressed as

RS = Pr{F1 ∩ F2 ∩ · · · ∩ F8} = Pr{S} (2)

where F1, . . . , F8 represent the pivotal functions that MECS should accomplish.
By considering the multiple control surface combinations involved in the realization

of system functions, Equation (2) can be rewritten as

RS = Pr
{(

p
∪

x=1
F1

)
∩
(

q
∪

y=1
F2

)
· · · ∩

(
m∪

z=1
F8

)}
(3)

where
(

p
∪

x=1
F1

)
∩
(

q
∪

y=1
F2

)
· · · ∩

(
m∪

z=1
F8

)
represents a certain combination that realizes the

pivotal functions.
To simplify the calculation, the program first calculated the overall reliability of electric

power supplies E1, E2 and then calculated the overall reliability of hydraulic power supplies
H1, H2. Next, we calculated the minimum path and the program performing disjoint
operation. Through decoupling analysis, nine minimal paths were obtained. Consequently,
the functional reliability of an MECS can be calculated by

RS = Pr
{

9∪
i=1

Si

}
= qE1qE2qE5qE6 pEB pED pEH pEJ pEN pEO pEP pEQ pER pES pET pEU

pEV pEW pEX pH1 pH3 pP1 pP2 pK1 pK2 pDD pYY pC1 pC2 pC3 + qE1 pE2qE5qE6 pEB pED pEH
pEJ pEN pEO pEP pEQ pER pES pET pEU pEV pEW pEX pH3 pP1 pP2 pK1 pK2 pDD pYY pC1 pC2
pC3 + · · ·+ qE1 pE2 pE5 pEB pED pEH pEJ pEN pEO pEP pEQ pER pES pET pEU pEV pEW pEX
pH1 pH3 pP1 pP2 pK1 pK2 pDD pC1 pC2 pC3 + pE1 pE5 pEB pED pEH pEJ pEN pEO pEP pEQ pER
pES pET pEU pEV pEW pEX pH1 pH3 pP1 pP2 pK1 pK2 pDD pC1 pC2 pC3

(4)

Remark 3. Equation (4) gives the relationship between system reliability and component system.
In fact, system reliability is determined by each component reliability, that is, the actuator reliability,
while actuator reliability is associated with weight, power consumption, and cost. These indicators
will eventually have an influence on system reliability.

3.1.2. Constraint Conditions

The aim of optimization design is to identify the optimal solution from the practical
solutions. The optimal solution can meet the goal of design as far as possible. The elevation
of weight will restrict the MECS installation power; hence, weight is a vital index for system
property. Power dissipation is another vital property index. In the optimization design of
an MECS, particularly for a highly-efficient MECS, how to decrease the power dissipation
with the existent technology and apparatus is a challenge which need to be tackled by
designers. Meanwhile, as an MECS has to harbor high performance and reliability, so
the reliability of an MECS should be considered. For practical application, the cost is an
indispensable indicator that must be evaluated. Eventually, weight, power dissipation, cost,
and reliability are determined as constraint conditions.
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• Weight

Weight is a vital evaluation index and decisive factor of an MECS. When we evaluate
weight, the difficulties usually include various components, many of which exhibit a
nonlinear growth relationship with design requirements, and serious coupling with other
systems with different types of actuators. For an EHA, since it consists of the integration
block, cylinder, pump, and motor, its weight evaluation can be presented as

MEHA = Mblock + Mcylinder + Mpump + Mmotor (5)

where Mblock, Mcylinder, Mpump refer to the weight of the integration block, cylinder, and
pump, respectively. Mmotor denotes the weight of the brushless direct-current motor (BLDC).
All of them have the same unit, kilograms.

A permanent magnet brushless direct-current motor (BLDC) is utilized in the EHA
due to its satisfactory control property and great power-to-mass ratio. The weight forecast
of the BLDC is expressed by

Mmotor = 0.628T3/3.5 + 0.783 (6)

in which T represents the torque of BLDC.
The pump weight is proportionate to pump output. Thus, Mpump can be expressed

as [33]
Mpump = 0.339D + 2.038 (7)

The integration block is the EHA frame and involves the indispensable parts such as
the nonreturn valve, filter, and accumulator. The overall weight is speculated by the EHA
power, which is expressed as [33]

Mblock = 0.105PEHA + 2 (8)

where PEHA denotes the maximal power of EHA.
The fluid cylinder weight includes the four parts stated below:

Mcylinder = Mcover + Mshell + Mpiston + Mrod (9)

where Mcover, Mshell , Mpiston, Mrod are the weights of the cylinder cover, shell, piston, and
plunger rod, respectively. All of them can be calculated by





Mrod = π
4 × d2

rod × Lrod × ρsteel
Mpiston = A× tpiston × ρcopper

Mshell = π
4 ×

(
d2

shell − 4A
π

)
× Lshell × ρsteel

Mcover = 2× π
4 × d2

shell × tcover × ρsteel

(10)

Thus, the total weight can be evaluated as

M =
nHA

∑
i=1

MHA+
nEHA

∑
i=1

MEHA+
nEMA

∑
i=1

MEMA+Melec + Mpipe + Mwire (11)

where MHA, MEHA, MEMA represent the weights of HA, EHA, and EMA, respectively, and
Melec, Mpipe, Mwire represent the weights of electric equipment, pipe and wire, respectively.

• Power efficiency

For an EHA, the motor converts electric energy to hydraulic power, pushing the
cylinder to realize the movement of the control surface. For an EHA system, when its
control surface load is certain, it saves more energy, resulting in lower power dissipation.
The control surface torque TS, control surface velocity ωS, and pressure PS are known
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design specifications. The aim of decreasing the power dissipation of an EHA is to decrease
the power output of the motor P, which is written as

P = T ×W (12)

The motor is directly connected to the pump, so the torque and speed of the motor
and pump are the same. The torque of the pump is expressed as

T = Jpm ×
dω

dt
+ K f ric ×ω + (p f + 2ppipe)×

D
2π

(13)

where Jpm is the pump rotational inertia; K f ric denotes the viscosity factor, Jpm× dω/dt = 0;
the pump rotation velocity is constant; p f denotes the differential pressure between the
2 cylinder cavities; and ppipe denotes the pressure consumption within the pipe. Hence,
Equation (13) is written as

T = K f ric ×ω + (p f + 2ppipe)×
D
2π

(14)

in which p f = F/A, F is the loading force of an EHA and A denotes the piston effective
area, which can be calculated by

A =
kF
PS

(15)

in which k > 1 denotes a logical excess margin, and F can be described by

F =
TS × sin(θ + 30

◦
)

L
(16)

For an EMA, the power dissipation is determined by the ball screw. Therefore,
Equation (17) gives the calculation method for the drive torque of the ball screw:

Ta =
Fa × I

2π × n1
(17)

where Ta represents the drive torque; I is the lead screw; n1 is the positive efficiency of the
feed screw; and Fa refers to the axial load, which can be expressed by

Fa = F + µmg (18)

where F means the axial cutting force of the lead screw, µ is the comprehensive friction
coefficient, and m refers the weight of the worktable and workpiece.

After the calculation of the drive torque Ta, the motor power can be determined
accordingly; thus, the corresponding power dissipation of the motor can be obtained.

For the power dissipation evaluation of a HA, the volumetric efficiency of the pump
η0 is the main affecting factor, which can be described by

η0 =
Q
Q0
× 100% (19)

where Q0 means the theoretical flow of the pump, and Q is the actual pump flow, which is
written as

Q = Qpump + Qpipe + Qcylinder (20)

where Qpump denotes the pump leak, Qpipe denotes the loss of flow within the hydraulic
tube, and Qcylinder denotes the cylinder flow.





Qpump = ξ × (p1 − p2) = ξ × F/A
Qcylinder = A× v
Qpipe = 2× ξ × ppipe

(21)
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where ξ is the pump leakance coefficient, ppipe denotes the pipe pressure drop, and v
denotes the cylinder speed.

• Cost

For an MECS, cost is another index worthy of consideration. In this paper, the total
costs are divided into two parts:

C = Cmanu + Coper (22)

where C represents the total cost of an MECS, Cmanu refers to the manufacturing cost, and
Coper represents the operation cost.

However, when we evaluated the total cost, the component cost exhibited a nonlinear
growth relationship with the requirement. To simplify this process, this paper utilized differ-
ent configurations to obtain the costs of all components. In the evaluation of manufacturing
costs, the main components considered included the HA, EHA, EMA, oil boxes, pipelines,
cables, engine-driven pump (EDP), and electric motor driven pump (EMP). The evaluation
was conducted mainly based on the similarity principle. Thus, the manufacturing costs is
expressed as

Cmanu =

nedp

∑
i=1

Cedp +
nemp

∑
i=1

Cemp +
ntank

∑
i=1

Ctank +
nmotor

∑
i=1

Cmotor +
nact

∑
i=1

Cact +

npipe

∑
i=1

Cpipe +
nwire

∑
i=1

Cwire (23)

where Cedp represents the cost of the EDP; Cemp refers to the cost of the EMP; Ctank is the
cost of the tank; Cmotor is the cost of the motor; Cact describes the cost of the actuator; Cpipe
expresses the cost of the pipe; and Cwire denotes the wire cost.

The operation expense primarily denotes the Direct Operating Costs (DOCs), which
are changeable costs directly derived from operating the aircraft [34]. The fuel expense and
maintenance expenditure of DOCs are changeable. Hence, the DOCs are predominantly
related to fuel expense and maintenance expenditure herein. The operation expense
speculation is written as

Coper = Coil + Cmain (24)

where Coil and Cmain represent the fuel cost and maintenance cost, respectively.
Based on the statistical proportion of main flight control maintenance cost in the

total maintenance expenditure, the fuel expense speculation primarily considers the fuel
consumption during the life of the commercial aircraft. The function of fuel cost with
respect to time is expressed as

Coil(t) = 50× C0 ×Weight× (1.02t − 1) (25)

where C0 means the average annual fuel cost of the aircraft and Weight represents the
fuel weight.

The maintenance cost of the aircraft in the whole life cycle mainly has two parts [35].
One is called the cyclic cost CC, which is related to the take-off and landing of the aircraft,
such as the maintenance of its braking device, flap system, and landing gear. The other cost
is related to the flight time of the aircraft, such as the regular loss and replacement of parts
caused by each hour of flight. This part of the cost is called hourly cost CH . The evaluation
of the maintenance cost is usually accomplished through the statistic of man-hour cost.
Equation (26) provides the method for man-hour cost calculation

Cmain = CH × t + CC × t + M× (1/α)× R× t (26)

3.1.3. Design Variables

The expression of a goal suggests that there are substantial that which ought to be
identified in configuration designs. Nevertheless, considering all those variables during
optimization makes convergence difficult and is quite time-consuming. Hence, merely vital
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variables having a remarkable influence on MECS property ought to be optimized. Overall,
the selective principles of the design variates are stated below:

1. The quantity of design variates ought to be decreased to the utmost extent. Overall, the
quantity of design variates in mechanical optimization design should not surpass 5.

2. The variables ought to exert a remarkable impact on the goal function. Indexes
affecting the constraint and property directly ought to be chosen as design variates.

3. The chosen variates ought to be independent.
4. The variates ought to be chosen as per the optimization goal.

According to the aforesaid principles, the optimization variates are chosen via:

x =





x1
x2
x3



 =





nHA
nEHA
nEMA



 (27)

3.2. Multi-Objective Optimization Based on NSGA-II

The optimization issue herein aimed at the configuration design of an MECS. NSGA-II
is proper for optimizing multi-objective issues as it exhibits strong distributed capability
and rapid convergence. The flow chart of NSGA-II is shown in Figure 6. Subsequently, the
encoding/decoding mode and fast non-dominated sorting process are elaborated.

Figure 6. Flow chart of NSGA-II.

3.2.1. Encoding and Decoding

In our research, the binary encoding mode was adopted in NSGA-II, which was simple,
efficient, and easy to design and use for implementing crossover and mutation operations.
Two types of energy information were encoded through this mode, while the configuration
of each actuation system was also expressed in binary. Figure 7 illustrates this coding mode.
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Figure 7. Binary encoding mode adopted in NSGA-I.

3.2.2. Fast Non-Dominated Sorting

Compared with non-dominated sorting approach utilized in NSGA arithmetic, the
rapid non-dominated sorting utilized in NSGA-II algorithm requires lower computational
complexity, which is only about O(MN2). The overall algorithm flow was presented
as follow:

Algorithm 1: Fast non-dominated sorting

1: Fast-non-dominated-sort (P)
2: for each p ∈ P
3: for each q ∈ P
4: if p ≤n q, then # if p is dominated by q, then add q to Sp
5: Sp = Sp ∪ q
6: else if q ≤n p, then
7: np = np + 1
8: if np = 0, then
9: prank = 1, F1 = F1 ∪ P # when np of the individual is 0, then this individual is the first level of Pareto
10: The comparison of dominating relationships between individuals, Sp and np, are introduced for storage and records,
respectively; ≤n represents the comparison of dominating relationships. The solution of np = 0 is stored in the records of level 1,
and the solution of level 1 has higher priority than that of level 2.
11: i = 1.
12: while Fi = ∅ do
13: H=∅
14: for each p ∈ Fi
15: for each q ∈ Sp # Sort all the individuals in Sp
16: nq = nq − 1
17: if nq = 0, then # when nq of the individual is 0, it is a non-dominated individual
18: qrank = i + 2, H = H ∪ q # The Pareto level of this individual is the current highest level plus 1. At this
moment, the initial value of i was 0, so we added 2.
19: end while
20: i = i + 1, Fi = H
21: Loop the program to obtain level 2, level 3 . . . The computational complexity is O(MN2)

3.2.3. Crowding Degree Calculation

Crowing degree Id refers to the local crowding distance between any two adjacent
points whose level are the same in the target space. The purpose of introducing crowding
degree is to improve the distribution uniformity of the Pareto solution set. Furthermore,
it could not only boost the diversity of population but also enhance system robustness.
The crowding degree Id could be expressed as the length of the maximum rectangle of
individual i on both sides, where the rectangle only includes i itself.

The main procedure to determine the degree of individual congestion involves three steps:

• Define the crowding degree of every individual in population i as Id = 0;
• Define the crowding degree 0d and id of boundary individuals as ∞ according to each

evaluation indicator;
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• Define the crowding degree of marginal individuals as a larger number L(1)d = L(l)d = M
to prioritize individuals on the sorting edge; thus, the crowding degree of any other
individual Id can be expressed as

Id =
m

∑
j=1

(∣∣∣ f i+1
j − f i−1

j

∣∣∣
)

(28)

where j refers to each evaluation indicator; f i+1
j represents the jth evaluation indicator value

of individual i + 1; and f i+1
j represents the jth evaluation indicator value of individual

i− 1.
Through the aforesaid steps and calculation, every individual was endowed with

two attributes, i.e., the crowding distance and the rank. This laid the foundation for the
follow-up processes.

3.2.4. Optimal Selection

The optimal selection avoids the loss of effective factors and ensures the survival
rate of high-performance individuals, so it can ensure that the Pareto optimal solution is
continuously optimized. The optimal selection can not only improve the efficiency and
convergence of the optimization but also ensure the uniformity of the optimization process.
The selection process is completed by comparing the results of fast non-dominated sorting
and crowding calculation, and better individuals are selected after comparison. Two steps
are involved during this process.

• The first step is the rank comparison. Select two individuals a and b randomly and
make comparison between Arank (the non-dominated rank of individual a) and Brank
(the non-dominated rank of individual b). When Arank < Brank, a is better than
b and vice versa. Moreover, the crowding degree requires to be compared when
Arank = Brank;

• The second step is the crowding degree comparison. When condition Ad > Bd is
satisfied, it indicates that individual a is better; otherwise, individual b is better. Then,
the better individual is selected to continue the following optimal processes.

3.2.5. Crossover

The main function of crossover is to simulate gene recombination in the process of
heredity and evolution. There are various approaches to implement it, such as uniform
crossover, multi-point crossover, and binary crossover. In our research, the simulated
binary crossover is adopted for crossover operation, which is expressed as

y1j = 0.5×
[(

1 + γj
)
x1j +

(
1− γj

)
x2j
]

y2j = 0.5×
[(

1− γj
)
x1j +

(
1 + γj

)
x2j
]





(
2uj
) 1

η+1 i f uj ≤ 0.5
(

1
2(1−uj)

) 1
η+1

else

(29)

where uj ∈ (0, 1); x1j and x2j are parent individuals; y1j and y2j are offspring individuals;
and η > 0 refers to the cross-distribution index. Generally, η = 20 is the best value of the
cross-distribution index by default.

3.2.6. Mutation

Mutation is widely applied to simulate variation links in the process of biological
heredity and evolution, which refers to the replacement between genes, that is, substitute
the other gene values with the alleles on the locus to create new individuals. Through
mutation, not only could the local searchability be improved but also the population
diversity is guaranteed.
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This paper introduced the polynomial mutation method into the research on multi-
objective optimization problems. The form of mutation operator is expressed as

V′k = Vk + δ(uk − Lk)

δ =





[
2u + (1− 2u)(1 | −δ1)

ηm+1
] 1

ηm+1 − 1 i f u ≤ 0.5

1−
[
2(1− u) + 2(u− 0.5)(1− δ2)

ηm+1
] 1

ηm+1 else i f u > 0.5

(30)

where δ1 = (Vk−Lk)
(uk−Lk)

, δ2 = (uk−Vk)
(uk−Lk)

, u denotes a stochastic number in interval [0,1], ηm

denotes the distribution index, and Vk is a parent individual.

3.3. Comprehensive Evaluation of System Configuration Based on AHP

The analytic hierarchy process (AHP) is a multi-objective decision analysis approach
that combines qualitation and quantitation analyses, where elements associated with task
decisions are divided into the object level, criterion level and scheme level. The AHP
mathematizes the decision-making via a few quantitation data based on deep analyses,
such as the influential factors and inner association of the decision-making problems. AHP
can offer an easy decision approach for intricate decision issues with several standards
and no evident structure features. Questions to be evaluated in MECS optimization design
ought to be methodized and layered, and the structure model of hierarchy analysis ought to
be constructed. A three-level hierarchy structure of AHP was presented by Figure 8. Level
1 is the general objective of decision-making, which denotes the optimum design of MECS.
Level 2 denotes the criterion layer, where the weight, power dissipation, expense, and
dependability are utilized as evaluation standards of system multi-objective optimization
design. Level 3 denotes the scheme layer, where the solutions are determined in the Pareto
frontier acquired by NSGA-II. Besides, the process of AHP mainly includes the judgment
matrix structure, weight coefficient calculation, consistency of judgment matrix verification,
and weight coefficients of goal level calculation. The flow chart of AHP was shown in
Figure 9.

Figure 8. Three-level hierarchical framework of AHP.
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Figure 9. Flowchart of AHP.

1. Construct the decision-making model for AHP according to Figure 8.
2. Structure the judgement matrix J. Judgement matrix is established as per the associa-

tion between the goals in the criterion layer.

J =




1 3 9 1
1
3 1 1

3
1
3

1
9

1
3 1 1

9
1 3 9 1


 (31)

3. Validate the judgement matrix coherence. Coherence index is computed via:

{
CI = λmax−n

n−1
CR = CI

RI
(32)

where CI denotes the coherence index of the judgment matrix, RI denotes the average
stochastic coherence index of the matrix (specific values were presented by Table 2), CR
denotes the stochastic coherence ratio of the matrix, λmax denotes the maximal value of the
matrix characteristic value, and n denotes the matrix order.

Table 2. Values of the average stochastic coherence index.

n 1 2 3 4 5 6 7 8 9

RI 0.00 0.00 0.58 0.90 1.12 1.24 1.32 1.41 1.45

By computation, if λmax = 3.7638 and CI = (3.7638 − 4)/(4 − 1) = −0.0787, then
CR = −0.0787/0.90 = −0.0875 < 0.1, which suggests that the weight matrix is coherent.
When the consistence test is not met, return to step 2 and reconstruct the judgement matrix.

4. Compute the weighted coefficient between the contrasted elements with the relevant
standards. Compute the continued product Mi of each row element in A, the product
of every row element, and its n-th root w1.

{
Mi = ∏n

i=1 xij =
[

27 0.0370 0.0041 27
]T , i = 1, · · · , n

w1 = n
√

Mi =
[

2.2795 0.4387 0.2533 2.2795
]T , i = 1, · · · , n

(33)

97



Aerospace 2022, 9, 85

Normalize w1 as Wi = w1/∑n
i=1 w1, where Wi denotes the weighted coefficient of

every factor.
W =

[
0.4341 0.0835 0.0482 0.4341

]
(34)

5. Speculate the design in the Pareto frontier as per the weighted coefficients of every
standard, and afterwards get the optimum design of MECS.

4. Case Study and Discussion

The diagram of an MECS with three fluid power supplies and two electric power
supplies (3H2E) was presented by Figure 10. The tendency toward more electricity causes
the transformation from hydraulic power into standby energy, or the replacement of
hydraulic power with electrical energy, which produces more options for all control surfaces.
For every actuator, it can be an HA linked to hydraulic source or an EHA linked to electrical
source. In addition, each actuator is controlled by at least one controller. Therefore, the
number of alternative configurations of the MECS is exceedingly high.

Figure 10. A typical 3H2E more electric control system (MECS).

In this section, we introduced the proposed optimization method into the case study
of the MECS illustrated in Figure 10. By setting the maximum optimization iterations
of NSGA-II as 200, and population size as 500, we obtained the Pareto frontier of the
optimization result illustrated in Figure 11. W refers to the weight of the MECS, P is the
power consumption of the MECS, and C represents the expense of the MECS. The red-
round-dot-curved surface is a 3D Pareto optimum front curved surface. Every dot denotes
an actuation design. The green line, marked by hollow pentagram; blue line, marked by
cross symbol; and yellow line, marked by triangle were projected on three planes. The
Pareto front was utilized to realize multi-objective optimization and to achieve a certain
decrease in configuration quantity.
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Figure 11. 3D-Pareto frontier of multi-objective optimization of MECS.

Moreover, the graph in Figure 11 presents the relationship among the three objectives.
The line in x, y plane presents that weight and power have the relation of promotion. The
line in x, z plane presents that weight and expense are contradictory. The line in y, z plane
displays contradictory power and expense of an MECS. When the power decreases, the
expense is elevated. The design objective is to minimize power and expense; hence, those
two functions conflict with one another. Due to the conflicts between design indexes, it is
hard to make each index optimum simultaneously.

In addition, to better illustrate the relationship between these three objectives and
system reliability, we projected Figure 11 onto three 2-D planes, respectively, and obtained
the 2D-pareto frontiers in Figures 12–14. Reliability was used as the scale parameter to
color different system configurations, i.e., the brighter the color, the higher the reliability.

Figure 12. 2D Pareto frontier between weight, power consumption, and reliability.
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Figure 13. 2D Pareto frontier among weight, cost, and reliability.

Figure 14. 2D Pareto frontier among power consumption, cost, and reliability.

Through multi-objective optimization, the Pareto optimization frontier was acquired.
Nevertheless, finding the best way to identify the optimal solution in the Pareto frontier
remains a daunting challenge. Thus, AHP was introduced to solve this problem. According
to Section 3.3, diverse optimum solutions can be realized via structuring diverse judgment
matrices when we use AHP to perform decision analyses. Thus, to better observe the
association between the goals more, the judgment matrix was presented by Table 3, and
the eventual result was illustrated in Figures 15 and 16.
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Table 3. The association between the objectives.

Objectives Weight Power Dissipation Cost Reliability

Weight 1 3 9 1
Power dissipation 1/3 1 1/3 1/3

Cost 1/9 1/3 1 1/9
Reliability 1 3 9 1

Figure 15. AHP assessment outcomes of Pareto frontier.

Figure 16. Reliability comparison among different configurations.
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Through a comprehensive analysis of AHP, the score of each solution on the Pareto
frontier was acquired. The solution with the greatest score is the best one. As presented by
Figures 15 and 16, the optimal design strategy is number 96 of the Pareto frontiers, with
triple redundancy configuration used in the MCES. The reliability of our designed configu-
ration increased by 5.89% and 55.34% respectively, compared with the dual redundancy
and single redundancy configurations. The results indicated that our approach combining
multi-objective optimization and decision-making could realize the multi-objective opti-
mization design of an MECS. The solutions on the Pareto frontier acquired by NSGA-II
arithmetic were uniformly distributed, which suggested that we could offer designers more
diversified choices. Subsequently, AHP was employed for the eventual decision analyses,
which enabled designers to introduce predilections and experiences for different goals.

5. Conclusions and Future Work

The present research demonstrated the multi-objective optimization for an MECS. By
designing the level length, the objectives are optimized. However, it is hard to minimize
every goal simultaneously due to the conflicts between these objectives. Thus, an appro-
priate multi-objective optimization algorithm, which can compromise multiple objectives,
is required to acquire the Pareto optimum solution set. Besides, since the Pareto frontier
solution is not a solution but a solution set, an approach of multi-objective decision-making
analysis is required to identify the optimum solution in the Pareto frontier. Herein, a com-
bination of multi-objective optimization and multi-objective decision-making was utilized.
The NSGA-II was employed to determine the optimum solution set, i.e., the Pareto frontier.
Subsequently, the optimum design was acquired via an AHP. The outcome revealed the
practicability of our optimization approach. In addition, the present research discovered
that the multi-objective optimization and multi-objective decision-making approaches
could be utilized in the optimization design of an MECS, and that this approach suited
other components and systems as well.

Future work should encompass the improvement of real-time performance for an
optimization algorithm, with more evaluation indicators considered.
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Abstract: This paper deals with the development of a novel fault-tolerant control technique aiming at
the diagnosis and accommodation of inter-turn short circuit faults in permanent magnet synchronous
motors for lightweight UAV propulsion. The reference motor is driven by a four-leg converter, which
can be reconfigured in case of a phase fault by enabling the control of the central point of the motor
Y-connection. A crucial design point entails the development of fault detection and isolation (FDI)
algorithms capable of minimizing the failure transients and avoiding the short circuit extension.
The proposed fault-tolerant control is composed of two sections: the first one applies a novel FDI
algorithm for short circuit faults based on the trajectory tracking of the motor current phasor in
the Clarke plane; the second one implements the fault accommodation, by applying a reference
frame transformation technique to the post-fault commands. The control effectiveness is assessed
via nonlinear simulations by characterizing the FDI latency and the post-fault performances. The
proposed technique demonstrates excellent potentialities: the FDI algorithm simultaneously detects
and isolates the considered faults, even with very limited extensions, during both stationary and
unsteady operating conditions. In addition, the proposed accommodation technique is very effective
in minimizing the post-fault torque ripples.

Keywords: all-electric propulsion; electric machines; fault diagnosis; fault-tolerant control; inter-turn
short circuit; modelling; simulation

1. Introduction

The design of next-generation long-endurance UAVs is undoubtedly moving towards
the full-electric propulsion. Though immature today, full-electric propulsion systems are
expected to obtain large investments in the forthcoming years, to replace conventional
internal combustion engines, as well as hybrid or hydrogen-based solutions. Full-electric
propulsion would guarantee smaller CO2-emissions, lower noise, a higher efficiency, a
reduced thermal signature (crucial for military applications), and simplified maintenance.
However, several reliability and safety issues are still open, especially for long-endurance
UAVs flying in unsegregated airspaces.

In this context, the Italian Government and the Tuscany Regional Government co-
funded the project TERSA (Tecnologie Elettriche e Radar per Sistemi aeromobili a pilotaggio
remoto Autonomi) [1], led by Sky Eye Systems (Italy) in collaboration with the University of
Pisa and other Italian industries. The TERSA project aims to develop an Unmanned Aerial
System (UAS) with a fixed-wing UAV, Figure 1, having the following main characteristics:

• Take-off weight: from 35 to 50 kg;
• Endurance: >6 h;
• Range: >3 km;
• Take-off system: pneumatic launcher;

105



Aerospace 2022, 9, 401

• Landing system: parachute and airbags;
• Propulsion system: Permanent Magnet Synchronous Motor (PMSM) powering a

twin-blade fixed-pitch propeller;
• Innovative sensing systems:

# Synthetic aperture radar, to support surveillance missions in adverse environ-
mental conditions;

# Sense-and-avoid system, integrating a camera with a miniaturised radar, to
support autonomous flight capabilities in emergency conditions.
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Figure 1. Rendering of the TERSA UAV.

With reference to the activities related to the TERSA UAV propulsion system develop-
ment (which this work refers to), a special attention has been devoted to the architecture
definition for obtaining fault-tolerant capabilities. In particular, propulsion systems based
on three-phase PMSMs driven by conventional three-leg converters typically have fail-
ure rates from 100 to 200 per million flight hours [2], which are not compatible with the
reliability and safety levels required for the airworthiness certification [3]. The failure
rate of PMSMs is mostly driven by motor phase faults and converter faults (open-switch
in a converter leg, open-phase, inter-turn, phase-to-leg, phase-to-ground, or capacitor
short-circuits [4]), which cover from 60% to 70% of the total fault modes [5]. Provided
that the weight and envelopes required by UAV applications impede the extensive use of
hardware redundancy (e.g., redundant motors), the reliability enhancement of full-electric
propulsion systems can be achieved only through the redundancy of phases or stator
modules [6] or by unconventional converters. By reducing design complexity, weight and
envelopes, the use of four-leg converters [7–9], Figure 2, could represent a suitable solution
for UAV applications.

In this converter topology, a couple of power switches are added, as stand-by devices,
to the conventional three-leg bridge, enabling the control of the central point of the “star”
connection (often Y-connection) of the motor. Nevertheless, to benefit from their fault-
tolerance capability, these devices must be promptly reconfigured when a fault occurs, and
extremely fast Fault-Detection and Isolation (FDI) algorithms must be developed. Especially
for PMSMs operating at high speeds (such as the ones used for aircraft propellers), phase
faults can generate abnormal torque ripples and the related failure transients can potentially
cause unsafe conditions [10,11].
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Many pieces of research on the development of FDI algorithms for PMSMs have been
carried out in the last decades, and a special attention has been recently addressed to the
Inter-Turn Short Circuit (ITSC) fault [12–15], which typically contributes to 10% of the
PMSM failure rate [5,9,16].

Faiz [12] carried out a comprehensive literature review on FDI methods for ITSC
faults in PMSMs. Depending on the measurements processed by the algorithms, they
can be categorized as torque-based [17,18], flux-based [19,20], electromagnetic parameters-
based [21], voltage-based, and current-based.

The most common strategy is given by the voltage-based methods. Immovilli and
Bianchini [22] propose reconstructing harmonic patterns of the voltage components in the
Clarke plane. The technique works very well in transient conditions, but it is not able to
identify the shorted phase. The FDI algorithm proposed in [23], implements an estimator
of back electromotive force and detects the ITSC by comparing the estimates to a reference
model. The method is very robust against load disturbances, but it requires a very accurate
model of the Back Electromotive Force (BEMF). Other approaches use as fault symp-
toms the harmonic components of the Zero Sequence Voltage Component (ZSVC) signal.
Urresty et al. [24] proposes a Vold–Kalman Filtering Order Tracking (VKF-OT) algorithm to
track the ZSVCs first harmonic component. The method offers reliable indicators, which are
applicable in transient phases too, but it needs to be extended in terms of fault isolation. A
robust algorithm is proposed by Hang et al., in [25], where the fault indicators are defined to
remove the influence of rotor speed variation and a frequency tracking algorithm based on
reference frame transformation is used to extract the fault symptoms. A possible drawback
is the dependency of the fault indicator on the PMSM parameters, which may vary with
environmental temperature. Boileau [26] considered as a fault indicator the amplitude of
the positive voltage sequence while Meinguet [27] used as an indicator the ratio between
the amplitudes of negative and positive voltage sequences. These methods are not able to
locate the shorted phase, neither.

Concerning the current-based methods, the most relevant one is based on the so-
called Park Vector Approach (PVA) [28–31]. When the PMSM is operating in normal
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conditions, the current phasor in the Clarke plane draws a circular trajectory, while it
follows an elliptic one if a stator fault occurs. In PVAs, the fault index is thus defined by a
geometrical distortion factor, obtained by currents measurements. Though demonstrating
to be excellent for online ITSC FDI, the PVA is not able to locate the shorted phase.

All the current methods have in common the observation that in case of ITSCs, the
stator currents are not balanced, and higher harmonic components in the signals can be
used as fault symptoms. Different signal processing methods are employed to extract these
symptoms (or patterns). Frequency-domain transforms such as Fast-Fourier Transforms
(FFT) are applied in [13,32–34], while mixed frequency/time-domain transforms such as
Short-Time Fourier Transform (STFT) are used in [14], Wavelet Transform (WT) in [15,35,36],
and Hilbert–Huang Transform (HHT) in [37,38]. Frequency-domain transforms entail the
loss of transient events such as speed or loads variations, so FFT analyses, though effective
in stationary conditions, must be avoided if the FDI is required during transients. By
requiring a higher computational effort, STFT analyses partially compensate the FFT limits,
but FDI capabilities are still limited in unsteady conditions. On the other hand, WT
methods permit to decompose time domain signals into stationary and non-stationary
contributions, but the appropriate choice of wavelets is a drawback. Many limits of WT
techniques are removed by HHT techniques, even if they are effective when applied to
signals characterised by a narrow frequency content.

Other methods, based on artificial intelligence applications (Convolutional Neural
Networks are used in [39]) have been also explored, but, though the results are remarkable,
these techniques are not preferred for airworthiness certification [40].

Within this research context, this paper aims to develop an innovative Fault-Tolerant
Control (FTC), capable of prompt FDI and accommodation of ITSC faults in three-phase
PMSMs for lightweight UAVs propulsion, in both stationary and transient conditions. The
proposed FTC is composed of two sections: the first one addresses the FDI problem via
an original current-based method (here referred as Advanced-PVA, APVA), the second
is dedicated to the fault accommodation, obtained by activating the stand-by leg of a
four-leg converter and controlling the central point of the motor Y-connection. It is worth
noting that the ITSC accommodation is developed by applying the Rotor Current Frame
Transformation Control (RCFTC) technique, already applied by the authors in [9] for the
FTC of open-circuit faults.

The paper is articulated as follows: in the first part, the nonlinear model of the propul-
sion system is presented; successively, the FDI algorithms and the fault accommodation
technique are described by highlighting their basic design criteria; finally, a summary of the
simulation results is proposed, by characterizing the failure transients and the post-fault
behaviours after the injection of ITSC faults.

2. Materials and Methods
2.1. System Description

The reference propulsion system, designed for the full-electric propulsion of a lightweight
UAV, is composed of (Figure 3):

• An electromechanical section, with:

# Three-phase surface-mounted PMSM with phase windings in Y-connection;
# Twin-blade fixed-pitch propeller [41];
# Mechanical coupling joint.

• An Electronic Control Unit (ECU), including:

# CONtrol/MONitoring (CON/MON) module, for the implementation of the
closed-loop control and health-monitoring functions;

# Four-leg converter;
# Three current sensors (CSa, CSb, CSc), one per each motor phase;
# One Angular Position Sensor (APS), measuring the motor angle;
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# A Power Supply Unit (PSU), converting the power input coming from the UAV
electrical power storage system to all components and sensors;

# Data and power connectors for the interface with the Flight Control Computer
(FCC) and the UAV electrical system.
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The CON module operates the closed-loop control of the system by implementing
two nested loops on propeller speed and motor currents (via Field-Oriented Control, FOC).
All the regulators implement proportional/integral actions on the tracking error signals,
plus anti-windup functions with back-calculation algorithms to compensate for commands
saturation. The MON module executes the health-monitoring algorithms, including the
FTC proposed in this work.

2.2. Model of the Aero-Mechanical Section

The dynamics of the aero-mechanical section of the propulsion system, providing the
UAV with the thrust is schematically depicted in Figure 4a and is modelled by [7,9]:


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.
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, (1)

where Jp and θp, Jm, and θm are the inertia and the angular position of the propeller
and the motor, respectively, Qp is the propeller-resistant torque, Qd is a gust-induced
disturbance torque, Qm is the motor torque, Qc, is the cogging torque, and Qcmax is the
maximum cogging torque, nd is the pole pairs number, nh is the harmonic index of the
cogging disturbance, CQp is the nondimensional torque coefficient of the propeller, AR
is the propeller advance ratio, Dp is the propeller diameter, ρ is the air density, Va is the
UAV forward speed, while Kgb and Cgb are the stiffness and the damping of the mechanical
coupling joint.
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with shorted turns in phase a (one pole pair and accessible neutral point).

2.3. Model of the PMSM with ITSC Fault

The mathematical modelling of PMSM with ITSC faults that will be used for this
work has been previously presented and applied in literature, demonstrating it to be very
accurate [13,42–44].

The occurrence of a short circuit in a stator phase causes an asymmetry in the motor
magnetic flux, due to an additional circuit with insulation resistance R f , in which the
shorted current i f flows, Figure 4b:

Once indicated, the fault extension along the winding with the parameter µ = N f /N
(defined as the ratio of the number of shorted turns to the total one), the winding affected by
ITSC can be split into an undamaged and a damaged part, Figure 4b. Hence, the electrical
equations can be written as:

Vxn = RI +L d
dt

I + e. (2)

In Equation (2), Vxn = [Va −Vn, Vb −Vn, Vc −Vn, 0 ]T is the applied voltages vector,

I =
[
ia, ib, ic, i f

]T
is the currents vector, e is the BEMF vector, which can be expressed as

in Equation (3) (in Equation (3) and in the following equations, “s” and “c” briefly indicates
“sine” and “cosine” functions):
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where θe = ndθm is the electrical angle of the motor and λm is the rotor magnet flux linkage.
The resistance and inductance matrixes are:

R =




(1− µ)R 0 0 R f
0 R 0 0
0 0 R 0

µR 0 0 −
(

µR + R f

)


, L =




(1− µ)2L 0 0 0
0 L 0 0
0 0 L 0

µ2L 0 0 −µ2L


, (4)
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in which R is the phase resistance, L is the phase self-inductance, and R f is the insulation
resistance, given by:

R f = kR f R(1− µ), (5)

with kR f a factor depending on the insulation material.
By considering an inter-turn fault, the PMSM torque can be calculated as [44]:

Qm =
(
(1− µ)eaia + ebib + ecic − µeai f

)
/

.
θm, (6)

Since the neutral point voltage Vn is not null when a short circuit occurs, it is convenient
to reformulate the electrical equations by extrapolating Vn. Hence, by applying Kirchhoff
laws to the circuit in Figure 4b and by substituting in Equation (2), we have:

V = RI + L d
dt

I + E, (7)

where the reformulated BEMF vector E is:

E =
1
3




2ea f − (eb + ec)

2eb −
(

ea f + ec

)

2ec −
(

ea f + eb

)

3e f




, (8)

The new resistance and inductance matrixes are:

R =




(1− 2/3µ)R 0 0 2/3R f
µR/3 R 0 −R f /3
µR/3 0 R −R f /3

µR 0 0 −
(

µR + R f

)


, L =




(
1− 4/3µ + 2/3µ2)L 0 0 0

(2− µ)µL/3 L 0 0
(2− µ)µL/3 0 L 0

µ2L 0 0 −µ2L


, (9)

while V = [Va, Vb, Vc, 0 ]T is a vector defining the voltage commands sent by the converter
to the motor terminals (first three components) and the voltage on the shorted turns. Finally,
since the PMSM is controlled via FOC technique, it is convenient to express the voltage
vector via the Clarke–Park transformation, as a function of direct and quadrature voltages
Vd and Vq, generated by the closed-loop control algorithms:




Va
Vb
Vc
Vn


 =

√
2
3




c(θe) −s(θe)
c(θe − 2/3π) −s(θe − 2/3π)
c(θe + 2/3π) −s(θe + 2/3π)

0 0



[

Vd
Vq

]
, (10)

3. Fault-Tolerant Control System
3.1. FDI Algorithm Conceptualization

When a PMSM operates at constant speed without faults, the current phasor in the
Clarke plane draws a circular trajectory, while it follows an elliptical trajectory when an
ITSC fault occurs [28–31]. Torque oscillations appear, at the motor level, with amplitudes
that depend on the short-circuit extension.

This section aims to demonstrate that the geometrical parameters of this elliptical
trajectory (major, minor axes length, and axes inclination) are univocally related to the
location and extension of the ITSC. In particular, we will demonstrate that:

• An ITSC fault can be detected by measuring the difference between the lengths of
major and minor axes of the ellipse;

• An ITSC fault can be isolated by measuring the inclination of the major axis of
the ellipse.
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It is worth noting that, during constant speed operations, any elliptical trajectory of
the motor current phasor in the Clarke plane (including the circular one, as a special case)
can be reconstructed via the Fortescue decomposition [45], as the sum of three symmetrical
and balanced rotating systems: positive-, negative-, and zero-sequence systems.

When an ITSC fault occurs, the central point of the Y-connection is isolated, so the zero-
sequence current is zero, and the ellipse tracked by the current phasor ( Î) can be considered
as the sum of two counter-rotating phasors: positive- ( Î+) and negative-sequence phasors
( Î−), as given by:

Î =
∣∣ Î(t)

∣∣ejϕ(t) =
∣∣ Î+
∣∣ej(

.
θet+ϕ+) +

∣∣ Î−
∣∣e−j(

.
θet−ϕ−), (11)

where ϕ, ϕ+, and ϕ− are the phase angles of the resultant, positive-, and negative-sequence
current phasors, respectively. As illustrated in Figure 5, the semi major and semi minor
axis lengths are obtained by:

sM,m =
∣∣ Î+
∣∣±
∣∣ Î−
∣∣. (12)
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While the inclination of the ellipse major axis corresponds to the angle that maximizes
the current phasor amplitude, up to:

max
(∣∣ Î
∣∣) =

∣∣ Î+
∣∣+
∣∣ Î−
∣∣. (13)

The condition in Equation (13) is reached when the positive- and negative-sequence
phasors have the same angular orientation:

ϕel =
.
θe t|max(| Î|) + ϕ+ = −

.
θe t|max(| Î|) + ϕ−, (14)

which leads to:
ϕel =

(
ϕ− + ϕ+

)
/2. (15)

To identify the ellipse inclination, it is thus crucial to evaluate the phase angles of the
positive- and negative-sequence phasors, expressed by:

ϕ∗ = atan
(

i∗β/i∗α
)

, (16)
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where “∗” stands for “+” or “−”, and i∗α and i∗β are the projections of the phasor Î∗ on the α

and β axes in the Clarke plane.
By introducing a complex analysis notation, the phasor Î∗ can be also represented in

terms of a balanced three-phase space vector system, as:

Î∗ =
√

2/3
(

Re
(

Î∗a
)
+ Re

(
Î∗b
)
ej2π/3 + Re

(
Î∗c
)
ej4π/3

)
, (17)

Then, by expressing the space vector Î∗ into its real (i∗α) and imaginary (i∗β) components,
we have:

i∗α =
√

2/3
[
Re
(

Î∗a
)
− 1/2

(
Re
(

Î∗b
)
+ Re

(
Î∗c
))]

=
√

3/2Re
(

Î∗a
)
,

i∗β =
√

2/3
[√

3/2
(

Re
(

Î∗b
)
− Re

(
Î∗c
))]

= ∗ −
√

3/2Im
(

Î∗a
)
,

(18)

The phase angles of the positive- and negative-sequence phasors with ITSC faults can
be thus calculated via the positive- and negative-sequence phasors related to phase a only
( Î+a and Î−a ), given by the Fortescue transform:




Î+a
Î−a
0
Î f


 =

1
3




1 ej2π/3 ej4π/3 0
1 ej4π/3 ej2π/3 0
1 1 1 0
0 0 0 3







Îa
Îb
Îc
Î f


, (19)

The vector of phasors Î =
[

Îa, Îb, Îc, Î f

]
can be obtained from:

Î =
(
R+ j

.
θeL

)−1(
V̂− Ê

)
, (20)

where the voltage and BEMF phasors are:

V̂ =

√
2
3
(
Vd + jVq

)




1(
−1/2− j

√
3/2

)
(
−1/2 + j

√
3/2

)

0




, (21)

Ê = jλm
.
θe




1− 2/3µ

µ− 1/2− j
√

3/2
µ− 1/2 + j

√
3/2

µ


, (22)

The solution of Equation (20) in terms of current phasors are presented by the polar-
coordinate plot in Figure 6a, in which, given along the radius the ITSC fault extension
(µ = N f /N), the inclination of the ellipse major axis of the current phasor trajectory is
reported along the phase angle for each motor phase. In addition, Figure 6b shows the
ratio of ellipse semi-axes lengths as a function of the ITSC fault extension parameter µ. It is
worth noting that, if an ITSC fault occurs on phase a (b, c), the ellipse inclination will be
0◦ (240◦, 120◦) ±15◦.
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Figure 6. Inclination of the ellipse major axis (a) and ellipses axis ratio (b) under ITSC faults of
different extensions and locations.

The above-mentioned discussion thus supports the development of an FDI algorithm
based on the estimation of the geometrical characteristics of (generic) elliptical trajectories
of current phasors in the Clarke plane, so that:

• The difference between the lengths of major and minor axes of the ellipse provides a
symptom about the ITSC extension (fault detection);

• The inclination of the major axis of the ellipse provides a symptom about the ITSC
location (fault isolation).

The FDI concept essentially entails the identification of geometrical properties of
an ellipse. Clearly, at a single monitoring time, a single point of the ellipse is known
(iα, iβ Figure 5); therefore, the fitting problem is under-determined. On the other hand,
the problem becomes over-determined if a sufficient number of measurements are used.
The over-determined problem of fitting an ellipse to a set of data points arises in many
applications such as computer graphics [46], hydraulic engineering [47], and statistics [48].
Many different methods are proposed in literature for fitting the geometric primitives of
an ellipse: voting/clustering methods (e.g., the Hough transform [49] and the RANSAC
technique [50]) are robust but they have poor accuracy and require large computing re-
sources, optimization methods and direct least-square methods [51] are accurate, but, in
case of nonlinear applications such as an ellipse fitting, they apply iterative techniques.

Here we instead use a direct least-square method, as proposed by Halìř and Flusser [52],
who, starting from the quadratically-constrained least-squares minimization postulated by
Fitzgibbon [53], reformulated the problem via partitioning techniques, by obtaining a very
robust and computationally-effective algorithm.

Once given the vectorial conic definition of an ellipse,

Γ·γ = 0, (23)

in which Γ =
[
α2, αβ, β2, α, β, 1

]
and γ = [A, B, C, D, E, F]T are vectors defining the Carte-

sian coordinates of the ellipse points and the ellipse coefficients, respectively, the over-
determined fitting problem to a set of coordinate points αi and βi (where i = 1, . . . , n, and
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n is greater than the number of ellipse coefficients, i.e., n > 6) can be solved by the following
eigenvalues problem (for more details, see Appendix A):





Mγ1 = λγ1
γT

1C1γ1 = 1
γ2 = −S−1

3 ST
2 γ1

γ = (γ1 γ2)
T

, (24)

where M is the reduced scatter matrix,

M = C−1
1

(
S1 − S2S−1

3 ST
2

)
, (25)

S1 = DT
1D1, S2 = DT

1D2, S3 = DT
2D2, , (26)

D1 =




α2
1 α1β1 β2

1
...

...
...

α2
n αnβn β2

n


, D2 =




α1 β1 1
...

...
...

αn βn 1


, (27)

C1 =




0 0 2
0 −1 0
2 0 0


, (28)

γ = [γ1 γ2]
T, (29)

with the ellipse coefficient vector segmented in γ1 =
[
A B C

]T and γ2 =
[
D E F

]T.
The solution of Equation (24) corresponds to the eigenvector γ yielding a minimal non-
negative eigenvalue λ. Once obtained γ, the lengths of major and minor semi-axes sM and
sm are given by [54]:

sM,m =

√
2(AE2+CD2−BDE+(B2−4AC)F)(

A+C±
√

(A−C)2+B2
)−1

4AC− B2 , (30)

while the major axis inclination ϕel is [54]:

ϕel =





0 f or B = 0, A < C
π/2 f or B = 0, A > C

1/2 cot−1((A− C) /B) f or B 6= 0, A < C
π/2 + 1/2 cot−1((A− C) /B) f or B 6= 0, A > C

, (31)

3.2. FDI Algorithm Design and Implementation

One of the basic limitations of the proposed FDI concept is that the technique is defined
by assuming constant speed motor operations. During unsteady conditions, the current
phasor changes its amplitude while rotating in the Clarke plane. Consequently, the ellipse
identification does not work appropriately, and it could cause false alarms.

To overcome the problem, it is worth noting that, differently from the constant speed
operations with ITSC faults, the axes of the ellipse reconstructed in unsteady conditions
rotate. For this reason, the developed FDI algorithm detects an ITSC fault only if the value
of the ellipse major axis is constant and stationary. This FDI logic has been implemented as
represented by the flow chart in Figure 7: at each k-th monitoring sample, if the Boolean
variable mon(k) is true (Equation (32)), a fault counter n(k)

c is increased by two, otherwise
it is reduced by one. When the fault counter reaches a predefined maximum value (nth),
the algorithm outputs a true Boolean fault flag fx, which indicates that a fault on the phase
x (= a, b, c) is detected and isolated.

mon(k) =
(

∆(k)
d ≥ εdth ∧ ∆(k)

i ≤ εi th

)
, (32)
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where:
∆(k)

d =
∣∣∣s(k)M − s(k)m

∣∣∣, (33)

∆(k)
i = min

(
∆(k)

i

∣∣∣
a
, ∆(k)

i

∣∣∣
c
, ∆(k)

i

∣∣∣
b

)
, (34)

∆(k)
i

∣∣∣
a
=
∣∣∣ϕ(k)

el

∣∣∣, ∆(k)
i

∣∣∣
b
=
∣∣∣ϕ(k)

el

∣∣∣− 2π

3
, ∆(k)

i

∣∣∣
c
=
∣∣∣ϕ(k)

el

∣∣∣+ 2π

3
, (35)
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The details and a dedicated discussion about the FDI parameters design are proposed
in Section 4, while tables reporting the FDI parameters are reported in Appendix B.

3.3. Fault Accommodation Algorithm

After the FDI algorithm detects and isolates the ITSC fault, the motor still has two
active phases. To maintain the performances after the fault, the FTC should accommodate
the system by restoring the operation of the current phasor in the Clarke plane as it was
in healthy conditions. This is here achieved by enabling the control of the central point of
the motor Y-connection, via the stand-by leg of the four-leg converter, and by applying an
RCFTC technique [9,55].

To maintain the torque performances with only two phases, the currents amplitudes
in the healthy phases in the rotor reference frame (i#x f , i#y f ) must increase by

√
3 w.r.t. those

before the fault, and they must shift by 60◦ along the electrical angle. In addition, the
amplitude of the current flowing into the central point (i#n) must be

√
3 times those in the

healthy phases:





i#x f =
√

2
(

i#dc
[
θe +

2π
3
(
m + 7

4
)]
− i#qs

[
θe +

2π
3
(
m + 7

4
)])

i#y f =
√

2
(

i#dc
[
θe +

2π
3
(
m + 5

4
)]
− i#qs

[
θe +

2π
3
(
m + 5

4
)])

i#w f = 0

i#n =
√

6
(

i#dc
(
θe +

2π
3 m

)
− i#qs

(
θe +

2π
3
))

(36)

In Equation (36), i#d, i#q are the current demands in the Park frame before the fault. The
subscripts x f , y f , and w f indicate the healthy and the isolated phases, while m is an integer
number defined by the values in Table 1.
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Table 1. Reconfiguration parameters.

Isolated Phase (w) x y m

a b c 0
b c a 2
c a c 1

Since all the current demands in the stator frame are synchronous with the rotor
motion, they can be expressed into a rotating frame by applying two new Clarke–Park
transformations [9,55] (Figure 8):

• From the planar reference
(

n f , b f , c f

)
to a planar reference frame (α f , β f , γ f ), in

which the α f axis has an opposite direction w.r.t. the neutral current axis n f ;
• From the planar reference (α f , β f , γ f ) to a planar rotating frame (d f , q f , z f ) that main-

tains the same commands after the isolation (id f = i∗d and iq f = i∗q ).
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


i#d f
i#q f
i#z f


 = RPC f (m)TPCa f (θe)




i#x f
i#y f
i#n


, (37)

where RCP f (m) is a rotation matrix that generalizes the transformation matrix TCPa f (θe)
related to the case of isolation of phase a [9]:

TCPa f (θe) =




k2s(θe)− k1c(θe) −k2s(θe)− k1c(θe) k3c(θe)
k1s(θe) + k2c(θe) k1s(θe)− k2c(θe) −k3s(θe)

0 0 −1/
√

3


,

RCP f (m) =




c(m2π/3) −s(m2π/3) 0
s(m2π/3) c(m2π/3) 0

0 0 1


,

(38)

k1 =
√

6/
(

6 + 4
√

3
)

, k2 = 1/
√

2, k3 = 2/
√

3, (39)
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The RCFTC accommodation is finally completed by inverting the direct transformation
matrix to calculate the reference voltages for the converter:




V#
xn f

V#
yn f

V#
no f


 =

(
TCPa f (θe)

)−1(
RPC f (m)

)T




V#
d f

V#
q f

V#
z f


, (40)

where

(
TCPa f (θe)

)−1
=




s(θe)
2k2
− c(θe)

2k1

s(θe)
2k1

+ c(θe)
2k2

−1

− s(θe)
2k2
− c(θe)

2k1

s(θe)
2k1
− c(θe)

2k2
−1

0 0 −
√

3


, (41)

The integration of the proposed FTC strategy within the motor closed-loop system is
schematically depicted in Figure 9.
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Figure 9. PMSM closed-loop architecture with FTC strategy.

When the system is in normal condition, the conventional Clarke–Parke transforma-
tions are employed (TCP, T−1

CP ) and the central point of the Y-connection is isolated (Tn1 and
Tn2 are not used). Once an ITSC is detected and isolated, the reference frame transforma-
tions of the RCFTC are employed (TCPf , T−1

CPf
), and the reconfigured voltage references are

sent to the four-leg converter to signal the central point (Tn1 and Tn2).

4. Results and Discussion
4.1. Failure Transient Characterization

The effectiveness of the presented FTC strategy has been tested by using the nonlinear
model of the propulsion system. The model is entirely developed in the MATLAB/Simulink
environment, and its numerical solution is obtained via the fourth order Runge–Kutta
method, using a 10−6 s integration step. It is worth noting that the choice of a fixed-step
solver is not strictly related to the objectives of this work (in which the model is used for
“off-line” simulations testing the FTC), but it has been selected for the next step of the
project, when the FTC system will be implemented in the ECU boards via the automatic
MATLAB compiler and executed in “real-time”.

The closed-loop control is executed at a 20 kHz sampling rate and the maximum
allowable fault latency has been set to 50 ms (for details, see Section 4.2). All the simulations
started (t = 0 s) with a healthy PMSM, driving the propeller at 5800 rpm (UAV in straight-
and-level flight at sea level Table A1).
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The FTC strategy has been assessed by simulating the occurrence of an ITSC fault with
µ = 0.5 on phase a at t = 150 ms. The failure transient is characterized by applying or not
the proposed FTC and by comparing the responses with those in healthy conditions. As
shown by Figure 10, though its relevant extension, the ITSC fault implies minor impacts
on the propeller speed response during stationary operations (Figure 10a), even if the FTC
application assures a faster recovery of the pre-fault speed value. On the other hand, the
failure transient during unsteady operations is much more limited with FTC, even if small-
amplitude ripples (at approximately 100 Hz) appear immediately after the accommodation
(Figure 10b). These responses highlight the importance of applying the FTC for ITSC faults:
since the fault effects are minor during stationary operations, its detection is very difficult,
but the ITSC is typically unstable, and it progressively spreads along the phase windings if
the coil is not isolated.
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Figure 10. Propeller speed tracking with ITSC (µ = 0.5) on phase a at t = 150 ms: (a) stationary and
(b) unsteady operations.

The failure transient in terms of motor torque is then reported in Figure 11. It can
be noted that, if the FTC is not applied, the post-fault behaviour is characterized, during
both stationary and unsteady operations, by relevant high-frequency ripples (at approx-
imately 1 kHz, i.e., twice the electrical frequency of the motor). In particular, during
stationary operations, the FTC permits to rapidly restore the pre-fault torque level, by
eliminating high-frequency loads that would inevitably cause damages at mechanical and
electrical parts (Figure 11a). The failure transients in terms of phase currents are then
reported in Figure 12, when the FTC is applied. The fault generates a short circuit current
(i f , Figure 12) causing the loss of symmetry of the three-phase system. Thanks to the
RCFTC accommodation, the phase a is disengaged and the fourth leg of the converter is
activated: this action stops the short circuit current and opens a current path through the
central point (in, Figure 12).
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Figure 11. Normalized motor torque with ITSC (µ = 0.5) on phase a at t = 150 ms: (a) stationary
(Qmmax ≈ 12 Nm) and (b) unsteady operations (Qmmax ≈ 15 Nm).
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Figure 12. Normalized phase currents with ITSC (µ = 0.5) on phase a at t = 150 ms (Isat = 80 A):
(a) stationary (b) unsteady operations.

The current phasor trajectories in the Clarke space are shown in Figure 13. It can
be noted that, when an ITSC fault is injected in phase a, the trajectories are not strictly
elliptical. This depends on the fact that the faulty currents are not perfectly sinusoidal,
but they also contain higher harmonic contents. The phenomenon is caused by the phase
voltages saturation. Despite the presence of these higher harmonic contents, the ellipse
fitting technique successfully operates by demonstrating the relevant robustness of the FDI
algorithm. On the other hand, when the fault is accommodated, the trajectory involves the
neutral axis too, in such a way that, its projection on the α, β plane overlaps the healthy
circular trajectory. Finally, the geometrical parameters of the current phasor elliptical
trajectory (semi-axes lengths and major axis inclination) are plotted in Figure 14. It can be
noted that, when the FTC intervenes, the projection of the current trajectory on the α, β
plane becomes circular (sM/sm = 1) and the ellipse inclination returns to zero.
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4.2. FDI Parameters Definition

As described in Section 3.2, the design of the FDI algorithm requires the definition
of four parameters, i.e., εdth, εi th, nth, and n. Concerning the ellipse fitting samples n, this
parameter has been defined by pursuing a good balance between the trajectory reconstruc-
tion accuracy and the FDI latency, both increasing when n increases. Considering that
the propeller speed tracking bandwidth is approximately 15 Hz, the maximum allowable
FDI latency has been set to 50 ms, which could be reasonably targeted by an equivalent
monitoring frequency of 500 Hz. Being the sampling rate of the sensor system at 20 kHz,
n = 40 has been imposed. The values of the remaining parameters (εdth, εi th, nth) have been
instead defined via time domain simulations, aiming to obtain correct ITSC FDI with very
limited extension (µ = 0.1). Two FDI design simulations have been performed, Figure 15:

• Simulation 1: cruise speed hold,
• Simulation 2: maximum speed ramp demand.
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Figure 16. FDI signals during FDI design simulations (ITSC with µ = 0.1 at t = 150 ms).

The FDI parameter plotted in Figure 16 shows that low values of εdth would clearly
imply a too-sensitive algorithm, with high counts nc during unsteady operations and in
turn high values of nth to avoid false alarms. On the other hand, high values of εdth will
make the algorithm too robust to false alarms but it will reduce the effectiveness in detecting
ITSC at an early stage. In the proposed case study, a good balance between the robustness
against false alarms and the effectiveness in diagnosing ITSC higher than µ = 0.1 can be
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obtained by selected εdth = 0.6 A and nth = 20, which guarantees an FDI latency lower
than the 50 ms among the two cases reported in Figure 15.

4.3. Critical Comparison with Other ITSC FDI Methods

A comparative analysis of the proposed FDI method with the most relevant ones
developed in the literature (Table 2) has been carried out by using the list of capabilities
given in Table 3. The results are reported in Table 4.

Table 2. Relevant FDI methods for ITSC faults.

Acronym Method Reference

M1 FFT [13]
M2 HHT transforms [38]
M3 PVA [31]
M4 CNN [39]
M5 APVA Present work

Table 3. FDI capabilities for ITSC faults.

Acronym Method

C1 Able to detect the faulty phase.
C2 Insensitive to operating loads.
C3 Robust against speed changes.
C4 Robust against current waveform.
C5 Minimum number of detected shorted turns.

C6 Electrical periods for FDI
(latency time).

C7 Real-time computation.
C8 Tuning simplicity.

Table 4. Comparison of FDI methods for ITSC faults.

Method

Capability M1 M2 M3 M4 M5

C1 Yes No No Yes Yes

C2 No No Yes No Yes

C3 No Yes No Not provided Yes

C4 Not provided Not provided Not provided Not provided Yes

C5 2 1 4 1 4

C6 Not provided Not provided Not provided 10
(200 ms)

20
(40 ms)

C7 No No No Yes Yes

C8 Yes No Yes No Yes

The FFT methods are robust against noise, but they are not applicable in unsteady
operations. They can be enhanced by applying HHT transforms, but the capability to
detect the faulty phase is lost. Similarly, the main disadvantage of the PVA methods is the
inability to locate the fault. The CNN method is competitive in terms of the ITSC location,
but their robustness in unsteady operations has not been proved; furthermore, the design
of the neural detector requires a complex design and training process. On the other hand,
the proposed APVA method demonstrates excellent capabilities in unsteady operations, it
succeeds in fault location and detects ITSC faults with a very limited extension (10%, less
than four turns) independently from the load level. All the methods considered are capable
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of detecting incipient faults, but many of them lack enough information for a comparison
in terms of detection and isolation latency.

5. Conclusions

A novel FTC strategy for a high-speed PMSM with a four-leg converter employed for
UAV propulsion is developed and characterized in terms of FDI and fault accommodation
capabilities. The FTC performances are assessed via dynamic simulation by using a detailed
nonlinear model of the electric propulsion system, which includes a physically based
modelling of ITSC faults. For the proposed FTC, an original FDI algorithm is developed
and applied, based on an innovative current signature technique, which uses as fault
symptoms the geometrical parameters of the elliptical trajectory of the currents phasor in
the Clarke plane (e.g., major and minor axes lengths, and major axis inclination). In addition,
a theoretical analysis is carried out to support the FDI algorithms, by demonstrating that
the major axis inclination can be used as a symptom for the faulty phase identification.

A comparative analysis with other ITSC FDI methods from the literature is also
carried out. If compared with neural networks methods, which exhibit the best sensibility
to incipient faults (a shorted turn is isolated within 10 electrical periods), the proposed
technique behaves slightly worse (four shorted turns, corresponding to a 10% extension
along the coil, and are isolated within 20 electrical periods). Nevertheless, the neural
methods are more complicated to be tuned (due to the training process), while the proposed
method only requires tuning four parameters. Finally, the paper demonstrates that a fault
accommodation based on the RCFTC technique succeeds in minimizing the failure transient
and eliminates the high-frequency torque ripples induced by the fault.
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Appendix A.

The general ellipse expression is defined by an implicit second-order polynomial with
specific constraints on coefficients.

{
Aα2 + Bαβ + Cβ2 + Dα + Eβ + F = 0

B2 − 4AC < 0
, (A1)

in which A, B, C, D, E, and F are the ellipse coefficients, while α and β are the Cartesian
coordinates of the ellipse points. The related vectorial conic definition is:

Γ·γ = 0, (A2)
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where Γ =
[
α2, αβ, β2, α, β, 1

]
and γ = [A, B, C, D, E, F]T.

The ellipse fitting to a set of coordinate points (αi, βi), coming from i monitoring
measurements (where i = 1, . . . , n, and n is greater than the number of conic coefficients,
i.e., n > 6) is an over-determined problem, which can be approached by minimizing the
sum of distances of the points (αi, βi) to the conic represented by coefficients γ:





min
a

n
∑

i=1
(Γi·γ)2

B2 − 4AC < 0
(A3)

Due to the constraint, the problem cannot be solved directly with a conventional
least-square approach. However, Fitzgibbon [53] showed that under a proper scaling, the
inequality in Equation (A3) can be changed into an equality constraint as,





min
a

n
∑

i=1
(Γi·γ)2

4AC− B2 = 1
(A4)

This minimization problem can be conveniently formulated as:
{

min
a
‖Dγ‖2

γTCγ = 1
, (A5)

where D and C are known as the design and constraint matrices, respectively, defined as

D =




α2
1 α1β1 β2

1 α1 β1 1
...

...
...

...
...

...
α2

n αnβn β2
n αn βn 1


, C =




0 0 2 0 0 0
0 −1 0 0 0 0
2 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0




(A6)

and it can be solved as a quadratically-constrained least-squares minimization by applying
Lagrange multipliers, as: {

Sγ = λCγ

γTCγ = 1
, (A7)

where S is the scatter matrix, defined as:

S = DTD, (A8)

The optimal solution of Equation (A7) is the eigenvector corresponding to the min-
imum positive eigenvalue λk. It is worth noting that the matrix C is singular, and S is
also singular if all data points lie exactly on an ellipse. Because of that, the computation
of eigenvalues is numerically unstable and it can produce wrong results (as infinite or
complex numbers). To overcome the drawback, Halìř [52] suggested to partition the C and
S matrices. The constraint matrix is defined as:

C =

[
C1 0
0 0

]
, (A9)

and

C1 =




0 0 2
0 −1 0
2 0 0


, (A10)
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The partition of matrix S is obtained by splitting the matrix D into its quadratic and
linear parts:

D = [D1 D2], (A11)

where

D1 =




α2
1 α1β1 β2

1
...

...
...

α2
n αnβn β2

n


, D2 =




α1 β1 1
...

...
...

αn βn 1


. (A12)

Then, the scatter matrix is constructed as:

S =

[
S1 S2
ST

2 S3

]
, (A13)

in which
S1 = DT

1D1, S2 = DT
1D2, S3 = DT

2D2. (A14)

Similarly, the coefficients vector is partitioned as:

γ = [γ1 γ2]
T, (A15)

where
γ1 =

[
A B C

]T, γ2 =
[
D E F

]T. (A16)

Based on this decomposition, Equation (A7) can be written as:



S1γ1 + S2γ2 = λC1a1

ST
2 γ1 + S3γ2 = 0

γT
1C1γ1 = 1

, (A17)

Considering that matrix S3 is singular only if all the points lie on a line [52], the second
of equation in Equation (A17) can be solved to obtain γ2. By substituting in Equation (A17),
and by considering that C1 is not singular, we have:





Mγ1 = λγ1
γT

1C1γ1 = 1
γ2 = −S−1

3 ST
2 γ1

γ = (γ1 γ2)
T

, (A18)

in which M is the reduced scatter matrix:

M = C−1
1

(
S1 − S2S−1

3 ST
2

)
. (A19)

The optimal solution corresponds to the eigenvector γ that yields a minimal non-
negative eigenvalue λ. Once obtained γ, the lengths of major and minor semi-axes sM and
sm are [54]:

sM,m =

√
2(AE2+CD2−BDE+(B2−4AC)F)(

A+C±
√

(A−C)2+B2
)−1

4AC− B2 . (A20)

while the major axis inclination ϕel is [54]:

ϕel =





0 f or B = 0, A < C
π/2 f or B = 0, A > C

1/2 cot−1((A− C) /B) f or B 6= 0, A < C
π/2 + 1/2 cot−1((A− C) /B) f or B 6= 0, A > C

. (A21)
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Appendix B.

This section contains tables reporting the parameters of the UAV propeller (Table A1),
the simulation model of the propulsion system (Table A2), and the design parameters of
the FTC system (Table A3).

Table A1. APC 22 × 10E Propeller data.

Definition Symbol Value Unit

Cruise speed
.
θp|cruise 5800 rpm

Cruise power Pp|cruise 1100 W
Climb speed

.
θp|climb 7400 rpm

Climb power Pp|climb 3238 W

Table A2. System model parameters.

Definition Symbol Value Unit

Stator phase resistance R 0.025 Ω
Stator phase inductance single module L 1 × 10−5 H

Pole pairs number nd 5 -
Total turns number per phase N 36 -

Torque constant kt 0.12 Nm/A
Back-electromotive force constant ke 0.036 V/(rad/s)
Permanent magnet flux linkage λm 0.008 Wb

Maximum current (continuous duty cycle) Isat 80 A
Voltage supply VDC 36 V

Rotor inertia Jem 8.2 × 10−3 kg·m2

Propeller diameter Dp 0.5588 m
Propeller inertia Jp 1.62 × 10−2 kg·m2

Joint stiffness Kgb 1.598 × 103 Nm/rad
Joint damping Cgb t 0.2545 Nm/(rad/s)

Insulation resistance coefficient kRf 11 -
Maximum cogging torque Qcmax 0.036 Nm

Harmonic index of the cogging disturbances nh 12 -

Table A3. FTC Algorithm parameters.

Definition Symbol Value Unit

Control frequency fCL 20 kHz
Ellipse measurement points n 40 −

Sampling frequency (= fCL/n) fFDI 500 Hz
Detection index threshold εdth 0.6 A
Isolation index threshold εi th 60 deg
Fault counter threshold nth 20 −
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Abstract: The aircraft anti-skid braking system (AABS) plays an important role in aircraft taking off,
taxiing, and safe landing. In addition to the disturbances from the complex runway environment,
potential component faults, such as actuators faults, can also reduce the safety and reliability of
AABS. To meet the increasing performance requirements of AABS under fault and disturbance
conditions, a novel reconfiguration controller based on linear active disturbance rejection control
combined with deep reinforcement learning was proposed in this paper. The proposed controller
treated component faults, external perturbations, and measurement noise as the total disturbances.
The twin delayed deep deterministic policy gradient algorithm (TD3) was introduced to realize the
parameter self-adjustments of both the extended state observer and the state error feedback law. The
action space, state space, reward function, and network structure for the algorithm training were
properly designed, so that the total disturbances could be estimated and compensated for more
accurately. The simulation results validated the environmental adaptability and robustness of the
proposed reconfiguration controller.

Keywords: aircraft anti-skid braking system; actuator faults; reconfiguration control; linear active-
disturbance rejection control; deep reinforcement learning; twin delayed deep deterministic policy
gradient algorithm

1. Introduction

The aircraft anti-skid braking system (AABS) is an essential airborne utilities system to
ensure the safe and smooth landing of aircraft [1]. With the development of aircraft towards
high speed and large tonnage, the performance requirements of AABS are increasing.
Moreover, AABS is a complex system with strong nonlinearity, strong coupling, and time-
varying parameters, and is sensitive to the runway environment [2]. These characteristics
make AABS controller design an interesting and challenging topic.

The most widely used control method in practice is PID + PBM, which is a speed
differential control law. However, it suffers from low-speed slipping and underutilization
of ground bonding forces, making it difficult to meet high performance requirements. To
this end, researchers have proposed many advanced control methods to improve the AABS
performance, such as mixed slip deceleration PID control [3], model predictive control [4],
extremum-seeking control [5], sliding mode control [6], reinforcement Q-learning control [7],
and so on. Zhang et al. [8] proposed a feedback linearization controller with a prescribed
performance function to ensure the transient and steady-state braking performance. Qiu
et al. [9] combined backstepping dynamic surface control with an asymmetric barrier
Lyapunov function to obtain a robust tracking response in the presence of disturbance
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and runway surface transitions. Mirzaei et al. [10] developed a fuzzy braking controller
optimized by a genetic algorithm and introduced an error-based global optimization
approach for fast convergence near the optimum point. The above-mentioned works
provide an in-depth study on AABS control; however, the adverse effects caused by typical
component faults such as actuator faults are neglected. Since most AABS are designed
based on hydraulic control systems, the long hydraulic pipes create an enormous risk of
air mixing with oil, and internal leakage. Without regular maintenance, it is easy to cause
functional degradation or even failure, which raises many security concerns [11,12]. How
to ensure the stability and the acceptable braking performance of AABS after actuator faults
becomes a key issue.

In order to actually improve the safety and reliability of AABS, the fault probability can
be reduced by reliability design and redundant technology on the one hand [13]. However,
due to the production factors (cost/weight/technological level), the redundancy of aircraft
components is so limited that the system reliability is hard to increase. On the other hand,
fault-tolerant control (FTC) technology can be introduced into the AABS controller design,
which is the future development direction of AABS and the key technology that needs
urgent attention [14]. Reconfiguration control is a popular branch of FTC that has been
widely used in many safety-critical systems, especially in aerospace engineering [15,16].
The essence of reconfiguration control is to consider the possible faults of the plant in the
controller design process. When component faults occur, the fault system information
is used to reconfigure the controller structure or parameters automatically [17]. In this
way, the adverse effects caused by faults can be restrained or eliminated, thus realizing
an asymptotically stable and acceptable performance of the closed-loop system. A num-
ber of common reconfiguration control methods can be classified as follows: adaptive
control [18,19], multi-model switching control [20], sliding mode control [21], fuzzy con-
trol [22], other robust control [23], etc. In addition, the characteristics of AABS increase the
difficulty of accurate modeling, and many nonlinear reconfiguration control methods are
complex and relatively hard to apply in engineering. Therefore, it is crucial to design a
reconfiguration controller with a clear structure, and which is model-independent, strong
fault-perturbation resistant, and easy to implement.

Han retained the essence of PID control and proposed an active disturbance rejection
control (ADRC) technique that requires low model accuracy and shows good control
performance [24]. ADRC can estimate disturbances in internal and external systems and
compensate for them [25]. Furthermore, ADRC has been widely used in FTC system
design because of its obvious advantages in solving control problems of nonlinear models
with uncertainty and strong disturbances [26–28]. Although the structure is not difficult
to implement with modern digital computer technology, ADRC needs to tune a bunch
of parameters which makes it hard to use in practice [29]. To overcome the difficulty,
Gao proposed linear active disturbance rejection control (LADRC), which is based on
linear extended state observer (LESO) and linear state error feedback (LSEF) [30,31]. The
bandwidth tuning method greatly reduced the number of LADRC parameters. LADRC
has been applied to solve various control problems [32–34].

However, it is well known that a controller with fixed parameters may not be able to
maintain the acceptable (rated or degraded) performance of a fault system. For this reason,
some advanced algorithms with parameter adaptive capabilities have been introduced by
researchers that further improve the robustness and environmental adaptability of ADRC,
such as neural networks [35,36], fuzzy logic [37,38], and the sliding mode [39,40]. With the
development of artificial intelligence techniques, reinforcement learning has been applied
to control science and engineering [41,42], and good results have been achieved. Yuan
et al. proposed a novel online control algorithm for a thickener which is based on rein-
forcement learning [43]. Pang et al. studied the infinite-horizon adaptive optimal control of
continuous-time linear periodic systems, using reinforcement learning techniques [44]. A
Q-learning-based adaptive method for ADRC parameters was proposed by Chen et al. and
has been applied to the ship course control [45].
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Motivated by the above observations, in this paper, a reconfiguration control scheme
via LADRC combined with deep reinforcement learning was developed for AABS which is
subject to various fault perturbations. The proposed reconfiguration control method is a
remarkable control strategy compared to previous methods for three reasons:

(1) AABS is extended with a new state variable, which is the sum of all unknown
dynamics and disturbances not noticed in the fault-free system description. This state
variable can be estimated using LESO. It indirectly simplifies the AABS modeling;

(2) Artificial intelligence technology is introduced and combined with the traditional
control method to solve special control problems. By combining LADRC with the deep
reinforcement learning TD3 algorithm, the selection of controller parameters is equivalent
to the choice of agent actions. The parameter adaptive capabilities of LESO and LSEF
are endowed through the continuous interaction between the agent and the environment,
which not only eliminates the tedious manual tuning of the parameters, but also results in
more accurate estimation and compensation for the adverse effects of fault perturbations;

(3) It is a data-driven robust control strategy that does not require any additional
fault detection or identification (FDI) module, while the controller parameters are adaptive.
Therefore, the proposed method corresponds to a novel combination of active reconfigura-
tion control and FDI-free reconfiguration control, which makes it an interesting solution
under unknown fault conditions.

The paper is organized as follows. Section 2 describes AABS dynamics with an
actuator fault factor. The reconfiguration controller is presented in Section 3. The simulation
results are presented to demonstrate the merits of the proposed method in Section 4, and
conclusions are drawn in Section 5.

2. AABS Modeling

The AABS mainly consists of the following components: aircraft fuselage, landing gear,
wheels, a hydraulic servo system, a braking device, and an anti-skid braking controller.
The subsystems are strongly coupled and exhibit strong nonlinearity and complexity.

Based on the actual process and objective facts of anti-skid braking, the following
reasonable assumptions can be made [46]:

(1) The aircraft fuselage is regarded as a rigid body with concentrated mass;
(2) The gyroscopic moment generated by the engine rotor is not considered during the

aircraft braking process;
(3) The crosswind effect is ignored;
(4) Only the longitudinal deformation of the tire is taken into account and the deformation

of the ground is ignored;
(5) All wheels are the same and controlled synchronously.

2.1. Aircraft Fuselage Dynamics

The force diagram of the aircraft fuselage is shown in Figure 1 and the specific param-
eters described in the diagram are shown in Table 1.
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Table 1. Parameters of aircraft fuselage dynamics.

Name Description Value

H Center of gravity height
y Center of gravity height variation
V Aircraft speed
T0 Engine force
Fx Aerodynamic drag
Fy Aerodynamic lift
Fs Parachute drag
f1 Braking friction force between main wheel and ground
f2 Braking friction force between front wheel and ground

N1 Main wheel support force
N2 Front wheel support force
m Mass of the aircraft 1761 kg
g Gravitational acceleration 9.8 m/s2

ht
Distance between engine force line

and center of gravity 0.1 m

hs
Distance between parachute drag line

and center of gravity 0.67 m

a Distance between main wheel and center of gravity 1.076 m
b Distance between front wheel and center of gravity 6.727 m
I Fuselage inertia 4000 kg·s2·m
S Wing aera 50.88 m2

Ss Parachute area 20 m2

Cx Aerodynamic drag coefficient 0.1027
Cy Aerodynamic lift coefficient 0.6
Cxs Parachute drag coefficient 0.75
T′0 Intimal engine force 426 kg
Kv Velocity coefficient of engine 1 kg·s/m
ρ Air density 4000 kg·s2/m4

The aircraft force and torque equilibrium equations are:





m
.

V + Fx + Fs + f1 + f2 − T0 = 0

Fy + N1 + N2 −mg = 0

N2b + Fshs − N1a− T0ht − f1H − f2H = 0

(1)

According to the influence of aerodynamic characteristics, we can obtain [46]:




T0 = T′0 + KvV

Fx =
1
2

ρCxSV2

Fy =
1
2

ρCySV2

Fs =
1
2

ρCxsSsV2

f1 = µ1N1

f2 = µ2N2

(2)

2.2. Landing Gear Dynamics

The main function of the landing gear is to support and buffer the aircraft, thus
improving the longitudinal and vertical forces. In addition to the wheel and braking device,
the struts, buffers, and torque arm are also the main components of the landing gear. In this
paper, it is assumed that the stiffness of the torque arm is large enough, and the torsional
freedom of the wheel with respect to the strut and the buffer is ignored, so the torque arm
is not considered.
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The buffer can be reasonably simplified as a mass-spring-damping system [46], and
the force acting on the aircraft fuselage by the buffer can be described as:





N1 = K1X1 + C1
.

X
2
1

N2 = K2X2 + C2
.

X
2
2

(3)

{
X1 = a + y
X2 = −b + y

(4)

whose parameters are shown in Table 2.

Table 2. Parameters of the buffer.

Name Description Value

X1 Main buffer compression
X2 Front buffer compression
K1 Main buffer stiffness coefficient 42,529
K2 Front buffer stiffness coefficient 2500
C1 Main buffer damping coefficient 800
C2 Front buffer damping coefficient 800

Due to the non-rigid connection between the landing gear and the aircraft fuselage,
horizontal and angular displacements are generated under the action of braking forces.
However, the struts are cantilever beams, and their angular displacements are very small
and negligible. Therefore, the lateral stiffness model can be expressed by the following
equivalent second-order equation:





da =
− f1

K0
1

W2
n

s2 +
2ξ

Wn
s + 1

dV =
d
dt
(da)

(5)

whose parameters are shown in Table 3.

Table 3. Parameters of the landing gear lateral stiffness model.

Name Description Value

da Navigation vibration displacement Please see Equation (5)
dV Navigation vibration speed Please see Equation (5)
K0 Dynamic stiffness coefficient 536,000
ξ Dynamic stiffness coefficient 0.2

Wn Equivalent model natural frequency 60 Hz

2.3. Wheel Dynamics

The force diagram of the main wheel brake is shown in Figure 2.
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It can be seen that during the taxiing, the main wheel is subjected to a combined effect
of the braking torque Ms and the ground friction torque Mj. Due to the effect of the lateral
stiffness, there is a longitudinal axle velocity Vzx along the fuselage, which is superimposed
by the aircraft velocity V and the navigation vibration velocity dV . The dynamics equation
of the main wheel is [46]: 




.
ω =

Mj −Ms

J
+

Vzx

Rg

Vw = ωRg

Vzx = V + dV

Rg = R− Nkσ

Mj = µNRgn

(6)

whose parameters are shown in Table 4.

Table 4. Parameters of the main wheel.

Name Description Value

ω Main wheel angular velocity
.

ω Main wheel angular acceleration
Vw Main wheel line speed
Rg Main wheel rolling radius
N Radical load
J Main wheel inertia 1.855 kg·s2·m
R Wheel free radius 0.4 m
kσ Tire compression coefficient 1.07 × 10−5 m/kg
n Equivalent model natural frequency 4

During the braking, the tires are subjected to the braking torque that keeps the aircraft
speed always greater than the wheel speed, that is V > Vw. Thus, the slip ratio λ is defined
to represent the slip motion ratio of the wheels relative to the runway. For the main wheel,
using Vzx instead of V to calculate λ can avoid false brake release due to landing gear
deformation, thus effectively reducing the landing gear walk situation [46]. The following
equation is used to calculate the slip rate in this paper:

λ =
Vzx −Vw

Vzx
(7)

The tire–runway combination coefficient is related to many factors, including real-time
runway conditions, aircraft speed, slip rate, and so on. A simple empirical formula called
‘magic formula’ developed by Pacejka [47] is widely used to calculate and can be expressed
as follows:

µ(λ, τj) = τ1 sin(τ2arctg(τ3λ)) (8)

where τj(j = 1, 2, 3), τ1, τ2, τ3 are peak factor, stiffness factor, and curve shape factor,
respectively. Table 5 lists the specific parameters for several different runway statuses [48].

Table 5. Parameters of the runway status.

Runway Status τ1 τ2 τ3

Dry runway 0.85 1.5344 14.5
Wet runway 0.40 2.0 8.2

Snow runway 0.28 2.0875 10
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2.4. Hydraulic Servo System and Braking Device Modeling

Due to the complex structure of the hydraulic servo system, in this paper, some
simplifications have been made so that only electro-hydraulic servo valves and pipes are
considered. Their transfer functions are given as follows:





M(s) =
Ksv

s2

ω2
sv

+
2ξsvs
ωsv

+ 1

L(s) =
Kp

Tps + 1

(9)

whose parameters are shown in Table 6.
It should be noted that the anti-skid braking controller should realize both braking

control and anti-skid control. To this end, there is an approximately linear relationship
between the brake pressure P and the control current Ic, which can be described as follows:

P = −Ic M(s)L(s) + P0 (10)

where P0 = 1× 107 Pa.
The braking device serves to convert the brake pressure into brake torque, which is

calculated as follows:
Ms = µmcNmcPRmc (11)

whose parameters are shown in Table 6.

Table 6. Parameters of the hydraulic servo system.

Name Description Value

Ksv Servo valve gain 1
ωsv Servo valve natural frequency 17.7074 rad/s
ξsv Servo valve damping ratio 0.36
Kp Main wheel rolling radius 1
Tp Pipe gain 0.01

µmc Friction coefficient of brake material 0.23
Nmc Number of friction surfaces 4
Rmc Effective brake friction radius 0.142 m

The hydraulic servo system, as the actuator of AABS, is inevitably subject to some
potential faults. Problems such as hydraulic oil mixing with air, internal leakage, and
vibration seriously affect the efficiency of the hydraulic servo system [49]. Therefore, in
this paper, the loss of efficiency (LOE) is introduced to represent a typical AABS actuator
fault, which is characterized by a decrease in the actuator gain from its nominal value [26].
In the case of an actuator LOE fault, the brake pressure generated by the hydraulic servo
system deviates from the commanded output expected by the controller. In other words,
one instead has:

Pf ault = kLOEP (12)

where Pf ault represents the actuator actual output, and kLOE ∈ (0, 1] refers the LOE fault
factor.

Remark 1. n% LOE is equivalent to the LOE fault gain kLOE = 1− n/100, kLOE = 1 indicates
that the actuator is fault-free.

Remark 2. Note that if the components do not always have the same characteristics as those of
fault-free, it is necessary to establish the fault model. This not only provides an accurate model for
the next reconfiguration on controller design, but also ensures that the adverse effects caused by
fault perturbation can be effectively observed and compensated for.
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Thus, Equation (11) can be rewritten as follows:

Ms
′ = µmcNmcPf aultRmc (13)

where Ms
′ is the actual brake torque.

Remark 3. As can be seen from the entire modeling process described above, AABS is nonlinear
and highly coupled. The actuator fault leads to a sudden jump in the model parameters with greater
internal perturbation compared to the fault-free case. Meanwhile, external disturbances such as the
runway environment cannot be ignored.

3. Reconfiguration Controller Design
3.1. Problem Description

Despite the aircraft having three degrees of freedom, only longitudinal taxiing is
focused on in AABS. In this paper, AABS adopted the slip speed control type [48], that is,
the braked wheel speed Vω was used as the reference input, and the aircraft speed V was
dynamically adjusted by the AABS controller to achieve anti-skid braking. According to
Section 2, the AABS longitudinal dynamics model can be rewritten as follows:

..
V = f (V,

.
V, vout, v f ) + bvu (14)

where f (·) is the controlled plant dynamics, vout represents the external disturbance, v f is
an uncertain term including component faults, bv is the control gain, and u is the system
input.

Let x1 = V, x2 =
.

V. Set f (V,
.

V, vout, v f ) as the system generalized total perturbation

and extend it to a new system state variable, i.e., x3 = f (V,
.

V, vout, v f ). Then the state
equation of System (14) can be obtained:





.
x1 = x2.
x2 = x3 + bvu
.
x3 = h(V,

.
V, vout, v f )

(15)

where x1, x2, x3 are system state variables, and h(V,
.

V, vout, v f ) =
.
f (V,

.
V, vout, v f ).

Assumption 1. Both the system generalized total perturbation f (V,
.

V, vout, v f ) and its dif-

ferential h(V,
.

V, vout, v f ) are bounded, i.e.,





∣∣∣ f (V,
.

V, vout, v f )
∣∣∣≤ σ1∣∣∣h(V,

.
V, vout, v f )

∣∣∣≤ σ2

, where σ1, σ2 are two

positive numbers.

For System (14), affected by the total perturbation, a LADRC reconfiguration controller
was designed next to restrain or eliminate the adverse effects, thus realizing the asymptotic
stability and acceptable performance of the closed-loop system.

3.2. LADRC Controller Design

The control schematic of the LADRC is shown in Figure 3.
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Figure 3. Control schematic of LADRC.
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Firstly, the following tracking differentiator (TD) was designed:




e(k) = v1(k)− vr(k)

fh = fhan(e(k), v2(k), r, h)
v1(k + 1) = v1(k) + hv2(k)

v2(k + 1) = v2(k) + hfh

(16)

where vr is the desired input, v1 is the transition process of vr, v2 is the derivative of v1,
and r and h are adjusted accordingly as filter coefficients. The function fhan(·) is defined
as follows:

fhan(x1, x2, r, h) = −
{

rsgn(a), |a| > d0

r a
d , |a| ≤ d0

(17)

We established the following form, LESO:




.
z1 = z2 − β1(z1 − v1)
.
z2 = z3 − β2(z1 − v1) + bvu
.
z3 = −β3(z1 − v1)

(18)

Selecting the suitable observer gains (β1, β2, β3), LESO then enabled real-time obser-
vation of the variables in System (14) [50], i.e., z1 → v1 , z2 → v2 , z3 → f (V,

.
V, vout, v f ) .

Set
u =

u0 − z3

bv
(19)

When z3 can estimate f (V,
.

V, vout, v f ) without error, let LSEF be:





e1 = v1 − z1
e2 = v2 − z2
u0 = k1e1 + k2e2

(20)

then the system (15) can be simplified to a double integral series structure:

..
V = ( f (V,

.
V, vout, v f )− z3) + u0 ≈ u0 (21)

Further, the bandwidth method [50] was used and we could obtain:




β1 = 3ωo

β2 = 3ω2
o

β3 = ω3
o

(22)

where ωo is the observer bandwidth. The larger ωo is, the smaller LESO observation errors
are. However, the sensitivity of the system to noise may be increased, so the ωo selection
requires comprehensive consideration.

Similarly, according to the parameterization method and engineering experience [32],
the LSEF parameters can be chosen as:

{
k1 = ω2

c

k2 = 2ξωc
(23)

where ωc is the controller bandwidth, ξ is the damping ratio, and in this paper ξ = 1. There-
fore, the parameter tuning problem of LADRC controller was simplified to the observer
bandwidth ωo and controller bandwidth ωc configuration.
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3.3. TD3 Algorithm

TD3 algorithm is an offline RL algorithm based on DDPG proposed in 2015 [51].
This approach adopted a similar method implemented in Double-DQN [52] to reduce the
overestimation in function approximation, delaying the update frequency in the actor–
network, and adding noises to target the actor–network to release the sensitivity and
instability in DDPG. The structure of TD3 is shown in Figure 4.
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Updating the parameters of critic networks by minimizing loss:

L = N−1 ∑
(
y−Qθi (s, a)

)2 (24)

where s is the current state, a is the current action, and Qθi (s, a) stands for the parameterized
state-action value function Q with parameter θi.

y = r + γmin
i=1,2

Qθ′i

(
s′, ã

)
(25)

is the target value of the function Qθ(s, a), γ ∈ [0, 1] is the discount factor, and the target
action is defined as:

ã = πφ′(s) + ε′ (26)

where noise ε′ follows a clipped normal distribution clip [N (0, σ),−c, c], c > 0. This
implies that ε′ is a random variable with N (0, σ) and belongs to the interval [−c, c].

The inputs of the actor network are both Qθ(s, a) from the critic network and the
minibatch form the memory, and the output is the action given by:

at = πφ(st) + ε (27)

where φ is the parameter of the actor network, and πφ is the output form the actor network,
which is a deterministic and continuous value. Noise ε follows the normal distribution
N (0, σ), and is added for exploration.

Updating the parameters of the actor–network based on deterministic gradient strategy:

∇φ J(φ) = N−1 ∑∇a Qθ1(s, a)
∣∣
a=πφ(s)

∇φπφ(s) (28)
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TD3 updates the actor–network and all three target networks every d steps periodically
in order to avoid a too fast convergence. The parameters of the critic target networks and
the actor–target network are updated according to:

{
θ′i ← τθi + (1− τ)θ′i
φ′ ← τφ + (1− τ)φ′

(29)

The pseudocode of the proposed approach is given in Algorithm 1.

Algorithm 1. TD3

1 Initialize critic networks Qθ1 , Qθ2 and actor network πφ with random parameters θ1, θ2, φ;
2 Initialize target networks Qθ′1

, Qθ′2
with θ′1 ← θ1 , θ′2 ← θ2 , and target actor network πφ′ with

φ′ ← φ ;
3 Initialize replay bufferR;
4 For every episode:
5 Initialize state s;
6 Repeat;
7 Select action with exploration noise a ∼ π(a) +N (0, σ);
8 Observe reward r and new state s′;
9 Store transition tuple (s, a, r, s′) inR;
10 Sample mini-batch of N transitions (s, a, r, s′) fromR;
11 Attain ã← πφ′ (s) + ε , where ε ∼ clip(N (0, σ),−c, c);

12 Update critics θi ← minθi N
−1 ∑

(
y−Qθi (s, a)

)2 ;
13 Every d steps:
14 Update φ by the deterministic policy gradient:
15 ∇φ J(φ) = N−1 ∑∇a Qθ1 (s, a)

∣∣
a=πφ(s)

∇φπφ(s);

16 Update target network:
17 θ′i ← τθi + (1− τ)θ′i
18 φ′ ← τφ + (1− τ)φ′ ;
19 s← s′ ;
20 Until s reaches terminal state sT .

3.4. TD3-LADRC Reconfiguration Controller Design

Lack of environment adaptability, poor control performance, and weak robustness are
the main shortcomings of parameter-fixed controllers [36]. When a fault occurs, it may not
be possible to maintain the acceptable (rated or degraded) performance of the damaged
system. Motivated by the above analysis, a reconfiguration controller called TD3-LADRC
is proposed in this paper, and its control schematic is shown in Figure 5.
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The deep reinforcement learning algorithm TD3 is introduced to realize the LADRC
parameters adaption. The details of each part have been described above. The selection of
control parameters is treated as the agent’s action at, and the response result of the control
system st is considered as the state, i.e., as follows:
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



at = [ωo, ωc]
T

st = sobs =
[
e,

.
e, V,

.
V
]T (30)

where e = V −Vw, and sobs is the agent observations vector.
The range of each controller parameter is selected as follows:

{
ωc ∈ [0, 4]

ωo ∈ [100, 200]
(31)

The reward function plays a crucial role in the reinforcement learning algorithm. The
appropriateness of the reward function design directly affects the training effect of the
reinforcement learning, which in turn affects the effectiveness of the whole reconfiguration
controller. According to the working characteristics of AABS, the following reward function
is selected after several attempts to ensure stable and smooth braking:

rt = 1
(
−6 ≤

.
V ≤ −4

)
+ 0
( .

V > −4 ‖
.

V < −6
)
− 100(V < 2 ‖ e > 20) (32)

The stop conditions for each training episode are as follows, and one of the three
will do:

(1) The aircraft speed V < 2;
(2) The error between main wheel speed and aircraft speed e > 20;
(3) Simulation time t > 20 s.

Remark 4. TD3, TD, LESO, and LSEF together constitute the TD3-LADRC controller. Compared
to normal LADRC, TD3-LADRC realizes the parameter adaption that makes the controller recon-
figurable. The robustness and immunity are greatly improved. It can effectively compensate the
adverse effects caused by the total perturbations including faults.

3.5. TD3-LESO Estimation Capability Analysis

In order to prove the stability of the whole closed-loop system, the convergence of
TD3-LESO is first analyzed in conjunction with Assumption 1 [53]. Let the estimation errors
of TD3-LESO be x̃i = xi − zi, i = 1, 2, 3, and the estimation error equation of the observer
can be obtained as: 




.
x̃1 = x̃2 − 3ωo x̃1.
x̃2 = x̃3 − 3ω2

o x̃1.
x̃3 = h(V,

.
V, vout, v f )−ω3

o x̃1

(33)

Let εi =
x̃i

ωi−1
o

, i = 1, 2, 3, then Equation (33) can be rewritten as:

.
ε = ωo A3ε + B

h(V,
.

V, vout, v f )

ω2
o

(34)

where A3 =



−3 1 0
−3 0 1
−1 0 0


, B = [0 0 1]T.

Based on Assumption 1 and Theorem 2 in Reference [54], the following theorem can
be obtained:

Theorem 1. Under the condition that h(V,
.

V, vout, v f ) is bounded, the TD3-LESO estimation
errors are bounded and their upper bound decrease monotonically with the increase of the observer
bandwidth ωo.
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The proof is given in the Appendix A. Thus, it is clear that there are three positive
numbers υi, i = 1, 2, 3, such that the state estimation error |x̃i|≤ υi holds, i.e., the TD3-LESO
estimation errors are bounded, which can effectively estimate the states of the controlled
plant and the total perturbation.

3.6. Stability Analysis of Closed-loop System

The closed-loop system consisted of the control laws (19) and (20), and the controlled
object (21) is:

..
V = f − z3 + k1e1 + k2e2 (35)

If we defined the tracking errors as εi = vi − xi, i = 1, 2, then we could attain:





.
ε1 =

.
r1 −

.
x1 = r2 − x2 = ẽ2

.
ε2 =

.
r2 −

.
x2 = r3 −

..
V

= −k1ε1 − k1 x̃1 − k2ε2 − k2 x̃2 − x̃3

(36)

Let ε = [ε1, ε2]
T , x̃ = [x̃1, x̃2, x̃3]

T , then:

.
ε(t) = Aεε(t) + Ax̃ x̃(t) (37)

where Ae =

[
0 1
−k1 −k2

]
, Ax̃ =

[
0 0 0
−k1 −k2 −1

]
.

By solving Equation (37):

ε(t) = eAεtε(0) +
∫ t

0
eAε(t−τ)Ax̃ x̃(τ)dτ (38)

Combining Assumption 1, Theorem 1, Theorem 3, and Theorem 4 in the literature [54],
the following theorem was proposed to analyze the stability of the closed-loop system:

Theorem 2. Under the condition that the TD3-LESO estimation errors are bounded, there exists a
controller bandwidth ωc, such that the tracking error of the closed-loop system is bounded. Thus,
for a bounded input, the output of the closed-loop system is bounded, i.e., the closed-loop system is
BIBO-stable.

See the Appendix A for proof.

4. Simulation Results

In order to verify the reconfiguration capability and disturbance rejection capabilities
of the proposed method, the corresponding simulations are carried out in this section and
compared with conventional PID + PBM and LADRC.

The initial states of the aircraft are set as follows:

(1) The initial speed of aircraft landing V(0) = 72 m/s;
(2) The initial height of the center of gravity Hh = 2.178 m.

To prevent deep wheel slippage as well as tire blowout, the wheel speed was kept
following the aircraft speed quickly at first, and the brake pressure was applied only after
1.5 s. The anti-skid brake control was considered to be over when V was less than 2 m/s.

In the experiment, both the critic networks and the actor networks were realized by a
fully connected neural network with three hidden layers. The number of neurons in the
hidden layer was (50,25,25). The activation function of the hidden layer was selected as the
ReLU function, and the activation function of the output layer of the actor network was
selected as the tanh function. In addition, the parameters of the actor network and the critic
network were tuned by an Adam optimizer. The remaining parameters of TD3-LADRC are
shown in Table 7.
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Table 7. Parameters of TD3-LADRC.

Name Value

Control gain bv 2
TD− r 0.001
TD− h 1

Discount factor γ 0.99
Actor learning rate 0.0001
Critic learning rate 0.001

Target update rate τ 0.001

Remark 5. It is noted that the braking time t and braking distance x are selected as the criteria for
braking efficiency, and the system stability is observed by slip rate λ.

The model simulation was carried out in MATLAB 2022a, and the TD3 algorithm was
realized through the reinforcement learning toolbox. The simulation time was 20 s, the
sampling time was 0.001 s. The training stopped when the average reward reached 12,000.
The training took about 6 h to complete. The learning curves of the reward obtained by the
agent for each interaction with the environment during the training process are shown in
Figure 6.
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Figure 6. Learning curves.

It can be seen that at the beginning of the training, the agent was in the exploration
phase and the reward obtained was relatively low. Later, the reward gradually increased,
and after 40 episodes, the reward was steadily maintained at a high level and the algorithm
gradually converges.

4.1. Case 1: Fault-Free and External Disturbance-Free in Dry Runway Condition

The simulation results of the dynamic braking process for different control schemes
are shown in Figures 7 and 8 and Table 8.

As can be seen from Figure 7, PID + PBM leads to numerous skids during braking,
which may cause serious loss to the tires. In contrast, LADRC and TD3-LADRC not only
skid less frequently, but also have shorter braking time and braking distance. Moreover,
the control effect of TD3-LADRC is better than LADRC. Figure 8 shows that TD3-LADRC
can dynamically tune the controller parameters to accurately observe and compensate for
the total disturbances, and thus improve the AABS performance.
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Figure 7. (a) Aircraft velocity and wheel velocity; (b) breaking distance; (c) slip ratio; (d) control
input.
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Figure 8. (a) Extended state of TD3-LADRC; (b) controller bandwidth ωc; (c) controller bandwidth
ωo.

Table 8. AABS performance index.

Performance Index PID + PBM LADRC TD3-LADRC

Braking time (s) 20.48 16.73 14.79
Braking distance (m) 811.9 595.46 571.18

Remark 6. During the braking process, it is observed that in some instants ωc = 0. It may
not affect the stability of the whole system. On the one hand, the value of ωc does not change
the fact that Aε is Hurwitz (see Proof of Theorem 2 for details). On the other hand, ωc is
constantly changed by the agent through a continuous interaction with the environment, and in
these instants the agent considers ωc = 0 as optimal, i.e., no anti-skid braking control leads to better
braking results.

4.2. Case 2: Actuator LOE Fault in Dry Runway Condition

The fault considered here assumed a 20% actuator LOE at 5 s and escalated to 40%
LOE at 10 s. The simulation results are shown in Figures 9 and 10 and Table 9.
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Figure 9. (a) Aircraft velocity and wheel velocity; (b) breaking distance; (c) slip ratio; (d) control
input.
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Table 9. AABS performance index.

Performance Index PID + PBM LADRC TD3-LADRC

Braking time (s) 23.48 - 17.70
Braking distance (m) 838.46 - 618.12

As can be seen in Figure 9, PID + PBM continuously performed a large braking and
releasing operation under the combined effect of fault and disturbance. This makes braking
much less efficient and risks dragging and flat tires. In addition, LADRC cannot brake
the aircraft to a stop which is not allowed in practice. Figure 9c shows that there is a high
frequency of wheel slip in the low-speed phase of the aircraft. In contrast, TD3-LADRC
retains the experience gained from the agent’s prior training and continuously adjusts the
controller parameters online based on the plant states, which ultimately allows the aircraft
to brake smoothly. From Figure 10a, it can be seen that the total fault perturbations are
estimated fast and accurately based on the adaptive LESO. Overall, TD3-LADRC not only
improves the robustness and immunity of the controller in fault-perturbed conditions, but
also greatly significantly improves the safety and reliability of AABS.
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4.3. Case 3: Actuator LOE Fault in Mixed Runway Condition

The mixed runway structure is as follows: dry runway in the interval of 0–10 s, wet
runway in the interval of 10–20 s, and snow runway after 20 s. The fault considered here
assumed a 10% actuator LOE at 10 s. The simulation results are shown in Figures 11 and 12
and Table 10.
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Figure 11. (a) Aircraft velocity and wheel velocity; (b) breaking distance; (c) slip ratio; (d) control
input.
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Table 10. AABS performance index.

Performance Index PID + PBM LADRC TD3-LADRC

Braking time (s) 49.14 29.82 24.19
Braking distance (m) 1228.71 739.99 672.03

The deterioration of the runway conditions has resulted in a very poor tire–ground
bond. It can be seen from Figure 11 that both braking time and braking distance have
increased compared to the dry runway. Figure 12 shows that TD3-LADRC is still able to
achieve controller parameters adaption, accurately observe the total fault perturbations, and
effectively compensate for the adverse effects. The whole reconfiguration control system
adapts well to runway changes. The environmental adaptability of AABS is improved.

5. Conclusions

A linear active disturbance rejection reconfiguration control scheme based on deep
reinforcement learning was proposed to meet the higher performance requirements of
AABS under fault-perturbed conditions. According to the composition structure and
working principle, AABS mathematical model with an actuator fault factor is established.
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A TD3-LADRC reconfiguration controller was developed, and the parameters of LSEF and
LESO were adjusted online using the TD3 algorithm. The simulation results under different
conditions verified that the designed controller can effectively improve the anti-skid braking
performance even under faults and perturbations, as well as different runway environments.
It successfully strengthened the robustness, immunity, and environmental adaptability
of the AABS, thereby improving the safety and reliability of the aircraft. However, TD3-
LADRC is so complex that its control effectiveness was verified only by simulations in this
paper. The combined effect caused by various uncertainties in practical applications on the
robustness of the controller cannot be completely considered. Therefore, in future work, an
aircraft braking hardware-in-loop experimental platform is necessary to build, consisting of
the host PC, the target CPU, the anti-skid braking controller, the actuators, and the aircraft
wheel. The host PC and the target CPU are the software simulation part, while the other
four parts are the hardware part.
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Appendix A. Proof of Theorems

Proof of Theorem 1. By solving Equation (34) we can attain:

ε(t) = eωo A3tε(0) +
∫ t

0
eωo A3(t−τ)B

h(V(τ),
.

V(τ), vout, v f )

ω2
o

dτ (A1)

Define ζ(t) as follows:

ζ(t) =
∫ t

0
eωo A3(t−τ)B

h(V(τ),
.

V(τ), vout, v f )

ω2
o

dτ (A2)

From the fact that h(V(τ),
.

V(τ), vout, v f ) is bounded, we have:

|ζi(t)| ≤
σ

ω3
o

[∣∣∣
(

A3
−1B

)
i

∣∣∣+
∣∣∣
(

A3
−1eωo A3tB

)
i

∣∣∣
]

(A3)

Because A3
−1 =




0 0 −1
1 0 −3
0 1 −3


, we can attain:

∣∣∣
(

A3
−1B

)
i

∣∣∣ ≤ 3 (A4)
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Considering that A3 is Hurwitz, there is thus a finite time T1 so that for any t ≥ T1,
i, j = 1, 2, 3, the following formula holds [54]:

∣∣∣∣
[
eωo A3t

]
ij

∣∣∣∣ ≤
1

ω3
o

(A5)

Therefore, the following formula is satisfied:

∣∣∣
[
eωo A3tB

]
i

∣∣∣ ≤ 1
ω3

o
(A6)

Finally, we can attain: ∣∣∣
(

A3
−1eωo A3tB

)
i

∣∣∣ ≤ 4
ω3

o
(A7)

From Equations (A3), (A4), and (A7) we can attain:

|ζi(t)| ≤
3σ

ω3
o
+

4σ

ω6
o

(A8)

Let εsum(0) = |ε1(0)|+ |ε2(0)|+ |ε3(0)|, for all t ≥ T1, the following formula holds:

∣∣∣
[
eωo A3tε(0)

]
i

∣∣∣ ≤ εsum(0)
ω3

o
(A9)

Form Equation (A1) we can attain:

|εi(t)| ≤
∣∣∣
[
eωo A3tε(0)

]
i

∣∣∣+ |ζi(t)| (A10)

Let x̃sum(0) = |x̃1(0)|+ |x̃2(0)|+ |x̃3(0)|, from εi =
x̃i

ωi−1
o

and formulas (A8)–(A10), we
can attain:

|x̃i(t)| ≤
∣∣∣∣
x̃sum(0)

ω3
o

∣∣∣∣+
3σ

ω4−i
o

+
4σ

ω7−i
o

= υi (A11)

For all t ≥ T1, i = 1, 2, 3, the above formula holds. �

Proof of Theorem 2. According to Equation (37) and Theorem 1, we can attain:
{

[Ax̃ x̃(τ)]1 = 0

|[Ax̃ x̃(τ)]2| ≤ ksumυi = γl , ∀t ≥ T1
(A12)

where ksum = 1 + k1 + k2, bringing in the controller bandwidth ksum = 1 + ω2
c + 2ωc, and

taking the parameters in this way ensures that Aε is Hurwitz [54].
Define Θ = [0 γl

]T , let ϑ(t) =
∫ t

0 eAε(t−τ)Ax̃ x̃(τ)dτ, then we can attain:

|ϑi(t)| ≤
∣∣∣
(

A−1
ε Θ

)
i

∣∣∣+
∣∣∣
(

A−1
ε eAεtΘ

)
i

∣∣∣, i = 1, 2 (A13)





∣∣(A−1
ε Θ

)
1

∣∣ = γl
k1

=
γl
ω2

c∣∣(A−1
ε Θ

)
2

∣∣ = 0
(A14)

Consider that Aε is Hurwitz; thus, there is a finite time T2 so that for any t ≥ T2,
i, j = 1, 2, 3, the following formula holds [54]:

∣∣∣∣
[
eAεt

]
ij

∣∣∣∣ ≤
1

ω3
c

(A15)
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Let T3 = max{T1, T2}, for any t ≥ T3, i = 1, 2, we can attain:
∣∣∣(eAεtΘ)i

∣∣∣ ≤ γl

ω3
c

(A16)

Then we can attain:

∣∣∣
(

A−1
ε eAεtΘ

)
i

∣∣∣ ≤





1 + k2

ω2
c

γl

ω3
c

, i = 1

γl

ω3
c

, i = 2
(A17)

From Equations (A13), (A14), and (A17) we can attain that for any t ≥ T3:

|ϑi(t)| ≤





γl
ω2

c
+

(1 + k2)γl

ω5
c

, i = 1

γl

ω3
c

, i = 2
(A18)

Let εs(0) = |ε1(0)|+ |ε2(0)|, then for any t ≥ T3:

∣∣∣
[
eAεtε(0)

]
i

∣∣∣ ≤ εs(0)
ω3

c
(A19)

From Equation (A12), we can attain:

|εi(t)| ≤
∣∣∣
[
eAεtε(0)

]
i

∣∣∣+ |ϑi(t)| (A20)

From Equations (A12), (A18)–(A20), we can attain that for any t ≥ T3, i = 1, 2:

|εi(t)| ≤





εs(0)
ω3

c
+

ksumυi
ω2

c
+

(1 + k2)ksumυi

ω5
c

, i = 1

ksumυi + εs(0)
ω3

c
, i = 2

(A21)
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Abstract: The mission performance of future advanced aerospace structures can be synthetically
improved via active shape control utilizing piezoelectric materials. Multiple work modes are required.
Bending/twisting mode control receives special attention for many classic aerospace structures,
such as active reflector systems, active blades, and compliant morphing wings. Piezoelectric fiber
composite (Piezocomposite) material features in-plane anisotropic actuation, which is very suitable
for multiple work modes. In this study, two identical macro-fiber composite (MFC) actuators of the F1
type were bonded to the base plate structure in an “antisymmetric angle-ply bimorph configuration”
in order to achieve independent bending/twisting shape control. In terms of the finite element model
and homogenization strategy, the locations of bimorph MFCs were determined by considering the
effect of trade-off control capabilities on the bending and twisting shapes. The modal characteristics
were investigated via both experimental and theoretical approaches. The experimental tests implied
that the shape control accuracy was heavily reduced due to various uncertainties and nonlinearities,
including hysteresis and the creep effect of the actuators, model errors, and external disturbances. A
multi-mode feedback control law was designed and the experimental tests indicated that synthetic
(independent and coupled) bending/twisting deformations were achieved with improved shape
accuracy. This study provides a feasible multi-mode shape control approach with high surface
accuracy, especially by employing piezocomposite materials.

Keywords: shape control; macro-fiber composites; bending; twisting; experimental validation;
control system

1. Introduction

Owing to the increasingly stringent requirements for industrial equipment, particularly
for the aerospace fields, smart devices and structures are receiving increasing attention to
improve the synthetic or specific performances of systems [1–3]. Amongst these devices and
structures, piezoelectric materials are the most widely used actuators or sensors for various
applications, including shape control, vibration suppression, and health monitoring [4,5].
Active structures integrated with piezoelectric materials can change their shape or profile
to enhance the accuracy and adaptability of the system via an active control approach.
Some classic instances are active reflector systems, active blades, and compliant morphing
wings [6–8].

Structural shape control utilizing piezoelectric materials is mainly implemented for
two purposes: (1) To correct the shape error of the structure due to manufacturing error
or external disturbance; and (2) to provide active shape control for morphing applications
with a specific purpose, such as mechanically reconfigurable reflectors (MRRs) and com-
pliant morphing wings. For reflector systems, particularly the large deployable antennas
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that will be used in the future, high surface precision is required to maintain position
accuracy; however, surface errors are induced by many factors, including assembly error,
deployment accuracy, environmental loads, or mechanical creep [9]. Active shape control
has been proven as a feasible approach to correct reflector surface errors and ensure high
shape accuracy. Bradford [6] investigated active reflector systems actuated by macro-fiber
composite (MFC) arrays to correct thermally induced deformations and manufacturing
errors. Hill [10] investigated the feasibility of using distributed polyvinylidene fluoride
actuators in the active control of a large-scale reflector under thermal load. Wang [11]
used PZT actuators to adjust the surfaces of flexible cable net antennas using quadratic
criteria. Song [12] presented an experimental validation of a PZT-actuated CFRP reflec-
tor using a closed-loop iterative shape control method based on the influence coefficient
matrix. In addition to modifying the shape error, piezoelectric actuators can also be used
for mechanically reconfigurable reflectors that can actively reshape its surface according
to the purpose, such as modifying the service coverage. Tanaka and Hiraku [13,14] de-
veloped MRR prototypes with six spherical piezoelectric actuators. Shao [7] designed
a mechanically reconfigurable reflector using 30 piezoelectric inchworm actuators and
presented a distributed time-sharing control strategy to minimize the size and power of
the MRR system. In the aviation field, piezoelectric materials are often used for the active
shape control of both fixed and rotating wings. Monner [15,16] developed “active twist
blades” and used MFCs for twist actuation. Li [17] presented an experimental validation
of the feasibility of using piezoelectric actuators to improve rolling power at all dynamic
pressures via elastic wing twist. In the last decade, the use of piezocomposite materials,
especially MFCs, in compliant morphing wing designs has been broadly investigated.
Bilgen [8,18,19] devoted many studies towards the design, optimization, and wind-tunnel
testing of MFC-actuated compliant morphing wings, and implemented the flight con-
trol of micro-air-vehicles (MAVs). LaCroix [20] used MFCs to deform the surface of the
forward-swept thin, compliant composite wings of MAVs. Molinari [21] designed a three-
dimensional adaptive compliant wing with embedded MFCs and presented aero-structural
optimization. These prior works demonstrated that MFCs produce a large actuation effect
to deform compliant structures. Compared with conventional hinged, discrete-control
surfaces, MFC-actuated morphing wings perform with lower drag and offer more efficient
production of control forces and moments.

For future smart structures, multiple work modes, such as bending, twisting, and
expansion, will need to be controlled in many circumstances. Concerning some common
structures, such as beams or plates, bending deformations are mostly considered due to
their larger deformation magnitude and lower inherent frequencies. Twisting deformation
and corresponding control issues receive specific attention in many fields, particularly for
flexile wing structures. Twist morphing is one of the most popular categories of morphing
wings and has resulted in a large number of wind-tunnel and flight tests in aircraft [1].
Some other instances are rotating blades, solar panels, and robot arms, whose behaviors
also consist of both bending and twisting modes.

In a piezo-actuation context, in-plane polarized, anisotropic piezocomposite materials
are the natural choices for multiple work modes including bending/twisting shape control.
Conventional piezoceramics, such as lead zirconium titanate (PZT), are typically capable
of large actuation forces; however, they have some limitations, such as small strains and
low flexibility [22]. In addition, traditional actuators with through-the-thickness poling
possess transverse isotropy in the plane and cannot supply sufficient twisting actuation
moment [23]. Piezocomposite materials have emerged as the new class of hybrid materials;
they consist of piezoelectric fiber reinforcements embedded in the epoxy matrix and inter-
digitated electrodes, so they can provide a wide range of effective material properties, good
conformability, and strength integrity [24,25]. Piezocomposite materials can utilize the d33
piezoelectric effect in the direction of PZT fibers, which is larger than the d31 piezoelectric
effect of conventional piezoelectric actuators [26]. In particular, piezocomposite actuator
patches feature anisotropic actuation effects, which makes it possible to expand their work
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modes by designing specific PZF fiber orientations [15,23,27–29]. For the MFCs used in this
study, three work modes (expansion, bending, and torsion), were realized and, of course,
the appropriate actuator types and configurations were chosen for specific modes. Smart
Material Corporation [30] provides two types of standard MFC actuator patch that utilize
the d33 effect: P1 types with 0◦ fiber orientation and F1 types with 45◦ fiber orientation. The
P1-type actuators are mainly used for the bending control of structures and the F1-type
actuators are used for twisting control. In addition to unimorph-configuration actuators,
piezocomposite actuators in bimorph configuration are commonly adopted to enhance con-
trol authority [21,31–34]. Bilgen [31] designed a lightweight high-voltage electronic circuit
for MFC bimorphs and remedied the situations in which the MFCs had an asymmetry range
in the positive and negative voltage directions. In the authors’ previous studies, piezocom-
posite materials in “antisymmetric angle-ply bimorph configuration” were presented for the
bending/twisting shape control of plate-like flexible wing structures [35,36]. The actuator
optimizations (in unimorph or bimorph configuration) [37,38] and structure/actuator-
integrated designs [39] for such piezocomposite-actuated structures were also presented.
In addition to theoretical investigations, experimental validations are also presented in this
paper to demonstrate the feasibility of bimorph MFCs for bending/twisting mode control
and real-time control systems.

The primary aim of this paper is to present both theoretical and experimental inves-
tigations of the control performance of anisotropic piezocomposite actuators in synthetic
(independent and coupled) bending/twisting shape control. In this study, two MFCs of the
F1 type in bimorph configuration were used for the shape control of a cantilever aluminum
plate. The two identical actuators were orientated at ±45◦ from the front and backside
surfaces, respectively. Thus, in ideal situations, the same potential would induce pure
twisting, whereas the opposite potential would cause pure bending. The finite element
method was applied to model the system and optimize the actuators’ locations. An ex-
perimental setup was built for the MFC-actuated flexible plate, whose deformation was
measured using two laser displacement sensors. A feedback closed-loop control law was
designed to improve the shape control accuracy when it was subjected to uncertainties and
nonlinearities. Finally, the multi-mode control scheme was experimentally verified using
pure bending, twisting, and coupled bending/twisting shape control.

2. Model Formulation
2.1. MFC-Actuated Plate Structures

The active structure in this study is characterized by means of a cantilever aluminum
plate, as shown in Figure 1. Two identical MFC patches of M8557-F1 type, which were
produced by Smart Material Corp., Sarasota, FL, US, were symmetrically glued to the
front and backside surfaces of the base plate, respectively. This type of F1 MFC actuator
features a 45◦ fiber orientation with respect to its length direction. Practically, due to the
opposite surfaces, the actual fiber orientations for the two actuators were −45◦ and 45◦

with respect to the global x-axis, respectively. Note that the electrodes of the actuator
always remained perpendicular to the fiber orientation. That is to say, the actuators
were in the so-called “antisymmetric angle-ply bimorph configuration”, which offers
several unique advantages for active shape control. First and foremost, independent
bending or twisting deformations could be produced using the opposite or the same
potential, respectively; the detailed descriptions are given in the subsequent subsections.
Compared with unimorph configuration, larger actuation ability and control authority
could be produced. Furthermore, the elastic axis of the base plate is unchanged under
bimorph configuration, which may be beneficial for flexible wings [35,36]. Table 1 lists the
geometric and material properties (theoretical value) of the base plate and MFC actuators.
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Figure 1. Schematics of the MFC-actuated compliant plate structure.

Table 1. The geometric and material properties (theoretical value) of plant.

Parameters
Values

Base Plate MFC Actuator [30]

Length (mm) 500 85 (active area)
Width (mm) 64.5 57 (active area)

Thickness (mm) 1 0.3
Modulus of elasticity (GPa) 70.3 30.34, 15.86

Poisson’s ratio 0.345 0.31, 0.16
Density (kg/m3) 2700 5400
Actuator location 100 mm from the root

Measurement point locations 105 mm from the tip
Piezoelectric constants (m/V) 400 × 10−12, −170 × 10−12

Fiber orientations (deg) ±45◦

Electrode spacing 0.5 mm

Because the laser displacement sensors were used to measure the elastic deformation,
two measurement points, which were symmetrical relative to the midline, as shown in the
figure, were chosen to represent the bending and twisting deformations. The optimization
of the locations of the MFC actuators is described in the following sections.

2.2. Finite Element Model

A mathematical model is commonly needed to predict the behaviors of systems
and can also be used for model-based control system design. The finite element method
was used in this study to model the piezocomposite-actuated plate. Figure 2 depicts
the finite element model. Quadrilateral plate elements were adopted to discretize the
structure. The key issue was to model the MFC actuator, which is a hybrid, layered material
that consists of a rectangular cross-section, unidirectional piezoceramic fibers, the epoxy
matrix, Kapton, and interdigitated electrodes [40]. Due to the complexity of MFCs, a
homogenization strategy was adopted; thus, the actuator could be modeled in the form
of homogenized orthotropic materials with arbitrary PZT fiber orientations, as well as
composite materials [41,42]. Moreover, the local mass and stiffness change induced by the
bonded patch was determined through composite laminate theory. Detailed descriptions
of the FEM approach have been presented in [38,39]. For the sake of simplicity, the final
governing equations are obtained and written as

M
..
x + Kx = Buu (1)

where x is the vector of the nodal displacements. The matrices M and K denote the mass
matrix and stiffness matrix, which are assembled as M = Mb + Mp and K = Kb + Kp,
respectively, where subscripts b and p denote the contribution of the base plate layer and
piezocomposite layers, respectively. u =

[
u1 u1

]T is the vector of the applied voltages.
Bu is the coefficient matrix, which depends on the actuator locations.
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The deflections of the two measurement points P1 and P2 are given by

wP1 = CP1x
wP2 = CP2x

(2)

where CP1 and CP2 are the output matrices, which depend on the measurement locations of
the laser sensors.

2.3. Actuator Position Optimization

It is an important issue to determine how to efficiently use piezoelectric capabilities to
their fullest extent in active shape control. Accordingly, the locations of the actuators must
be optimized before performing experiments. Extensive research on the optimal placement
of piezoelectric actuators for structural control has also been carried out. Some detailed
literature reviews on this topic can be found in [43–45]. The authors have also presented
the optimization approach for the anisotropic piezocomposite actuators by considering the
PZT fiber orientations as well as the distributed positions [37–39]. However, due to the
fixed size and fiber orientation of M8557-F1-type MFC actuators, only the position of the
actuators in the length direction can be designed. Thus, the best position can be chosen
via traversal simulations, which is not time-consuming. Moreover, the influence of the
actuator’s position on shape control ability can also be reflected in this way. Therefore, only
one design variable is concerned and given as

la ∈ [0, L− l] (3)

where la is the distance from the plate root to the left edge of the active area of the MFC,
as shown in Figure 1. Note that, to facilitate the theoretical simulation, only the active
area of MFC is considered. The values L and l denote the length of the base plate and
actuator, respectively.

Because both bending and twisting are concerned, two corresponding criteria are used
to evaluate the shape control capabilities and given by

J1 =
∣∣wP1

∣∣, u = [500,−500]T (4)

J2 = |α|, u = [500, 500]T (5)

α = arcsin
wP1 − wP2

|P1P2|
≈ wP1 − wP2

|P1P2|
(6)

where |P1P2| denotes the distance between two measurement points.
The variations of J1 and J2 with la are shown in Figure 3a, respectively. It was found

that the bending deformation decreased monotonically with the length position of the
actuator, i.e., the best position was the root area, as depicted in Figure 3(b.1). However, it
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was preferable to place the actuator in the area of 0.1 m~0.35 m so as to obtain enhanced
twisting control capability, while the largest twisting deformation occurred in la= 0.22 m, as
depicted in Figure 3(b.2). Hence, the area of the shaded part in Figure 3a is a kind of Pareto
optimal area, in which any point could be viewed as an acceptable location. Therefore, after
considering the trade-off in control authority between the bending and torsional modes,
we chose a final position of la= 0.1 m. The above discussions explain why we placed the
MFC actuators in this position.
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2.4. Theoretical Bending/Twisting Shape Control

As previously mentioned, the primary aim of this study was to achieve synthetic (in-
dependent and coupled) bending and twisting shape control. To theoretically demonstrate
the bending/twisting control principle, the deformation configuration of the plate under
the actuation of a single MFC is presented in Figure 4. The results demonstrate that both
bending and twisting deformations were produced under the actuation of a single F1-type
MFC. For the MFC1 that was bonded on the front side of the plate, the deflection amplitude
of the lower measurement point was larger than the upper measurement wP1, MFC1. By
contrast, the deformation trend produced by the MFC2 alone was opposite in not only the
direction but also in the relations between wP1 and wP2 , i.e.,

∣∣wP1,MFC1
∣∣ <

∣∣wP2.MFC1
∣∣∣∣wP1,MFC2

∣∣ >
∣∣wP2 ,MFC2

∣∣ (7)

In ideal situations, the following relation exists:
∣∣wP1,MFC1

∣∣ =
∣∣wP2 ,MFC2

∣∣∣∣wP1,MFC2
∣∣ =

∣∣wP2.MFC1
∣∣ (8)

Consequently, employing this bimorph configuration, the two actuators could be po-
larized in the same direction for twisting deformation and polarized in opposite directions
for bending deformation. The voltage input applied for the front and backside actuators
are defined as u1 and u2, respectively. By applying the same voltages (i.e., u1 = u2), pure
moments of torque are generated, while the bending moments are canceled out. On the
other hand, pure bending deformation can be achieved by using the opposite voltages
(u1 = −u2). Of course, a combination of bending and twisting deformations can be per-
formed by designing the two voltages. In a practical context, for any two voltages, the
decomposition is given as

u1 = us + uo
u2 = us − uo

(9)
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where us = u1+u2
2 , uo = u1−u2

2 are the voltage components for twisting and bending
deformation, respectively. The subscripts “s” and “o” correspond to the same and the
opposite components. Figure 5 visualizes the voltage distribution for the two MFC actuators
and Figure 6 shows the bending and twisting deformation obtained from the simulation by
applying different voltages.
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3. Experiment Implementation
3.1. Setup

An experimental setup was designed for validation according to the previous theo-
retical investigation, as shown in Figure 7. The base structure was a cantilever aluminum
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plate, whose dimensional and material properties are listed in Table 1. Two identical MFC
patches of type M8557-F1, which were produced by Smart Material Corp., Sarasota, FL,
US [30], were glued to the front and backside surfaces of the base plate, respectively. The
actuators were located 0.1 m from the plate root, as determined previously. A PCI-1721
DAQ card, which was produced by Advantech Co., Ltd., Kunshan, China, was used to
convert the digital signals from the computer to the analog signals. Since the operational
voltage of the MFCs ranged from −500 to 1500 V, a HVA 1500-2 high-voltage amplifier,
which was produced by Physical Instruments Corp., Berlin, Germany, was used to supply
the high voltage for the MFC. The elastic deformation of the plate was measured by two
OPTEX-CDX-30A-type laser displacement sensors, which was produced by Guangzhou
Optex Industrial Automation Control Equipment Co., Ltd. Guangzhou, China; thus, the
twisting angle could be computed using Equation (6). The measured data obtained from
the laser sensors were conducted using an ADAM-USB card, which was produced by
Advantech Co., Ltd., Kunshan, China; thus the signals could be received by the computer.
A computer integrated with MATLAB (which was produced by MathWorks Corp, Natick,
MA, USA) and LabVIEW (which was produced by NI Corp, Austin, TX, USA) code was
used to generate the voltage signals, receive the sensor signals, and implement the feedback
closed-loop control laws.
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3.2. Modal Analysis

Before the active shape control tests, modal analysis was implemented first, for two
purposes: (1) To investigate the dynamic characteristics of the compliant structure; and
(2) to evaluate the influences of the bonded MFC actuators on the system. The modal
frequencies and shapes can be determined by solving an eigenvalue problem of the FE
model as follows: [

K−ω2M
]
Φ = 0 (10)

where ω is the natural frequencies and Φ denotes the corresponding modal shapes. Figure 8
shows the structural modal shapes of the first six modes, including four bending modes
and two torsional modes (third and sixth modes). It was observed that the bonded MFCs
had relatively little influence on the modal shapes of the structure.

The frequencies were recognized in terms of the free vibration data of the plate using
fast Fourier transform. Table 2 lists the natural frequencies for the first three bending modes
and the first torsional mode with and without the MFC actuators. In general, the theoretical
values were in good agreement with the experimental results. The results showed that,
after adding MFC actuators, the frequencies of the first bending and first torsional modes
increased, while the frequencies of the second and third bending modes decreased. Note
that the influences of piezoelectric actuators depend on many issues, including the size,
position, and fiber orientation of anisotropic piezocomposite materials.
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Table 2. Natural frequencies of the structure with and without MFCs (Hz).

Mode
Without MFC With MFCs

FEM Experiment Error FEM Experiment Error

1st (bending) 3.34 3.27 2.14% 3.50 3.54 −1.13%
2nd (bending) 20.89 20.53 1.75% 19.57 19.51 0.30%
3rd (torsional) 49.90 46.63 5.80% 53.30 52.89 7.80%
4th (bending) 58.59 58.17 0.72% 54.40 57.45 −5.30%

3.3. Control Ability

In this study, the control ability of the MFCs in unimorph and bimorph was tested
experimentally through static deformation analysis. To this end, the experimental steady-
state deflection was obtained by directly applying a certain constant voltage for the MFC
and recorded after a relative long time.

(a) Using single MFC

The elastic deflections of the two measurement points (i.e., wP1 , wP2 ) under the single
MFC are given in Figure 9. It can be observed that using a single MFC, both bending and
twisting deformation were produced due to the off-line PZT fiber orientation. Moreover,
as previously noted, the deflection amplitude of the lower-point P2 produced by the
MFC1 actuator was larger than the upper point P1, i.e.,

∣∣wP1,MFC1
∣∣ <

∣∣wP2.MFC1
∣∣ for both

positive and negative voltages. Conversely, the deflections produced by the MFC2 showed
the opposite trend, i.e.,

∣∣wP1,MFC2
∣∣ >

∣∣wP2 ,MFC2
∣∣. That is to say, the remaker given by

Equation (7) and Figure 4 was verified by experiments. However, it can be observed that
the actuation abilities of the two actuators were not identical, since the deflection amplitude
generated by the MFC1 is larger than the MFC2. This deviation was induced by a variety
of uncertainties and errors that are discussed in Section 3.4. That is to say, the theoretical
remaker given by Equation (8) was not strictly met in the experiments.
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(b) Using bimorph MFCs

The deflections of the plate under the actuation of the bimorph MFCs using the same
and opposite voltages are shown in Figure 10, respectively. The x-axis in Figure 10b is
labeled by the voltage of the MFC1, i.e., u1, so the corresponding voltage of the MFC2
is u2 = −u1. Because of the asymmetrical operation voltages (i.e., −500~1500 V) for
the MFCs, the operation voltage range is −500~1500 V for the same sign; however, it is
−500~500 V for the opposite sign. It can be observed that the deflection amplitudes of the
two points were generally equal; the deflection directions are opposite in Figure 10a (i.e.,
twisting deformation) and the same in Figure 10b (i.e., bending deformation), respectively.
Moreover, the deflection amplitudes

∣∣wP1

∣∣ and
∣∣wP2

∣∣, which should be identical in terms of
FE analysis, were still not the same in the two experimental cases. The above experiments
imply that bending and twisting shape control can be qualitatively realized as theoretically
predicted; however, they cannot be implemented with high control accuracy through an
open-loop control approach alone.
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3.4. Uncertainty Analysis

The above experimental results demonstrate the independent bending/twisting shape
control resulting from the use of MFCs in an antisymmetric angle-ply bimorph config-
uration. However, the open shape control accuracy is generally low due to a variety of
uncertainties and nonlinearities.

Firstly, the shape control accuracy is also influenced by the non-uniform distribution
of the substrate material of the plate, which is assumed as an isotropic aluminum plate
in FE modeling. This non-uniform distribution induces changes in both the bending and
torsional stiffness properties. Secondly, the MFC layer and the substrate plate are glued by
using epoxy. Thus, the thickness and distribution of the epoxy layer also affect the actuation
effect of the MFCs, especially the synchronization of the two actuators. Furthermore, the
actuation performance is heavily affected by the nonlinearities of the MFCs, including
hysteresis, creep, and varied piezoelectric coefficients [30]. Hysteresis and creep effects
are the intrinsic nonlinear characteristics of piezoelectric actuators and can significantly
affect the control performance [46], as shown in Figure 11. The hysteresis exhibited at a
given time depends on the present input and the operational history of the system. Creep
is related to the drift effect of output displacement with a constant applied voltage over
extended periods. Furthermore, the piezoelectric coefficients of MFCs are also varied,
depending on the situation; an example of this is the d33 and d31 piezoelectric constants in
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high electric field intensity compared with low field intensity [30]. Furthermore, the shape
control accuracy is also affected by the placement of wires, external disturbance, and so on.
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Because of the above uncertainties and nonlinearities, accurate bending/twisting
shape control cannot be ensured in experiments by using the voltage values estimated by
the linear FE simulation. Some feedforward control schemes can be implemented to reduce
or cancel out unwanted issues. For example, a feedforward inverse compensation control
can be designed to cancel out the hysteresis and creep nonlinearities of MFCs in terms of a
phenomenon-based model and experimental data [32]. However, it is still a difficult task to
perform open-loop control given all the undesired effects. Therefore, a feedback control
scheme is necessary to realize accurate bending/twisting shape control. It is easy to design
a shape control law for a single-input–single-output (SISO) system, such as the bending
shape control of a plate using M8528-P1-type MFCs in our previous study [47]. However,
the plant in this study constitutes a two-input–two-output system, and the key point is
how to design the control law to achieve both independent and coupled bending/twisting
shape control.

4. Closed-Loop Multi-Mode Shape Control System
4.1. Feedback Control Law

To achieve the synthetic control of bending and twisting shape, the structural defor-
mations are organized as follows:

B =
wP1+wP2

2

T =
wP1−wP2

2

(11)

where B and T denote the bending and twisting components in the deformation, respec-
tively. On the other hand, the deflections of the two points can also be represented by the
components, i.e.,wP1 = B + T, wP2 = B− T.

Hence, the shape control error can be given as

∆B = B− Bd =
∆wP1+∆wP2

2

∆T = T − Td =
∆wP1−∆wP2

2

(12)

where Bd and Td denote the command bending and twisting requirements, respectively.
To adjust the shape control error, a feedback control law is designed as

∆us = Ks∆T + KsB∆B
∆up = Kp∆B + KpT∆T

(13)

where ∆us and ∆up are the incremental voltage values for the same and the opposite
components of the actuators in each time step, respectively. The values Ks and Kp denote
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the primary control gains, which are designed according to ideal situations. The values
KsB and KpT are used to compensate for the shape error associated with the uncertainties.
Subsequently, the voltages for the two MFC actuators can be easily determined according
to Equation (9).

4.2. Multi-Mode Shape Control Results

The multi-mode shape control was directly implemented based on the experiment by
using Bc and Tc as the control requirements. According to Equation (11), the arbitrary defor-
mation of the plate can be represented by a combination of bending and twisting components.

The pure twisting shape control results obtained by using Tc = 0.8 and Bc = 0 as
the objectives are shown in Figure 12. Figure 12a gives the deflection histories of the two
measurement points, i.e., wP1 and wP2 , which demonstrate that the same deformation
amplitudes with opposite directions were achieved. The time histories of B and T shown
in Figure 12b demonstrate that the pure twisting deformation of the plate was achieved,
while the bending deformation was maintained at zero. It can be observed that the shape
control accuracy was greatly improved, especially compared with the previous open-loop
results. Figure 12c shows the time histories of the voltages for the two MFC actuators. It
can be observed that the two voltages did not converge to the same value in terms of the
ideal situation. Due to the influences of the creep effect, the voltages slowly varied with
time. Furthermore, the deformations converged to the desired values. Such voltage profiles
are difficult to determine by feedforward control due to complex uncertainties. The results
again prove the necessity of closed-loop control in high-precision shape control.
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Figure 12. Pure twisting shape control performance. (a) The deflection histories of the two mea-
surement points; (b) the time histories of B and T; (c) the time histories of the voltages for the two
MFC actuators.

Similarly, Figure 13 shows the pure bending shape control results obtained by using
Tc = 0 and Bc = 0.8 as the objectives. The displacement of the two measuring points was
consistent, without producing twisting deformation. The voltage profiles of the MFC1 and
MFC2 were generally opposite to each other, as theoretically predicted; however, they still
varied with time to resist the uncertainties and nonlinearities.
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Finally, the coupled bending/twisting shape control (or arbitrary shape control) results
are presented by using Tc = 0.3 and Bc = 0.8 as the objectives, as shown in Figure 14. It can
be observed that both the bending and twisting deformations reached the command values
with high shape accuracy. The two voltage values were adjusted in time according to the
feedback control law to achieve arbitrary deformation. The trend in the voltage profiles can
also be explained by Figures 12 and 13. The above results imply that independent bending
and twisting shape control with improved shape accuracy was achieved by employing the
multi-mode feedback control approach.
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Figure 14. Arbitrary shape control performance. (a) The deflection histories of the two measurement
points; (b) the time histories of B and T; (c) the time histories of the voltages for the two MFC actuators.

5. Conclusions

In this paper, the multi-mode shape control of piezo-actuated compliant morphing
structures was achieved in both theoretical and experimental ways. Independent and
coupled bending/twisting shape control of a plate structure was achieved by using F1-type
MFCs in an antisymmetric angle-ply bimorph configuration. The optimal locations of the
MFC actuators were determined by comprehensively considering the control of the bending
and twisting deformations. The experimental tests implied that the shape control accuracy
was heavily reduced due to various uncertainties and nonlinearities, including hysteresis
and the creep effect of the actuators, model errors, and external disturbances. A multi-mode
feedback control law was designed to cancel out the shape error. The experimental results
implied that synthetic (independent and coupled) bending and twisting shape control
with improved shape accuracy was achieved by employing the multi-mode feedback
control approach.
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Abstract: The integration of compact concepts and advances in permanent-magnet technology
improve the safety, usability, endurance, and simplicity of unmanned aerial vehicles (UAVs) while
also providing long-term operation without maintenance and larger air gap use. These developments
have revealed the demand for the use of magnetic couplers to magnetically isolate aircraft engines
and starter-generator shafts, allowing contactless torque transmission. This paper explores the design
aspects of an active cylindrical-type magnetic coupler based on finite element analyses to achieve
an optimum model for hybrid UAVs using a piston engine. The novel model is parameterised in
Ansys Maxwell for optimetric solutions, including magnetostatics and transients. The criteria of
material selection, coupler types, and topologies are discussed. The Torque-Speed bench is set up for
dynamic and static tests. The highest torque density is obtained in the 10-pole configuration with an
embrace of 0.98. In addition, the loss of synchronisation caused by the piston engine shaft locking
and misalignment in the case of bearing problems is also examined. The magnetic coupler efficiency
is above 94% at the maximum speed. The error margin of the numerical simulations is 8% for the
Maxwell 2D and 4.5% for 3D. Correction coefficients of 1.2 for the Maxwell 2D and 1.1 for 3D are
proposed.

Keywords: active cylindrical coupler; correction coefficient; finite element method; hybrid UAV;
magnetic coupler; magnetic coupling; noncontact torque transmission

1. Introduction

Newly increased environmental apprehension, consciousness, and continuous de-
velopment to improve the safety and reliability of all aircraft are some of the biggest
challenges to be addressed in aviation. Such impressive and challenging issues require the
development of more efficient and innovative hybrid systems, as shown in Figure 1.

In conventional systems, the propulsion system of small UAVs is provided only by fuel
engines, usually piston engines (PEs). In hybrid systems, there is a high-speed, direct-drive,
and highly efficient electric machine called starter/generator (S/G) [1] that provides the
initial starting mechanism of the PE and charges the system battery group in generator
mode while cruising or contributes to the propulsion in motor mode during climbing.

The modernisation of unmanned aerial vehicles (UAVs) under the concept of More
Electric Aircraft (MEA) has been on the agenda. However, the challenge of isolating the
shafts of the aircraft engine and the electrically driven system, typically the S/G, for more
functional and stealthy operations [2] imposes a critical function on magnetic couplers
(MCs). MCs provide both contactless torque transmission and hermetic separation using
static seals or containment shrouds, which are essential for hybrid UAVs.
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Figure 1. Simple hybrid UAV illustration with the Sullivan S676 Starter/Generator.

MCs have significant advantages such as overload protection, reduced maintenance,
simple design, and highly tolerant shaft misalignment, vibration, and noise absorption. An
MC consists of permanent magnets (PMs), rotor yokes, a protective cover to protect PMs
from high speeds, a containment shroud for sealing, and shafts. Typically, it consists of two
rotating parts, an inner and outer rotor, and is grouped as shown in Figure 2 [3].
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Figure 2. Type of MCs: (a) Active/Reactive coupler; (b) Hysteresis coupler; (c) Eddy-current coupler.

Active and reactive couplers have PMs inserted into both rotors. In reactive couplers,
the PMs are mounted on only one-half of the rotor, while the other half is steel in the
form of PMs. The inner and outer rotors rotate at synchronous speed. The hysteresis and
eddy-current couplers have PMs on the half-rotor side, while the other side has hysteresis
and conductive materials, respectively. The inner and outer rotor speeds are not the same.

Recently, substantial work has been concentrated on MCs using analytical and nu-
merical approaches. Carpentier et al. [4] suggested implementing the analytical virtual
work approach to the framework of the volume integral method to compute the magnetic
forces. Li et al. [5] obtained 3D analytical torque equations with a closed form for an ideal
radial MC. Ravaud et al. [6] performed a 3D semi-analytical study of the transmitted torque
between uniformly magnetised PMs based on the Coulombian model. The theoretical
aspects of these studies are predominant. Apart from this, the coupler parameters affecting
the transferable torque have not been comparatively studied.

On the other hand, studies have accelerated with the development of powerful numer-
ical analysers [7] using finite element methods (FEMs) [8]. Ziolkowski et al. [9] compared
transient, quasi-static, and fast-quasi-static modelling techniques to calculate force profiles
using FEMs. Ose-Zala et al. [10] investigated the influence of basic design parameters on
the mechanical torque for cylindrical MCs with rounded PMs using QuickField software
based on 2D FEMs. Kang et al. [11] showed the torque calculation and parametric analysis
of synchronous PM couplers. The analytical results are compared with 2D FEMs. Never-
theless, different temperature and grade conditions of PMs have not been studied. Torque
variations against different rotor materials have not yet been investigated.

172



Aerospace 2023, 10, 140

Baiba Ose et al. [12] examined the influence of the PM width and the number of pole
pairs on the mechanical torque of MCs. Meng et al. [13] performed transient magnetic field
calculations for MCs by using Ansys Maxwell 3D software. However, the studies do not
simultaneously examine multi-objective design parameters that affect each other.

In addition, different MC topologies [14] have been the subject of comparison. Kang
et al. [15] compared the torque of synchronous PM couplers with parallel and Halbach-
magnetised magnets by using field calculations. Recently, studies of an axially magnetised
MC [16] have been reported. At the same time, magnetic gear concepts [17–19] inspired by
mechanical gearboxes were studied. Structures combining magnetic gears and electrical
machines [20,21] have begun to be developed. Moreover, hybrid coupler studies [22]
have become widespread. Loss calculations [23,24] for MC efficiency studies are shown.
However, static tests in response to torque angle variations have not been investigated.

MCs are safely used in many areas [25–27], such as automotive, marine, pump, and
compressor applications. One of the practical benefits of MCs is to prevent mechanical
faults [28,29] due to torque overloads in some critical applications with the help of slipping
when excessive torque is applied. MCs are also impactful for use in hazardous or corrosive
environments while transmitting torque through a containment shroud [30].

Optimisation studies [31,32] have been performed to achieve the optimum design.
Furthermore, it has been investigated whether magnetic bearings [33] could be used instead
of mechanical bearings to reduce maintenance and operating costs.

Although not in large numbers, MCs have started to be used in the aviation indus-
try [34,35]. Benarous et al. [36] summarised all the findings and revealed test data from a
magnetic gear coupler designed for an aerospace application. Finally, coreless design [37],
which is demanded chiefly in aviation applications, has also been mentioned.

Since most systems traditionally have design limitations that directly affect output
characteristics, the system-specific design of MCs is required where performance investiga-
tions against correlative system parameters are considered.

This paper clarifies the design aspects and implications of active cylindrical MCs,
particularly for small-sized UAVs, to achieve the optimum design. The use of proposed
MCs in hybrid UAVs comprising PE and S/G units is important because they provide a
significant advantage in protecting the UAV, especially under severe conditions such as
excessive loading and shaft lock-up [38,39]. In such catastrophic situations, the S/G is
operated in motor mode, allowing the UAV to continue its cruise mission or land safely
with the help of the loss of synchronisation between the inner and outer rotors of the MC,
as shown in Figure 3. Although this loss of synchronisation may seem like a problem in
ordinary machine designs, the use of MCs provides a great advantage in terms of protection
against breakage in hybrid UAVs.
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The novel MC is part of the customised Bearcat F85F model aircraft, which is a 60%
hybrid by replacing the conventional 3W-140i PE [40] with the 3W-55XI PE and S/G of
6 kW and 4500 rpm. The MCs are prototyped, and the given dimensions are verified.
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The main contribution of this paper is to explore the effects of the design parameters
of the MC by applying a multi-objective optimisation approach. Supporting the numerical
analyses with experiments and systematically collecting the results under a unique study
paves the way for researchers to facilitate the design process and validate the proof of
concept. This work is distinguished from other studies with the following novelties:

• Performing transient analysis on the dynamically modelled state of the MC;
• Dynamic investigation of the effect of misalignments on the transmitted torque;
• Examination of the MC efficiency depending on the operating speed at a critical angle;
• Exploring the negative torque between the rotors in case of a loss of synchronisation;
• Proposing the correction coefficients to identify the error margin of simulations.

In addition, exploring the effect of PM temperature changes, orientations, and grades
on pullout torque increases the novelty of the article. In previous studies, the multi-objective
optimisation of the MC design was considered analytically [10–14]. However, nonlinear
parameters affecting the performance, such as leakage flux, core losses, and end effects,
are ignored in analytical methods to avoid complex and time-consuming calculations. In
addition, the eddy-current losses induced in the PMs due to the continuously varying
torque angle depending on the natural vibration of the piston engine are very difficult to
handle analytically. Therefore, it requires more precise FEM analysis.

For this purpose, the design parameters are considered as a whole, and accordingly,
the system is numerically optimised. Thus, the leakage flux, core losses, and end effects
are evaluated with the FEM model. The efficiency of the optimised MC is considered an
important performance indicator and is analysed together with the nonlinear effects of
the materials. Furthermore, the experimental verification of an optimised FEM model in
accordance with PE output parameters for hybrid UAVs also makes this study interesting
for researchers. The experimental results are in agreement with the FEM outputs.

This study consists of four main frameworks. Section 2 covers design considerations
such as dimension criteria, constraints, and rotor topologies. Analytical pre-dimensioning
and FEMs by Ansys Maxwell are included in Section 3. The MC is dynamically modelled
to improve the simulation accuracy. The effects of the air gap clearance, model length, pole
numbers, PM thickness, and thickness of the rotor yokes are investigated in magnetostatics
and transients. The torque ripple of the MC is explored. Section 4 comparatively presents
and discusses the performance test results of the MCs with different design parameters
carried out on the dynamic test bench. Locked-rotor and dynamic tests are performed with
steps, full loads, and overloads [41]. Finally, the findings are reviewed in Section 5.

2. Design Considerations

The block diagrams of the hybrid UAV system and the proposed model are shown in
Figure 3a,b, respectively. Numerous criteria are used for UAV classification [42], such as
the mean take-off weight (MTOW), size, operating conditions, and capabilities.

The modernised Bearcat F85F Warbirds 1/4.2 scale aircraft with 22 kg, 256 cm wingspan,
204 cm length, and 150 m ceiling altitude is in the Open Category A3 (small size) based on
European Union Aviation Safety Agency (EASA) regulations [43,44].

The maximum torque of the replaced 3W-55XI PE and, therefore, the minimum torque
to be transmitted by the MC is 4.4 N·m. However, considering the load variations due
to sudden manoeuvres, a safety factor of 1.2 is determined. In addition, the correction
coefficient of 1.3 is initially chosen at the beginning of the design to account for the sim-
ulation errors and high starting kickback torque of the PE. Accordingly, in light of the
MTOW, including PE and S/G, the allowable weight and length for the MC are set by the
manufacturer at 375 g and 15 mm, respectively. The optimisation parameters of the MC
design sought in the design reviews and given by the UAV manufacturer are summarised
in Table 1.
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Table 1. Design parameters.

Parameters Value

Pullout torque, with safety factor and correction coefficient 6.9 N·m
Minimum torque density, required 18.4 N·m/kg

Rated speed 4500 rpm
Operation speed range 2500–6500 rpm

In the design of active couplers, an objective function such as torque per magnet
volume, torque per coupler volume, or cost per weight should be considered to obtain the
final design. The minimum weight that meets the requirements is often preferred for hybrid
UAVs. However, the optimum design study is based on the achievable maximum torque
within the manufacturable size and weight limitations to compensate for the unpredictable
high kickback torque experienced during the initial start-up of the PE. The optimal design
parameters are identified in Section 3.5 by comparing different topologies. MCs are also
classified by the shape of PMs [45], such as star-type, cylindrical, ring-type, rectangular or
sector shape, and toothed surface. In terms of practical use, the cylindrical type is more
popular. Further classification can be performed according to the magnetisation direction
of PMs as radial, axial, and linear orientations. The active cylindrical type is intended for
synchronous speed and radial motion requirements.

2.1. Determination of the Minimum Outer Diameter of the Inner Rotor

The inner rotor of the MC is directly connected to the flange of the PE, as marked in
red in Figure 4a, thus providing magnetic separation [46] between the shafts of the PE and
S/G to improve the safe operation [47] of the hybrid UAV.
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Figure 4. Mounting illustration of the (a) Inner rotor; (b) Inner flange.

The design of the MC should start from the inner rotor to the outer rotor, as opposed to
the conventional method, due to the diameter limitations of the inner flange in the 3W-55XI
PE, as shown in Figure 4b. It is ensured that the outer rotor of the MC is also the rotor of
the S/G to take advantage of this design limitation.

2.2. Selection of Rotor Topology

Figure 5a–f illustrate the conventional rotor topologies selected depending on the ob-
jective function and the application area. Some disruptive topologies have also been applied,
such as Halbach arrays to increase the field strength of PMs, as shown in
Figure 5g [15], and enhanced hybrid couplers to increase the torque density, as shown in
Figure 5h [48]. However, arc surface PMs are preferred due to the ease of fabrication and
access.
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2.3. Materials Overview

Electric steel, carbon steel, and metals are used as MC rotor materials. NdFeB and
SmCo stand out among ferrite, ceramic, and alnico magnets due to their high energy density.
Epoxy, the most common type of coating for aerospace applications, has been preferred
among coating types such as zinc, gold, plastic, nickel, and Teflon. The temperature
assignment of PMs is made at 80 degrees Celsius, which is the most likely to be encountered
in the system. In some special cases, a protective sleeve made of stainless steel, fibres, or
plastics is used to prevent the PMs from leaving the rotor surface.

The containment shroud for sealing fixed to the stationary part of the MC hermetically
separates the inner and outer rotors. There are several materials, such as nonferrous
stainless steel, Hastelloy, carbon fibre peek, oxide ceramics, and nonmetallics.

3. Design Studies

Analytical approaches [49,50] are simple and fast methods for estimating preliminary
design dimensions. The margins of error are high because the calculations are made under
the assumptions that the magnetisation of PMs is homogeneous, the model length and the
average air gap radius are very large compared to the PM thickness and air gap length, and
the rotor materials are not saturated and have high permeability [51]. However, analytical
calculations involving these effects are laborious and complicated.

3.1. Analytical Preliminary Sizing

The analytical subdomain method based on the Maxwell stress tensor and virtual work
approach are accurate methods for the analytical calculations of the transmitted torque of
MCs. The analytical subdomain method uses Laplace’s and Poisson’s equations [7] for the
air gap and PM regions to find the flux density distribution by using the derivative of the
vector potential equation in the air gap, as in Equations (1) and (2). Then, the transmitted
torque is calculated from the Maxwell stress tensor method as in Equation (3).

BI Ir(r, θ) =
1
r

∂AI I
∂θ

(1)

BI Iθ(r, θ) =
1
r

∂AI I
∂θ

(2)

T =
lsrmean

µ0

∫ 2π

0
[BI Ir(rmean, θ)BI Iθ(rmean, θ)]dθ (3)

where BI Ir(r, θ) and BI Iθ(r, θ) are the air gap flux density distributions depending on
the radial distance (r) and angle (θ) according to polar coordinate adoption, respectively.
∂AI I and ls are the vector potential in the air gap and the total model active length, respec-
tively. rmean is the radius of the middle of the air gap, as shown in Figure 6a. roi and rio are
the outer radius of the inner rotor and inner diameter of the outer rotor, respectively.
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However, the virtual work method [52] is a practical approach for the fast calculation
of the air gap volume depending on the angular displacement between the PMs based on
the energy change in the air gap and is given as follows.

Ttotal =
dW
dθ

=
(Bg1)

2(Vag
)

2µ0(θ− dθ)
∗ (2p) (4)

where dW, θ, dθ, Bg1, Vag, 2p are the change in stored energy in the air gap in joules,
mechanical angle of a pole in radians, angular displacement between poles depending
on the load, fundamental component of the flux density in the middle of the air gap in
Tesla, air gap volume in m3, and the number of poles, respectively. Ttotal is the total torque
exerted on the middle of the air gap used to estimate the torque on the rotors with regard
to the total number of poles. The active couplers work without any slip until the pullout
torque is exceeded. The pullout torque is expressed as the maximum torque that the MC
can handle.

The model of the proposed cylindrical MC comprises an inner and outer rotor (1,7),
weight reduction holes (2,9), mounting holes (3,8), PM housings (4,10), and PMs (5,6), as
illustrated in Figure 6b.

The torque angle (θ) is the mechanical angle between the d-axes of the inner rotor
PMs and the outer rotor PMs when the MC is loaded, as shown in Figure 6a. The angle
at the maximum torque is called the critical angle [3] and is calculated as in Equation (5),
equivalent to 90 electrical degrees.

Mdeg represents the mechanical angle. The critical angle is 18 Mdeg and 0.314 radi-
ans for 10-poles. Preliminary sizing calculations are performed using Equation (4) and
summarised in Table 2 for the 10-pole configuration at the critical angle in which (θ-dθ) is
directly equal to dθ. The θ is 36 Mdeg and 0.628 radians for 10-poles.

θcritical =
360

◦

(2p) ∗ 2
, Mdeg (5)

The respective air gap volume is calculated as 1289.5 mm3. The bore diameter of
the inner rotor is 29 mm due to the mounting hole diameters on the flange, as shown in
Figure 4b. Similarly, the outer diameter of the inner rotor is to be a minimum of 43 mm for
the model. Considering the thickness of the rotor yokes and PMs, rmean is initially chosen to
be 27.5 mm. With the initial assumption of an air gap length of 1.5 mm, the outer diameter
of the inner rotor and the inner diameter of the outer rotor are found to be 26.75 mm and
28.25 mm, respectively. Thus, the corresponding model length is found to be 5 mm.
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Table 2. Analytical design calculations by virtual work approach for preliminary sizing.

Design Outputs 10-Pole

Air gap volume, minimum required 1289.5 mm3

Length of the model, based on rmean 5 mm
(θ-dθ), dθ at critical torque angle 0.314 rad.

Critical torque angle 18 (◦M)

Design Assumptions

Middle of the air gap radius, rmean 27.5 mm
Average air gap flux density 0.65 T

Air gap length 1.5 mm
Pullout torque, required 6.9 N·m

3.2. Maxwell 2D Static Analyses

The increased ability to use all processor cores and the symmetry properties tend to
directly use FEM-based software in the design and optimisation of MCs [53], resulting in a
tangible increase in simulation accuracy. The FEM accurately calculates the air gap flux
density and transmitted torque by considering the material nonlinearities, leakage fluxes,
core losses, PM magnetisation directions and temperature changes, induced eddy-current
losses on PMs, and dynamic effects on the MC.

Ansys Maxwell multi-functional analyses are performed in a magnetostatic environ-
ment for static simulations and in a transient environment for dynamic simulations [54].

3.2.1. Correlation of Effective Air Gap Diameter and Model Length

The analyses are started with a 10-pole configuration to determine the effective air gap
diameter and the model length for the required torque and torque density. Considering
the air gap and yoke thicknesses, the analysis started with a minimum effective air gap
diameter of 45 mm. The effective air gap is defined as the middle of the air gap.

Figure 7 investigates the pullout torque for the range of effective air gap diameters
and model lengths. Figure 7a shows that the required pullout torque of 6.9 N·m specified
in Table 1 is met with a minimum effective air gap diameter of 47 mm for a model length of
10 mm or a minimum model length of 6 mm for an effective air gap length of 67 mm.
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The relationship between the effective air gap diameter and the length of the MC
directly affects the inertia and transferrable torque of the hybrid UAV. The choice of an
effective air gap diameter as high as possible will increase the system inertia and allow
modular construction for higher torque transmissions. Therefore, the effective air gap
diameter is chosen to be 57.5 mm, approaching the maximum limit of the range.

On the other hand, the linear increase in the model length corresponds to an almost
linear increase in the pullout torque. The required torque of 6.9 N·m is achieved with a
minimum coupler length of 7.4 mm, as shown in Figure 7b. However, for easy manufac-
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turability and higher tolerance to disturbance, the length is chosen to be 10 mm, in which
case the pullout torque is 9.4 N·m, hereafter referred to as the updated torque requirement.

3.2.2. Investigation of Optimum Pole Number

In magnetic systems, such as MCs, the pole number configuration of the rotors signifi-
cantly affects the transmitted torque and, thus, the torque density. The pole number of 10
for the inner and outer rotors is chosen as the optimum point because the highest pullout
torque is provided, as shown in Figure 8a.
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On the other hand, Figure 8b examines viable or impracticable cases of the torque
density for different numbers of inner and outer rotor poles. The torque density expresses
the pullout torque per unit weight in N·m/kg. The torque density decreases dramatically in
the case of different inner and outer rotor pole number configurations. However, a different
number of poles on both rotors is possible with the appropriate design of the modulator in
the air gap. Thus, the magnetic gear concept [19] is formed.

3.2.3. Effect of Air Gap Clearance on Pullout Torque

Air gap clearance has a direct effect on the torque since it affects the total reluctance.
Reducing the air gap will increase the torque, as seen in Figure 9, but it will also increase
production costs and cause the rotors to rub against each other in the case of imbalance.
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Considering the fabrication issues and PE vibration, the air gap is set to 1.5 mm, as
marked in green in Figure 9a. A twofold increase in the air gap length does not mean a
twofold reduction in the torque but instead a reduction of 13%, as shown in Figure 9b.

3.2.4. Determination of PM Thickness

The PM thickness changes the average flux density in the air gap and, hence, the
transmitted torque [55]. The thickness of the inner rotor PMs is set at 4 mm because the
maximum increase in the torque density is met, as shown in Figure 10a. On the other hand,
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the thickness of the outer rotor PMs of 4 mm is chosen because the maximum weight of 375
gr is reached, as illustrated in red in Figure 10b.
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3.2.5. Determination of the Thickness of Rotor Yokes

The thickness of the rotor yokes should be selected carefully, as it changes the total
reluctance and, hence, the air gap magnetic flux density. The minimum thickness of the
rotor yokes that meet the updated torque requirement results in the minimum coupler
weight.

For this purpose, the inner and outer rotor yoke thicknesses are determined to be 14
mm and 8 mm, as shown in Figures 11a and 11b, respectively. The choice of the values
is evaluated based on a fraction-free approach for ease of production and in light of the
minimum wall thickness necessary to eliminate material deformation during fabrication.
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3.2.6. Investigation of the PM Embrace and Offset Effect

Pole embrace represents the ratio of the pole arc to the pole pitch. The arched PMs
may not be concentric with the rotor. In the absence of a uniform air gap, the offset between
the centre of the bottom and top of the PM arc is called the pole arc offset. The embrace has
a more significant effect on the pullout torque, while the offset has a limited effect.

The embrace of 0.98 offers a higher torque density, as marked in red in Figure 12a. The
pole arc offset may not be preferred because it negatively affects the output torque, as seen
in Figure 12b, except for mandatory situations such as cogging torque. Thus, the maximum
pullout torque is achieved with the maximum embrace and minimum offset.
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3.3. Maxwell 2D Transient Analyses

Transient analyses allow performance outputs corresponding to the design parameters
to be dynamically realised under no-load, rated-load, and overload conditions. Simulations
are carried out in which the moment of inertia, the mechanical losses in terms of damping
factors, and the load type acting are modelled. Thus, the moment of inertia of the inner
and outer rotors is calculated as 0.42 kg-cm2 and 1.95 kg-cm2, respectively. Mechanical
losses, i.e., wind and friction losses, ventilator losses, and bearing losses, are practically
accepted at 3.5% of the output power [56]. The load type is considered such that the load
varies nonlinearly with the square of the speed, such as fan load [54].

3.3.1. Comparison of Pole Types

The pole types applied to the PM machines can also be employed in the MCs. Surface-
mounted PMs are more production viable than internal PMs and can be divided into three
parts, as shown in Figure 13a–c. Figure 13d shows that the effect of the pole type on the
torque density is minimal. However, type-1 is preferred due to its ease of installation.
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3.3.2. Effect of PM Type, Grade, and Temperature on Pullout Torque

The grade, type, orientation, and operating temperature of PMs have a significant
role in MC design. Figure 14 examines all implications for the 10-pole configuration at
a critical angle. The pullout torque increases with the increasing PM grade, as shown in
Figure 14a. On the other hand, SmCo magnets can operate at higher temperatures and
in harsher conditions. Nevertheless, their energy density is lower than that of NdFeB,
resulting in a lower pullout torque, as shown in Figure 14b for the same thickness of PMs.
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In addition, the magnetisation direction has little effect on the pullout torque, as shown
in Figure 14c. However, the operating temperature of the PMs significantly affects the
torque, as shown in Figure 14d. Radially oriented N48H is preferred for accessibility.

3.3.3. Rotor Flux Density and Mesh Distribution

The flux density of the rotor yokes should be close to, but not reach, the saturation
point, which is the knee point on the BH curve to achieve the maximum torque density, as
shown in Figure 15a. However, the minimum wall thickness required to prevent material
deformation during manufacturing and dynamic effects limits the design of the yoke
thickness close to the saturation point. The yoke design is based on adjusting the yoke
thicknesses as close as possible to the saturation point, as shown in Figure 15a. In this
case, the outer rotor yoke thicknesses (tyo2 and tyo1) can be a minimum of 2 mm to prevent
fabrication deformation. The inner rotor inner yoke thickness (tyi1) is set to a minimum of
2.5 mm to avoid reducing the mechanical strength and flywheel effect, and the inner rotor
outer yoke thickness (tyi2) is set to 5.24 mm to ensure the selected effective air gap diameter.
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Figure 15b exhibits the mesh distribution of the model. The critical regions, such as
the air gap and PMs, are subjected to dense meshing. The total number of mesh elements is
9440. The mesh method is TAU. Thus, the solution accuracy is increased. The parts marked
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in pink are the mounting holes. The diameter of the weight reduction holes, marked in red,
is chosen to not reduce the mechanical strength. Thus, the total weight is reduced by 4 gr.

3.3.4. Investigation of Negative Torque at Loss of Synchronisation

Loss of synchronisation (LoS) refers to the situation where the synchronisation between
the rotors is disrupted by exceeding the torque limit and critical torque angle as a result of
a shaft malfunction on the PE shaft. However, in the case of LoS, while the drive system is
sustained by S/G, the negative torque acting from the inner rotor needs to be analysed and
accounted for in the safety factor to identify the power limits of the S/G.

In the 2D simulation, the LoS torque is analysed by setting the inner rotor speed to
0 rpm and rotating the outer rotor at different speeds. In the test system, the LoS torque
is measured by locking the inner rotor so that it cannot rotate and gradually rotating the
outer rotor at different speeds by a speed source. As shown in Figure 16, the LoS torque at
the maximum speed is −0.61 N·m for the 2D simulation and −0.6 N·m for the test results.
The deviations in the results are due to the sensitivity of the sensors on the test bench and
the higher moment of inertia of the test bench compared to the UAV dynamic model in the
simulations.
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3.4. Maxwell 3D Static and Transient Optimetric Analyses

Static simulations examine the MC behaviour in the steady state, i.e., when the inner or
outer rotor shaft is locked. Therefore, model losses are not considered in the static analyses.
On the other hand, transient analysis is more accurate because it considers losses, coupling
effects, end effects, eddy-current losses on PMs, and material wall thickness.

3.4.1. Static Locked-Rotor Torque and Transient Torque Ripple Analyses

Locked-rotor or static torque refers to the torque capability of the coupler. It can be
examined in different pole numbers depending on the torque angle, as shown in Figure 17a.
The maximum static torque is provided as 9.4 N·m in the 10-pole configuration.

In the dynamic state, torque transmission in response to instantaneous load variations
causes torque ripple in MCs due to the different moments of inertia of the rotors and the
flywheel effect. It is 20 mN·m for the proposed model, as shown in Figure 17b. The rotors
hold each other until the critical angle is exceeded, resulting in minimal torque ripple in
the active MCs.
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3.4.2. Investigation of Different Rotor Materials and Air Gap Flux Density

Carbon steel, electric steel, and stainless steel can be used as rotor materials. Although
electrical steel has lower core losses for synchronous MCs, it does not provide an advantage
in the proposed model due to its low model volume. Moreover, the design results in a
higher yoke thickness due to the lower saturation point if electrical steel is preferred.

However, some exceptional cases, such as military applications, require the use of
nonmagnetic materials, such as Steel-316, called yokeless design. In such cases, it is
inevitable to increase the PM thickness to avoid a drastic drop in the torque of approximately
60%, as shown in Figure 18a. Steel-1020 is used as the rotor material in the production of
MCs.
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On the other hand, the air gap flux density in the air gap is examined in Figure 18b
when magnetic Steel-1020 is used as the rotor material. It is 0.5 T at the critical angle of
18 Mdeg for the proposed design, which is far from the demagnetisation point of the PMs.

3.4.3. Study of Pullout Torque Depending on Misalignment Length

As part of the worst-case scenario analysis, it is essential to examine the reduction
in the pullout torque due to the misalignment length caused by the propeller pulling the
system forwards until it is unable to generate thrust in the event of any extreme bearing
failure.

Figure 19a examines the pullout torque depending on the misalignment. Figure 19b
exhibits the misalignment. The torque decreases as the misalignment increases. Although
the test results and the simulations agree with each other, the differences in the results
are due to the difficulty in the precision adjustment of the misalignment length in the test
system.
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Figure 19. (a) Pullout torque depending on misalignment length; (b) Exhibition of misalignment.

3.4.4. Magnetic Coupler Efficiency and Induced Eddy-Current Losses on PMs

Magnetic coupler losses are composed of rotor core losses, induced eddy-current losses
on PMs, and mechanical losses. The mechanical losses, estimated at 3.5% of the output
power, are thus calculated as 0.00051 W/(rad/s)2. On the other hand, vibration due to the
natural operation of the PE, load disturbances due to different UAV operating zones, and
torque fluctuations during load changes cause the torque angle to change continuously. As
a result, high eddy-current losses are induced on the PMs, which increase the temperature
of the PMs and reduce the transmitted torque by reducing their residual flux density, and
their impact on the system should be investigated. The proposed MC design is realised in
light of all these effects and the design requirements are provided.

As seen in Figure 20a, the eddy-current losses are simulated as 237 W. The efficiency
of the MC is 94.3% at the maximum speed of 6500 rpm and 95% at the minimum speed of
2500 rpm, as shown in Figure 20b at the critical angle. However, to measure the efficiency
on the test bench, a second transmitter is required to measure the input power in addition
to the torque/speed transmitter measuring the output power. Due to the difficulty in the
setup, the efficiency cannot be measured on the test bench. However, using the proposed
correction coefficient, the actual efficiency can be estimated from the numerical efficiency
graph.
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3.5. Summary List of Various MC Designs

The various MC designs obtained from the simulations are summarised in Table 3.
The optimum design is realised within the system constraints, and the optimum parameters
are indicated with an asterisk. The PM thickness is included in the measurement of the
inner rotor outer diameter and outer rotor inner diameter. Validation of the multi-objective
simulations and the tests sheds light on the safe usability of MCs in hybrid UAVs.
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Table 3. Dimension and performance list of various MCs in summary.

Pole Number 8-Pole 10-Pole *

Embrace 0.6 0.8 0.98 0.8 0.98 *

PM Thickness 3 mm 4 mm 4 mm 4 mm *

Grade of PM N48H N45H N48H N48H N48H *

Outer diameter of outer rotor 79 mm 83 mm 83 mm *
Inner diameter of outer rotor 57 mm 59 mm 59 mm *
Outer diameter of inner rotor 54 mm 56 mm 56 mm *
Inner diameter of inner rotor 20 mm 20 mm 20 mm *

Air gap length 1.5 mm 1.5 mm 1.5 mm *
Effective air gap diameter 55.5 mm 57.5 mm 57.5 mm *

Model length 10 mm 10 mm 10 mm *
Total weight (gr) 320 350 351 370 352 371

Pullout torque (N·m), dynamic 3.9 6.9 7.2 7.5 8.1 8.7
Torque density (N·m/kg) 12.2 19.7 20.5 20.3 23 23.45

* Optimum values.

4. Results and Discussion

This section reveals and discusses the test results and compares them with the 2D and
3D simulation data. In an optimisation process, the accuracy of the analyses is determined,
and a correction coefficient is proposed based on the correlation between the results.

Various MCs with different design parameters listed in Table 3 have been produced,
and some of them are illustrated in Figure 21. The upper and lower parts illustrate the
outer and inner rotors of the MC, respectively.
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chines, using direct or indirect test methods [58]. On the other hand, the propulsion plat-
form, including the PE, MC, and propeller, is set up to conduct force tests on the system. 

The direct test method provides more accurate results because it dynamically 
measures MC parameters such as the output torque and output speed with a torque/speed 
transmitter. Figure 22a demonstrates the installation of the MC for the direct dynamic test 
system, while Figure 22b shows its installation on the PE and propeller. 
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Figure 22. Assembly of (a) MC for dynamic tests; (b) MC with piston engine and propeller. 

The operation principle of the direct dynamic test system shown in Figure 23a is as 
follows: The MC (3) device under test (D.U.T) is driven by a geared induction motor (4) 
with a high torque capacity. Dynamic tests are performed by gradually or directly loading 
the hysteresis brake for 1 h for each set of tests (1), depending on the type of test, such as 
no-load, rated-load, or overload. At this stage, as the load changes, the output torque and 
speed are measured by the torque/speed transmitter (2) and recorded by the panel. 

In the thrust test system shown in Figure 23b, the load cells and sensors are used to 
measure the force, thrust, and temperature while the PE is operated at idle speed, cruising 
speed, and overspeed. The sensors and transducers in the test systems are calibrated by 

Figure 21. Various MC productions of: (a) 8-pole/0.8-embrace/3 mm-PM thickness/10 mm
length; (b) 8-pole/0.98-embrace/4 mm-PM thickness/10 mm length; (c) 10-pole/0.8-embrace/4 mm-
PM thickness/10 mm length; (d) 10-pole/0.98-embrace/4 mm-PM thickness/10 mm length;
(e) 10-pole/0.98-embrace/4 mm-PM thickness/20 mm length.

Due to the MCs being included in the group of noncontact electrical machines [57],
their performance examinations are carried out in a similar way to special rotating machines,
using direct or indirect test methods [58]. On the other hand, the propulsion platform,
including the PE, MC, and propeller, is set up to conduct force tests on the system.

The direct test method provides more accurate results because it dynamically mea-
sures MC parameters such as the output torque and output speed with a torque/speed
transmitter. Figure 22a demonstrates the installation of the MC for the direct dynamic test
system, while Figure 22b shows its installation on the PE and propeller.
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Figure 22. Assembly of (a) MC for dynamic tests; (b) MC with piston engine and propeller.

The operation principle of the direct dynamic test system shown in Figure 23a is as
follows: The MC (3) device under test (D.U.T) is driven by a geared induction motor (4)
with a high torque capacity. Dynamic tests are performed by gradually or directly loading
the hysteresis brake for 1 h for each set of tests (1), depending on the type of test, such as
no-load, rated-load, or overload. At this stage, as the load changes, the output torque and
speed are measured by the torque/speed transmitter (2) and recorded by the panel.
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results of the locked-rotor test at a critical torque angle with a 10 mm coupler length for 
configurations with a higher torque density, while Figure 24b exhibits the results for a 
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However, the maximum locked-rotor torque for 8 poles with the same configuration 
as the 10-pole structure results in a reduction of approximately 14%, as marked in blue in 
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Figure 23. Test system of: (a) Direct dynamic method; (b) Thrust measurement method.

In the thrust test system shown in Figure 23b, the load cells and sensors are used to
measure the force, thrust, and temperature while the PE is operated at idle speed, cruising
speed, and overspeed. The sensors and transducers in the test systems are calibrated by an
organisation with an international accreditation certificate [59]. In addition, the tests are
performed three times in total at different times, and the average results are used.

4.1. Locked-Rotor Test Results in Summary

In the locked-rotor or static test, the shaft is heavily loaded by the hysteresis brake
so that it cannot be rotated. Depending on the torque angle, torque measurement is
performed by gradually adjusting the load, and the data are recorded. Figure 24a shows
the results of the locked-rotor test at a critical torque angle with a 10 mm coupler length
for configurations with a higher torque density, while Figure 24b exhibits the results for a
lower torque density. The maximum locked-rotor torque is achieved at the configuration of
10-pole and 0.98-embrace, as marked in black in Figure 24a.
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However, the maximum locked-rotor torque for 8 poles with the same configuration
as the 10-pole structure results in a reduction of approximately 14%, as marked in blue in
Figure 24a. Furthermore, if the effect of the model length is examined, a twofold increase
in the length increases the locked-rotor torque by almost a factor of two.

4.2. Investigation of Pullout Torque in Transient and Static Torque versus Torque Angle

The locked-rotor and dynamic test results are consistent with each other. Therefore,
the test results are plotted only for the optimum design with a configuration of 10-pole,
0.98-embrace, and 10 mm length to avoid visual pollution.

Figure 25a compares the results obtained from the Maxwell 2D and 3D simulations
and dynamic tests depending on time. The average dynamic pullout torque obtained from
the Maxwell 2D and 3D simulations and dynamic tests are 9.35 N·m, 9.15 N·m, and 8.7 N·m,
respectively. Figure 25b plots the static torque results for the different torque angles. The
maximum static torque obtained from the Maxwell 2D and 3D simulations and static tests
at the critical angle of 18 Mdeg are 9.32 N·m, 9.11 N·m, and 8.72 N·m, respectively.

The Maxwell simulations are in close agreement with the test results. The numerical
simulations have an acceptable margin of error compared to the test results, which is 8%
for the Maxwell 2D and 4.5% for the Maxwell 3D, where the safety factor is not included.
A more effective design is achieved if a relevant difference or margin of error, called a
correction coefficient, is provided in the first step of the numerical design.
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In this sense, taking into account the safety factor [60], the Maxwell 2D and 3D
simulations are, on average, 14% and 9% higher than the direct dynamic test results for the
proposed model, respectively. As a result, a correction coefficient of 1.2 for the Maxwell 2D
and 1.1 for the Maxwell 3D is proposed for the use of MCs in hybrid UAVs.

5. Conclusions

This article contributes to exploring all design parameter effects of active cylindrical
MCs with multi-objective simulations based on FEMs. The magnetic design was optimised
in Ansys Maxwell using optimetric and tuning tools. Increasing the number of poles results
in a maximum torque density only up to a certain point. The highest pullout torque was
achieved with the configuration of the 10-pole and 0.98-embrace, offering an 18% higher
torque than the 8-pole configuration. Increasing the embrace provides more output torque.
A 20% increase in the embrace results in a 7.5% increase in the torque density. Reducing the
embrace to less than 0.6 almost halves the output torque. Increasing the offset reduces the
transmitted torque by a maximum of 10%. Using PMs with a lower residual flux density
reduces the pullout torque. The MCs using Nd-Fe-B PMs provide a higher torque density
than the couplers using Sm-Co. A double increase in the air gap length reduces the pullout
torque by 13%. The reduction in the PM thickness and yoke thickness significantly reduces
the torque density. Operating the MC as close to the saturation point as possible ensures
the minimum weight of the system. A direct-type dynamic test system was set up for the
transient and locked-rotor tests. A thrust test system was also installed for the force tests of
the MC on the PE. Exceeding the critical torque angle causes synchronisation loss between
the inner and outer rotors. The torque fluctuation at load changes is approximately 0.25%.
The loss of synchronisation torque at the maximum speed is −0.61 N·m. The magnetic
coupler efficiency is above 94% at the maximum speed. The Maxwell 2D FEM results are
higher than the 3D and dynamic tests, but the results agree with a reasonable margin of
error. The test results differ by 8% with the Maxwell 2D results and 4.5% with the Maxwell
3D results. The difference is due to the density differences in the adaptive meshes, the
inclusion of end-leakage effects in the 3D FEM, and temperature assignments. As a result,
a correction coefficient of 1.2 for the Maxwell 2D and 1.1 for the Maxwell 3D is proposed. A
comprehensive examination of the active cylindrical MCs contributes to the use of MCs for
other applications such as robotics, hydraulics, automotive, medical, and pumps.
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Abstract: The reliability enhancement of electrical machines is one of the key enabling factors for
spreading the full-electric propulsion to next-generation long-endurance UAVs. This paper deals
with the fault-tolerant control design of a Full-Electric Propulsion System (FEPS) for a lightweight
fixed-wing UAV, in which a dual-stator Permanent Magnet Synchronous Machine (PMSM) drives
a twin-blade fixed-pitch propeller. The FEPS is designed to operate with both stators delivering
power (active/active status) during climb, to maximize performances, while only one stator is
used (active/stand-by status) in cruise and landing, to enhance reliability. To assess the fault-
tolerant capabilities of the system, as well as to evaluate the impacts of its failure transients on the
UAV performances, a detailed model of the FEPS (including three-phase electrical systems, digital
regulators, drivetrain compliance and propeller loads) is integrated with the model of the UAV
longitudinal dynamics, and the system response is characterized by injecting a phase-to-ground fault
in the motor during different flight manoeuvres. The results show that, even after a stator failure, the
fault-tolerant control permits the UAV to hold altitude and speed during cruise, to keep on climbing
(even with reduced performances), and to safely manage the flight termination (requiring to stop and
align the propeller blades with the UAV wing), by avoiding potentially dangerous torque ripples and
structural vibrations.

Keywords: fixed-wing UAV; full-electric propulsion system; axial-flux PMSMS; fault-tolerant control;
phase-to-ground short circuit; failure transient analysis

1. Introduction

The global market size of Unmanned Aerial Vehicles (UAVs) was 27.4 billion USD
in 2021 and, despite the negative impact of the COVID-19 pandemic, it is expected to
grow within 2026 up to 58.4 billion USD, at a Compound Annual Growth Rate (CAGR)
of 16.4% [1]. Additionally, pushed by the wider objectives of the aerospace electrification,
the design of next-generation long-endurance UAVs is undoubtedly moving toward the
use of Full-Electric Propulsion Systems (FEPSs). Although immature nowadays in terms
of reliability and energy density (e.g., lithium-ion battery packs typically range about
300 kJ/kg, which is 100 times lower than gasoline [2]), FEPSs are expected to obtain
large investments in the forthcoming years, aiming to replace the conventional internal
combustion motors, as well as to outclass the hybrid or hydrogen-based solutions [3].
Coherently, the global market size of electric motors is projected to grow within 2028 up
to 181.9 billion USD, at a CAGR of 7.0% [4]. In particular, the segment of Permanent
Magnet Synchronous Machines (PMSMs) is forecast to hold more and more significant
markets, due to their advantages in terms of power density, efficiency, low torque ripple and
dynamic performances. In this context, the Italian Government and the Tuscany Regional
Government co-funded the project TERSA (Tecnologie Elettriche e Radar per Sistemi aeromobili
a pilotaggio remoto Autonomi) [5], led by Sky Eye Systems (Italy) in collaboration with the
University of Pisa and other Italian industries.
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The TERSA project aims to develop an Unmanned Aerial System (UAS) with fixed-
wing UAV, Figure 1, having the following main characteristics:

• Take-off weight: from 35 to 50 kg;
• Endurance: >6 h;
• Range: >3 km;
• Take-off system: pneumatic launcher;
• Landing system: parachute and airbags;
• Propulsion system: FEPS powering a twin-blade fixed-pitch propeller;
• Innovative sensing systems:

# Synthetic aperture radar, to support surveillance missions in adverse environ-
mental conditions;

# Sense-and-avoid system, integrating a camera with a miniaturised radar, to
support autonomous flight capabilities in emergency conditions.

Figure 1. Rendering of the TERSA UAV [5].

With particular reference to the activities related to the TERSA UAV propulsion sys-
tem development (which this work refers to), special attention has been dedicated to the
demonstration of its fault-tolerant capabilities. It is well-known that, compared with solu-
tions based on internal combustion motors, FEPSs on UAVs would guarantee smaller CO2
emissions, higher efficiency, lower noise, reduced thermal signature (crucial for military ap-
plications), higher service ceiling and simplified maintenance [6], but several reliability and
safety issues are still open, especially for long-endurance flights in unsegregated airspaces.
As relevant example, the failure rate of a simplex FEPS solution with a three-phase PMSM
driven by three-leg converter typically ranges about 2.4 per thousand flight hours [7,8],
which is far from the reliability and safety levels required for the airworthiness certifica-
tion [9].

Provided that the weight and envelopes required by UAV applications impede the
extensive use of hardware redundancy (e.g., redundant motors), the reliability enhancement
of FEPSs can be achieved only through motor phase redundancy or by using unconventional
converters. Different solutions are proposed in the literature, and they can be split in two
categories: those applying conventional three-leg converters (using multiple phases [10,11]
or multiple three-phase arrangements [12,13]), and those using four-leg converters [8,14,15].
In the latter solution, a couple of power switches are added as stand-by devices to the
conventional three-leg bridge, enabling the control of the central point of the motor Y-
connection. Although the four-leg solution permits to save weight, it requires an ad hoc
design of the motor and its power electronics [8,16]. On the other hand, PMSMs with
multiple three-phase arrangements are less compact, but they use conventional converters
driven by standard techniques [13].

The failure rate of electric machines is essentially driven by faults on motor phases
and converters (open-switch in a converter leg, open-phase, phase-to-ground fault, inter-
turn short circuit, or capacitor short circuit [17]), that cover about 70% of the system fault
modes [7]. Stator faults can initiate for different causes, such as dielectric breakdown, degra-
dation of the winding insulation, thermal stress, overburden, or mechanical vibrations [18],
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and many research efforts have been carried out for their diagnosis and the compensation,
especially for open-phase faults [8,19–21] and inter-turns short circuits [22–25], while the
literature is poorer for phase-to-ground faults in electrical machines [26–28]. As discussed
in [29], phase-to-ground faults fall into the short circuit faults category. Usually, a short
circuit initiates as an inter-turn fault (very difficult to detect at an early stage), which
typically evolves into a coil-to-coil, phase-to-phase, or into a phase-to-ground short circuit.
Phase-to-ground faults are particularly dangerous, because they can cause irreversible
damages to both windings and core. If the motor windings could be replaced, the core
damage is irreversible and it requires the entire motor removal.

When addressing UAV applications, the basic consequence related to motor faults is
the decrease or loss of thrust power, which essentially impacts on the altitude hold and/or
climb capabilities of the vehicle. Together with other major UAV failures such as those
affecting control actuators and sensors, the hazard mitigation requires the application of
suitable fault-tolerant techniques. A comprehensive survey on methods for fault diagnosis
and fault-tolerant control against UAV failures is provided by [30], and the reference
highlights that the works addressing propulsion failures for fixed-wing UAVs is very
limited. Most of the literature is actually focused on the effects of faults to control actuators
and sensors for both single UAVs [31–34] and UAVs in formation flight [35–37], while
the faults to propulsion systems are typically modelled with rough or very simplified
approaches (e.g., total propulsion loss as in [38] or increase in the drivetrain friction
as in [39]).

Together with reliability requirements, an FEPS for UAVs must have high compactness,
high power-to-weight ratio, high torque density, and excellent efficiency. For these high-
performance applications, Axial-Flux PMSMs (AFPMSMs) are preferred to conventional
PMSMs with radial flux linkages [40]. In fact, although conventional PMSMs have higher
technology readiness, AFPMSMs are superior in terms of weight (core material is reduced),
torque-to-weight ratio (magnets are thinner), efficiency (rotor losses are minimized), and
versatility (the axial air gaps are easily adjustable) [41–43]. The FEPS of the reference
TERSA UAV is actually equipped with a dual-stator AFPMSM, capable of operating in both
active/active and active/stand-by configurations to obtain fault-tolerant capabilities for
the system [44].

This paper aims to contribute to the literature of FEPSs for fixed-wing UAVs by
dealing with the fault-tolerant control design and the dynamic performance characteriza-
tion of the TERSA UAV, particularly addressing the impacts of failure transients on both
the motor and the vehicle performances in different flight phases (climb, cruise, flight
termination/landing) if a phase-to-ground short circuit in a stator is simulated.

The basic objective of the investigation is, through a detailed fault modelling, to
characterise both the fault symptoms (at both the motor level and UAV level) and the
failure transients related to the application of fault-tolerant techniques. For this reason, the
paper does not include the description of the health-monitoring algorithms, but it simply
assumes that they exist and are capable of detecting the fault with a pre-defined latency;
after that a compensation is applied (the failed stator is de-energized and the control on
healthy one is activated or reconfigured).

The work is articulated as follows: the first part is dedicated to the system description
and to the nonlinear FEPS model; successively, the main features of the fault-tolerant control
design are presented. Finally, an excerpt of simulation results is proposed, by highlighting
and discussing the effects of a phase-to-ground fault during different flight manoeuvres,
and by demonstrating the effectiveness of the proposed design.

2. Materials and Methods
2.1. FEPS Description

The fault-tolerant FEPS of the TERSA UAV is basically composed of (Figure 2):

• Dual-stator AFPMSM, with surface-mounted magnets and phases in Y connection;
• Twin-blade fixed-pitch propeller (APC22 × 10E model [45]);
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• Mechanical coupling joint between motor shaft and propeller;
• Two Electronic Control Units (ECUs), each one including:

# Control/monitoring (CON/MON) module, for the implementation of the
closed-loop control and health-monitoring functions;

# Conventional three-leg converter;
# Three Current Sensors (CSa, CSb, CSc), one per each motor phase;
# Angular Position Sensor (APS), measuring the motor rotation;
# Power Supply Unit (PSU), providing all ECU components with the required

electrical supply;

• Two interface connectors, one for the electrical power input and the other for the data
exchange with the Flight Control Computer (FCC).

Figure 2. Schematics of the FEPS architecture.

The fault-tolerant FEPS is designed to guarantee mission accomplishment even after
the failure of one of the two AFPMSM stators. Different operations of the stators are thus
defined by the CON/MON modules, so that each stator can

• Be electrically supplied and controlled to apply an electrical torque on the motor shaft
(active status);

• Be electrically supplied at the converter level to be prompt to operate, but with
open/isolated phases, so that no torque is applied (stand-by status);

• Be de-energized at the converter level (passive status).

In addition, since the UAV flight termination and landing is obtained by deploying a
parachute and by inflating airbags to be used as landing gears, the propeller blades must be
aligned with the wing before opening the parachute to avoid interferences, and a specific
control mode must be foreseen. As a consequence, four operation modes have been defined
to control each stator of the AFPMSM:

(1) Flight Mission Mode (FMM), in which the stator is active and a speed-tracking closed-
loop system is implemented, by means of two nested loops, on motor speed and
currents (via Field-Oriented Control, FOC), respectively;

(2) Flight Termination Mode (FTM), in which the stator is active and controlled via three
nested loops: the two ones of the FMM plus an outer loop on motor shaft rotation,
with a predefined setpoint for the propeller alignment;

(3) Hot Stand-By (HSB), in which the stator is in stand-by status;
(4) Cold Stand-By (CSB), in which the stator is passive.

As reported in Table 1 and represented in terms of a flow chart in Figure 3, depending
on the MON fault flags (generated by the health-monitoring algorithms and communicated
to the FCC) and on the mission phase (received from the FCC), the CON modules can be
switched to FMM, FTM, HSB or CSB modes.
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Table 1. FEPS operation modes as functions of mission phases and detected faults.

Mission Phase MON1
Fault Flag

MON2
Fault Flag

CON Mode
(CON1/CON2)

FEPS Status
(Stator 1/Stator 2)

Climb
off
off
on

off
on
off

FMM/FMM
FMM/CSB
CSB/FMM

Normal operation (active/active)
Fail-operative (active/passive)
Fail-operative (passive/active)

Cruise, Loiter, Descent off
off

off
on

HSB/FMM
FMM/CSB

Normal operation
(stand-by/active)

Fail-operative (active/passive)

Flight termination/Landing off
off

off
on

HSB/FTM
FTM/CSB

Normal operation
(stand-by/active)

Fail-operative (active/passive)

Figure 3. Flow chart defining FEPS operation modes.

2.2. Mechanical Transmission and Propeller Loads Modelling

The dynamics of the aero-mechanical section of the FEPS, providing the UAV with the
thrust Tp, is schematically depicted in Figure 4a and is modelled by [8,12]:





Jp
..
θp = −Qp − Cgb

( .
θp −

.
θm

)
− Kgb

(
θp − θm

)
+ Qd

Jm
..
θm = Qm + Cgb

( .
θp −

.
θm

)
+ Kgb

(
θp − θm

)
+ Qc

Qc = Qcmaxsin(nhndθm)

, (1)

where Jp and θp, Jm and θm are the inertias and angles of the propeller and the motor shafts,
respectively, Qp is the propeller torque, Qd is a gust-induced disturbance torque, Qm is the
motor torque, Qc is the cogging torque and Qcmax is its maximum amplitude, nd is the pole
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pairs number, nh is the harmonic index of the cogging disturbance, while Kgb and Cgb are
the stiffness and the damping of the mechanical coupling joint.

Figure 4. FEPS: (a) mechanical scheme; (b) equivalent three-phase PMSM scheme (one pole pair).

Concerning the aerodynamic torque, the FEPS is equipped with the twin-blade fixed-
pitch composite propeller APC22 × 10E, which is characterized by the following thrust and
torque expressions:

Tp = CTp

( .
θp, AR

)
ρD4

p
.
θ

2
p , (2)

Qp = CQp

( .
θp, AR

)
ρD5

p
.
θ

2
p, (3)

AR = Va/Dp
.
θp, (4)

where CTp and CQp are the nondimensional thrust and torque coefficients, AR is the pro-
peller advance ratio, Dp is the propeller diameter, ρ is the air density, and Va is the UAV
forward speed.

It is worth noting that the manufacturer database provides the nondimensional co-
efficients CTp and CQp only for AR < 0.65 [45]. This range adequately covers the FEPS
operating conditions in FMM (Table 1), but it is not adequate for the FTM, where AR
theoretically tends to infinite (because the propeller stops rotating), so that a loads model
extension was carried out. This was carried out via Equation (5), by linearly extrapolating
the coefficient trends at AR* = 0.65 (Figure 5), with an approach that typically provides
conservative estimates [46,47].

CXp =





C(DB)
Xp

( .
θp, AR

)
AR ≤ AR∗

C(DB)
Xp

( .
θp, AR∗

)
+

∂C(DB)
Xp

∂AR

∣∣∣∣∣ .
θp ,AR∗

(AR− AR∗) AR > AR∗
, (5)

In Equation (5), CXp represents the thrust (X = T) or torque (X = Q) propeller coefficient,

while C(DB)
Xp

is the related quantity given in the manufacturer database.
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Figure 5. APC 22 × 10E propeller curves: thrust coefficient (a) and torque coefficient (b), thrust (c)
and torque (d) at sea level.

2.3. Three-Phase PMSM Modelling

Apart from the architectural dissimilarity from a conventional radial-flux PMSM, the
mathematical modelling of a AFPMSM is essentially identical [48,49]. With reference to the
schematics in Figure 4b, and under the following assumptions [13]:

• Negligible magnetic nonlinearities of ferromagnetic parts (i.e., hysteresis, saturation);
• Each stator–rotor module is magnetically symmetric with reference to phases;
• Permanent magnets are surface-mounted, are made of rare-earth materials, and the

magnet reluctance along the quadrature axis is infinite with respect to the one along
the direct axis;

• Negligible magnetic coupling among phases;
• Negligible magnetic flux dispersions (i.e., secondary paths, iron losses).

The current dynamics can be described in vectorized form by [8]:

Vabc = Riabc + L
d
dt

iabc + eabc, (6)

eabc = λmnd
.
θm

[
sin(ndθm), sin

(
ndθm −

2
3

π

)
, sin

(
ndθm +

2
3

π

)]T
, (7)

In Equations (5)–(6), Vabc = [Va −Vn, Vb −Vn, Vc −Vn]
T is the applied voltages vector,

iabc = [ia, ib, ic]
T is the stator currents vector, eabc is the back-electromotive forces vector, R

and L are the resistance and inductance of the phases, λm is the magnet flux linkage, and
Vn is the neutral point voltage. The motor torque (Qm) is thus given by:

Qm = λmnd

[
ia sin(ndθm) + ib sin

(
ndθm −

2
3

π

)
+ ic sin

(
ndθm +

2
3

π

)]
(8)
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More conveniently, the motor torque can be expressed with reference to quantities in
the rotating reference frame, by applying the Clarke–Park transformations [13], so that:

iαβγ = TCiabc =

√
2
3




1 −1/2 −1/2
0

√
3/2 −

√
3/2√

2/2
√

2/2
√

2/2


iabc, (9)

idqz = TPiαβγ =




cos(ndθm) sin(ndθm) 0
− sin(ndθm) cos(ndθm) 0

0 0 1


iαβγ, (10)

idqz = TPTCiabc =

√
2
3




cos(ndθm) cos
(
ndθm − 2π

3
)

cos
(
ndθm + 2π

3
)

− sin(ndθm) − sin
(
ndθm − 2π

3
)
− sin

(
ndθm + 2π

3
)

√
2/2

√
2/2

√
2/2


iabc (11)

where iαβγ and idqz are the current vectors in the Clark and Clark–Park reference frames,
respectively. By using Equation (7), we finally have:

Qm =

√
3
2

λmndiq = ktiq, (12)

in which kt is the motor torque constant.

2.4. Fault-Tolerant Control System Design

The multi-mode closed-loop system of the FEPS, schematically depicted in Figure 6,
has been entirely developed as a finite-state machine, by using the Matlab–Simulink–
Stateflow tools, with mode switch signals that can be generated by the MON modules or
overridden by the commands sent by the FCC. In FMM (Table 1), the CON modules receive

the speed setpoint (
.
θ

#
m) from the FCC, while in FTM the angle setpoint (θ#

m) is constant
and pre-defined.

Figure 6. FEPS closed-loop architecture.
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In the CON modules, all the regulators implement digital signal processing and apply
proportional/integral actions on tracking error signals, plus an anti-windup function with
back-calculation technique to compensate for command saturation. In particular, the
generic j-th digital regulator (with j = C, S and R, indicating the current, speed and rotation
loops, respectively, Table A3) is governed by Equations (12)–(13):

y(j)
PI = k(j)

P ε(j) +
k(j)

I T(j)
s

z− 1

[
ε(j) + k(j)

AW

(
y(j) − y(j)

PI

)]
, (13)

y(j) =





y(j)
PI

∣∣∣y(j)
PI

∣∣∣ < y(j)
sat

y(j)
sat sgn

(
y(j)

PI

) ∣∣∣y(j)
PI

∣∣∣ ≥ y(j)
sat

, (14)

where z is the discrete-time operator, ε(j) is the regulator input (tracking error), y(j) is the
regulator output, y(j)

PI is the saturator block input (proportional–integral with reference to

error, if no saturation is present), while k(j)
P and k(j)

I are the proportional and integral gains,

k(j)
AW is the back-calculation anti-windup gain, y(j)

sat is the saturation limit, and T(j)
s is the

sampling rate, Table A3.
In the MON modules, a set of monitoring algorithms are real-time executed at 10 kHz

sampling rate, to detect and isolate the major FEPS faults (open-phase, shorted-phase,
overheating, overcurrent, hardover, jamming, etc.), and to define the correct operation
mode of the AFPMSM stators (Table 1). The maximum fault detection latency for all
health-monitoring algorithms was set to 250 ms and the FEPS failure transients will be thus
characterized in Section 3 with reference to this worst-case scenario.

2.5. UAV Longitudinal Dynamics Modelling

The UAV dynamics is simulated via a reduced-order model, by taking into account
the longitudinal phugoid behaviour only (Figure 7). By assuming that:

• The thrust is aligned with the body frame axis (xB);
• The aerodynamic coefficients related to the wing downwash and to the pitch rate

are negligible;
• The elevator deflection (δe) continuously implies the pitch equilibrium;
• The angle-of-attack, the path angle and the elevator deflection are small quantities.

The UAV dynamics can be thus described by Equations (14)–(15), [50]:




ma
.
V a = Tp cos(α− α0)− D−mag sin(γ)

maVa
.
γ = L−mag cos(γ) + Tp sin(α− α0)

M = 0
, (15)

where 



L = 1/2ρSV2CL = 1/2ρSV2(CLαα + CLδe δe)
D = 1/2ρSV2CD = 1/2ρSV2(CD0 + kC2

L
)

M = 1/2ρSV2c(Cm0 + Cmαα + Cmδe δe)
, (16)

In Equations (14)–(15), ma, Va, γ, and (α0) α are the UAV mass, forward speed, path angle,
and (zero-lift) angle-of-attack; L, D, and Tp are the UAV lift, drag and thrust (Figure a and
Figure ); M is the total aerodynamic pitch moment; S is the wing area; c is the UAV mean
aerodynamic chord; Cm0 is the base pitch moment coefficient; Cmα and Cmδe are the pitch
moment–slope coefficients; and CLα and CLδe are the lift–slope coefficients, while CD0 and
k are the zero-lift drag coefficient and the induced drag factor, respectively.

To evaluate the impacts of motor failures at the vehicle level, the system simulation
also includes the closed-loop control on the UAV Rate-of-Climb (RoC, Equation (16)), as
described by the scheme in Figure 8.

RoC = Va sin(γ) (17)
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Figure 7. Reference schematics for the UAV longitudinal phugoid dynamics.

Figure 8. Rate-of-climb closed-loop system.

The RoC regulator receives the setpoint (RoC#) from the mission management functions
and implements a proportional/integral action on the tracking error with back-calculation
anti-windup (similarly to FEPS ones, the regulator is governed by Equations (12)–(13), in which
j = RoC, Table A3). In addition, a stability augmentation system related to advance speed
perturbation (loop with gain kSAS in Figure 8) is also applied.

3. Results
3.1. Simulation Campaign Definition

The performances of the fault-tolerant FEPS were assessed by using a MATLAB/Simulink
model of the complete system and numerically solved via the fourth-order Runge–Kutta
method, using a 10−6 s integration step. It is worth noting that the choice of a fixed-step
solver is not strictly related to the objectives of this work (in which the model is used for
“off-line” simulations), but it has been selected for the next steps of the project, when the
control system will be implemented in the ECU boards via automatic MATLAB compilers
and executed in “real-time”.

The fault-tolerant capabilities of the FEPS are tested by injecting a phase-to-ground
fault in the phase A of the stator 2 (Figure 4b) in different flight manoeuvres, i.e.:

• During climb, in which the MON modules detect the fault and switch the CON mod-
ules to operate from FMM/FMM (normal operation) to FMM/CSB (fail-operative);

• During cruise, in which the MON modules detect the fault and switch the CON
modules to operate from HSB/FMM (normal operation) to FMM/CSB (fail-operative);
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• During flight termination/landing, in which the MON modules firstly detect the
fault and switch the CON modules to operate from HSB/FMM (normal operation)
to FMM/CSB (fail-operative), and then impose the transition from FMM to FTM on
the active stator when the speed is adequately small. All the tests are executed by
simulating the following sequence of events:

• Start (t = 0 s): the FEPS works in normal operation (no faults) and drives the
propeller at 5800 rpm with the UAV at 26 m/s in level flight at sea altitude;

• FEPS command (t = 1 s), i.e.,

# For climb, the maximum RoC of 3.5 m/s is requested by the FCC;
# For cruise, the propeller speed setpoint is held;
# For flight termination/landing, the propeller speed setpoint is decreased

from the cruise value at a −60 rad/s2 rate;

• Event 1 (E1, fault injection): a phase-to-ground fault on phase a of stator 2
is imposed;

• Event 2 (E2, fault detection and isolation): a CSB mode is set on the faulty stator;
• Event 3 (E3, fault compensation):

# For climb, the current demand for the healthy stator is doubled and the
RoC setpoint is reduced to 1 m/s;

# For cruise and flight termination/landing, the healthy stator is activated
(250 ms delay is assumed to achieve the full electric supply) and controlled;

• Event 4 (E4, only for flight termination/landing): the active stator is switched to
operate from FMM to FTM.

To permit the evaluation of failure transient impacts on system performances, the
results of two simulations will be proposed in Sections 3.2–3.4 by applying or not the
system health monitoring, so that a comparison between uncompensated and compensated
behaviours is documented.

3.2. Failure Transients in Climb

The simulations can be described with reference to Figure 9: firstly, the tracking
performances of the closed-loop control on RoC are assessed, by requesting (t = 1 s) the
UAV to achieve the maximum-climb rate (3.5 m/s) at 1.5g load factor; secondly, for both
simulations, E1 is imposed while the UAV is performing a steady climb (t = 12 s). In one of
the two simulations, the fault is detected and compensated (E2+E3, at t = 12.25 s), and the
CON modules switch to operate from FMM/FMM to FMM/CSB.
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Figure 9. UAV response in climb with phase-to-ground fault on stator 2 (E1, E2 and E3 defined in
Section 3.1): RoC (a), airspeed (b).

In the healthy condition, the RoC tracking is characterized by a rise time of about
5 s and negligible overshoot, Figure 9a. An undetected phase-to-ground fault drastically
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impacts on performances: without detection, the RoC actually goes below zero, meaning
that the UAV follows a descent motion. On the other hand, the fault compensation permits
to hold the UAV in climb, even if with reduced performance. If the fault is not detected, the
airspeed exhibits relevant oscillations (with about a 12 s period, close to the Lanchester’s
phugoid prediction, i.e., π

√
2Va/g, [51]), while it rapidly recovers the cruise value if the

health-monitoring is applied, Figure 9b.
The propeller speed is plotted in Figure 10a. In case of undetected fault, the faulty

stator brakes down the propeller, by reducing the speed up to about 1000 rpm below the
cruise value (5800 rpm), thus resulting in negative RoC, Figure 9a. If the health-monitoring
is applied, immediately after the compensation, the output of the SAS block (Figure 8)
increases because of the airspeed reduction, Figure 9b, as well as for the diminishing output
from the RoC regulator, thus causing an initial increase in the motor demand speed (up to
about t = 16 s). During this transient period (from 12.25 s to 16 s), the healthy stator operates
in saturation condition, as confirmed by the quadrature current output in Figure 10b. It
can be also observed that the phase-to-ground fault introduces relevant ripples of current
(hence torque) at about 800 Hz frequency, which is twice the motor electrical frequency
(nd

.
θm). The current peaks reach five times the maximum value for continuous duty cycle

operations (Isat), with a mean value of about −0.5 Isat, which produces a braking torque
contribution, Figure 10b.
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Figure 10. FEPS response in climb with phase-to-ground fault on stator 2 (E1, E2 and E3 defined in
Section 3.1): propeller speed (a), quadrature current (b), with Isat = 46 Arms.

In Figure 11, the phase currents and voltages of the two stators for the compensated
case are finally shown. The results are also proposed in the time range between the fault
injection and compensation to emphasize the detailed dynamic behaviours: differently
from the normal operation, the phase currents in the faulty stator (although still balanced,
i.e., their sum is null) are not symmetric, Figure 11a. In fact, the current in phase c roughly
push-pulls with reference to the one in phase a, while in the phase b the current progressively
shifts to be roughly synchronous with it. The loss of current symmetry results from the
voltage grounding on pin a (Figure 11b), which implies that the phase a voltage is driven
by the neutral point voltage only. As a consequence of the symmetry loss, the Clarke—Park
transform on stator 2 is no longer effective, and the direct and quadrature current demands
(id2, iq2) become harmonic quantities, Figure 10b.
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Figure 11. FEPS currents and voltages responses in climb with phase-to-ground fault on stator 2 (E1,
E2 and E3 defined in Section 3.1): stator 2 currents (a) with Isat = 46 Arms; stator 2 voltages (b) with
VDC = 36 V.

3.3. Failure Transients in Cruise

The simulations can be described with reference to Figure 12: for both simulations,
E1 is imposed while the UAV is in steady cruise (t = 1 s); while in one of them, the fault is
firstly detected (E2, at t = 1.25 s) and then compensated (E3, at t = 1.5 s), so that the CON
modules are switched to operate from HSB/FMM to FMM/CSB.
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Figure 12. UAV response in cruise with phase-to-ground fault on stator 2 (E1, E2 and E3 defined in
Section 3.1): RoC (a), airspeed (b).

Since in cruise the FEPS operates with one stator only, the undetected fault drastically
impacts on UAV response, with the RoC that settles to about −2 m/s, Figure 12a. On the
other hand, in the compensated case, the performances are fully restored. In both cases,
the airspeed oscillates around the cruise value with the phugoid period, and a maximum
deviation of about 1 m/s is observed, Figure 12b.

The propeller speed is plotted in Figure 13a. In the undetected case, the faulty stator
brakes down the motor, reducing the speed up to about 1200 rpm below the cruise value
(5800 rpm), justifying the negative RoC in Figure 12a. If the health-monitoring is applied,
the delay time required for the full electric supply of the stand-by stator (from t = 1.25 s
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to t = 1.5 s) implies that resistive aerodynamic loads are applied to the propeller, and the
speed rate diminishes, so that, immediately after the fault, the faulty stator acts as a brake.
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Figure 13. FEPS response in cruise with phase-to-ground fault on stator 2 (E1, E2 and E3 defined in
Section 3.1): propeller speed (a), quadrature current (b), with Isat = 46 Arms.

The above discussion is further enforced by observing the response in terms of quadra-
ture currents, Figure 13b. As also highlighted in Section 3.2, the phase-to-ground fault
introduces high-frequency ripples, and, immediately after the fault, the mean value of the
quadrature current is negative. On the other hand, in steady condition, it becomes positive
(0.25 Isat), so that the faulty stator delivers power to the propeller.

Finally, in Figure 14, the phase currents and voltages of the two stators for the com-
pensated case are shown. The results are also proposed in the time range between the fault
injection and compensation to emphasize out the detailed dynamic behaviours. The full
electric activation of the stator 1 (at t = 1.5 s) is characterized by relevant peaks of the phase
currents (Figure 14a), up to reach about three times the maximum value in continuous duty
cycle operations (Isat). As discussed in Section 3.2, the phase-to-ground fault causes the
loss of the currents symmetry while maintaining their balance, Figure 14b.
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Figure 14. FEPS currents and voltages responses in cruise with phase-to-ground fault on stator 2 (E1,
E2 and E3 defined in Section 3.1): stator 2 currents (a) with Isat = 46 Arms; stator 2 voltages (b) with
VDC = 36 V.
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3.4. Failure Transient and Transition from FMM to FTM in Flight Termination/Landing

The simulations can be described with reference to Figure 15: for both simulations, E1
is imposed while the UAV is performing a steady descent motion (t = 4.5 s); while in one
of the two ones, the fault is firstly detected (E2, at t = 4.75 s) and then compensated (E3,
at t = 5 s), so that the CON modules switch from HSB/FMM to FMM/CSB. Successively,
when the speed is adequately small (<1 rad/s), the CON modules switch from HSB/FMM
to HSB/FTM in the undetected case (E4a, at t = 10.4 s), and from FMM/CSB to FTM/CSB
if the health-monitoring is applied (E4b, at t = 10.7 s).
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Figure 15. UAV response in flight termination/landing with phase-to-ground fault on stator 2 (E1,
E2, E3 and E4 defined in Section 3.1): RoC (a), airspeed (b).

The UAV behaviour can be interpreted via Equation (12): since the elevator deflec-
tion maintains the pitch equilibrium, a reduction in the propeller speed implies a thrust
reduction, which causes an oscillatory descendant trajectory, Figure 15a. On the other hand,
the airspeed oscillates by following the phugoid behaviour, while keeping its mean value
roughly to the one before the fault, Figure 15b.

The closed-loop tracking on propeller speed and position are reported in Figure 16.
It is worth noting that the mode transition is executed when the speed is not zeroed yet,
to anticipate the parachute opening, and that in both cases the position tracking to the
predefined setpoint (180 deg) is correctly accomplished. The quadrature currents response
(Figure 17a) also points out that, compared with the climb and cruise simulations, the failure
transient for the undetected case impacts on the mechanical transmission too, because
the electrical frequency sweeps down, up to equalling the drivetrain resonant frequency
(located at 100 Hz), Figure 17b.
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Figure 17. FEPS response in flight termination/landing with phase-to-ground fault on stator 2 (E1, E2,
E3 and E4 defined in Section 3.1): quadrature currents (a) with Isat = 46 Arms, propeller speed (b).

In Figure 18, the phase currents and voltages of the two stators for the compensated
case are finally reported. The full electric activation of the stator 1 (at t = 5 s) is characterized
by relevant peaks of the phase currents (Figure 18a), reaching up to about seven times
the maximum value for continuous duty cycle (Isat), while the stator 1 currents operate in
saturation (

√
3/2Isat) until the propeller stops (at t = 10 s). Similarly to what was discussed

in Sections 3.2 and 3.3, the phase-to-ground fault again causes the loss of the currents’
symmetry while maintaining their balance (Figure 18a). Finally, it is worth noting that the
reduction in voltage amplitudes is coherent with the reduction in the back-electromotive
forces caused by the speed decrease (the homopolar voltage component is also represented
in Figure 18b).
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4. Discussion

As confirmed by the results in Section 3, the phase-to-ground fault can determine
damages to different parts of the electric machine. In fact, to compensate for the voltage
supply lack on the faulty phase, the currents in other phases strongly increase, leading to
extremely hot temperatures with consequent deterioration of the magnets. Partial or com-
plete demagnetization may occur, since the magnet coercivity decreases with temperature.
Furthermore, another contribution to demagnetization derives from the flux weakening
caused by the direct current increase. The direct current in the faulty stator is characterized
by high-amplitude oscillations, so the flux linkage on the quadrature axis (λq = λm + Lid)
can even overcome the magnet coercivity.

Furthermore, the phase-to-ground fault can also impact the structural integrity of
system drivetrain (e.g., bearings). In fact, the symmetry loss of the faulty stator currents
implies that the magnetic fields generated via the FOC technique are not synchronous
with the rotor magnet’s motion. The ripple manifests at twice the electrical frequency
and potential criticalities can arise if this frequency equals the structural resonance of
the drivetrain.

The failure transient’s analysis proposed in Section 3 highlights that the phase-to-
ground fault can strongly impact performances at the UAV level too. If the fault is not
detected, the propeller torque reduces to below the one required for level flight, thus
causing the UAV to fall. Furthermore, if one compares the failure transient in climb with the
one in cruise, it is worth noting that the larger the speed demand for the faulty stator, the
lower its torque output. During climb, the demand after the fault settles at the maximum
value (7500 rpm, Figure 10a) and the mean torque to a negative value (Figure 10b); while in
cruise, when the speed setpoint is kept at 5800 rpm (Figure 13a), the mean torque settles to
a positive value (Figure 13b). Concerning the flight termination/landing, it is demonstrated
that, even without fault detection, the FEPS is capable of stopping and aligning the propeller
blades with the wing, even if the electrical frequency sweep related to the motor slowdown
can generate potentially dangerous vibrations when the drivetrain resonant frequency
is intercepted.

The future developments of the research will be focused on:

• System modelling validation, in particular:

# AFPMSM model, via experimental testing with reference to normal opera-
tion (failure transient characterisation will be always simulated, but using
updated parameters);

# Propeller loads model, via CFD simulations, with special focus on the region of
AR > 0.65 (no data from manufacturer);

# Mechanical drivetrain model, via experimental testing;
# UAV longitudinal dynamics, via flight data.

• System modelling enhancement, by including a thermal model of the motor that
would permit assessing the effects of overcurrents caused by phase-to-ground fault,
which are expected to determine severe overheating;

• Control system implementation in the ECU boards, via automatic MATLAB compilers
for the “real-time” execution at a 10 kHz sampling rate.

5. Conclusions

The fault-tolerant control of the FEPS employed by the lightweight fixed-wing UAV
named TERSA has been designed and verified in terms of dynamic performances by
simulating major electrical faults during relevant flight manoeuvres. The reference FEPS
includes a dual-stator AFPMSM operating in active/active mode during climb and in stand-
by/active mode in other flight phases, and it is designed as a finite-state machine to switch
the closed-loop system from speed-tracking control during the flight, to position-tracking
control during flight termination/landing, when the propeller blades are aligned with the
wings to avoid interference with the landing parachute opening. Thanks to a high-fidelity
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modelling approach, the impacts of failure transients from component levels up to UAV
levels during climb, cruise and flight termination/landing manoeuvres are evaluated,
by simulating a phase-to-ground fault on a phase of one of the two AFPMSM stators.
The results show that if the fault is not detected, it strongly impacts on both FEPS and
UAV performances, up to causing the UAV to fall, the generation of large-amplitude high-
frequency torque and current oscillations, and dangerous interactions with the drivetrain
structural resonance. On the other hand, if the health monitoring is applied and the fault is
detected and compensated, the FEPS permits maintaining the climb capability (even if it is
with reduced performance), holding the UAV altitude and speed during cruise, as well as
safely managing the flight termination/landing manoeuvre.
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Appendix A

This section contains tables reporting parameters and data related to the propulsion
system model (Table A1) and the UAV model (Table A2).

Table A1. FEPS model parameters.

Definition Symbol Value Unit

Stator phase resistance R 0.025 Ω
Stator phase inductance single module L 2 × 10−5 H

Pole pairs number nd 5 -
Torque constant (single stator) kt 0.06 Nm/Arms

Back-electromotive force constant ke 0.018 V/(rad/s)
Permanent magnet flux linkage λm 0.008 Wb

Maximum current (continuous duty cycle) Isat 46 Arms
Voltage supply VDC 36 V

Rotor inertia Jem 8.2 × 10−3 kg·m2

Propeller diameter Dp 0.5588 m
Propeller inertia Jp 1.62 × 10−2 kg·m2

Joint stiffness Kgb 1.598 × 103 Nm/rad
Joint damping Cgb 0.2545 Nm/(rad/s)
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Table A2. UAV model parameters.

Definition Symbol Value Unit

UAV mass ma 35 kg
Air density ρ ISA model kg/m3

Reference wing area S 1.058 m2

Mean aerodynamic chord c 0.303 m
Lift–slope coefficient due to AoA CLα 5.74 1/rad

Lift–slope coefficient due to elevator deflection CLδe 0.56 1/rad
Pitch moment-slope coefficient due to AoA Cmα, −1.1 1/rad

Pitch moment-slope coefficient due to elevator
deflection Cmδe −2.4 1/rad

Zero-lift pitch moment coefficient Cm0 0.36 -
Zero-lift angle α0 3.5 deg

Zero-lift drag coefficient CD0 0.0491 -
Induced drag factor k 0.0462 -

Table A3. FEPS and UAV regulators parameters.

Definition Symbol Value Unit

Proportional gain of current regulator k(C)P 4 × 10−4 V/A
Integral gain of current regulator k(C)I 0.8 V/A/s

Anti-windup gain of current regulator k(C)AW
3140 A/V

Saturation limit of current regulator y(C)sat
32 V

Proportional gain of speed regulator k(S)P 5 A s/rad
Integral gain of speed regulator k(S)I 15 A/rad

Anti-windup gain of speed regulator k(S)AW
314 A rad/s

Saturation limit of speed regulator y(S)sat
46 Arms

Proportional gain of rotation regulator k(R)
P 1.9 1/s

Integral gain of rotation regulator k(R)
I 0.19 1/s2

Anti-windup gain of rotation regulator k(R)
AW

31.4 s
Saturation limit of rotation regulator y(R)

sat
785 rad/s

Proportional gain of RoC regulator k(RoC)
P 65.6 rad/m

Integral gain of RoC regulator k(RoC)
I 1.6 rad s/m

Anti-windup gain of RoC regulator k(RoC)
AW

10 m/rad
RoC-loop SAS gain kSAS 100 rad/m
FEPS sample time T(C)

s , T(S)
s , T(R)

s 10−4 s
FCC sample time T(RoC)

s 10−3 s
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Abstract: Based on the technical platform of electrically actuated nose wheel steering systems, a
new type of damping shimmy reduction technology is developed to break through the limitations of
traditional hydraulic damping shimmy reduction methods, and an electrically actuated nose wheel
steering structure scheme is proposed. The mathematical model of the electromagnetic damper is
established, the derivation of skin depth, damping torque and damping coefficient is completed, and
the design of the shape and size of the electromagnetic damper is combined with the derivation results
and the technical index of shimmy reduction. The electromagnetic field finite element simulation
results show that the mathematical modeling method of the electromagnetic damper has good
accuracy, and its application to the shimmy reduction module of the electrically actuated nose wheel
steering system is also feasible and superior. Finally, the key factors influencing the performance
of electromagnetic damper shimmy reduction are studied and analyzed, thus forming a complete
electromagnetic damper shimmy reduction technology for the electrically actuated system, and laying
the foundation for the design of novel all-electric aircraft and landing gear.

Keywords: electrically actuated nose wheel steering; all-electric aircraft; electromagnetic damper;
electromagnetic simulation; landing gear shimmy reduction

1. Introduction

The concept of more-electric aircraft or even all-electric aircraft has been proposed and
rapidly developed in order to improve energy efficiency, cut operating costs and reduce
the take-off weight. In the process of progressive replacement of mechanical, hydraulic
or pneumatic power sources by electromechanical actuators (EMA) [1], the validation of
electromechanical nose wheel steering mechanisms has already started worldwide. In 2009,
a project called Distributed and Redundant Electro-mechanical nose wheel Steering System
(DRESS), jointly completed by several European aviation industry units, predicted that
electromechanical integration may significantly improve the reliability and availability of
nose wheel steering mechanisms [2]. In 2010, Bennett applied a fault-tolerant electrome-
chanical actuator to the aircraft nose wheel steering system and theoretically investigated
and experimentally validated it [3]. In 2010, Liao et al. studied the all-electric nose wheel
steering system and introduced a design method for an electric turning control system for
small aircraft landing gear based on DSP, which was experimentally verified to have the
advantages of miniaturization, reliability and control flexibility [4].

Landing gear shimmy is a kind of self-excited vibration dominated by the oscillation of
the wheels [5]. Understanding the shimmy phenomenon and proposing reasonable shimmy
reduction measures have been a pressing problem for experts in aircraft structural dynamics,
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all-electric aircraft are no exception. Currently, the most effective measure to cope with the
phenomenon of aircraft landing gear shimmy is the installation of a shimmy damper [6].
Dampers enable most aircraft to eliminate shimmy, or to improve shimmy problems. Most
modern aircrafts use oleo dampers, except for some small aircraft and helicopters with
dry friction dampers on the tail landing gear. In recent years, the rapid development of
magnetorheological dampers has led to the research on landing cushioning as well as
shimmy control using magnetorheological fluids. In 2021, Luong and Jo et al. mounted
magnetorheological dampers on the aircraft landing gear to reduce landing impact. They
also designed an intelligent controller based on supervised neural networks and verified the
performance and stability of the magnetorheological dampers by crash tests [7,8]. In 2010,
Chen et al. used magnetorheological dampers to suppress aircraft landing gear shimmy and
designed a semi-active control strategy [9]. In 2019, Zhu et al. optimized the structure of an
external magnetorheological damper on the aircraft landing gear and verified its shimmy
reduction performance by means of damping characteristics tests [10]. In addition, with
the development of electromechanical technology, electromagnetic dampers are proposed
to be applied in the electrically actuated nose wheel steering system to realize the shimmy
reduction function. Compared with the traditional friction dampers and oleo dampers,
electromagnetic dampers have advantages in maintenance, environmental protection,
service life, structural principle and so on.

In 2019, Jia et al. proposed an electromagnetic damper design for a soft contact robotic
arm joint to cushion and unload the impact of the robotic arm in contact with the grasping
target [11]. In 2013, Kou et al. used electromagnetic dampers to simulate the load force to
which the motor is subjected during normal operation under laboratory conditions, and
this load force could be arbitrarily adjusted within a certain range to detect some technical
performance indicators of the motor [12]. In 2009, Ebrahimi designed and developed a
new type of electromagnetic damper for active vehicle suspension control systems. Unlike
traditional passive and semi-active control system dampers, this damper could not only
adjust the damping coefficient but also convert the mechanical energy of vibration into
electrical energy for reuse [13]. In 2011, Liu et al. conducted theoretical and experimental
studies on electromagnetic dampers applied to auxiliary braking of large vehicles [14].

The abovementioned work studied and optimized only the nose wheel landing gear
dampers of modern aircraft, which do not meet the innovative development goals of aircraft
electrification, or studied and optimized electromagnetic dampers in engineering fields
such as vehicle suspension systems, space docking mechanisms, and braking of high-speed
trains. However, few articles have reported on the design and research of electromagnetic
dampers for shimmy reduction in electrically actuated nose wheel steering systems. In
view of this, this paper takes the nose landing gear of a certain jet fighter as the research
object. We establish the mathematical model and 3D model of the electromagnetic damper
based on the electrically actuated nose wheel steering system, and verify the feasibility and
superiority of the electromagnetic damper applied to the electrically actuated nose wheel
steering system by using the finite element simulation method in combination with various
factors affecting the shimmy reduction performance.

2. Demand Analysis of Electromagnetic Dampers for Shimmy Reduction Performance
2.1. Operating Principle

From the theorem of electromagnetic induction, it is known that the movement of a
wire cutting magnetic induction lines in a magnetic field will produce an induced current,
and according to the Lenz’s law, the magnetic field of the induced current will impede the
movement of the wire in the magnetic field. In addition, due to the resistance of the wire
itself, the induced current flowing through the wire will cause the kinetic energy of the wire
to be dissipated as heat energy, thus achieving the effect of impeding the movement [15],
as shown in Figure 1.
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the performance of the electromagnetic damper to be changed by adjusting the size of the 
air gap [17]. 

When the electromagnetic damper starts to operate, the magnetic field generated by 
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lower rotor disks. The polarity of the two adjacent magnets on each side is opposite, and 
the magnitude of the magnetic flux is related to the magnetic inductance strength of the 

Figure 1. Basic operating principle of an electromagnetic damper.

Electromagnetic dampers are electromagnetic devices based on the abovementioned
principles. According to the different excitation methods, electromagnetic dampers can be
divided into three types: electrically excited electromagnetic dampers, permanent magnet
electromagnetic dampers and hybrid excited electromagnetic dampers [16]. Based to the
differences in structure form, electromagnetic dampers can also be divided into rotary
electromagnetic dampers, single rotor disk electromagnetic dampers and double rotor disks
electromagnetic dampers. Considering the working environment of the nose landing gear
and the actual demand of shimmy reduction, the double rotor disks permanent magnet
electromagnetic damper is finally selected to eliminate shimmy, and its structure is shown
in Figure 2.
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The double rotor disks permanent magnet electromagnetic damper mainly includes
the stator disk, rotor disks and permanent magnet poles and other components. Six
permanent magnets are fixed on each side of the stator disk and they are distributed
along the circumference. The two adjacent poles are arranged at intervals of N and S to
form three independent groups of poles. The rotor disks are commonly composed of two
circular conductor disks on the top and bottom, which will leave a very small air gap when
installed with the magnetic poles. This not only ensures that the relative rotation between
the upper and lower rotor disks and the stator does not generate friction, but also allows
the performance of the electromagnetic damper to be changed by adjusting the size of the
air gap [17].

When the electromagnetic damper starts to operate, the magnetic field generated by
the magnetic poles forms a circuit between the stator disk, the air gap and the upper and
lower rotor disks. The polarity of the two adjacent magnets on each side is opposite, and
the magnitude of the magnetic flux is related to the magnetic inductance strength of the
magnetic poles. When the rotor disks rotate, the magnetic flux through the rotor disks
changes, thus inducing a swirl-shaped induced current on the rotor disks, also known as
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induced eddy current. As shown in Figure 3, adjacent eddy currents in opposite directions
are generated on the rotor disks during operation, and the corresponding induced magnetic
field generates a damping torque in the opposite direction of the rotor disks’ rotation, thus
impeding the rotation of the rotor disks. From the perspective of energy conversion, the
induced currents on the rotor disks transform the kinetic energy of the rotor disks into
thermal energy, so as to achieve the effect of shimmy reduction.
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Compared with the traditional oleo damper, the electromagnetic damper does not
need to consider the need for gas tightness during the assembly process, nor does it need
regular inspection of oil quality and quantity during the working process, which greatly
reduces the production costs and maintenance costs, reflecting its superiority.

2.2. Analysis of Shimmy Motion Parameters

Combining the engineering practice with the empirical data in the literature [5], the
angular amplitude of shimmy is generally around 2 to 20◦ and the frequency is around 5 to
30 Hz. It shows the characteristics of high frequency at low amplitude and low frequency
at high amplitude. Assuming that the nose wheel shimmy amplitude is A (between 2 and
20◦) and the frequency is f (between 5 and 30 Hz). The angle of the nose wheel shimmy
varies with time in accordance with the sine function relationship:

α = A sin 2π f t (1)

Then the angular velocity of the nose wheel shimmy is:

ωNW =
dα

dt
= 2π f A cos 2π f t (2)

From this, it can be seen that there is a phase difference of 1/4 cycle between the
shimmy angle and angular velocity of the nose wheel in line with the above hypothetical
law, that is, the angular velocity of the nose wheel is maximum when it passes through the
neutral position where the shimmy angle is 0, and the angular velocity is 0 at the position
of the maximum shimmy angle (amplitude). The maximum angular velocity is:

ωmax = 2π f A (3)

According to the assumption that 2◦ shimmy amplitude corresponds to 30 Hz fre-
quency, meawhile, 20◦ shimmy amplitude corresponds to 5 Hz frequency and the frequency
decreases linearly with the increase of shimmy amplitude, the shimmy motion parameters
in the above-mentioned range of amplitude and frequency can be deduced as shown in
Table 1.
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Table 1. Motion parameters of shimmy.

A (◦) F (Hz) Angular Velocity of Strut (rad/s)

2.0 30.00 6.58
4.0 27.22 11.94
6.0 24.44 16.08
8.0 21.67 19.01

10.0 18.89 20.71
11.8 16.39 21.21
12.0 16.11 21.20
14.0 13.33 20.47
16.0 10.56 18.52
18.0 7.78 15.35
20.0 5.00 10.97

2.3. Damping Requirements for Shimmy Reduction

Combined with the actual needs of the project, the design target of the damping coeffi-
cient of shimmy reduction for the research object in this paper is not less than 40 Nms/rad.
The output damping coefficient of the electromagnetic damper may be amplified by the
transmission mechanism and transmitted to the strut. The amplified damping coefficient
should meet the design target under different shimmy motion states described in Table 1.
Based on this, the design of the steering structure under the electrically actuated nose
wheel steering system and the scheme of the electromagnetic damper are developed in the
next sections.

3. Research on Electromagnetic Damping and Shimmy Reduction Scheme of
Electrically Actuated Nose Wheel Steering Systems
3.1. Structural Scheme Design of the Electrically Actuated Nose Wheel Steering System

The overall design of the structure of the electrically actuated nose wheel steering
system uses a gear-driven steering mechanism, and the electromagnetic damper is rea-
sonably installed to better achieve the shimmy reduction function. As shown in Figure 4,
the electrically actuated nose wheel steering system includes the transmission mechanism,
power output source and other components. The power of the steering mechanism is pro-
vided by a servo motor, while the gear transmission mode is selected for the transmission
mechanism. Other components include an electromagnetic damper, angle sensors, load
sensors, etc.
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The schematic diagram of the gear reducer is shown in Figure 5 and the specific
structural scheme design is shown in Figure 6. The nose landing gear shimmy reduction
channel and the steering channel are connected in parallel in the same gear transmission
mechanism. The reducer is a fixed axis gear train during the steering operation of the
nose landing gear. Motor shaft gear 1 engages with gear 2, gear 2 is coaxial with 3, gear 3
engages with 4, gear 4 and 5 are duplex gears, gear 6 engages with gear 5, gear 7 is coaxial
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with 6 and engages with gear 8, gear 8 is coaxial with gear 9, and finally passes to the
front landing gear strut gear 12. When the shimmy reduction maneuver is performed, the
reducer is a compound gear train, meanwhile, gears 6–7 are planetary gears, and gears 4, 5,
8, 9 are center gears. The motor shaft is braked, the electromagnetic damper gear shaft is
the input shaft, gear 13 engages with 12, gear 12 is coaxial with 11, and gear 11 engages
with gear 10, driving gears 6–7 to rotate around the center gear and to be able to rotate at
the same time, eventually passing to the nose landing gear strut gear 12.
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The total transmission ratio of the shimmy reduction channel of the gear reducer
is 9.07, and the transmission ratio from the gear reducer to the nose wheel strut is 6, so
the total transmission ratio of the shimmy reduction channel is 54.4. A 3D model of the
electrically actuated steering shimmy reduction mechanism mounted on the nose landing
gear of a jet fighter is shown in Figure 7.
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3.2. Mathematical Modeling of the Electromagnetic Damper
3.2.1. Calculation of Eddy Current Skin Depth

When an alternating current, especially a high frequency current, flows through a
conductor, it will tend to the conductor surface and flow in a thin layer near the surface,
which is the skin effect in electromagnetic field theory [18]. As can be seen from Figure 3,
the rotor disks generates eddy currents with alternating directions during rotating around
the stator disk.

The analysis of the practical application of electromagnetism shows that the axial
distribution of the eddy current density, the electric field strength and the induced magnetic
field strength of the alternating eddy current of the electromagnetic damper on the rotor

disk decays according to the exponential law e−
√

ωµγ/2·h [19], where ω is the angular
frequency of the alternating eddy current, µ is the magnetic permeability of the rotor disk
material, γ is the electrical conductivity (inverse of the resistivity) of the rotor disk material,
and h is the vertical depth from the surface of the rotor disk. In engineering, the depth at
which the amplitude of the abovementioned alternating field quantity drops to the surface
value of 1/e is generally defined as the penetration depth of skin effect:

e−
√

ωµγ/2·∆ = e−1

∆ =
√

2/ωµγ
(4)

As can be seen from the above equation, the higher the angular frequency of the
alternating eddy current or the better the conductivity and permeability of the rotor disk
material, the shallower the penetration depth of the skin effect.

In addition, let the rotor disk be arranged with n magnets (for an even number to
ensure that adjacent poles are reversed), then the fixed position on the rotor disk rotates
for one circle and the eddy current direction changes n times, that is, it experiences n/2
complete alternating periods. Let the rotating angular velocity of the rotor disk be ωn, then
the rotor disk rotation period and frequency are:

TRotor =
2π

ωn
(5)

fRotor =
1

TRotor
=

ωn

2π
(6)

The eddy current alternating period, frequency and angular frequency at a fixed
position on the rotor disk are:

TEc =
TRotor
n/2

=
4π

nωn
(7)

fEc =
1

TEc
=

nωn

4π
(8)

ω = 2π fEc = nωn/2 (9)

Therefore, the penetration depth of skin effect can be further expressed as:

∆ =
√

2/ωµγ = 2/
√

nωnµγ (10)

3.2.2. Calculation of Damping Torque

Assuming that the magnetic flux density of a single magnet passing through a rotor
disk is B, the rotor disk is regarded as consisting of countless small iron rods centered on
the circle and having length R2-R1. When the rotor disk rotates, the small iron rod cuts the
magnetic lines of force to excite the electromotive force, thus forming an eddy current on
the surface of the rotor disk [20], as shown in Figure 8.
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Let the rotor disk rotate with linear velocity V and angular velocity ωn. Then the
induced electromotive force generated on the inner and outer sides of the micro-ring with
width dl is:

dε = (V × B)dl = ωnBldl (11)

The resistance value of the inner and outer sides of the micro-ring with width dl and
the current value flowing along the radial direction through the inner and outer sides of
this micro-ring are:

dR =
ρdl

2πl∆
(12)

IdR =
dε

dR
=

2πωnBl2∆
ρ

(13)

On the premise of uniform magnetic field, combined with ampere force formula, the
damping force and damping torque of the micro-ring under the action of the magnetic pole
can be calculated as follows:

dF = BIdRdl =
2πωnB2l2∆

ρ
dl (14)

dT = ldF =
2πωnB2∆

ρ
l3dl (15)

For the integration of the above-mentioned micro-ring torque in the entire rotor disk
(from R1 to R2), the damping torque of a single rotor disk under the action of magnet can
be preliminarily calculated, that is:

T1 =
∫ R2

R1

dT =
∫ R2

R1

2πωnB2∆
ρ

l3dl =
π
(

R2
4 − R1

4
)

ωnB2∆

2ρ
(16)

It should be noted that in the derivation of the above equation, it is assumed that the
entire rotor disk is located within the uniform magnetic field. However, the actual area of
the magnetic poles acting on the rotor disk is approximately equal to the permanent magnet
cross-sectional area (assuming that the air gap spacing is small enough). Therefore, the
damping torque generated by a single rotor disk should be the above equation multiplied
by the ratio of the real magnetic flux area to the rotor disk area. Setting the radius of the
magnet cross section as rMag, the expression of the damping torque of the double rotor
disks permanent magnet electromagnetic damper is:

Tn = 2T1 ·
nπrMag

2

π
(

R2
2 − R1

2
) =

nπrMag
2
(

R2
2 + R1

2
)

ωnB2∆

ρ
(17)
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Based on the derivation of the penetration depth ∆ of the skin effect in Equation (10),
it can be further obtained that:

Tn =
nπrMag

2
(

R2
2 + R1

2
)

ωnB2

ρ
· 2
√

ρ

nωnµ
= 2πrMag

2
(

R2
2 + R1

2
)

B2
√

nωn

µρ
(18)

From the above derivation results, it can be seen that if we want to increase the
damping torque, we need to increase the magnetic flux density through the rotor disk
or choose rotor disk materials with lower permeability and lower resistivity and larger
size permanent magnets, provided that the rotor disk shape size is determined. At the
same time, the greater the angular speed of the rotor disk, the larger the output damping
torque.In the structural scheme of the electrically actuated nose wheel steering system
proposed in Section 3.1, the nose wheel strut is connected to the electromagnetic damper
through a transmission device with transmission ratio i = 54.4. The transmission efficiency
of commonly used 8-grade cylindrical spur gears is 0.97, i.e., ηGear = 0.97. The transmission
efficiency of the bearings is 0.99, i.e., ηBearing = 0.99, so the total transmission efficiency
is 0.81, i.e., η = ηGear

5 ·ηBearing
5 = 0.81. The angular velocity and damping torque of

the nose wheel shimmy are related to the angular velocity and damping torque of the
electromagnetic damper itself as:

ωn = iωStrut (19)

TStrut = iηTn (20)

According to Equation (18), the damping torque of strut shimmy is:

TStruct = iηTn = 2i
3
2 ηπrMag

2
(

R2
2 + R1

2
)

B2
√

nωStrut
µρ

(21)

The relationship between the nose landing gear damping torque and the design
parameters of the electromagnetic damper and the nose wheel shimmy speed is thus
established.

3.2.3. Calculation of Damping Coefficient

Whether the nose wheel dampers can meet the damping requirements of aircraft
taxiing on the ground is judged mainly by how many damping coefficients they can
provide. The damping coefficient of dampers or struts is usually defined in engineering
applications by the ratio of damping torque and angular velocity, and then the damping
coefficients of the dampers and struts are:

hn =
Tn

ωn
= 2πrMag

2
(

R2
2 + R1

2
)

B2
√

n
µρωn

(22)

hStrut =
TStrut
ωStrut

= i2ηhn = 2πi2ηrMag
2
(

R2
2 + R1

2
)

B2
√

n
µρωn

(23)

From Equations (22) and (23), it can be seen that the damping coefficient decreases if
the rotor disk angular velocity increases. The next step is to design the specific scheme of
the electromagnetic damper based on the demand of the damping coefficient of the shimmy
reduction, the structural scheme of the electrically actuated nose wheel steering system and
the derivation of the theoretical calculation.

3.3. Design of the Electromagnetic Damper

Based on the operating principle of the electromagnetic damper, the materials selected
for each component are shown in Table 2.
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Table 2. Material selection of electromagnetic damper components.

Component Material

Permanent magnet NdFe35
Stator disk Steel stainless
Rotor disk Steel 1010

The resistivity of steel 1010 is 5 × 10−7 Ωm and the permeability is 1.8 × 10−3 H/m.
This scheme uses a permanent magnet with the magnetic flux density of 0.86 T. Assuming
that the air gap between the magnetic pole of the permanent magnet and the rotor disk
is small enough. In order to meet the target of the damping coefficient of not less than
40 Nms/rad, according to Equations (18) and (21), dimensions of electromagnetic damper
components can be obtained which are shown in Table 3.

Table 3. Dimensions of electromagnetic damper components.

Component
Diameter (mm)

Height (mm)
Outer Diameter Inner Diameter

Permanent magnet 35 18
Stator disk 140 52 18
Rotor disk 140 35 10

The damping torque and damping coefficient of the electromagnetic damper and the
strut under the shimmy motion distribution for this set of design parameters are shown in
Table 4.

Table 4. Distribution of damping torque and damping coefficient with different shimmy state.

ωn (rad/s) ωStrut (rad/s) Tn (Nm) TStrut (Nm) hStrut (Nms/rad)

357.95 6.58 11.45 504.34 76.65
649.54 11.94 15.42 679.39 56.90
874.75 16.08 17.89 788.41 49.03

1034.14 19.01 19.45 857.25 45.09
1126.62 20.71 20.31 894.76 43.20
1153.82 21.21 20.55 905.49 42.69
1153.28 21.20 20.54 905.28 42.70
1113.57 20.47 20.19 889.56 43.46
1007.49 18.52 19.20 846.13 45.69
835.04 15.35 17.48 770.32 50.18
596.77 10.97 14.78 654.21 59.36

From the data in Table 4, it can be seen that the theoretical calculated values of the
damping coefficient of the electromagnetic damper amplified to the strut by the transmis-
sion mechanism are all satisfactory according to the design index. In the actual installation,
there is an air gap between the rotor disk and the magnetic poles, which will cause the
magnetic flux density of the poles to be attenuated on the rotor disks. In order to verify
the correctness of the mathematical model and theoretical calculations, and to study in
depth the shimmy reduction characteristics of the double rotor disks permanent magnet
electromagnetic damper applied to the electrically actuated nose wheel steering system,
finite element simulation in the electromagnetic field is required.

4. Electromagnetic Field Simulation of the Electromagnetic Damper
4.1. Static Simulation Results and Analysis of the Electromagnetic Damper

The finite element simulation software generally used for electromagnetic devices such
as electromagnetic dampers is Maxwell. Maxwell is an interactive software package that
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uses finite element analysis (FEA) to solve 3D electrostatic, magnetostatic, eddy current,
and transient problems. Using Maxwell we can compute:

• Static electric fields, forces, torques, and capacitances caused by voltage distributions
and charges;

• Static magnetic fields, forces, torques, and inductances caused by DC currents, static
external magnetic fields, and permanent magnets;

• Time-varying magnetic fields, forces, torques, and impedances caused by AC currents
and oscillating external magnetic fields;

• Transient magnetic fields caused by electrical sources and permanent magnets.

The magnetostatic solver in Maxwell software is selected for the static magnetic field
simulation of the electromagnetic damper. In a magnetostatic solution, the magnetic field
is produced by DC currents flowing in conductors/coils and by permanent magnets. The
electric field is restricted to the objects modeled as real (non-ideal) conductors. The electric
field existing inside the conductors as a consequence of the DC current flow is totally
decoupled from the magnetic field. Thus, as far as magnetic material properties are con-
cerned, the distribution of the magnetic field is influenced by the spatial distribution of the
permeability. There are no time variation effects included in a magnetostatic solution, and
objects are considered to be stationary. The energy transformation occurring in connection
with a magnetostatic solution is only due to the ohmic losses associated with the currents
flowing in real conductors.

The magnetostatic field solution verifies the following two Maxwell’s equations:

∇×
⇀
H =

⇀
J (24)

∇ ·
⇀
B = 0 (25)

with the following constitutive (material) relationship being also applicable:

⇀
B = µ0

(
⇀
H +

⇀
M
)
= µ0 ·

⇀
H + µ0 · µr ·

⇀
Mp (26)

where
⇀
H(x, y, z) is the magnetic field strength;

⇀
B(x, y, z) is the magnetic flux density;

⇀
J (x, y, z) is the conduction current density;

⇀
Mp(x, y, z) is the permanent magnetization;

µ0 = 4 · π · 10−7 H/m is the permeability of vacuum; µr is the relative permeability.
The 3D numerical model of the electromagnetic damper is established according to

the form dimensions in Table 3. To simplify the calculation, the central cross section of
the stator disk is selected as the even symmetry surface, as shown in Figure 9, and the
distribution of magnetic flux density on the rotor disk when it is stationary is analyzed.
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Firstly, the parameters of relative permeability, conductivity and coercivity of the
permanent magnet poles are corrected, and the simulation results of the magnetic flux
density of magnetic poles are shown in Figure 10. The magnetic field strength directions
of the adjacent magnetic poles are opposite, and the magnetic flux density provided by
each pole is calculated between 0.852–0.865 T by the fields calculator, which is basically
consistent with the properties of the permanent magnet actually selected for this scheme.
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The distribution of magnetic flux density on the rotor disks under the action of
magnetic poles close to the real conditions is shown in Figure 11.
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Figure 11. Static magnetic flux density distribution of the rotor disks: (a) Vector distribution;
(b) Field distribution.

It can be seen from the static magnetic flux density distribution on the rotor disks:

(1) In the two areas of the rotor disk below the adjacent poles, the magnetic flux densities
are in opposite directions but they are equal in values.

(2) The magnetic field superposition at the circumferential edge of the area corresponding
to the magnetic poles leads to the maximum magnetic flux density, which can reach
1.26T, and gradually decays in all directions.
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4.2. Dynamic Simulation Results and Analysis of the Electromagnetic Damper

The dynamic simulation of the electromagnetic damper is also completed in Maxwell fi-
nite element software, and the difference with the static simulation is that the solver is changed

to transient. In the 3D transient (time domain), the solver uses the
⇀
T −Ω formulation. Mo-

tion (translational or cylindrical/non-cylindrical rotation) is allowed, excitations-currents
and/or voltages-can assume arbitrary shapes as functions of time, nonlinear BH material
dependencies are also allowed. For a simpler formulation of problems where motion is
involved, Maxwell uses a particular convention and uses the fixed coordinate system for the
Maxwell’s equations in the moving and the stationary part of the model. Thus the motion
term is completely eliminated for the translational type of motion while for the rotational
type of motion a simpler formulation is obtained by using a cylindrical coordinate system
with the z axis aligned with the actual rotation axis.

The formulation used by the Maxwell transient module supports Master-Slave bound-
ary conditions and motion induced eddy currents everywhere in the model, in the stationary
as well as in the moving parts of the model. Mechanical equations attached to the rigid-
body moving parts allows a complex formulation with the electric circuits being strongly
coupled with the finite element part and also coupled with the mechanical elements when-
ever transient mechanical effects are included by users in the solution. In this case the
electromagnetic force/torque is calculated using the virtual work approach. For problems
involving rotational type of motion a “sliding band” type of approach is followed and thus
no re-meshing is done during the simulation.

The following two Maxwell’s equations are relevant for transient (low frequency) applications:

∇× H = σ(E) (27)

∇× E = −∂B
∂t

(28)

The following equation directly results from the above two equations:

∇× 1
σ
∇× H +

∂B
∂t

= 0 (29)

The final result is a formulation where vector fields are represented by first order edge
elements and scalar fields are represented by second order nodal unknowns.

The rotor disks’ output damping torque is taken as the target parameter for the study.
Because there are many operating conditions involved in the distribution of the shimmy
motion, the set of motion parameters ωn = 1034.14 rad/s in Table 4 is used as an example to
analyze the dynamic magnetic field simulation results of the electromagnetic damper. The
output damping torque of the double rotor disks under this operating condition is shown
in Figure 12.
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As can be seen from Figure 12, when the rotor disks start to move suddenly in the
magnetic field generated by the poles of the permanent magnet, vibration is generated and
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the value of the output damping torque temporarily fluctuates. After 6 ms, the motion of
the rotor disk stabilizes and the output damping torque remains constant around 18.8 Nm,
which is close to the theoretical calculated value of the mathematical model under this
condition with small deviation. It also shows that in engineering practice, electromagnetic
dampers can quickly respond to and suppress the instantaneous shimmy of nose wheels,
which demonstrates its superiority compared with traditional oleo dampers.

The following is an in-depth analysis of the simulation results of the rotor disks
magnetic field strength distribution, magnetic flux density and current density during
stable operation.

As shown in Figure 13, the magnetic field strength on the surface of the rotor disks dur-
ing the stable operation of the electromagnetic damper is in the range of 8517–127690 A/m.
The magnetic field strength distribution is more concentrated in the area close to the perma-
nent magnets, and the magnetic poles of the two adjacent concentrated areas are opposite.
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As shown in Figure 14, the distribution of magnetic flux density on the rotor disks is
also concentrated in the area close to the permanent magnets. When the electromagnetic
damper is operating, the induced magnetic field on the rotor disks will be generated, and
after superimposing the magnetic field of the permanent magnet poles through the rotor
disks, the magnetic flux density is about 0.86–2.15 T, which is significantly larger than the
static magnetic flux density of the permanent magnet pole in Figure 10.

As shown in Figure 15, the induced eddy current density of the rotor disks is in the
range of 1.25× 107–4.69× 107 A/m2. Observing the vector distribution, it can be found that
the adjacent eddy currents on the surface of the rotor disks are in opposite directions, which
proves the correctness of the electromagnetic damper using the induced eddy currents to
convert kinetic energy into thermal energy. Meanwhile, observing the field distribution, it
can be found that the induced eddy currents on the rotor disks are mainly concentrated
on the surface near the pole side, which also proves the existence of skin effect and is
consistent with the mathematical model.

The above simulation results are based on the set of motion parameters ωn = 1034.14 rad/s.
In order to study the shimmy reduction performance of the electromagnetic damper in the
electrically actuated nose wheel steering system, all shimmy motion states listed in Table 4
need to be considered, and the output damping torque of the electromagnetic damper
corresponding to each operating condition is shown in Figure 16.
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By comparing the simulation curve and the theoretical calculation curve of the output
damping torques of the electromagnetic damper under various operating conditions, it can
be found that the simulation value and the theoretical value are closer, which shows that:

(1) The mathematical model of the electromagnetic damper is reasonable;
(2) The application of electromagnetic dampers to the shimmy reduction function of

electrically actuated nose wheel steering systems is also feasible, but there are some
differences in the values at some data points and the slopes of the two curves are not
identical, because:

• When calculating the output damping torques of the electromagnetic damper
using Equation (18), the magnetic flux density of the permanent magnet source is
assumed to be the magnetic flux density on the surface of the rotor disks, and the
magnetic losses caused by the air gap and resistance and the induced magnetic
field generated by the rotor disks themselves during rotation are ignored;

• The magnetic permeability of the permanent magnet material is simply taken
as a constant value in the numerical calculation. However, from the hysteresis
curve of the permanent magnet material in the finite element simulation, the
magnetic field strength is not linearly related to the magnetic flux density, and
the relative permeability is also not linear;

• The demagnetization effect of the permanent magnet is not taken into account in
the whole mathematical modeling process of the electromagnetic damper, while
the experimental results in the literature [21] show that the demagnetization
effect is actually real. The magnetic flux density distribution of the permanent
magnet magnetic pole at the relative angular velocity of 1034.14 rad/s is shown
in Figure 17, and comparing the static magnetic flux density distribution of the
pole in Figure 10, it can be found that the finite element simulation takes this
demagnetization effect into account;
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By observing Figure 16, it can be found that when the rotor disk rotates at a low speed,
the theoretical value of its output damping torque is greater than the simulation value,
because in the process of theoretical derivation, the mechanical power of the rotor disk is
considered to be fully converted into electromagnetic power, while the electromagnetic loss
is ignored. In addition, the offsetting effect of opposite poles when multiple permanent
magnets work simultaneously is not taken into account in the theoretical derivation. When
the rotor disk rotates at high speed, the simulation value of the output damping torque is
closer to the theoretical value because the induced magnetic field superimposed on the
surface of the rotor disk is large enough, which can not only ignore the demagnetization
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effect of the magnetic poles at high speed, but also make up for the power loss in the
theoretical calculation.

We can draw the curves between the damping coefficient of the electromagnetic
damper amplified by the transmission mechanism and its own angular velocity, as shown
in Figure 18.
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It can be seen from Figure 18 that the damping coefficient of shimmy reduction
provided by the electromagnetic damper varies with the shimmy frequency when the
transmission mode is determined. Figures 16 and 18 show that the damping torque
increases while the damping coefficient decreases as the angular velocity of the rotor disk
increases, which is consistent with the derivation of Equations (18) and (23). Therefore,
when evaluating the damping performance of electromagnetic dampers, we should pay
more attention to the damping coefficient under high frequency shimmy.

4.3. Effect of Various Factors on the Performance of Electromagnetic Dampers

According to the operating principle and magnetic field simulation of electromagnetic
dampers, there are many factors that affect the performance of electromagnetic dampers to
reduce shimmy, here the two key factors, the dimensions R2 and R1 of the rotor disks and
air gap width δ, are studied in detail, the former has direct reference value for the structural
design of electromagnetic dampers under the premise of known shimmy reduction index
requirements, the latter is the most important way to adjust the output damping torque
after the structural scheme of the electromagnetic damper is determined.

As discussed in Section 4.2, because there are more operating conditions involved in
the shimmy motion distribution, and the shimmy reduction design index usually requires
the minimum shimmy reduction damping coefficient of the damper, the set of motion
parameters ωn = 1153.82 rad/s in Table 4 is used as an example to analyze the influence of
the rotor disks’ outer diameter R2 and air gap width δ on the shimmy reduction performance
of the electromagnetic damper, respectively.

4.3.1. Study of the Effect of Rotor Disks’ Dimensions R2 and R1 on Electromagnetic Damping

The rotor disks with R2 = 80 mm and R1 = 20 mm are used as the starting point
and scaled by 1.25, 1.5, 1.75, 2, 2.25 and 2.5, respectively. The results of the damping
coefficients after being enlarged by the transmission mechanism are shown in Figure 19.
The outer dimensions of the rotor disks enlarged by 1.75 are the rotor disks’ outer diameter
R2 = 140 mm and the inner diameter R1 = 35 mm selected for this scheme.

From Figure 18, it can be seen that by changing the dimensions of the electromagnetic
damper, the damping coefficient amplified by the transmission mechanism ranges from
2.83 to 195.29 Nms/rad, and there is an approximate quadratic power relationship with the
dimensions of the rotor disks of the electromagnetic damper, which once again verifies the
correctness of the derivation of the damping coefficient in the mathematical model.
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4.3.2. Study of the Effect of Air Gap Width δ on Electromagnetic Damping

The width of the air gap between the rotor disks and the permanent magnet poles
is generally obtained within the range of 0.5–3 mm. Too small will lead to the thermal
expansion and collision of the rotor disks and the permanent magnet poles during operating,
while too large will lead to a sharp decline in the performance of the electromagnetic damper
shimmy reduction. Since the air gap is composed of air, whose relative permeability is 1,
and other parts such as the rotor disks and the stator disk are composed of high permeability
materials, so the magnetic resistance of other structures can be neglected relative to the
air gap. Taking the air gap width δ as 0.2, 0.3, 0.5, 1, 1.5, 2, 2.5, 3 and 3.5 mm, respectively,
the corresponding output torque of the electromagnetic damper is obtained as shown in
Figure 20.
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For permanent magnet electromagnetic dampers, the magnetoresistance increases
as the air gap width increases, while the flux is the ratio of the magneto motive force
to the magnetoresistance. The flux decreases with increasing magnetoresistance and
constant magneto motive force, producing a flux density in the magnetic saturation region,
which decreases more slowly, and then in the non-saturation region, which decreases
rapidly. From Figure 20, it can be seen that during the reduction of the air gap width from
3.5 mm to 0.2 mm, the damping coefficient of shimmy reduction gradually increases from
17.55 Nms/rad to 49.79 Nms/rad, while the change of the damping torque of shimmy
reduction slows down during the continued reduction from 1.5 mm, indicating that the
induced magnetic field on the rotor disks has started to enter the saturation state. Therefore,
within a certain range, the magnetic flux density can be increased by reducing the air gap to
increase the output damping torque of the electromagnetic damper, but the air gap should
not be too small considering the influence of mechanical processing precision and material
thermal expansion and contraction.
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5. Conclusions

In this paper, an electromagnetic damping method for an electrically actuated nose
wheel steering system is studied, a structural scheme of the electrically actuated nose
wheel steering system is proposed, and a new electromagnetic damping shimmy reduction
device integrated in this system is designed. In order to verify the shimmy reduction
performance of the proposed electromagnetic damper, the corresponding mathematical
model of the electromagnetic damper is established, and then the specific scheme design of
the electromagnetic damper is carried out and parametric modeling and electromagnetic
field simulation are conducted according to the design index of shimmy reduction damping
coefficient, and the following conclusions are obtained:

(1) After correcting the assumption that the rotor disk is located in the uniform magnetic
field, which was commonly used in the previous derivation process, and combining
the calculation of the skin depth, the derived equation for the output damping torque
of the electromagnetic damper is closer to the simulated value;

(2) The electromagnetic damper designed in this paper can provide a damping coefficient
of not less than 40 Nms/rad under the conditions of shimmy amplitude between
2–20◦ and frequency between 5–30 Hz, which not only meets the requirements of the
index, but also overcomes the disadvantages of relying on the hydraulic power source
compared with the traditional oleo dampers. It also has the advantages of higher
reliability, lower maintenance cost and faster response;

(3) There is an approximate quadratic relationship between the dimensions R2 and R1
of the rotor disks and the damping coefficient. The preliminary structural design of
electromagnetic dampers’ dimensions can be based on this relationship when the
shimmy reduction index requirements are given;

(4) The air gap width δ of the electromagnetic damper designed in this paper can be
adjusted to obtain a range of 17.55–49.79 Nms/rad for the damping coefficient. In
the actual engineering application, the required damping coefficient can be obtained
by adjusting the air gap width δ of the electromagnetic damper for different shimmy
conditions.

(5) The application of electromagnetic damping technology to strut damping is the
first comprehensive and systematic study of this technology at the theoretical and
simulation levels, which can be applied not only to the design of electrically actuated
nose wheel steering systems for various types of aircraft, but also to other impact
cushioning and vibration energy recovery fields.
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Nomenclature
The following nomenclatures are used in this manuscript:
A Nose wheel shimmy amplitude
f Nose wheel shimmy frequency
α Nose wheel shimmy angle
ωNW Angular velocity of nose wheel shimmy
ωmax Max angular velocity of the nose wheel shimmy
ω Angular frequency of the eddy current
µ Magnetic permeability of the rotor disk material
γ Electrical conductivity of the rotor disk material
h Vertical depth from the surface of the rotor disk
∆ Penetration depth of skin effect
ωn Rotation angular velocity of the rotor disk
TRotor Rotation period of the rotor disk
fRotor Rotation frequency of the rotor disk
TEc Alternating period of the eddy current
fEc Frequency of the eddy current
B Magnetic flux density of a single magnet passing through a rotor disk
V Rotation linear velocity of the rotor disk
dε Induced electromotive force of the micro-ring
dl Width of the micro-ring
dR Resistance of the micro-ring
IdR Current value flowing along the radial direction of the micro-ring
ρ Resistivity of the rotor disk material
dF Damping force of the micro-ring
dT Damping torque of the micro-ring
R2 Outer radius of the rotor disk
R1 Inner radius of the rotor disk
T1 Damping torque of a single rotor disk
rMag Radius of the magnet cross section
Tn Damping torque of the electromagnetic damper
i Transmission ratio
ηGear Transmission efficiency of the 8-grade cylindrical spur gear
ηBearing Transmission efficiency of the bearing
η Total transmission efficiency
ωStrut Angular velocity of the nose landing gear strut
TStrut Damping torque of the nose landing gear strut
hn Damping coefficient of the electromagnetic damper
hStrut Damping coefficient of the nose landing gear strut
⇀
H Magnetic field strength
⇀
B Magnetic flux density
⇀
J Conduction current density
⇀

Mp Permanent magnetization
µ0 Permeability of vacuum
µr Relative permeability
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Abstract: A magnetic field induced by an electromagnetic coil is the key variable that determines
the performance of a magnetically driven actuator. The applicability of the empirical models of the
coil turns, static resistance, and inductance were discussed. Then, the model of the mean magnetic
field induced by the coil was established analytically. Based on the proposed model, the sinusoidal
response and square-wave response were calculated with the wire diameter as the decision variable.
The amplitude and phase lag of the sinusoidal response, the time-domain response, steady-state
value, and the response time of the square-wave response were discussed under different wire
diameters. From the experimental and computational results, the model was verified as the relative
errors were acceptably low in computing various responses and characteristic variables. Additionally,
the optimization on the wire diameter was carried out for the optimal amplitude and response
time. The proposed model will be helpful for the analytical analysis of the mean magnetic field, and
the optimization result of the wire diameter under limited space can be employed to improve the
performance of a magnetically driven actuator.

Keywords: mean magnetic field; wire diameter; coil; sinusoidal response; square-wave response

1. Introduction

The magnetically driven actuator has been widely used in plenty of engineering
fields, including vibration reduction or control, ultra-precision machining, acting fluidic
valves, etc. [1–4]. Magnetically driven actuators have also been introduced to quite com-
monly actuate an aerospace device [5–15], including the electro-hydraulic servo valve.

Optimization of the actuator is quite important to improve the actuator’s performance.
A magnetic field was generally chosen as the optimization objective function as it influences
the output performance of the actuator directly, and is the simplest variable to optimize the
actuator, compared to the magnetization/magnetic induction intensity or the displacement.
Taking the giant magnetostrictive actuator which employs the giant magnetostrictive
material (GMM) as its actuation core as an example, Figure 1 summarizes the generally
used optimization methods. From the point of view of magnetic fields, the optimization of
actuator performance was generally converted to the promotion of the mean magnetic field
in the GMM area, which is equivalent to the maximization of the magneto motive force
(MMF) distributed on GMM. Additionally, two methods were used to promote the MMF
on GMM, respectively, improving the MMF ratio occupied by GMM and increasing the
total MMF.

The first optimization method was accomplished based on some magnetic field mod-
els from a “field” or “circuit” method [16–19]. Liang Yan et al. [20] and HyoYoung
Kim et al. [21] proposed a mathematic model based on the Biot–Savart law and the fi-
nite element model to formulate the three-dimensional magnetic field distribution in a
spherical actuator. Abdul Ghani Olabi et al. [22] also established the finite element model of
a magnetostrictive actuator for analyzing the magnetic field in the actuator. The proposed
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models supplied the mean values and distribution characters of magnetic devices, which
were quite helpful for the magnetic circuit optimization. Due to the complex magnetic
circuit of the hybrid excitation generator used in an energy conversion system, Huihui
Geng et al. [23] proposed an analytical method of the main magnetic field, where the
Carter coefficient and rotor magnetomotive force were taken as the objective variables.
Compared with traditional methods, the proposed method can improve the accuracy of
the outputted magnetic field. Jaewook Lee et al. [24] adopted a simplified finite element
model to execute structural topology optimization for the high magnetic force of a linear
actuator, and they found that the use of a periodic ladder structure was best for magnetic
field manipulation. Kim Tien, Xulei Yang et al. [14,25] utilized the finite element model to
analyze the distribution of the magnetic field in a giant magnetostrictive actuator separately.
By adjusting the permeability of the parts appropriately, the uniformity and mean intensity
of the magnetic field within the material could be improved. Some other modeling and
optimizing methods for the magnetic field within specified structures can also supply
effective references [17,26–29]. On the whole, the circuit model was always used to form a
magnetic field model for an analytical analysis. The finite element model [19,30,31] was
commonly used to promote magnetic field uniformity. For the mean magnetic field applied
to the giant magnetostrictive material, the positively proportional model vs. the coil cur-
rent [1–3,16,19,28,32–35] was quite commonly used. Then, the closed circuit was verified to
be helpful for higher magnetic field intensity [15] as it improved the proportional factor.
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For the second optimization method, an appropriate voltage waveform or the winging
method was considered to directly promote the total MMF and the magnetic field induced
by a coil [2]. A high threshold with a low-holding voltage has been widely used in an elec-
tromagnetic injector. C.B. Britht et al. [36] and G. Xue et al. [37,38] introduced this type of
voltage to stimulate a giant magnetostrictive device. Additionally, it was comprehensively
verified that the introduced voltage promoted the response time of the coil current, and the
magnetic field, quite efficiently. Manh Cuong Hoang et al. [39] proposed an optimization
method of the magnetic field for an electromagnetic actuation system. The maximum
magnetic and gradient fields were significantly enhanced by the proposed algorithm com-
pared to the conventional independent control. Haoying Pang et al. [40] proposed a novel
spherical coil for the atomic sensor, where the magnetic field uniformity was improved
along the axis. Yiwei Lu et al. [18] introduced the magnetically shielded room to enhance
the coil magnetic field and reduce power loss for a multi-coil system. Cooperated with the
non-dominated sorting genetic algorithm, the design reached prominent reductions in total
current and power loss. Yundong Tang et al. [41] introduced two correcting coils to improve
the uniformity of the magnetic field for a solenoid coil, while it was not so convenient when
the coil space was limited as the correcting coils should have occupied some axial spaces.
Some other optimization methods for the coil or contactor [42–44] can also provide useful
references for optimizing the magnetic field induced by an electromagnetic coil.

Based on the second optimization method, this paper focuses on coil optimization
when the volume of the magnetically driven actuator suitable for an electro-hydraulic servo
valve is limited. In this paper, the dynamic magnetic field was tested based on the linear
relationship between the magnetic field and coil current. Then, the dimension parameter,
static resistance, and static induction were modeled based on empirical equations or
mathematical fitting. The mean magnetic field within the coil was modeled, especially
its functional relationship with respect to the wire diameter. Then, the sinusoidal and
square-wave responses were calculated, and the important characteristic parameters of
these responses were extracted. From the calculated and tested results, the influence of the
wire diameter on the mean magnetic field was discussed comprehensively for an optimal
selection of the wire diameter. During analysis, the relative errors in computing various
variables were also given to verify the precision of the proposed model and effectiveness of
the optimization. For the magnetically driven actuator, optimized results can be employed
to promote the amplitude and response speed of the mean magnetic field, and then to
improve the actuator performance.

2. Experimental Methods
2.1. Test Principle

The dynamic magnetic field intensity or magnetic flux density was always measured
“indirectly” based on Ampere’s circuital theorem or Faraday’s law of induction. Based on
the former principle, the induced magnetic field and coil current have an ideal positive
proportion relationship, which has been a commonly used analytical model of the mean
magnetic field in some magnetically driven actuators, especially the giant magnetostrictive
actuator. Based on this measuring principle, as long as the coil current is measured, the
accurate mean of the magnetic field in a dynamic type can be obtained.

The model was easily given by adding a proportional coefficient to the magnetic field
model in an infinitely long solenoid [3,5,14,16,19,33–35]

H = CHI
NI
L

(1)

where H is the magnetic field intensity and I is the current intensity within the coil, CHI is
the proportional coefficient of the mean magnetic field intensity; its value belongs to (0,1),
N is the number of the coil turn, and L is the coil length.

The following optimization was based on Equation (1)—the optimization is effective as
long as the mean magnetic field in the magnetically driven actuator is in direct proportion

239



Aerospace 2023, 10, 270

to the product of the number of coil turns and current intensity. For a hollow coil, Equation
(1) was not only capable of computing the mean magnetic field within homogeneous
medium, but was also suitable to the local mean magnetic field as long as the whole
magnetic circuit was filled locally uniformly and did not have too many reluctance numbers.
Considering Equation (1) is suitable for most giant magnetostrictive actuators and some
micro-displacement electromagnetic actuators; the optimization proposed in this paper is
suitable to these types of actuators.

2.2. Experiment Setup and Parameters

The experimental system was shown in Figure 2. As illustrated in Figure 2a,c, the
computer controlled PS3403D digital oscilloscope (with an embedded signal generator) to
generate the required waveform signals. The generated signals were then amplified by an
ATA304 power amplifier and inputted into the two ends of the coil. The input voltage at
both ends of the coil was differentially collected and the coil current was measured by a
TA189A current clamp. The measured voltage and current data were delivered into the
digital oscilloscope and then into the computer for processing.
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Figure 2b,d supplied the sectional drawing and photograph of the coils, where La, Lb,
Lf represented the coil length, coil thickness, and diameter of the skeleton shaft, respectively,
and Dwire and Dcore were the enameled wire diameter and copper core diameter, respectively.
The coils were tightly wound by the use of standard enameled wires. Since this article
focuses on the optimization of the coil itself, it is not necessary to consider the influence
of the iron core or other parts in an actuator. The parameters of the coils are given in
Table 1, and some necessary parameters of the skeleton and material are supplied in Table 2.
Considering the value of CHI does not affect the increasing or decreasing relationship
between the variables; CHI will have no effect on the optimization results. CHI is specified
as 0.8 here.

Table 1. The main parameters of the coils.

Coil Label External Diameter
(Dwire) [mm]

Core Diameter
(Dwire) [mm]

Number of Coil Turns
(N) [Null]

Resistance
(R) [Ω]

Inductance
(L) [mH]

Coil 1 0.31 0.27 837 18.325 10.933
Coil 2 0.39 0.35 537 7.472 4.487
Coil 3 0.49 0.44 342 2.994 1.789
Coil 4 0.60 0.55 229 1.342 0.801
Coil 5 0.69 0.64 175 0.767 0.459
Coil 6 0.80 0.74 124 0.410 0.243

Table 2. The main parameters of the skeleton and material.

Parameter (Variable) [Unit] Value

Coil length (La) [mm] 16.5
Coil thickness (Lb) [mm] 6.8

Diameter of skeleton shaft (Lf) [mm] 18.2
Resistivity of copper (ρ) [Ω·m] 1.71 × 10−8

Proportional coefficient (CHI) [null] 0.8

3. Data Processing and Analysis
3.1. Inherent Characteristic Parameters of Coils
3.1.1. Dimension Parameters

Standard enameled wire has a nominal diameter of the external wire or the copper
core. Then, a certain functional relationship can be supplied between the enameled wire
diameter Dwire and the copper core diameter Dcore. Figure 3 shows the actual values of Dwire
and Dcore and the fitted results using linear functions. It can be seen from Figure 3 that the
diameter of copper core is approximately linear vs. the external diameter of enameled wire.
With and without an intercept, the fitted linear equations were determined as Dcore = 0.9687
Dwire − 0.03214 and Dcore = 0.9394 Dwire, respectively. The linear function with an intercept
was quite accurate as the relative error was lower than 1.52% when Dwire was higher than
0.3 mm and lower than 2.55 mm. In contrast, the linear function without an intercept
was not so accurate since the relative error was higher than 5% under some conditions,
especially when Dwire was quite low.

Though the positively proportional relationship was not suitable to a wide range of
dimensions, it may be feasible when the Dwire changed within a relatively narrow interval. The
coils used in this paper were wound by the wires with diameters of 0.3~0.8 mm. Executing a
simple linear fitting, Table 3 supplies the results and relative errors of the two line equations.
From computation, the linear equation with intercept was Dcore = 0.962 Dwire− 0.0277 and had
a relative error lower than 0.84%. In comparison, the linear equation without an intercept
Dcore = 0.898 Dwire also had high precision as the relative error was lower than 3.2%. Thus, it
is acceptable to use a positively proportional function to describe the relationship between
Dcore and Dwire when Dwire changes within a narrow interval, which is quite convenient for
the following optimization.

241



Aerospace 2023, 10, 270

Aerospace 2023, 10, x FOR PEER REVIEW 6 of 16 
 

 

Dwire and Dcore and the fitted results using linear functions. It can be seen from Figure 3 

that the diameter of copper core is approximately linear vs. the external diameter of 

enameled wire. With and without an intercept, the fitted linear equations were de-

termined as Dcore = 0.9687 Dwire − 0.03214 and Dcore = 0.9394 Dwire, respectively. The lin-

ear function with an intercept was quite accurate as the relative error was lower than 

1.52% when Dwire was higher than 0.3 mm and lower than 2.55 mm. In contrast, the 

linear function without an intercept was not so accurate since the relative error was 

higher than 5% under some conditions, especially when Dwire was quite low. 
Though the positively proportional relationship was not suitable to a wide range of 

dimensions, it may be feasible when the Dwire changed within a relatively narrow interval. 

The coils used in this paper were wound by the wires with diameters of 0.3~0.8 mm. Ex-

ecuting a simple linear fitting, Table 3 supplies the results and relative errors of the two 

line equations. From computation, the linear equation with intercept was Dcore = 0.962 Dwire 

− 0.0277 and had a relative error lower than 0.84%. In comparison, the linear equation 

without an intercept Dcore = 0.898 Dwire also had high precision as the relative error was 

lower than 3.2%. Thus, it is acceptable to use a positively proportional function to de-

scribe the relationship between Dcore and Dwire when Dwire changes within a narrow inter-

val, which is quite convenient for the following optimization. 

 

Figure 3. Actual and fitted values of Dcore simultaneously supplied the relative errors of the fitting 

lines with and without an intercept. 

Table 3. Linear fitting between Dcore and Dwire when Dwire ∈ [0.3, 0.8]. 

Dwire Tested Dcore 
Dcore from 

0.962 Dwire − 0.0277 

Relative Error of 

0.962 Dwire − 0.0277 (%) 

Dcore from 

0.898 Dwire 

Relative Error of 

0.898 Dwire (%) 

0.31 0.27 0.2705 0.1926 0.2784 3.1037 

0.39 0.35 0.3475 −0.7200 0.3502 0.0629 

0.49 0.44 0.4437 0.8364 0.4400 0.0045 

0.6 0.55 0.5495 −0.0909 0.5388 −2.0364 

0.69 0.64 0.6361 −0.6125 0.6196 −3.1844 

0.8 0.74 0.7419 0.2568 0.7184 −2.9189 

From the sectional drawing shown in Figure 2b, it can be observed that winding a 

coil was equivalent to arranging the cross-sectional area of the wire in the rectangular 

area supplied by the coil skeleton. The coil turns must be an integer; while La or Lb was 

Figure 3. Actual and fitted values of Dcore simultaneously supplied the relative errors of the fitting
lines with and without an intercept.

Table 3. Linear fitting between Dcore and Dwire when Dwire ∈ [0.3, 0.8].

Dwire Tested Dcore
Dcore from

0.962 Dwire − 0.0277
Relative Error of

0.962 Dwire − 0.0277 (%)
Dcore from
0.898 Dwire

Relative Error of
0.898 Dwire (%)

0.31 0.27 0.2705 0.1926 0.2784 3.1037
0.39 0.35 0.3475 −0.7200 0.3502 0.0629
0.49 0.44 0.4437 0.8364 0.4400 0.0045
0.6 0.55 0.5495 −0.0909 0.5388 −2.0364
0.69 0.64 0.6361 −0.6125 0.6196 −3.1844
0.8 0.74 0.7419 0.2568 0.7184 −2.9189

From the sectional drawing shown in Figure 2b, it can be observed that winding a
coil was equivalent to arranging the cross-sectional area of the wire in the rectangular area
supplied by the coil skeleton. The coil turns must be an integer; while La or Lb was not
exactly the integral multiple of Dwire, the effective length La’ and thickness Lb’ were a little
lower than La and Lb, respectively. Coil length or thickness was not fully utilized, and the
available area was La’×Lb’, which was slightly less than the actual area.

From Figure 2b, the turn number per layer was bLa/Dwirec and the number of layers
was

⌊
Lb−Dwire√

3Dwire/2

⌋
+ 1, so that the accurate value of coil turns was

N= C′ f

⌊
La

Dwire

⌋(⌊
Lb − Dwire√

3Dwire/2

⌋
+ 1
)

≤ C′ f

(
LaLb√

3D2
wire/2

− 0.155
La

Dwire

)

≈ C f
LaLb

πD2
wire/4

(2)

where Cf
′ was introduced to describing the winding effect, Cf was the filling factor of

the enameled wire. LaLb was the axis-sectional area of the coil and πDwire
2/4 was the

cross-sectional area of single enameled wire.
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From Equation (2), the assumption that N was positively proportional to the ratio
of the cross-sectional area of the coil skeleton to Dwire was conditional. That was, with
the effectiveness of Equation (2), determined by the weight of Cf’0.155 La/Dwire in the
total coil turns. Additionally, the relative error of the positively proportional function was
0.155/(1.155 Lb/Dwire − 0.155) × 100%, which was determined by Lb/Dwire.

Lb/Dwire determined the number of layers and the relative error, which are displayed
in Figure 4. From the calculation results, the relative error of CfLaLb/(πDwire

2/4) computing
N decreased with Lb/Dwire increasing. To guarantee that the relative error of Equation (2)
is lower than 5.0% in computing N, it should be met that Lb > 2.8 Dwire. That is, the
coil should be wound with three layers at least. When Lb < 2.8 Dwire, one should use
Lb’ =

⌊
Lb−Dwire√

3Dwire/2

⌋
+ 1 instead of Lb for computations. For the coils in this paper, the values

of Lb/Dwire under different Dwire were higher than 6.8/0.8 = 8.5 so that the approximate
expression in Equation (2) has enough precision.
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For convenience, the value of Cf was determined by the mean values of N and Dwire
so that Cf = 0.57. The effect of Equation (2) computing N is shown in Table 4. From the
calculation results, the model of coil turn can predict the practical coil turn effectively as
the relative error was lower than 2.8%.

Table 4. Coil turns from the test and model.

Coil Label Coil Turns from Test Coil Turns from Model 1 Relative Error (%)

1 837 847.33 1.23
2 537 535.36 −0.30
3 342 339.15 −0.83
4 229 226.19 −1.23
5 175 171.03 −2.27
6 124 127.23 2.61

1 Cannot be an integer.

From above analysis, the empirical equations in describing the relationships between
Dcore, Dwire and N were written as

{
D̂core = 0.962Dwire − 0.0277 or 0.898Dwire

N = C f
La Lb

πD2
wire/4

(3)
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3.1.2. Static Resistance and Static Inductance

Static resistance and inductance are the key parameters to determine the current
response of a coil with an unobvious skin effect. Based on the empirical expression of
inductance L and the basic equation of resistance R, the model can be easily established as





L = 4πCL0N2 =
CLC2

f

D4
wire

R = ρ
N(L f +Lb)

D2
core/4

= 16ρC f
La Lb(L f +Lb)

πD2
coreD2

wire

(4)

where CL0 and CL were two parameters dependent on La, Lb, Lf while independent of other
variables and met CL = 64 CL0(LaLb)2/π; ρ was the resistivity of copper.

Figure 5 displays the relationships between L, R, and Dwire from the experiment and
computation. From the results, it was easily reached that both L and R were monotonically
decreasing functions vs. Dwire. More specifically, as concluded from the expression of N in
Equation (3) and Dcore = 0.898 Dwire, both R and L were inversely proportional functions
vs. Dwire

4 (also N2). The model was in good agreement with the experiment as the relative
errors of the model in computing R and L were lower than 3.1% and 2.8%, respectively.
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Figure 5. Curves of the static resistance and static inductance vs. the enameled wire diameter.

3.2. Sinusoidal Response

Equivalent to the series connection of an inductor and a resistor, the electromagnetic
coil was generally modeled as a first-order linear time-invariant system model. Addition-
ally, the amplitude-frequency and phase-frequency characteristics are the most important
characteristics of the sinusoidal response of the coil.

Stimulated by a sinusoidal voltage U(t) = Uampsin(ωt), the current response within the
coil can be calculated by I(t) = Iampsin(ωt – ϕI), where ω is the angular frequency of the input
and ϕI is the phase lag of the coil current compared to the voltage. From the theory of the lin-
ear time-invariant system, the amplitude ratio function is AI = Iamp/Uamp = 1/(R2 + ω2L2)1/2,
and tanϕI = ωL/R. Substituting Equation (4) into these expressions, one obtains





AI =
πD2

coreD2
wire

C f La

√√√√√

 16ρLb·
(D f + Lb)




2

+

(
ωCLC f D2

core
D2

wire

)2
≈ 0.806πD4

wire

C f La

√√√√√

 16ρLb·
(D f + Lb)




2

+(0.806ωCLC f )
2

ϕI = arctan
ωCLC f

16ρLb(D f +Lb)
· D2

core
D2

wire
≈ arctan

0.0504ωCLC f
ρLb(D f +Lb)

(5)

From the empirical equation of the mean magnetic field given in Equation (1), the
amplitude radio to inputted voltage of the magnetic field AH and the lagging phase of
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the magnetic field ϕH can be easily reached as CHINAI/La and ϕH = ϕI. By substituting
Equation (5) into these two equations, one obtains





AH = 4CHI LbD2
core

La

√√√√√

 16ρLb·
(D f + Lb)




2

+

(
ωCLC f D2

core
D2

wire

)2
≈ 3.226CHI LbD2

wire

La

√√√√√

 16ρLb·
(D f + Lb)




2

+(0.806ωCLC f )
2

ϕH = arctan
ωCLC f

16ρLb(D f +Lb)
· D2

core
D2

wire
≈ arctan

0.0504ωCLC f
ρLb(D f +Lb)

(6)

Changing the frequency from 10 Hz to 1000 Hz, Figure 6 shows the tested and calcu-
lated amplitude ratios and phase lags of the magnetic field with respect to the inputted
voltage. To demonstrate the influence of the wire diameter more clearly, the wire diameter
was plotted on the horizontal axis. From the tested and calculated results, a wider wire
diameter is quite helpful for a higher magnetic field amplitude as the amplitude ratio
increased faster with an increase in wire diameter. On the contrary, the wire diameter has
little influence on the phase lag of the magnetic field, which represents the response time of
the magnetic field from 0 to some required proportion of a steady-state value.
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Figure 6. Amplitude ratio and phase lag of the magnetic field under different wire diameters:
(a) curves of the amplitude ratio vs. enameled wire diameter; (b) curves of the phase lag vs. enameled
wire diameter.

Figure 7 shows the relative errors of the model under various frequencies. For predict-
ing the amplitude ratio, the calculation error was lower than 2.0% when the wire diameter
was between 0.39 mm and 0.69 mm. The model accuracy was a little lower when the
wire diameter was wider than 0.8 mm or narrower than 0.31 mm, as the relative errors at
these points were higher than 5%; this was acceptable as the errors were still lower than
6.4%. For computing the lagging phase, the relative errors under different parameters,
including various frequencies and wire diameters, were lower than 3.2%, which showed
high precision of the model in predicting the lagging phase of the magnetic field. A low
calculation accuracy regarding the computing amplitude ratio was mainly caused by poor
winding when the coil wire was quite thin or thick. On the whole, the proposed models for
the magnetic field amplitude and lagging phase were verified by the low relative errors
under most conditions.
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(a) the relative errors of computing the amplitude ratio; (b) the relative errors of computing the
phase lag.

Figure 8 shows the relationships between AH and Dwire
2. From Figure 8, the linear

relationship between the amplitude ratio of the magnetic field and the square of the wire
diameter was verified as the tested points under a certain frequency were roughly plotted
in a line passing through the origin.
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Figure 8. Linear curves of AH-Dwire
2 from the model and test under different frequencies.

3.3. Square-Wave Response
3.3.1. Time-Domain Response

In addition to the sinusoidal voltage, the direct current (DC) square-wave voltage is
frequently used, especially to drive an on–off-type actuator.

For the square-wave response, more attention should be paid to the transient-state
process. Additionally, based on the first-order linear time-invariant system, the transient-
state current within the coil is

I(t) =
Ust

R
+ (I0 −

Ust

R
)e−

R
L t (7)

where I0 is the initial value of the coil current, Ust is the steady-state amplitude of the
voltage. Equation (7) was suitable to both the charging and discharging process of the coil.
For charging, I0 = 0. For discharging, Ust = 0.

From Equation (4), the reciprocal of the time-constant used in Equation (7) was

R
L
=

ρ(L f + Lb)D2
wire

4CL0C f LaLbD2
core

(8)
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By substituting Equations (7) and (8) into H(t) = CHINI(t)/La, one obtains the transient-
state response of the magnetic field

H(t)=
CHIC f Lb

πD2
wire/4

[
Ust

R
+ (I0 −

Ust

R
)e−

R
L t
]

=
4CHIC f Lb

πD2
wire


 πD2

coreD2
wireUst

16ρC f LaLb(L f + Lb)
+

(
I0 −

πD2
coreD2

wireUst

16ρC f LaLb(L f + Lb)

)
e
−

ρ(L f +Lb)D2
wire

4CL0C f La Lb D2
core

t



=
CHI D2

core
4ρLa(L f + Lb)

Ust +
4CHIC f Lb

πD2
wire

I0e
−

ρ(L f +Lb)D2
wire

4CL0C f La Lb D2
core

t
− CHI D2

core
4ρLa(L f + Lb)

Uste
−

ρ(L f +Lb)D2
wire

4CL0C f La Lb D2
core

t

(9)

The inputted voltage was generated with an amplitude of 2 V and a high-voltage
duration of 20 ms to guarantee the coil current reaching the steady state. The time-domain
magnetic fields are shown in Figure 9. From the test and model, the proposed model
precisely calculated the amplitudes and effectively described the curve shapes under
different wire diameters as the transient-state results were also quite close.
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The inputted voltage was generated with an amplitude of 2 V and a high-voltage 
duration of 20 ms to guarantee the coil current reaching the steady state. The 
time-domain magnetic fields are shown in Figure 9. From the test and model, the pro-
posed model precisely calculated the amplitudes and effectively described the curve 
shapes under different wire diameters as the transient-state results were also quite close.  
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Figure 9. The dynamic magnetic field under square-wave input: (a) Dwire = 0.31 mm; (b) Dwire = 0.39 mm;
(c) Dwire = 0.49 mm; (d) Dwire = 0.60 mm; (e) Dwire = 0.69 mm; (f) Dwire = 0.80 mm.

3.3.2. Steady-State Value and Response Time

The steady-state value and response time are the most important characteristic param-
eters of the on–off-type actuator. When the square-wave voltage maintains a high level for
a long enough duration, the steady-state response of the magnetic field Hst can be easily
acquired from Equation (9), as

Hst =
CHI D2

core
4ρLa(L f + Lb)

Ust ≈
0.2016CHI D2

wire
ρLa(L f + Lb)

Ust (10)
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By exacting the mean value of the magnetic field in the steady-state stage, Figure 10
shows the curves of Hst vs. Dwire from the test and model. From the tested and calculated
results, a higher Dwire is helpful for a higher Hst. More specifically, Hst was positively
proportional to Dwire

2, as explained in Equation (10). Thus, the change law of the Hst under
the square wave was the same as one of the magnetic field amplitudes under the sinusoidal
voltage. It was easily illustrated that both the functions of 1/(R2 + ω2L2)1/2 and 1/R can be
expressed by the quartic function vs. the wire diameter approximately. In addition, the
relatively errors under different wire diameters were less than 1.2% thus, the model can
predict the steady-state magnetic field quite effectively.
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Figure 10. Steady-state magnetic field of the square-wave response from the test and model.

There are two commonly used response times—the time from 0 to the required inten-
sity and the time from 0 to the required proportion of the steady-state value. The former
was especially concerned when the high-opening voltage was employed and the latter was
generally concerned when the standard square-wave voltage was employed (or the duty
cycle was adjusted but not the amplitude in the voltage wave).

By imposing Ireq the required intensity of the coil current and substituting Ireq into
Equation (7), the response time tIv can be reached, as

tIv=
L
R

ln
(

1 +
Ireq

Ust/R− Ireq

)

=
CLC f

16ρLb(D f + Lb)

D2
core

D2
wire

ln


1 +

Ireq

πD2
coreD2

wireUst/
[
16ρC f LaLb(D f + Lb)

]
− Ireq




(11)

Similarly, by substituting the required magnetic field Hreq into Equation (9), one obtains
the response time to the specified magnetic field intensity tHv, as

tHv=
L
R

ln
(

1 +
La Hreq

CHI NUst/R− La Hreq

)

=
CLC f

16ρLb(D f + Lb)

D2
core

D2
wire

ln


1 +

La Hreq

CHI D2
coreUst/

[
4ρ(D f + Lb)

]
− La Hreq




≈
0.0504ωCLC f

ρLb(D f + Lb)
ln


1 +

La Hreq

0.2016CHI D2
wireUst/

[
ρ(D f + Lb)

]
− La Hreq




(12)

From the calculated result, it can be observed that a thicker wire is better for reducing
both the response time of the coil current and one of the magnetic fields, while the change
degree is different. The enameled wire diameter has more influence on the response
time of the coil current than that of the magnetic field as tIv is in the function form of
aln [1 + b/(cx2 − b)] vs. Dwire while tHv is expressed by aln [1 + b/(cx4 − b)] vs. Dwire.
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The response time to a specified proportion of the steady-state value can be easily
deduced from Equations (10) and (12). For a given proportion p, the corresponding in-
tensities of the coil current and magnetic field are, respectively, Ireq = p(Ust/R) or Hreq =
p[CHIN(Ust/R)/La]. By substituting the two expressions into Equations (10) and (11), one
obtains the response time to a specified proportion, as

tHp= tIp =
L
R

ln
(

1
1− p

)

=
CLC f

16ρLb(D f + Lb)

D2
core

D2
wire

ln
(

1
1− p

)

≈
0.0504ωCLC f

ρLb(D f + Lb)
ln
(

1
1− p

)
(13)

where p is a constant belonging to (0, 1).
Compared to tHv, the factors influencing tHp were almost independent of Dwire. More

specifically, tHp was just determined by the ratio of L/R. The value of L/R was only slightly
influenced by Dwire; optimizing the wire diameter would be helpless to promote this type
of response speed.

Figure 11 shows the two types of response times from the tested and calculated results;
the specified intensities Hreq were 3 kA/m, 3.5 kA/m, and 4 kA/m, and the specified
proportions p were 0.7, 0.8, and 0.9. Just as predicted by the model, Hreq was effectively
reduced by increasing Dwire. Furthermore, Hreq declined fast first and then slowly with
Dwire increasing. For the value of tHp, it changed slightly with Dwire increasing. The model
was verified as the calculated results were consistent with the experimental data.
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Figure 11. The response time of the square-wave response from the test and model: (a) the time from
0 to specified intensities, respectively, of 3 kA/m, 3.5 kA/m, and 4 kA/m; (b) the time from 0 to the
specified proportions of the steady-state response, respectively, of 0.7, 0.8, and 0.9.

On the whole, increasing the wire diameter is quite helpful for reducing the response
time from 0 to a specified value of the coil current or magnetic field, while failing to improve
the response speed from 0 to the steady-state or any other proportional value. Therefore,
for an electromagnetic actuator stimulated by a high-open-low-hold-type voltage, a coil
with a wider wire diameter will be stimulated more quickly to save the response time of the
whole actuator, while when a traditional square-wave voltage is introduced, an adjustment
in the wire diameter is helpless.

4. Conclusions

An analytical model of the mean magnetic field for the hollow cylindrical coil used in a
magnetically driven actuator was proposed in this paper. Additionally, the selection of the
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enameled wire diameter was optimized for a high-amplitude and fast-response magnetic
field based on the model.

(1) The resistance and inductance are inversely proportional functions vs. the quartic of
the enameled wire diameter. Under the sinusoidal voltage, a wider wire diameter
is quite helpful for a higher magnetic field amplitude while it has little influence on
the phase lag of the magnetic field. Under the square-wave voltage, the steady-state
magnetic field was positively proportional to the square of the wire diameter, as a
wider wire diameter is helpful for a higher steady-state magnetic field. Regarding the
response speed, increasing the wire’s diameter is helpful for reducing the response
time from 0 to the specified intensity, while it is helpless to improve the response
speed from 0 to the steady-state or any other proportional value.

(2) The proposed model was verified as the calculated results from the model were in
good agreement with the experimental results. Specifically, the relative errors of the
model in computing the resistance and the inductance were lower than 3.1% and 2.8%,
respectively. For predicting the sinusoidal response, the errors were lower than 6.4%
(lower than 2.0% under most conditions) in computing the amplitude and lower than
3.2% in computing the lagging phase. For predicting the square-wave response, the
model calculated the amplitudes with errors lower than 1.2% and described the curve
shape effectively.

This paper was devoted to the promotion of the output performance of the whole
magnetically driven actuator without considering the coil quality factor or power loss.
Further work can focus on reducing the power loss of the coil.
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Abstract: A top-down process is proposed and virtually validated for the position control of elec-
tromechanical actuators (EMA) that use conventional cascade controllers. It aims at facilitating the
early design phases of a project by providing a straightforward mean that requires simple algebraic
calculations only, from the specified performance and the top-level EMA design parameters. This
makes it possible to include realistic control considerations in the preliminary sizing and optimisa-
tion phase. The position, speed and current controllers are addressed in sequence. This top-down
process is based on the generation and use of charts that define the optimal position gain, speed loop
second-order damping factor and natural frequency with respect to the specified performance of the
position loop. For each loop, the control design formally specifies the required dynamics and the
digital implementation of the following inner loop. A noncausal flow chart summarises the equations
used and the interdependencies between data. This potentially allows changing which ones are used
as inputs. The process is virtually validated using the example of a flight control actuator. This is
achieved with resort to the simulation of a realistic lumped-parameter model, which includes any
significant functional and parasitic effects. The virtual tests are run following a bottom–up approach
to highlight the pursuit and rejection performance. Using low-, medium- and high-excitation mag-
nitudes, they show the robustness of the controllers against nonlinearities. Finally, the simulation
results confirm the soundness of the proposed process.

Keywords: actuator; aerospace; electromechanical; flight control; friction; modelling; position control;
preliminary design; simulation; validation

1. Introduction

The last decade has seen significant progress in electromechanical technology for actu-
ation. In the range of some kilowatts or some tens of kilonewtons, they provide attractive
solutions compared with the servohydraulic (or so-called conventional) technology [1].
This evolution is particularly observed in aerospace, which is looking for greener actuation
for flight controls, landing gears and engines.

For many applications, electromechanical actuators (EMAs) have already reached
the highest technology readiness level, TRL9, which enables them to be put into service.
However, it appears that EMAs for aerospace cannot be standardised easily, as opposed
to those devoted to industrial applications. This mainly comes from the specificity of
requirements and constraints that concern the geometrical integration, the reliability, the
mission profiles (including four-quadrant operation with numerous and rapid changes
between quadrants) and the certifiability and development assurance level (DAL). The
EMA control design itself is driven by these considerations.

Although commercially off-the-shelf drives for industrial applications include effi-
cient self-tuning features [2], each aerospace actuation project requires a specific activity
for control design, which must suit the application constraints and development timing
in a systems-engineering (SE) frame [3]. There are potentially many candidate types
of controllers that today offer extended possibilities: for example, R-S-T digital poly-
nomial controllers (combining parallel R, series S and feedforward T corrections), state
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feedback controllers with an estimator, nonlinear controllers or adaptive controllers, for
example [4–7]. On their side, EMAs have numerous technology imperfections (e.g., fric-
tion and backlash) that are highly sensitive to the operating point. This generally greatly
penalises the applicability, robustness and certifiability of these advanced controllers for
safety-critical applications such as flight controls. This is why production EMAs involve
quite conventional control strategies, which are based on fixed-gain, cascade controllers.

In the preliminary design phases of a project, the concepts and options must be
benchmarked rapidly. During these early phases, emphasis is generally put on power sizing
under mass, envelope, reliability and thermal constraints [8–10]. Although the natural
dynamics of the EMA power part is sometimes addressed, control is never considered
in a realistic way. This puts a high penalty on the preliminary design process for two
main reasons:

• The sizing of EMAs is highly dependent on the mission profile (time history of position
and force at actuator/load interface), which affects mechanical, magnetic and thermal
stresses. It involves two sizing loops because the motor sizing depends on the motor
design itself (rotor inertia and mean and maximal temperatures of the windings). A
simple second-order representation model of the closed-loop performance is generally
used to translate the mission profile from the load to the motor shaft levels. This
method ignores how the controllers will solicit the EMA in practice.

• Although the power sizing ensures sufficient power capability, there is no early valida-
tion that the choices made are consistent with the specified closed-loop performance.

When the control is addressed in more detail, the well-established approach consists
in using a bottom–up process [11,12]: the current loop is first addressed, and then the speed
loop is considered. The position loop is rarely addressed in the literature because it is not
present in many electric drives that aim to control speed (e.g., electric vehicles, fan or pump
drives). For each internal loop, the bottom-up process allocates a flat-top target bandwidth
that is related to the position loop specified dynamics. Unfortunately, this blind allocation
deprives the control designer of a realistic and quantified view of the effective contribution
of an inner loop to the stability and rapidity of its upper loops.

The research work that is reported hereafter has been driven by these considerations.
It puts emphasis on the design and implementation of a top–down process that serves as a
straightforward preliminary control design of a cascade position controller from top-level
specifications. This work was driven by two major constraints:

• Linking formally, in a noncausal manner, the control and digital implementation
parameters to the EMA dynamic specification and top-level design parameters;

• Avoiding the use of unrealistic linear control models of phenomena by verifying a
posteriori the control robustness to unmodelled dynamics and nonlinearities, with
resort to high-fidelity virtual tests.

Section 1 introduces the context. Section 2 details the proposed process and its im-
plementation. The soundness of the proposal is shown in Section 3, which reports the
control design validation through virtual testing. Section 4 provides important elements of
discussion. The Appendices A and B merge all major resources that are used to generate
the proposed preliminary control design process.

2. Top-Down Controller Design

Given the specified dynamic performance of the position loop, the proposed process
outputs the proportional and integral control gains that are defined sequentially for the
position, speed and current loops. Additionally, it provides the sampling frequencies for
the digital implementation of the controllers, the target dynamics of the measurement
chains and some values of interest for analysis purposes.

This common architecture of a cascade position controller, Figure 1, takes the benefit
of the current and speed measurements that are needed to implement the brushless motor
control so as to feed the controller back with measured state variables.
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and half arrows highlight the signal and power flows, respectively).

The current controller computes the duty cycle setpoints for the motor power drive.
Current sensors and their conditioning provide the required feedback signals. The speed
controller determines the current setpoints according to the power-operating domain of
the motor. The speed feedback signal is commonly acquired from a resolver sensor and
its resolver-to-digital converter (RDC), which measures the relative motion between the
motor rotor and the stator. This chain also provides the position and speed signals for
the field-oriented control (FOC) and back electromotive force (BEMF) compensation. The
position controller determines the motor speed setpoint. The position feedback signal
is commonly provided by a linear variometer differential transformer (LVDT), which
measures the relative position between the EMA rod and the housing. In addition to the
three loops, a force loop is sometimes required to meet the specific requirements related to
the force limitation or rejection of dynamic loads [13].

2.1. Step 1: Design of the Position Controller and Specification of the Speed Loop Dynamics

The power architecture of an aerospace EMA typically involves a three-phase inverter,
which is supplied by the DC-link and drives a brushless motor of the permanent magnet
synchronous machine (PMSM) type. The motor shaft power is transmitted to the driven
load through a mechanical reducer (a nut-screw system in the most common direct-drive,
linear EMA design). In the following, the PMSM is considered as its DC motor equivalent
and the inverter is assumed to be perfect. Figure 2 displays the linear control model of the
EMA that is used in the proposed process.
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The first step of the process deals with the position loop. It uses as inputs the dynamic
requirements of the position control, either in the frequency domain ( f3 frequency for−3 dB
magnitude or f45 for 45◦ phase lag) or in the time domain (settling time tsX), the design
margin parameter DM and the transmission ratio nt of the EMA. As a result, it provides
the proportional gain KpX of the position controller and specifies the speed loop dynamics
for the second step and the minimal sampling frequency of the position controller. It also
outputs additional performance indicators, in particular the angular frequency for phase
margin ωPMX , which is used to specify the sampling frequency of the position controller.

According to the author’s experience, using an integral action in the position controller
is not welcome for several reasons. First, the rejection of disturbances is quite low because
the I gain is hardly limited by stability considerations. Second, many nonlinear effects (e.g.,
friction, compliance, backlash, measurement noise, quantisation) combine to produce a
low-frequency limit cycle in the presence of the I action. The magnitude of the limit cycle is
linked to the minimal position step that can be produced at the rod output. Therefore, it
is not affected by any change in the I gain, which only acts on the frequency of this limit
cycle. This explains why it is preferred to keep the position controller purely proportional,
as seen in Equation (1), however with output limitation.

Ω ∗
m = KpX(X∗L − XL) (1)

In the absence of friction or backlash (or compliance), the EMA internal mechanical
transmission between the motor shaft and the EMA rod links the rotor and rod mechanical
power variables by: {

sXL = ntΩm
TL = ntFL

(2)

and:
nt = l/2πN (3)

with l as the nut-screw lead and N as the reduction ratio of the intermediate gear.

2.1.1. Performance of the Position Loop with I-P Speed Controller

As given in Table A2, the speed loop behaves as a second-order system versus the
speed demand and the rate of external load. When a first-order, low-pass filter of time
constant τΩ = KpΩ/KiΩ is applied to the speed demand, the controller becomes of the I-P
type, and the speed loop transfer is given by:

Ωm =
Ω∗m − 1

KmKiΩ
sTL

1 + 2ξΩ
ωnΩ

s + 1
ω2

nΩ
s2

(4)

The pole of the feedforward filter compensates the zero introduced by the speed P-I
controller in the pursuit transfer function, as shown in Figure 3.
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One can implement the speed controller in the I-P form because this makes the open-
loop position transfer simpler. This therefore enables the closed-loop position transfer to
be expressed formally in a canonical form. In this case, the open-loop position transfer for
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the pure proportional control of gain KpX and perfect position measurement (X′L = XL)
becomes, in the nonsaturated domain:

XL =
KlX(X∗L − XL)− KXFsFL

s
[

1 + 2ξΩ
ωnΩ

s + 1
ω2

nΩ
s2
] (5)

where FL is the external load applied at the EMA rod.
The position loop gain KlX is linked to the position proportional gain KpX and the

EMA transmission factor by:
KlX = KpXnt (6)

while the dynamic compliance of the position control is given by:

KXF =
nt

KmKiΩKpX
(7)

which becomes:
KXF =

nt

KpX JEω2
nΩ

(8)

It is only linked to the motor torque constant, the EMA transmission factor and the
integral control gain of the speed loop. Therefore, the KpX proportional position control gain
depends only on the speed loop target dynamics ωnΩ given the EMA-specified dynamics
and design parameters (Km, JE, nt).

The open-loop transfer function for position pursuit, Equation (5), combines a pure
gain (KlX) with integral and second-order dynamics (ξΩ, ωnΩ). It is therefore welcome
to link the closed-loop performance to these parameters in a dimensionless manner by
introducing the dimensionless angular frequency ω = ω/ωnΩ, which gives:

XL/(X∗L − XL) = XL/εX =
KlX

s
(
1 + 2ξΩωs + ω2s2

) (9)

where KlX = KlX/ωnΩ is the dimensionless loop gain of the position loop.
The key enabler of the proposed process is the chart that is generated once numerically.

It calculates, e.g., using a control toolbox, the position closed-loop performance indicators
as a function of the two parameters KlX and ξΩ, which maximises a given constrained
objective. Figure 4 displays the chart obtained to secure the fastest closed-loop response to
a step position demand (minimal settling time) without overshoot. The data are generated
with 1% accuracy. Particular attention is paid to the −45◦ phase lag requirement because it
is a major one regarding the stability of the upper aircraft flight control loops.

Figure 4a displays the links among the dimensionless loop gain KlX , the phase margin
and the dimensionless settling time ts = tsX .ωnΩ for a given value of the damping factor
ξΩ. The best compromise between stability and rapidity is found for ξΩ = 0.54. Figure 4b
summarises the closed-loop performance indicators expressed in the frequency domain.
All the values are dimensionless, with reference to ωnΩ. Again, the best bandwidth is
obtained when ξΩ is close to 0.5. Figure 4c shows that the frequency for the phase margin
varies in the range of 1 to 1.25 times the closed-loop bandwidth, while the phase margin is
always greater than 65◦ (Figure 4a). On its side, Figure 4d confirms that for low values of
the loop gain, the closed-loop system is equivalent to a first-order system of time constant
1/KlX . However, when the loop gain increases, the stability is affected by the closed-loop
imaginary poles. The greatest dimensionless bandwidth at −45◦ phase is 0.287. It is
obtained for KlX = 0.58, while the shortest dimensionless settling time of 5.89 is achieved
for Klx = 0.54. Although ξΩ = 0.54 minimises the settling time, such a damping generates
13% overshoot for the speed loop. Setting ξΩ = 1 removes this overshoot. It is therefore
welcome in the presence of backlash, and it still provides a good compromise for position
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loop stability and rapidity. However, it requires much faster speed (and current) loop
dynamics than the first choices for a given dynamics of the position loop.
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Figure 4. Performance indicators for position control for the fastest closed-loop step response without
overshoot using dimensionless variables: (a) loop gain, settling time and phase margin; (b) perfor-
mance indicators in the frequency domain; (c) frequency for the phase margin; and (d) closed-loop
rapidity versus loop gain.

In the implemented approach, the control design parameter is ξΩ. The data plotted
in Figure 4a or Figure 4b are first used to determine ωnΩ and then KlX given the specified
dynamics of the position control. This enables the KpX P gain of the position controller to
be calculated using Equation (6) from the EMA transmission factor nt.

2.1.2. Performance of the Position Loop with P-I Speed Controller

When the low-pass filter of Figure 3 is not implemented, a zero remains in the pursuit
transfer function Ωm/Ω∗m. This P-I implementation of the speed controller also has its
merits. As it does not introduce any lowpass filtering of the speed setpoint that is generated
by the position controller, it decreases the tracking error. The presence of the zero that
remains in the pursuit transfer function of the closed-loop position, however, tends to
introduce overshoot in the position step response. Nonetheless, it does not affect the KXF
parameter, which quantifies the load position sensitivity to the rate of external load.

In this case, the performance chart is generated to obtain the smallest response time of
the position loop, ensuring that all closed-loop poles are stable and purely real. This helps to
avoid back and forth motion in the presence of backlash and limits the overshoot generated
by the zero of the speed loop. The main data of this chart are presented graphically in
Figure 5.
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Figure 5. Performance indicators of position control with the P-I implementation of the speed
controller giving the fastest response time under a purely real negative closed-loop poles constraint.

It can be remarked that the constraint imposed on the closed-loop poles cannot be
met when the damping ratio ξΩ is lower than the unity. For values greater than 1.3, this
constraint significantly impacts the speed loop natural frequency compared with the I-P
implementation under the null overshoot constraint. For instance, when ξΩ = 1.3:

• The speed loop natural frequency is ωnΩ= ω3/0.492 = ω45/0.396 in the present case
(Figure 5), while it was ωnΩ = ω3/0.1601 = ω45/0.0937 formerly (Figure 4), so the
present case is much less demanding in terms of speed loop (and consequently current
loop) dynamics; and

• The loop gain becomes KlX = ω3/0.808 = ω45/1.002 (Figure 5), while it was
KlX = ω3/0.723 = ω45/1.236 formerly (Figure 4), so the present case is disadvanta-
geous concerning the rejection of disturbances, as shown by Equation (8).

2.1.3. Digital Implementation of the Position Controller

In this paper, the controllers are set in the continuous-time domain, using transfer
functions as control models. Although this choice puts aside any advanced controller
that does not exist in the continuous-time domain, it keeps a direct link with the physics
through canonical parameters (time constants, damping factors and natural frequencies).
Once designed, the controller is discretised for digital implementation. The phase lag
introduced by filtering, sampling and computation is actively managed to specify the
sampling frequencies.

When seen from the continuous-time domain, the zero-order sampling and hold
function performed at the sampling frequency fs in the digital implementation of the
controller is equivalent to a pure delay of ∆s = 1/2 fs. At frequency f , it introduces a
phase of ϕ(◦) = −180 f / fs. In a closed-loop system, this delay is, with rare exceptions,
detrimental to the closed-loop stability. This is why it is important to select the sampling
frequency consistently with the target dynamics of the considered closed-loop system.
There are a few practical known recommendations to make this decision [14]:

• There must be at least 7 to 15 samples in the rise time of the system response to a step
input; or

• The sampling frequency must be at least 15 to 25 times the closed-loop bandwidth.

However, these general rules are not directly driven by the stability of the loop under
consideration. This is why the author prefers the following more direct approach that
can be expressed as follows. In total, the digital control introduces at the frequency f
a parasitic phase lag (phase lag stands for the opposite value of phase) ϕd(◦). It comes from
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the sampling delay plus the phase lag of the antialiasing filter and the ∆c time spent for
conversions and processing. If it is assumed that the antialiasing filtering is achieved with
a Butterworth second-order low-pass filter of cut-off frequency of fs/2, then the phase lag
is given by:

ϕd(◦) =
180
π

[
π/ns + atan

{
2.8/ns

1− (2/ns)
2

}
+ 2π fs∆c/ns

]
(10)

where:
ns = fs/ f (11)

For outer loops having a low bandwidth, the delay ∆c is generally negligible in
comparison with other contributors. Depending on the implementation of the digital
control, it may, however, be significant for the most inner (e.g., current) loops. If ∆c
is neglected, ϕd(◦) already reaches 80.5◦ when ns drops to 4.35. Above this value, the
phase lag of the antialiasing filter varies almost linearly versus frequency, and ϕd(◦) can be
approximated by:

ϕd(◦)
∼= 180 (1 + 2.8/π)/ns ∼= 340.4/ ns (12)

with less than 2.9% error of underestimation (a 360 factor, instead of 340.4, corresponds to
the phase lag produced by a full sampling period delay). Antialiasing contributes to almost
half the total phase lag, while the magnitude effect of the low-pass filter remains below
±0.003 dB. Of course, the ϕd(◦), as shown in Equation (12), can be adapted to the current
context, e.g., for the antialiasing filter or if the processing time becomes the major source of
phase lag. If necessary, Equation (12) can be modified to include the phase lag introduced
by the sensor and measurement chain.

These results provide a straightforward means to quantify (or specify) the reduction
of the open-loop phase margin given the digital implementation of a controller that has
been designed in the continuous time domain. For example, if this contribution (including
the antialiasing filter) must not exceed 10◦ parasitic phase lag, Equation (12) indicates that
the sampling frequency must be at least 34 times the frequency at which the phase margin
is determined. This is a really huge value.

If the dynamics of the position measurement can be neglected, the minimal sampling
frequency of the position controller can be specified using Equation (12). This option has
been anticipated when building the performance charts, Figures 4 and 5, which explicitly
provide the angular frequency ωPMX = 2π fPMX , at which the phase margin of the position
control is determined when parasitic phase lags are not considered.

Using, e.g., Equation (12), the sampling frequency fsX of the position controller must
satisfy the constraint:

fsX ≥ 340.4 fPMX/ϕdX(◦) (13)

where ϕdX(◦) is the allocated parasitic phase lag introduced by the digital implementation
of the position controller.

Notes

• The phase lag introduced by the position measurement is not considered. Although it
is generally negligible, this assumption must be verified (when the measurement chain
is known), ensured by relevant specification (when the measurement chain is to be
defined) or removed by adding the position measurement dynamics in Equation (13).

• For LVDTs position sensors, the demodulation filter is welcome to avoid any fre-
quency aliasing.

2.2. Step 2: Design of the Speed Controller and Specification of the Current Loop Dynamics
2.2.1. Viscous Friction vs. Real Friction

A pure viscous friction coefficient of coefficient bE is most of the time considered in the
accounts dealing with setting the speed controllers of electric drives [15,16]. However, real
friction is far different from pure viscous friction (where the friction force is proportional
to the velocity). This is particularly true for motion control when the actuator drives a
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variable load at variable speed with frequent speed reversals. In this case, the friction force
mainly depends on load, temperature, and, in a much lesser amount, relative speed [17].
This is clearly illustrated by the examples given in Figure 6.
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Figure 6. Friction force in EMAs: (a) the influence of temperature on friction torque for a geared
EMA at a rated output torque, calculated from harmonic drive efficiency data (size 14, ratio 100) [17];
(b) the influence of speed and load at room temperature (demonstration EMA sized for the Airbus
A320 aileron–gear drive, ball screw, no preload) [18].

This figure clearly shows that a pure viscous friction model totally fails to reproduce
real friction. For linear control design, it is therefore preferred to consider friction as an
unmodelled effect. This requires the controller to be robust enough against it. In this work,
this robustness is assessed a posteriori, either by simulation (when validated models are
available), from partial real tests or through former capitalised experience. This approach
is not only applied to friction but also to backlash and compliance, whether they concern
the EMA itself or the kinematics linking the EMA to the driven load. It works particularly
well in the field of aerospace, e.g., for flight controls or landing gears actuation. Indeed, for
such applications, the natural dynamics generated by the combination of moving bodies’
inertance and the backlash/compliance of the mechanical transmissions is far greater than
the specified bandwidth of the actuator position control.

2.2.2. Setting the Speed Loop Controller

The first step of the proposed process has specified the second-order dynamics of the
speed loop: the undamped natural frequency ωnΩ and the damping factor ξΩ. These target
values are used as inputs in Table A2 to obtain the proportional (KpΩ) and integral (KiΩ)
gains of the speed controller from the total equivalent reflected inertia at the motor rotor JE
and the EMA motor electromagnetic constant Km:

KiΩ = JEω2
nΩ/Km (14)

KpΩ = 2JEξΩωnΩ/Km (15)

These settings are directly linked to the specified position loop dynamics. It is interest-
ing to remark that the time constant of the P-I speed controller,

τΩ = KpΩ/ KiΩ = 2ξΩ/ωnΩ (16)

is only linked to the dynamics specified for the speed loop, determined in Step 1, once the
damping factor ξΩ is chosen. It is therefore independent of the EMA parameters.
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2.2.3. Digital Implementation of the Speed Controller

The sampling frequency fsΩ for the digital implementation of the speed controller is
specified in the same manner as for the position loop:

fsΩ ≤ 340.4
fPMΩ

ϕdΩ(◦)
(17)

This is constrained by the frequency fPMΩ = ωPMΩ/2π, at which the phase margin
of the speed loop is determined, and by the parasitic phase lag ϕdΩ(◦) introduced by the
digital implementation of the speed controller.

Note
The motor speed measurement can generate significant phase lag. Allocating the

accepted phase lag for motor angle measurement can add another constraint to specify the
dynamics of the rotor speed/angle measurement chain.

2.2.4. Specification of the Current Loop Dynamics

Step 2 is also used to specify the current loop dynamics. Again, the objective is to
limit the parasitic phase lag that the current loop introduces into the speed loop or, in
other words, to ensure the validity of the results summarised in Table A2. This is achieved
as follows.

It can be shown that the frequency at which the phase margin of the speed loop is
given by:

ωPMΩ = ωnΩ

√
2ξ2

Ω +
√

1 + 4ξ4
Ω (18)

If the current controller is set as usual, its P-I time constant is made equal to that of the
motor windings, leading to:

τCI = KpI/KiI = L/R (19)

In this case, the current loop behaves as a first-order lag of time constant:

τl I = L/KpIUDCE (20)

Thus, the dynamics of the current loop is specified by limiting the parasitic phase lag
ϕI that it introduces in the speed loop at the ωPMΩ angular frequency at which the speed
loop phase margin is determined:

τl I ≤ tan(ϕI)/ωPMΩ (21)

It is worth remarking that this constraint does not involve any EMA design parameter.

2.3. Step 3. Design of the Current Controller
2.3.1. Setting the P-I Controller of the Current Loop

The proportional and integral gains of the current loop controller are set according to
Appendix A, given the following two constraints:

KpI ≥ L/UDCEτl I (22)

KiI = R KpI/L (23)

Note
These equations involve quantities related to the EMA design (L, R, UDCE), which can

vary significantly during the EMA operation and consequently alter the performance of
the current loop. To make the EMA sufficiently robust, the setting of the current controller
gains must consider the worst conditions and their effect on rapidity and stability.
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2.3.2. Digital Implementation of the Current Controller

According to Appendix A, when the P-I time constant of the current controller com-
pensates the electric time constant of the motor, the open-loop transfer function becomes a
pure integrator of gain KiI UDCE/R. In the presence of pure parasitic delays, the angular
frequency ωPMI , at which the phase margin of the current loop is defined, is given by:

ωPMI = 2π fPMI = KiI UDCE/R (24)

This frequency can be used to specify the sampling frequency fsI for the digital
implementation of the current controller. Given the high dynamics required for the current
loop, it may be important to consider not only sampling and antialiasing but also additional
effects that can limit the allowable controller gains by alteration of the closed-loop stability:
time spent for computation and conversions, and dynamics of the currents measuring chain.

All these effects increase the open-loop phase lag. Thus, they can be merged to consider
their negative contribution to the phase margin globally. In the very common case, the
dynamics of the current measurement chain is negligible compared with that introduced
by the various delays. However, a simple conservative option consists of considering that
the overall delay is equal to a full sampling period, giving the constraint:

fsI ≥ 360
fPMI

ϕdI(◦)
(25)

2.4. Synthesis of the Top-Down Process

All these results can be represented graphically to summarise the interdependencies
among the parameters involved in the design of the EMA position control. This is achieved
using the diagram shown in Figure 7.
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The blue, red and green blocks use the equations related to the position, speed and
current controllers, respectively. A noncausal representation is preferred (nonoriented
signal lines) because this enables the calculation causality to be adapted to the current
context. This possibility is particularly attractive, e.g., for EMA preliminary sizing when
the control hardware is imposed. When read from the top down, the data flow implements
the proposed top-down process, where each sequential step from 1 to 3 is dedicated to the
setting of a given controller and the specification of the next inner controller. The eight
controller parameters (right) are computed given the performance specification and control
design choices (top), given the main EMA design parameters (left). When the process is
combined with preliminary sizing and optimisation during the early phases of a project,
the JE, L and R parameters can be obtained from estimation models, for example, using
scaling laws or metamodels [8], from the main design parameters nt, Km and UDCE

3. Illustrative Example

The example of a wingtip, direct-drive, linear flight control actuator used for regional
aircraft [19] is used to illustrate the proposed control design. The process is validated through
the simulation of an accurate lumped-parameter model of the actuator (control and electrome-
chanical units) and the driven load, which was developed in former studies [20,21].

3.1. Virtual Prototype

The modelled and unmodelled phenomena are summarised in Table 1. The high-
fidelity model is implemented and simulated in the Simcenter-AMEsim (2020.1, Imagine,
Roanne, France) environment. It involves 75 state variables, no implicit variable and
+200 parameters. Iron losses and magnetic saturation at the motor are not modelled as they
are not significant in this application. Any energy loss is made sensitive to temperature,
enabling isothermal simulations to be run for various operating temperatures. Given
the dynamics in presence and the sampling/switching frequencies, a 1 s simulation with
integration accuracy of 10−7 typically takes a 290 s CPU on a 64-bit personal computer
(Intel Core I7-8550U CPU at 1.8 GHz).

Table 1. Model used for the virtual validation of the controller design.

Modelled Not Modelled

DC link *
Diode and capacitance Parasitic serial and parallel

resistances or capacitanceBraking resistance, chopper and its control

Three-phase inverter 3 legs, 6 transistors
Conduction and switching losses

Three-phase PMSM
Motor constant Cyclic inductance

Magnetic saturation
Iron losses

Windings resistance and inductance
Temperature effects on motor constant and windings resistance

Mechanical
transmission *

Mechanical transformation (nut-screw)

Moving body
Side loads

Inertia of rotating and mass of translating assemblies
Rotational and translational friction with true sticking and effects of speed, load and

temperature
Transmission compliance and backlash (in translational domain)

End stops

Kinematics to load
Three-bar mechanism (variable lever arm) Friction and side loads at

eye or hinge jointsTransmission compliance and backlash

Sensors * Gain, range, dynamics, demodulation, antialiasing, sampling, quantisation, saturation and
noise

Offset and thermal drift
Hysteresis and nonlinearity

Controller
Discrete, with saturation and antiwindup, time for processing

BEMF compensation if used, FOC using dq0 model
Limitation of speed, current and voltage demands (according to motor operating range)

PWM *
Symmetrical triangle carrier, sampling, saturation

Timing and synchronisation with current loop

Thermal * All energy losses made temperature-dependent and generating heat Thermal transients

* See [22,23].
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3.2. Virtual Validation

The EMA position controller is virtually validated using a bottom–up incremental
approach that follows the real validation process, i.e., the integration branch of the V-model
of product lifecycle [3]. The operation of every (simulated) element of the EMA (motor,
inverter, measurement chains and mechanical transmission) has been virtually validated,
as should be done with partial tests for the real elements. The current loop is validated first,
followed by the speed loop and finally the position loop.

The controllers have been designed with the following allocation of the parasitic phase
lag because of digital implementation: 5◦ for the position loop, 10◦ + 10◦ for the speed loop
and 20◦ for the current loop.

The loops are excited to assess both pursuit and rejection performances on the same
response plot. As numerical simulation naturally provides time responses, a demand step
is applied first, followed by a disturbance step. To make the virtual validation realistic,
a random noise is introduced on each measured quantity, typically very few percent of
the maximal or rated values. The time responses given in this section have been plotted
using the realistic magnitudes that were identified during real tests of the power and signal
electronics: 4% of the maximal RMS phase current, 3% of the rated rotor speed, 5◦ for the
rotor angle and 6% of LVDT secondary voltage magnitude. Particular attention is also
paid to the effect of nonlinearities and unmodelled dynamics on the performance expected
from the linear continuous control model. In this attempt, the responses are analysed for
various step magnitudes. High magnitude leads to saturations as a result of power and
signal limitations. Medium magnitude generally enables the EMA to operate far from hard
nonlinear effects and static imperfections. Very low magnitude points to the influence of
static imperfection such as quantisation, breakaway friction and backlash.

The dimensionless responses are presented to provide on a single figure the demand,
the response of the linear continuous control model and the response of the high-fidelity,
nonlinear, high-order model. In the responses provided for the high-fidelity model, the
EMA is assumed to operate at room temperature. The excitation magnitudes are referred
to the rated values and to the noise magnitude (before the antialiasing filter). The time
values are hidden for confidentiality. However, it can be mentioned that the time ranges of
Figures 8–10 are in the ratio 1:8:100, respectively, to indicate the relative dynamics of the
current, speed and position loops.

3.2.1. Current Loop

To obtain the current loop responses, the speed and position loops are opened. The
motor is tested without connection to the nut-screw while externally imposing the rotor
angular velocity. A current step demand (I∗m or I ∗q) is applied first with the rotor blocked,
followed by a motor speed step disturbance Ωm. The response of the linear continuous
control model is obtained from the last transfer function of Table A1. The responses are
displayed in Figure 8.

This figure elicits the following comments:

• The responses of the controlled virtual prototype globally agree well with the responses
expected from the linear model and control strategy.

• As anticipated, stability is degraded by sampling and antialiasing but remains accept-
able given the active management of this effect in the control design process and the
10◦ ϕdI allocation.

• Figure 8a shows the influence of the current and speed measurement noises. Although
the current demand is only twice the peak noise of the current measurement prior to
the antialiasing filter, the current response remains globally stable.

• Under medium-magnitude excitations (Figure 8b), the relative importance of noises
on response decreases.

• Under high-current and high-speed excitations (Figure 8c), the current response to the
speed disturbance is affected by a significant ripple. As explained in [24], this effect
comes from the tracking error of the rotor position measurement used by the dq0
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transforms, although this is very fast, which generates an alias Id current proportionally
to the Iq current demand.
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Figure 8. Time response of the current loop for step excitations: (a) small-magnitude excitations,
noise effects magnified; (b) medium-magnitude excitations, operation close to linear; and (c) large-
magnitude excitations, close to internal saturation.

3.2.2. Speed Loop

For the speed loop test, the position loop is opened and the translating part of the
nut-screw is removed. A rotor speed step demand Ω∗m is applied first for a free rotor shaft,
followed by a step disturbance torque TL applied to the rotating part of the nut-screw. The
response of the continuous linear control model is obtained from the last transfer function
of Table A2. The most relevant time responses are displayed in Figure 9, which elicits the
following comments:

• Once again, the responses of the controlled virtual prototype globally agree well with
the response expected from the linear model and control strategy.

• Even when the excitation magnitudes are only a few times the measurement noise
before the antialiasing filter (Figure 9a), the expected dynamics and average response
are still satisfactory.
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• There is very little difference between the simulated and expected responses for
medium-excitation magnitudes when they do not lead to saturation (Figure 9b).

• For high magnitudes of excitations (Figure 9c), the current and the voltage demand
saturate for a long time during transients (Figure 9d). This makes the EMA operate
temporarily in an open loop. At the end of the saturating phases, the normal control is
recovered with high rapidity and stability. The absence of an excessive overshoot or
limit cycle proves the correct setting and efficiency of the antiwindup function of the
P-I controllers, implemented using the back calculation and tracking scheme [25].
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3.2.3. Position Loop

The simulations are run with all control loops active. According to the customer’s
specification for the validation of the EMA performance, a pure mass equivalent to the
reflected mass of the driven load is attached to the EMA rod. The rod position step setpoint
X∗L is applied first from rest at the null position, without any external force.

To better highlight the combined effect of EMA friction and backlash, the external
disturbance force FL is then applied at the EMA rod, without any change in the position
demand, as two opposite and consecutive steps. The response of the continuous linear
control model is obtained by a simulation of the speed closed-loop model combined with
Equations (5) and (6). The most relevant time responses are displayed in Figure 10:

• At a very low magnitude of rod position demand (twice the EMA internal back-
lash), the response is still smooth and close to that expected from the linear model
(Figure 10a). Logically, the combination of Coulomb friction, backlash and I control
(speed and current loops) generates a limit cycle, albeit with a very low magnitude
(<10% of the backlash).

• Even in the presence of backlash, the rod force step is rejected with the same dynamics
as that of the linear model (Figure 10b). For 100% force, the transient position error does
not exceed 155% of the backlash or 10% of the nut-screw lead. This excellent capability
of external force disturbance confirms the soundness of the proposed approach, which
is intended to maximise the position loop gain for a given ξΩ.

• The position response under saturating excitations is illustrated by Figure 10c,d.
The position demand is a pulse whose magnitude is just lower than the actuator
stroke. A 100% rated rod force is applied to assess the position response under
aiding and opposite loads. The influence of speed, current and voltage saturations
clearly appears in Figure 10c, where the position response becomes unable to meet
the expected dynamics. When the controllers leave the saturation domain, control is
rapidly recovered in the linear domain with very few oscillations.
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4. Discussion

Within the nonsaturating domain of operation, two main nonlinear effects act as
disturbances in the linear model that is used for control synthesis. It is important to relate
the excellent robustness of the position control to these unmodelled effects and to their
magnitude: in the reported validation, the EMA internal backlash is 6.3% of the nut-screw
lead, while the load-independent friction force represents 3% of the EMA rated force. At
the rated output force, this percentage rises to 12.4% under the contribution of the load-
dependent friction. When they are expressed as their equivalent at the EMA rod level, the
motor rotor inertia is 44 times greater than that of the driven load.

Besides this particular example, it is worth addressing more general comments:
As shown by Equation (8), the KXF rod position sensitivity to the rate of external

load is inversely proportional to KpXω2
nΩ. Given the proposed control design process, the

selection of ξΩ can offer a means to act on KXF to meet a given pursuit dynamics.

• For very preliminary control design, it is advised to link the EMA internal parameters
(e.g., inertia, nut-screw lead, motor windings resistance) to the EMA top-level speci-
fications (maximal or rated speed and force at rod, along with reliability). This can,
for example, be achieved using scaling laws, as proposed in [8]. Combining power
and control preliminary designs would then enable more global and automated EMA
design exploration and optimisation.

• Two examples have been provided in Section 2.1 to generate the performance charts.
As these charts are precalculated once, other types of constraints can be applied and
combined, without any need to change the process.

• Although the top-down process is driven by the overall control need, it is worth
mentioning that it may output hardware and software specifications that cannot be met
because of, for example, a lack of performance, maturity, availability or excessive cost.
Therefore, precautions must be taken to check that each subspecification generated
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can be met in practice. If not, the concerned subspecification has to be replaced by a
constraint, and the data flow of the design process has to be revised accordingly. This
is enabled by the noncausal representation used in Figure 7.

5. Conclusions

The design of position control of EMAs has been addressed for aerospace safety-
critical applications. The focus has been placed on the proposition and implementation of a
top-down process requiring very few input data for the design of cascade controllers, when
certifiability constraints and design assurance levels welcome common control techniques.
This work was primarily intended to enable control considerations to be added to the
preliminary sizing phases in order to accelerate the development process. This objective
was achieved by several contributions. The first one comes from the generation of charts
that link the position control gain to the speed loop dynamics and damping targets, when
a position control performance criterion is maximised. For a given loop, the second one
consists in determining the control parameters, the numerical implementation and the
specification of the following loop, in a formal and simple way which calls upon a minimal
number of EMA parameters. The third contribution lies in the graphical representation that
synthetises in a noncausal way the interdependencies between the control specifications,
the EMA key design parameters, the control choices and the controller parameters. The
proposed process has been virtually validated using a very detailed high-fidelity model of
the EMA. The EMA responses derived from the virtual testbench have shown the efficiency
of the proposed process, even in the presence of significant noise, saturation, friction and
backlash, which are unmodelled in the linear models used for control synthesis.
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Nomenclature

Acronyms
BEMF Back ElectroMotive Force PMSM Permanent Magnet Synchronous

Machine
EMA ElectroMechanical Actuator PWM Pulse Width Modulation
DAL Design Assurance Level RMS Root Mean Square
FOC Field-Oriented Control RDC Resolver To Digital Converter
I-P Integral-Proportional SE Systems Engineering
LVDT Linear Variometer Differential Transformer TRL Technology Readyness Level
P-I Proportional-Integral
Notations
b Viscous friction coefficient R Resistance
DM Design margin t Time
E Electromotive force T Torque
f Frequency U Voltage

270



Aerospace 2022, 9, 314

F Force X Position
I Current θ Angle
J Moment of inertia ∆ Delay
K Gain ε Error
l Nut-screw lead ϕ Phase
L Inductance ξ Dimensionless damping ratio
m Modulation ratio τ Time constant
n Ratio ω Angular frequency
N Gear reduction ratio Ω Angular velocity
s Laplace variable
Subscript
a Antialiasing p Proportional
c Computation PM Phase margin
C Controller n Natural, undamped
d Digital, direct (in-phase) q Quadrature
DC Direct current supply r Settling
e Electric s Sampling, or specified
E Equivalent t Transmission
i Integral T Torque
I Current XF Position–force
l Loop Ω Angular velocity
L Load 3 At −3 dB magnitude
m Motor 45 At −45◦ phase
Superscript
′ Modified or measured value
* Setpoint

Dimensionless
◦ Angle expressed in degree

Appendix A. Current Loop

With reference to Figures 1 and 2, the elements involved in the motor current loop
make a double-input, single-output dynamic system. The motor current Im is the controlled
variable that must follow the demand I∗m (pursuit function) and reject the disturbance E
(rejection function). The modelling and analysis of the current loop are summarised in
Table A1.

The PMSM motor is assumed to be of three phases with star connection. Being
controlled under the max torque per current (null direct current, I∗d = 0) strategy, it is
considered as its equivalent brushed DC machine [26]. The motor constant Km stands
for the torque constant KT (Nm/A), where the current is the Iq quadrature current of the
power conservative dq0 transform. The torque constant equals the motor BEMF constant
KE (Vs/rad) when it is defined using the root mean square (RMS) line-to-line voltage. In
the linear operating range of the PWM, the maximal line-to-line RMS voltage UDCE at the
motor windings is defined from the DC-link supply voltage UDC as:

UDCE =

√
3

2
√

2
UDC = 0.612 UDC (A1)

Allowing the PWM to operate in the pseudo-linear range extends the 0.612 factor to
1/
√

2 = 0.707 [27].
The last part of the table displays the main performance indicators for the very com-

mon setting that fixes the P-I time constant τCI of the controller to the motor electric time
constant τe. In this case, the zero introduced by the P-I current controller compensates
exactly the pole corresponding to the motor electric time constant. Therefore, the pursuit
dynamics is fixed by the KiI integral control gain, while the BEMF disturbance E is rejected
at order 1 (s factor at the numerator) instead of order 0. The BEMF rate is rejected with
the first-order dynamics of the electric time constant τe, whose gain is fixed by the pro-
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portional control gain KpI . The BEMF disturbance can be theoretically removed thanks to
feed-forward or compensation schemes. They involve the motor electromagnetic constant
KE and the measurement (or the estimate) of the motor shaft angular velocity.

At this level, the gains of the P-I current controller only depend on two parameters
(the resistance and inductance of the motor windings). They seem to be independent of the
target dynamics of the current loop. However, although Table A1 does not explicitly show
any limitation in these gains, several additional effects bound in practice the dynamics and
accuracy of the current loop:

• The modulation ratio is bounded to [−1; +1];
• Of course, the BEMF (disturbance) is correlated to the motor current (controlled

variable) through the airgap torque and the motor shaft dynamics. However, this
coupling can be neglected, except in very specific cases, for the current loop study.
This is because this coupling appears at frequencies that are significantly lower than
the current loop bandwidth.

Table A1. Current loop model and analysis in continuous time domain.

Constitutive Equations

Pulse width modulation Um = m UDCE
Im = 1

m IDCE

Variables: Um motor voltage, IDCE supply current, Im motor current, m
modulation ratio
Parameters: UDCE equivalent line to line voltage

Motor windings electrical
circuit Um = E + RIm + LsIm

Variables: Ωm motor shaft angular velocity, s Laplace variable, E motor BEMF
Parameters:R motor windings resistance, L motor windings inductance

P-I current controller m =
(
KpI + KiI /s

)
(I∗m − I′m)

Parameters: KpI current loop proportional gain, KiI current loop integral gain
Variables: I∗m motor current setpoint, I′m measured current (equals the real
current Im if the measurement is perfect)

Current Open-Loop Transfer

Im =
KiI UDCE

s (1+τCI s)(I∗m−Im)−E
R(1+τes)

Motor electric time constant τe = L/R
Current controller time constant τCI = KpI /KiI

Current Closed-Loop Transfer (P Control Only)

Im = 1
R′

KpI UDC I∗m−E
1+τ′es

Apparent windings resistance R′ = R + KpIUDCE

Apparent electric time constant τ′e = L/
(

R + KpIUDCE
)

Current Closed-Loop Transfer (P-I Control, τCI=τe)

Im = 1
1+τl I s

(
I∗m −

τe/KpI UDCE
(1+τes) sE

)

Static pursuit gain: Im/I∗m = 1
Tracking rejection gain: Im/sE = τe/KpIUDCE

Denominator time constant (pursuit): τl I = L/KpIUDCE
Denominator time constant (rejection): τe

Controller setting for τl I target pursuit dynamics: KpI = L/τl IUDCE, KiI = KpI R/L

Appendix B. Speed Loop

With reference to Figures 1 and 2, the elements involved in the actuator speed loop
make a double-input, single-output dynamic system. The motor shaft speed Ωm is the
controlled variable that must follow the demand Ω∗m (pursuit function) and reject the
disturbance torque TL (rejection function). Table A2 summarises the simplified modelling
and linear analysis of the speed loop in the continuous time domain. It is obtained under
the following assumptions:

• The dynamics of the current loop is neglected because in the very general case, it is
much greater than the speed loop dynamics.

• At the speed loop level, the BEMF disturbance that applies to the current loop has no
effect, either because the BEMF is compensated or because the integral action of the
current controller removes its effect much faster than the speed loop dynamics.

• All mechanical effects are considered as their overall equivalent, expressed at the
motor rotor level.
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• The backlash and mechanical compliance of the actuator are not considered.
• Friction is assumed to be purely viscous, making it linearly dependent on relative

speed only (see Section 2.2.1 for the discussion).
• As for the current loop, the digital implementation of the controller, the sensors and

their conditioning, and thermal effects (in particular on Km through the magnet’s
sensitivity to temperature) are not considered.

The P-I speed controller makes the speed closed loop behave as generalised second-
order dynamics. The ωnΩ natural undamped frequency is fixed by the KiΩ integral control
gain. Given this gain, the ξΩ dimensionless damping factor is set linearly by the propor-
tional gain KpΩ. As for the current loop, the integral action of the controller removes the
speed dependence on constant external loads, while the dependence on the load rate is
directly proportional to the integral control gain.

Given the linear modelling assumptions, Table A2 indicates no limitation in setting the
speed controller gains. They are only linked to three EMA parameters (equivalent inertia
JE, equivalent viscous friction bE and motor torque constant Km) and to the target second
order (damping factor ξΩ and natural frequency ωnΩ).

Table A2. Speed loop model and analysis in continuous-time domain.

Constitutive Equations

Perfect current control Im ≈I∗m Variables: Im motor actual current, I∗m current setpoint

PI speed controller
I∗m =(

KpΩ + KiΩ/s
)(

Ω∗m −Ω′m
)

Parameters: KpΩ speed loop proportional gain, KiΩ speed loop integral
gain
Variables: s Laplace variable, Ω∗m rotor speed setpoint, Ω′m measured
rotor speed (equals real value Ωm if measurement perfect)

Dynamics of the
moving parts reflected

at the rotor level
JEsΩm = Km Im − bEΩm − TL

Parameters: JE equivalent inertia reflected at the rotor, bE equivalent
viscous friction reflected at the rotor,Km motor torque constant
Variables: TL EMA equivalent load reflected at the motor rotor

Speed Open-Loop Transfer

Ωm =
Km(KpΩ+KiΩ/s)(Ω∗m−Ωm)−TL

JEs+bE
Mechanical time constant τm = JE/bE

Speed Closed-Loop Transfer

Ωm =
(1+τΩs)Ω∗m− 1

Km KiΩ
sTL

1+(τΩ+
bE

Km KiΩ
)s+ JE

Km KiΩ
s2

=
(1+τΩs)Ω∗m− 1

Km KiΩ
sTL

1+ 2ξΩ
ωnΩ

s+ 1
ω2

nΩ
s2

Static pursuit gain: Ωm/Ω∗m = 1 Tracking rejection gain: Ωm/sTL = 1/KmKiΩ
Speed controller time constant: τΩ = KpΩ/KiΩ (τΩ = 2ξΩ/ωnΩ if bE is neglected)

Denominator natural frequency: ωnΩ =
√

KmKiΩ/JE Denominator damping factor: ξΩ =
KmKpΩ+bE

2
√

KmKiΩ JE

Controller gains for target second order: KiΩ = JEω2
nΩ/Km, KpΩ = (2JEξΩωnΩ − bE)/Km
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