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1. Overview of the Published Papers

The Special Issue contains eleven accepted and published submissions to a Special
Issue of the MDPI journal Axioms on the subject of “Nonlinear Dynamical Systems with
Applications”. In this volume, the invited authors have submitted their latest results
on nonlinear dynamical systems and related various applications. All papers have been
accepted after a rigorous reviewing process.

In their study [1], Sarem H. Hadi, Maslina Darus and Alina Alb Lupaş considered a
class of Janowski-type (p, q)-convex harmonic functions involving a generalized q-Mittag–
Leffler function. This research aims to present a linear operator Lρ,σ,µ

p,q f by utilizing the
q-Mittag–Leffler function and to introduce the subclass of harmonic p, q-convex functions
HT p,q(ϑ,W ,V) related to the Janowski function. For the harmonic p-valent functions f
class, they investigated the harmonic geometric properties, such as coefficient estimates,
convex linear combination, extreme points, and Hadamard product. Finally, the closure
property was derived via using the subclassHT p,q(ϑ,W ,V), and the theory of fractional
q-calculus operators in geometric function theory was developed.

In another study [2], Barić, Josipa provided a research article on the Levinson’s func-
tional in time-scale settings. In their paper, a Levinson functional on time scales was
introduced using the integral inequality of Levinson’s type in the terms of ∆-integral for
convex (concave) functions on time-scale sets, and the relevant properties of Levinson
functionals were obtained, such as superadditivity and monotonicity. Then, the authors
defined some new types of functionals using weighted generalized and power means on
time scales, and proved their properties. These can be employed in future works to obtain
refinements and converses of known integral inequalities on time scales.

The research of Gunasekaran Nallaselli, Arul Joseph Gnanaprakasam, Gunaseelan
Mani, Ozgur Ege, Dania Santina and Nabil Mlaiki in reference [3] involves a study on
fixed-point techniques under the α-z-convex contraction with an application. In this paper,
they consider several classes of mappings related to the class of α-Σ-contraction mappings
by introducing a convexity condition and establish some fixed-point theorems for such
mappings in complete metric spaces. The result extends and generalizes the well-known
results on α-admissible and convex contraction mappings, and many others in the existing
literature. An illustrative example is also provided to exhibit the utility of their main results.
Finally, they derive the existence and uniqueness of a solution to an integral equation to
support their main result and provide a numerical example to validate the application of
their obtained results. In this paper, the authors extend and generalize their main theorem
into an α-Σ-convex contraction of seven possible values (with rational type) in complete
metric spaces inspired and motivated by previous research. Examples and applications to
integral equations are provided to illustrate the usability of their obtained results.

The authors of reference [4], Xiaolan Yuan and Yusheng Zhou, produce a design of
state-dependent switching rules for second-order switched linear systems revisited. For
switched systems, differential equations are used to describe the dynamic behavior of the
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continuous characteristic, which are marked as subsystems. A piecewise constant function
is adopted to describe the discrete characteristic, which is referred to as a switching rule. An
important part of hybrid systems, switched systems have been exhibited in many practical
fields. This paper focuses on the asymptotic stability of second-order switched linear
systems with positive real part conjugate complex roots for each subsystem. Compared
with available studies, a more appropriate state-dependent switching rule is designed to
stabilize a switched system with the phase trajectories of two subsystems rotating outward
in the same direction or the opposite direction. Finally, several numerical examples are
used to illustrate the effectiveness and superiority of the proposed method.

In the research presented in reference [5], Xinyue Zhu, Wei Li and Xueping Luo
considered stability for a class of differential set-valued inverse variational inequalities
in finite dimensional spaces. In this paper, the authors introduce and study a new class
of differential set-valued inverse variational inequalities in finite dimensional spaces. By
applying a result to differential inclusions involving an upper semi-continuous set-valued
mapping with closed convex values, the authors first prove the existence of Carathéodory
weak solutions for differential set-valued inverse variational inequalities. Then, using the
existence result, the authors establish the stability for the differential set-valued inverse
variational inequality problem when the constraint set and the mapping are perturbed by
two different parameters. The closedness and continuity of Carathéodory weak solutions
with respect to the two different parameters are obtained.

Some novel conditions for the stability results for a class of fractional-order quasi-linear
impulsive integro-differential systems with multiple delays are discussed by Mathiyalagan
Kalidass, Shengda Zeng and Mehmet Yavuz [6]. First, the existence and uniqueness of
mild solutions for the considered system are discussed using contraction mapping theorem.
Then, novel conditions for the Mittag–Leffler stability (MLS) of the considered system are
established by using well-known mathematical techniques, and further, the two corollaries
are deduced, which provides some new results. Finally, an example is provided to illustrate
the applications of the results. The Mittag–Leffler stability of a fractional-order system
(FOS) has not been fully investigated, which motivated the authors of the present study.
Thus, in this study, the existence and uniqueness of solutions and MLS analysis of the
impulsive quasi-linear FOS with multiple time delays are established using the well-known
fixed point theorems and Mittag–Leffler approach. Furthermore, the main contribution
of this paper lies in deriving new stability conditions for the fractional-order quasi-linear
system with nonlocal conditions, multiple time delays and impulses. Novel conditions for
the Mittag–Leffler stability of FOSs are established. The existence and uniqueness of mild
solutions for the FOS are discussed with help of the contraction mapping principle. Finally,
an example is provided to show the applicability of the results.

For the study presented in reference [7], Yunru Bai, Leszek Gasinski, and Niko-
laos S. Papageorgiou consider nonlinear eigenvalue problems for the Dirichlet (p, 2)-
Laplacian. The authors consider a nonlinear eigenvalue problem driven by the Dirich-
let (p, 2)-Laplacian. The parametric reaction is a Carathéodory function, which exhibits
(p− 1)-sublinear growth as x → ∞ and as x → 0+. Using variational tools and truncation
and comparison techniques, the authors prove a bifurcation-type theorem describing the
spectrum as λ > 0 varies. The authors also prove the existence of a smallest positive
eigenfunction for every eigenvalue. Finally, the authors indicate how the result can be
extended to (p, q)-equations (q 6= 2).

Considering the importance of the nutrient-phytoplankton, in reference [8], Ruizhi
Yang, Liye Wang and Dan Jin consider Hopf bifurcation analysis of a diffusive nutrient-
phytoplankton model with time delay. One of the most complex and difficult problems
in water pollution treatment is the prevention and control of algal bloom. Due to the
complexity of the pollution source and the difficulty factor of material removal, a lot of
energy is required, but it is not very effective. Therefore, scientists are searching for better
methods to prevent and cure algal bloom, especially using mathematical models, in order
to find reasonable prevention and cure measures. In this paper, the authors studied a
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nutrient-phytoplankton model with time delay and diffusion term. The authors studied the
Turing instability, local stability, and the existence of Hopf bifurcation. Some formulas are
obtained to determine the direction of the bifurcation and the stability of periodic solutions
by the central manifold theory and normal form method. Finally, the conclusion is verified
through numerical simulation.

New results on the Darboux transformation and N-soliton solutions of Gerdjik ov-
Ivanov equation on a time–space scale equation are presented by Huanhe Dong, Xiaoqian
Huang, Yong Zhang, Mingshuo Liu and Yong Fang in [9]. The Gerdjikov–Ivanov (GI)
equation is one type of derivative nonlinear Schrödinger equation that is widely used
in quantum field theory, nonlinear optics, weakly nonlinear dispersion water waves and
other fields. In this paper, the coupled GI equation on a time–space scale is deduced from
Lax pairs and the zero curvature equation on a time–space scale, which can be reduced to
the classical and the semi-discrete GI equation by considering different time–space scales.
Furthermore, the Darboux transformation (DT) of the GI equation on a time-space scale is
constructed via gauge transformation. Finally, N-soliton solutions of the GI equation are
provided through applying its DT, which is expressed by the Cayley exponential function.
One-solition solutions are obtained at three different time–space scales (X = R, X = C,
X = Kp).

The research of Dumitru Motreanu is presented in [10]. The result concerns two
Dirichlet boundary value problems whose differential operators in the principal part
exhibit a lack of ellipticity and contain a convection term (depending on the solution
and its gradient). They are driven by a degenerated (p, q)-Laplacian with weights and
a competing (p, q)-Laplacian with weights, respectively. The notion of competing (p, q)-
Laplacians with weights is considered for the first time. The author presents existence and
approximation results that hold under the same set of hypotheses for the convection term
for both problems. The proofs are based on weighted Sobolev spaces, Nemytskij operators, a
fixed-point argument and finite dimensional approximation. A detailed example illustrates
the effective applicability of the results.

New results are obtained concerning the global directed dynamic behaviors of a Lotka–
Volterra competition-diffusion-advection system by Lili Chen, Shilei Lin and Yanfeng Zhao
in [11]. Motivated by the aforementioned studies, the authors investigate the problem
of the global directed dynamic behaviors of a Lotka–Volterra advection system between
two organisms in heterogeneous environments, where the two organisms are competing
for different fundamental resources, their advection and diffusion strategies follow the
dispersal towards a positive distribution, and the functions of inter-specific competition
ability are variable. This paper investigates the problem of the global directed dynamic
behaviors of a Lotka–Volterra competition-diffusion-advection system between two organ-
isms in heterogeneous environments. The two organisms not only compete for different
basic resources, but also the advection and diffusion strategies follow the dispersal towards
a positive distribution. By virtue of the principal eigenvalue theory, the linear stability of
the co-existing steady state is established. Furthermore, the classification of dynamical
behaviors is shown by utilizing the monotone dynamical system theory. This work can be
seen as a further development of a competition–diffusion system.

2. Conclusions

The eleven papers published in the Special Issue on “Nonlinear Dynamical Systems
with Applications” concern a broad range of subjects regarding Janowski-Type (p, q)-
convex harmonic functions, Levinson’s functional, fixed-point techniques, dynamical
systems, differential set-valued inverse variational inequalities, fractional-order quasi-
linear impulsive integro-differential systems, nonlinear eigenvalue problems, the nutrient–
phytoplankton problem, Gerdjikov–Ivanov equation and dynamic behaviors. Researchers
interested in nonlinear dynamical systems with applications and related topics will find
interesting insights and inspiring results in this volume.
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Alb Lupaş, A. A Class of

Janowski-Type (p, q)-Convex

Harmonic Functions Involving a

Generalized q-Mittag–Leffler

Function. Axioms 2023, 12, 190.

https://doi.org/10.3390/

axioms12020190

Academic Editors: Shengda Zeng,

Stanisław Migórski, Yongjian Liu and

Palle E.T. Jorgensen

Received: 28 November 2022

Revised: 21 January 2023

Accepted: 10 February 2023

Published: 11 February 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

axioms

Article

A Class of Janowski-Type (p, q)-Convex Harmonic Functions
Involving a Generalized q-Mittag–Leffler Function
Sarem H. Hadi 1,2,*,† , Maslina Darus 2,† and Alina Alb Lupaş 3,†

1 Department of Mathematics, College of Education for Pure Sciences, University of Basrah,
Basrah 61001, Iraq

2 Department of Mathematical Sciences, Faculty of Science and Technology, Universiti Kebangsaan Malaysia,
Bangi 43600, Selangor, Malaysia

3 Department of Mathematics and Computer Science, University of Oradea, 1 Universitatii Street,
410087 Oradea, Romania

* Correspondence: sarim.hadi@uobasrah.edu.iq or p110974@siswa.ukm.edu.my
† These authors contributed equally to this work.

Abstract: This research aims to present a linear operatorLρ,σ,µ
p,q f utilizing the q-Mittag–Leffler function.

Then, we introduce the subclass of harmonic (p, q)-convex functionsHT p,q(ϑ,W ,V) related to the
Janowski function. For the harmonic p-valent functions f class, we investigate the harmonic geometric
properties, such as coefficient estimates, convex linear combination, extreme points, and Hadamard
product. Finally, the closure property is derived using the subclass HT p,q(ϑ,W ,V) under the q-
Bernardi integral operator.

Keywords: harmonic p-valent functions; the q-Mittag–Leffler function; (p, q)-convex functions;
extreme points; Hadamard product; closed convex hulls; q-Bernardi integral operator

MSC: 05A30; 30C45; 11B65; 47B38

1. Main Concepts of Quantum Calculus

Quantum calculus, often known as q-calculus (or q-analysis), is a method for studying
calculus that is similar to traditional calculus but focused on finding q-analogous conclu-
sions without the need for limits. The q-differential equations are generally defined on the
scale Tq, where T and q are the time and scale index, respectively. Euler and Jacobi devised
the fundamental formulae of q-calculus in the eighteenth century. Jackson ([1,2]) introduced
and developed the concepts of q-derivative and q-integral. Moreover, the geometries of
q-analysis were found in many studies presented on quantum groups. It has also been iden-
tified that there is a relationship between q-integral and q-derivative. With the expansion of
the q-calculus study, many relevant facts have also been explored, including the q-Gamma
and q-Beta functions, the q-Laplace transform, and the q-Mittag–Leffler function. The
theory of q-calculus operators has been recently applied in the areas of ordinary fractional
calculus, optimal control problems, finding solutions to the q-difference and q-integral
equations, and q-transform analysis (see [3,4]). Furthermore, certain classes of functions
that are analytic in U using fractional q-calculus operators were investigated by numerous
research (for example, see [5–12]).

This paper aims to further develop the theory of fractional q-calculus operators in geo-
metric function theory. Initially, this study provides some essential definitions and concepts
of q-calculus and symmetric q-calculus, which have been employed in this research.

This work begins with the basic concepts and, consequently, an in-depth analysis of
our proposed applications of the q-calculus. Throughout this paper, assume that 0 < q < 1.
The following definitions provide an introduction to the q-calculus operators for a complex-
valued function f :

5
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Let S(p) be the class of analytic and multivalent functions f in the open unit disc
U = {z ∈ C : |z| < 1} with the normalized form:

f (z) = zp +
∞

∑
j=p+1

ajzj, (p ∈ N). (1)

Definition 1. For 0 < q < 1, the q-number [κ]q is expressed by

[κ]q :=





1− qκ

1− q
(κ ∈ C)

n−1
∑

κ=0
qj (κ = n ∈ N).

Definition 2 ([1]). The q-derivative operator Dq is given by

Dq f (z) =
f (qz)− f (z)
(q− 1)z

(z 6= 0).

The q-derivative of the function f in (1) is given by

Dq f (z) = [p]qzp−1 +
∞

∑
j=p+1

[j]qajzj−1.

The q-factorial indicated by [j]q! is defined by

[j]q! =
{

[j]q[j− 1]q . . . [2]q[1]q, j = 1, 2, 3, . . . ,
1 j = 0,

so that

f ′(z) := lim
q→1−

Dq

{
[p]qzp−1 +

∞

∑
j=p+1

[j]qajzj−1

}

= pzp−1 +
∞

∑
j=p+1

jajzj−1.

The q-Gamma function is defined by

Γq($) = (1− q)1−$
∞

∏
k=0

1− qk+1

1− qk+$
= (1− q)1−$ (q; q)∞

(q$; q)∞
,

where ($; k)q the q-Pochhammer is given as

($; k)q = ($)q($ + 1)q($ + 2)q · · · ($ + k− 1)q =
($; q)n

(1− q)n , ($ ∈ R, k ∈ N).

Obviously,
Γq($ + 1) = [$]qΓq($) and Γq(1) = 1.

In the following section, we have introduced some concepts of harmonic p-valent
functions and the Mittag–Leffler function. Then, we have derived a number interesting
results regarding p-valent functions related to the operator Lρ,σ,µ

p,q f (z). Furthermore, this
paper demonstrates some of the geometric results of the operator Lρ,σ,µ

p,q f (z).

6
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2. Harmonic Functions, Definitions and Motivation

In the complex domain D ⊂ U, if the values u and v are real harmonic, then the
continuous function f = u + iv is called the harmonic function in D. In any simply
connected domain D, the function f can be stated by

f = F + G, (2)

where both F and G are analytic functions in D. The function F is called analytic of f , and
G the conjugate-analytic (or co-analytic) of f . Clunie and Sheil-Small [13] discovered that
|F ′(z)| > |G ′(z)| is a necessary and sufficient condition for the harmonic functions (2) to
be locally multivalent and sense-preserving in D (also, see [14]).

Let H(p, j) be the family of harmonic multivalent functions f = F + G that are
orientation keeping the open unit disc U = {z : |z| < 1}. The analytic functions F and G
are defined by

F = zp +
∞

∑
j=p+1

ajzj and G =
∞

∑
j=p

djzj

and

f = F + G = zp +
∞

∑
j=p+1

ajzj +
∞

∑
j=p

djzj, (3)

where p ≥ 1 and
∣∣dp
∣∣ < 1.

The familyH(1, j) = H(j) of harmonic univalent functions is presented by Jahangiri
et al. [15] (also see [16–21]).

Furthermore, we consider the subclass H̃(p, j) of the family H(p, j) that consists of
functions f = F + G, where the functions F and G are defined as below:

F (z) = zp −
∞

∑
j=p+1

∣∣aj
∣∣zj and G(z) = −

∞

∑
j=p

∣∣dj
∣∣zj, (|dp| < 1). (4)

Recently, many studies have emphasized the concept of p-valent harmonic functions
and their applications (for example, see [22–26]).

If the analytic functions f , h ∈ H(p, j), then the function f is subordinate to the
function h, denoted by ( f ≺ h), if there exists a Schwarz function Φ with

Φ(0) = 0, |Φ(z)| < 1, (z ∈ U),

such that
f (z) = h(Φ(z)).

In addition, we get the following equivalence if the function h is univalent in U:

f (z) ≺ h(z)⇔ f (0) = h(0) and f (U) ⊂ h(U).

We now mention the well-known Mittag–Leffler function Eσ(z) provided by Mittag–
Leffler [27], which is defined by

Eσ(z) =
∞

∑
j=0

zj

Γ(σj + 1)
, (σ, z ∈ C,R(σ) > 0),

whereR, Γ are the real part and the gamma function, respectively.

7
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Within chaotic, stochastic, and dynamic systems, partial differential equations, and sta-
tistical distributions, many considerations can be seen in applying this function. Wiman [28]
defined the Mittag–Leffler function with two parameters

Eσ,µ(z) =
∞

∑
j=0

zj

Γ(σj + µ)
, (σ, µ, z ∈ C,R(σ) > 0,R(µ) > 0).

Shukla and Prajapati [29] provided the Mittag–Leffler function with three parameters
Eρ,k

σ,µ(z) as follows:

Eρ,k
σ,µ(z) =

∞

∑
j=0

(ρ)kj

Γ(µ + σj)
zj

j!
, (σ, µ, ρ, z ∈ C,R(σ) > 0,R(µ) > 0,R(ρ) > 0),

where k ∈ (0, 1)
⋃
N and (ρ)kj =

Γ(ρ+kj)
Γ(ρ) is the generalized Pochhammer symbol.

The Mittag–Leffler function plays a vital role in solving fractional order differential and
integral equations. It has recently become a subject of rich interest in the field of fractional
calculus and its applications. Numerous research has been conducted on the theory of
the Mittag–Leffler function. For more review, Bansal and Prajapat [30] (also Srivastava
and Bansal [31]) investigated geometric properties of the Mittag–Leffler function Eσ,µ(z).
In addition, many other researchers studied properties of the Mittag–Leffler function,
including starlikeness, convexity, and differential subordination (see [32–35]). In the fact,
the generalized Mittag–Leffler function Eσ,µ(z) is still vastly used in geometric function
theory and a variety of applications (see [36]).

Hadi et al. [37] defined a generalized q-Mittag–Leffler function with three parameters
as below:

E ρ
σ,µ(q; z) = z +

∞

∑
j=2

(ρ)kj

Γq(µ + σj)
zj

j!
, (σ, µ, ρ ∈ C,R(σ) > 0,R(µ) > 0,R(ρ) > 0). (5)

We note that if q → 1−, we have the Mittag–Leffler function defined by Shukla and
Prajapati [29].

Motivated by the importance of studying the applications of quantum calculus and the
Mittag–Leffler function in the physical and mathematical sciences, we first present a new
linear operator Lρ,σ,µ

p,q f , which is defined by the q-Mittag–Leffler function with harmonic
p-valent functions. Then, we use this operator to introduce a subclass of Janowski (p, q)-
convex harmonic functions. For the harmonic p-valent functions f , we investigate some
harmonic geometric properties, including coefficient estimates, convex hulls, convex linear
combination, extreme point, and Hadamard product. Furthermore, we derive the closure
property under the q-Bernardi integral operator.

Now, we introduce the functionMρ
σ,µ(p, q; z) ∈ S(p) related to the q-Mittag–Leffler

function in (5) as follows:

Mρ
σ,µ(p, q; z) =

Γq(σ + µ)zp−1

(ρ)k

(
E ρ

σ,µ(q; z)− 1
Γq(µ)

)

= zp +
∞

∑
j=p+1

Γq(σ + µ)Γ(ρ + jk)
Γq(σj + µ)Γ(ρ + k)j!

zj, (p ≥ 1; z ∈ U),
(6)

where σ, µ, ρ ∈ C,R(σ) > 0,R(µ) > 0,R(ρ) > 0, and (ρ)kj =
Γ(ρ+kj)

Γ(ρ) .

8
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From the function Mρ
σ,µ(p, q; z), we define a linear operator Lρ,σ,µ

p,q : S(p) → S(p)
as follows:

Lρ,σ,µ
p,q f (z) =Mρ

σ,µ(p, q; z) ∗ f (z)

= zp +
∞

∑
j=p+1

Γq(σ + µ)Γ(ρ + jk)
Γq(σj + µ)Γ(ρ + k)j!

ajzj.
(7)

When q→ 1−, k = 1, σ = 0, and ρ = 1, then Lρ,σ,µ
p,q f (z) = f (z).

Remark 1. IfR(σ) > max{0,R(k)− 1} andR(k) > 0, the following operators are obtained

1. If q→ 1−, we find the operator Lρ,σ,µ
p f (z) investigated by Xu and Liu [38].

2. When q→ 1− and p = 1, we find the operator Lρ,µ
σ f (z) investigated by Attiya [39].

For f ∈ H(p, j) in the form (3), we define the operator Lρ,σ,µ
p,q f as follows:

Lρ,σ,µ
p,q f (z) = Lρ,σ,µ

p,q F (z) + Lρ,σ,µ
p,q G(z), (8)

where

Lρ,σ,µ
p,q F (z) = zp +

∞

∑
j=p+1

ψqajzj,

Lρ,σ,µ
p,q G(z) =

∞

∑
j=p

ψqdjzj

and ψq =
Γq(σ+µ)Γ(ρ+jk)

Γq(σj+µ)Γ(ρ+k)j! .

We define the classHT p,q(ϑ,W ,V) using the operator Lρ,σ,µ
p,q f in (8) as follows:

Definition 3. A multivalent functions f = F + G ∈ H(p, j) is said to be in the class HT p,q
(ϑ,W ,V) if

Dq(zDqLρ,σ,µ
p,q f (z))

Dq(Lρ,σ,µ
p,q f (z))

≺
(
[p]q − ϑ

)1 +Wz
1 + Vz

+ ϑ, (9)

or equivalently

Dq(zDqLρ,σ,µ
p,q f (z))

Dq(Lρ,σ,µ
p,q f (z))

≺ [p]q +
{
(W −V)

(
[p]q − ϑ

)
+ V [p]q

}
z

1 + Vz
.

Utilizing of the subordination principle, f ∈ HT p,q(ϑ,W ,V) if and only if there is a Schwarz
function ϕ such that

Dq(zDqLρ,σ,µ
p,q f (z))

Dq(Lρ,σ,µ
p,q f (z))

=
[p]q +

{
(W −V)

(
[p]q − ϑ

)
+ V [p]q

}
ϕ(z)

1 + Vϕ(z)
,

that is ∣∣∣∣∣∣∣∣

Dq(zDqLρ,σ,µ
p,q f (z))

Dq(Lρ,σ,µ
p,q f (z))

− [p]q

VDq(zDqLρ,σ,µ
p,q f (z))

Dq(Lρ,σ,µ
p,q f (z))

−
{
(W −V)

(
[p]q − ϑ

)
+ V [p]q

}

∣∣∣∣∣∣∣∣
< 1, (10)

where 0 ≤ ϑ < [p]q,−1 ≤ V <W ≤ 1, and Lρ,σ,µ
p,q f (z) is defined in (8).

We also define

H̃T p,q(ϑ,W ,V) = HT p,q(ϑ,W ,V)
⋂
H̃(p, j).

9
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Example 1. If k = 1, σ = 0, and ρ = 1, the classHT p,q(ϑ,W ,V) would reduce to the following
subclassHKp,q(ϑ,W ,V)

Dq(zDq f (z))
Dq( f (z))

≺
(
[p]q − ϑ

)1 +Wz
1 + Vz

+ ϑ. (11)

3. A Set of Main Results

To demonstrate the geometric properties for the classHT p,q(ϑ,W ,V), the necessary
and sufficient condition must first be proved.

Unless otherwise stated, in this paper, we suppose that 0 ≤ ϑ < [p]q,−1 ≤ V <W ≤ 1
and 0 < q < 1.

Theorem 1. Let f = F + G ∈ H(p, j) in the form (3), then f ∈ HT p,q(ϑ,W ,V) if the following
inequality holds:

∞

∑
j=p+1

{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))}ψq
∣∣aj
∣∣

+
∞

∑
j=p
{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))}ψq

∣∣dj
∣∣

≤ (V −W)([p]q − ϑ)[p]q,

(12)

where ψq =
Γq(σ+µ)Γ(ρ+jk)

Γq(σj+µ)Γ(ρ+k)j! .

Proof. Suppose that the inequality (12) is correct, it follows from (10) that

|Dq(zDqLρ,σ,µ
p,q f (z))− [p]qDqLρ,σ,µ

p,q f (z)|
−
∣∣∣VDq(zDqLρ,σ,µ

p,q f (z))− [(W −V)
(
[p]q − ϑ

)
+ V [p]q]DqLρ,σ,µ

p,q f (z)
∣∣∣

= |
∞

∑
j=p+1

[j]q([j]q − [p]q)ψqajzj−1 +
∞

∑
j=p

[j]q([j]q − [p]q)ψqdjzj−1|

− | − (W −V)([p]q − ϑ)[p]qzp−1

+
∞

∑
j=p+1

[−V [j]q([j]q − [p]q) + (W −V)([p]q − ϑ)]ψqajzj−1

+
∞

∑
j=p

[−V [j]q([j]q − [p]q) + (W −V)([p]q − ϑ)]ψqdjzj−1|

≤ −(V −W)([p]q − ϑ)[p]q|z|p−1

+
∞

∑
j=p+1

[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq|aj||z|j−1

+
∞

∑
j=p

[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq|dj||z|j−1

< −(V −W)([p]q − ϑ)[p]q

+
∞

∑
j=p+1

[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq|aj|

+
∞

∑
j=p

[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq|dj|,

10
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thus, we observe

−(V −W)([p]q − ϑ)[p]q

+
∞

∑
j=p+1

[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψqaj

+
∞

∑
j=p

[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψqdj ≤ 0.

Consequently, utilizing the maximum modulus theorem, we obtain
∣∣∣∣∣∣∣∣

Dq(zDqLρ,σ,µ
p,q f (z))

Dq(Lρ,σ,µ
p,q f (z))

− [p]q

VDq(zDqLρ,σ,µ
p,q f (z))

Dq(Lρ,σ,µ
p,q f (z))

−
{
(W −V)

(
[p]q − ϑ

)
+ V [p]q

}

∣∣∣∣∣∣∣∣
< 1.

Therefore, f ∈ HT p,q(ϑ,W ,V).
For the following harmonic function, the coefficient bound (12) is sharp

f (z) =zp +
∞

∑
j=p+1

(V −W)([p]q − ϑ)[p]q
[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq

ν1,jzj

+
∞

∑
j=p

(V −W)([p]q − ϑ)[p]q
[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq

ν̄2,j z̄j,
(13)

with ∑∞
j=p+1 |ν1,j|+ ∑∞

j=p |ν2,j| = 1.

When k = 1, σ = 0, and ρ = 1, Theorem 1 becomes

Corollary 1. Let f = F +G ∈ H(p, j) in the form (3), then f ∈ HKp,q(ϑ,W ,V) if the following
inequality holds:

∞

∑
j=p+1

{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))}
∣∣aj
∣∣

+
∞

∑
j=p
{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))}

∣∣dj
∣∣

≤ (V −W)([p]q − ϑ)[p]q.

(14)

Next, we prove that the inquality (12) is necessary and sufficient condition for the
class H̃T p,q(ϑ,W ,V).

Theorem 2. Let f = F + G ∈ H̃(p, j) in the form (4). Then the harmonic function f ∈
H̃T p,q(ϑ,W ,V) if and only if the inequality condition (12) holds.

Proof. Since H̃T p,q(ϑ,W ,V) ⊂ HT p,q(ϑ,W ,V), then the sufficient condition holds by the
previous Theorem 1. Now, we have to prove just the necessity condition.
Let f ∈ H̃T p,q(ϑ,W ,V), from (10) yields

∣∣∣∣∣∣∣∣

Dq(zDqLρ,σ,µ
p,q f (z))

Dq(Lρ,σ,µ
p,q f (z))

− [p]q

VDq(zDqLρ,σ,µ
p,q f (z))

Dq(Lρ,σ,µ
p,q f (z))

−
{
(W −V)

(
[p]q − ϑ

)
+ V [p]q

}

∣∣∣∣∣∣∣∣
=

∣∣∣∣∣
−∑∞

j=p+1[j]q([j]q − [p]q)ψq|aj|zj−1 −∑∞
j=p[j]q([j]q − [p]q)ψq|dj|zj−1

(V −W)([p]q − ϑ)[p]qzp−1 −∑∞
j=p+1Aq|aj|zj−1 −∑∞

j=pAq|dj|zj−1

∣∣∣∣∣ < 1,

11
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where Aq = [V [j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq.

For z = r < 1, we deduce that

∑∞
j=p+1[j]q([j]q − [p]q)ψq|aj|rj−1 + ∑∞

j=p[j]q([j]q − [p]q)ψq|dj|rj−1

(V −W)([p]q − ϑ)[p]qrp−1 −∑∞
j=p+1Aq|aj|rj−1 −∑∞

j=pAq|dj|rj−1 < 1. (15)

When r → 1, if condition (12) is not satisfied, inequality (15) is also not satisfied. In the
range (0, 1), we may, thus, identify at least one z0 = r0 for which the quotient (15) is
greater than 1. This conflicts with the prerequisite for f ∈ H̃T p,q(ϑ,W ,V), hence the proof
is complete.

In the next result, we establish the extreme points of closed convex hulls of the subclass
H̃T p,q(ϑ,W ,V).

Theorem 3. The function f ∈ H̃T p,q(ϑ,W ,V) if and only if

f (z) =
∞

∑
j=p

(ϑjFj + ℵjGj), (16)

where Fp = zp,

Fj = zp − (V −W)([p]q − ϑ)[p]q
[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq

zj; (j = p + 1, p + 2, . . .)

and

Gj = zp − (V −W)([p]q − ϑ)[p]q
[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq

zj; (j = p, p + 1, . . .),

with ∑∞
j=p(ϑj + ℵj) = 1, ϑj ≥ 0, and ℵj ≥ 0.

Particularly, the extreme points of the subclass H̃T p,q(ϑ,W ,V) are {Fj} and {Gj}.

Proof. Let f be defined as below

f (z) =
∞

∑
j=p

(ϑjFj + ℵjGj) =
∞

∑
j=p

(ϑj + ℵj)zp

−
∞

∑
j=p

(V −W)([p]q − ϑ)[p]q
[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq

ϑjzj

−
∞

∑
j=p

(V −W)([p]q − ϑ)[p]q
[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq

ℵjzj.

(17)

We deduce from (17) and (4) that

|aj| =
(V −W)([p]q − ϑ)[p]q

[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq
ϑj

and

|dj| =
(V −W)([p]q − ϑ)[p]q

[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq
ℵj.

12
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Now
∞

∑
j=p+1

[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq

(V −W)([p]q − ϑ)[p]q
|aj|

+
∞

∑
j=p

[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq

(V −W)([p]q − ϑ)[p]q
|dj|

=
∞

∑
j=p

(ϑj + ℵj)− ϑp = 1− ϑp ≤ 1.

Thus, Theorem 2 leads to the result f ∈ H̃T p,q(ϑ,W ,V).
Conversely: Let f ∈ H̃T p,q(ϑ,W ,V), then

|aj| ≤
(V −W)([p]q − ϑ)[p]q

[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq

and

|dj| ≤
(V −W)([p]q − ϑ)[p]q

[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq
.

Letting

ϑj =
[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq

(V −W)([p]q − ϑ)[p]q
|aj|; (j = p + 1, p + 2, . . .)

and

ℵj =
[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq

(V −W)([p]q − ϑ)[p]q
|dj|; (j = p, p + 1, . . .),

with ∑∞
j=p(ϑj + ℵj) = 1.

We get the result f (z) = ∑∞
j=p(ϑjFj + ℵjGj), after substituting the values of |aj| and |dj|

from the above relations in (4).

Theorem 4. The subclass H̃T p,q(ϑ,W ,V) is a convex set of the functions f = F + G ∈ H̃(p, j).

Proof. Let fi ∈ H̃T p,q(ϑ,W ,V) given by

fi(z) = zp −
∞

∑
j=p+1

∣∣ai,j
∣∣zj −

∞

∑
j=p

∣∣di,j
∣∣zj, (i = 1, 2). (18)

Then, for 0 ≤ ג ≤ 1

J (z) = ג f1,j(z) + (1− (ג f2,j(z)

= zp −
∞

∑
j=p+1

ג)
∣∣a1,j

∣∣+ (1− a2,j|)zj|(ג −
∞

∑
j=p

ג)
∣∣d1,j

∣∣+ (1− ,d2,j|)zj|(ג

13
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also belongs to the subclass H̃T p,q(ϑ,W ,V).
By the result of Theorem 2, we get

]ג
∞

∑
j=p+1

{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))ψq}|a1,j|

+
∞

∑
j=p
{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))ψq}|d1,j|]

+(1− ](ג
∞

∑
j=p+1

{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))ψq}|a2,j|

+
∞

∑
j=p
{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))ψq}|d2,j|]

≤ V))ג −W)([p]q − ϑ)[p]q) + (1− V))(ג −W)([p]q − ϑ)[p]q)

= (V −W)([p]q − ϑ)[p]q.

Here the subclass H̃T p,q(ϑ,W ,V) is convex set, because J ∈ H̃T p,q(ϑ,W ,V).

Theorem 5. We have

EH̃T p,q(ϑ,W ,V) = {Fj : j = {p, p + 1, . . .}}
⋃
{Gj : j = {p + 1, p + 2, . . .}},

where
Fp = zp,

Fj = zp − (V −W)([p]q − ϑ)[p]q
[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq

zj,

Gj = −
(V −W)([p]q − ϑ)[p]q

[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq
zj.

(19)

Proof. Suppose that 0 < ג < 1 and

Gj = ג f1 + (1− (ג f2,

where f1, f2 ∈ H̃T p,q(ϑ,W ,V) are defined in (18).
From (12), we obtain

|dj,1| = |dj,2| =
(V −W)([p]q − ϑ)[p]q

[(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ)]ψq

and as result, a1,n = a2,n = 0 for n ∈ {p + 1, p + 2, . . .} and d1,n = d2,n = 0 for n ∈
{p + 1, p + 2, . . .} \ {j}.

Thus, it follows that Gj = f1 = f2, hence Gj ∈ H̃T p,q(µ,W ,V).
Similarly, we can satisfy that the functions Fj in (19) are also extreme points of

H̃T p,q(ϑ,W ,V).
Now, let the function f in (18) belongs to the extreme points of the class H̃T p,q(ϑ,W ,V)

and f is not of the form (19).
Then there exists n ∈ {p + 1, p + 2, . . .}, such that

0 < |an| <
(V −W)([p]q − ϑ)[p]q

[(1 + V)[n]q([n]q − [p]q)− (W −V)([p]q − ϑ)]ψq
, (20)

or

0 < |dn| <
(V −W)([p]q − ϑ)[p]q

[(1 + V)[n]q([n]q − [p]q)− (W −V)([p]q − ϑ)]ψq
. (21)

14
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If (20) is satisfied, we have

ג =
[(1 + V)[n]q([n]q − [p]q)− (W −V)([p]q − ϑ)]ψq|an|

(V −W)([p]q − ϑ)[p]q
, φ =

1
1− ג ( f − ,(Fnג

we get 0 < ג < 1, Fn 6= φ, and f = Fnג + (1− .φ(ג Hence f /∈ EH̃T p,q(ϑ,W ,V).
Similarly, if (21) is satisfied, we also have

ג =
[(1 + V)[n]q([n]q − [p]q)− (W −V)([p]q − ϑ)]ψq|an|

(V −W)([p]q − ϑ)[p]q
, ν =

1
1− ג ( f − ,(Gnג

thus 0 < ג < 1, Gn 6= ν, and f = Gnג + (1− .ν(ג Hence f /∈ EH̃T p,q(ϑ,W ,V).

4. Hadamard Product Property

The Hadamard product and the closed under a convex linear combination of the
subclass H̃T p,q(ϑ,W ,V) are provided in the following results.

The Hadamard product of harmonic functions with negative coefficient is given by

( f ∗ h)(z) = zp −
∞

∑
j=p+1

∣∣a1,ja2,j
∣∣zj −

∞

∑
j=p

∣∣d1,jd2,j
∣∣zj, (22)

where

f (z) = zp −
∞

∑
j=p+1

∣∣a1,j
∣∣zj −

∞

∑
j=p

∣∣d1,j
∣∣zj (23)

and

h(z) = zp −
∞

∑
j=p+1

∣∣a2,j
∣∣zj −

∞

∑
j=p

∣∣d2,j
∣∣zj. (24)

Theorem 6. If f , h ∈ H̃T p,q(ϑ,W ,V), then f ∗ h ∈ H̃T p,q(ϑ,W ,V).

Proof. Let f , h ∈ H̃T p,q(ϑ,W ,V). Since h ∈ H̃T p,q(ϑ,W ,V), we find that |a2,p| < 1 and
|d2,p| < 1. Then from the Hadamard product f ∗ h, we obtain

∞

∑
j=p+1

{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))}ψq
∣∣a1,j

∣∣∣∣a2,j
∣∣

+
∞

∑
j=p
{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))}ψq

∣∣d1,j
∣∣∣∣d2,j

∣∣

≤
∞

∑
j=p+1

{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))}ψq
∣∣a1,j

∣∣

+
∞

∑
j=p
{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))}ψq

∣∣d1,j
∣∣

≤ (V −W)([p]q − ϑ)[p]q.

Hence f ∗ h ∈ H̃T p,q(ϑ,W ,V).

Theorem 7. Let fs(z) = zp −∑∞
j=p+1 |aj,s|zj −∑∞

j=p+1 |dj,s|zj (s = 1, 2, . . . ) be in the subclass

H̃T p,q(ϑ,W ,V). Then the function

J (z) =
m

∑
s=1

ηs fs(z), (ηs ≥ 0,
∞

∑
s=1

ηs = 1),
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also belongs to the subclass H̃T p,q(ϑ,W ,V). This means H̃T p,q(ϑ,W ,V) is closed under convex
linear combination.

Proof. Since fs ∈ H̃T p,q(ϑ,W ,V), then

∞

∑
j=p+1

{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))}ψq
∣∣aj,s

∣∣

+
∞

∑
j=p
{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))}ψq

∣∣dj,s
∣∣

≤ (V −W)([p]q − ϑ)[p]q.

Now,

J (z) = zp −
∞

∑
j=p+1

(
∞

∑
s=1

ηs|aj,s|)zj −
∞

∑
j=p

(
∞

∑
s=1

ηs|dj,s|)zj. (25)

From (25) and (17), we conclude that

∞

∑
j=p+1

{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))}ψq

(V −W)([p]q − ϑ)[p]q
(

∞

∑
s=1

ηs
∣∣aj,s

∣∣)

+
∞

∑
j=p

{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))}ψq

(V −W)([p]q − ϑ)[p]q
(

∞

∑
s=1

ηs
∣∣dj,s

∣∣)

=
∞

∑
s=1

ηs{
∞

∑
j=p+1

{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))}ψq

(V −W)([p]q − ϑ)[p]q
(
∣∣aj,s

∣∣)

+
∞

∑
j=p

{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))}ψq

(V −W)([p]q − ϑ)[p]q
(
∣∣dj,s

∣∣)}

≤
∞

∑
s=1

ηs = 1.

Hence, J ∈ H̃T p,q(ϑ,W ,V).

5. Closure Property

Next, we prove the closure property of the subclass H̃T p,q(ϑ,W ,V) under the
q-Bernardi integral operator for p-valent functions (see [40]), which is given by

Bp
ω,q f (z) =

[p + ω]q
zω

∫ z

0
tω−1 f (t)dqt (ω > −p, z ∈ U). (26)

Definition 4. For f ∈ H̃(p, j), we define the q-Bernardi integral operator for p-valent functions
I p

ω,q f : H̃(p, j)→ H̃(p, j) as follows:

I p
ω,q f (z) =

[p + ω]q
zω

∫ z

0
tω−1[tp −

∞

∑
j=p+1

ajtj −
∞

∑
j=p

djtj]dqt

= zp −
∞

∑
j=p+1

[p + ω]q
[j + ω]q

|aj|zj −
∞

∑
j=p

[p + ω]q
[j + ω]q

|dj|zj, (ω > −p, z ∈ U).
(27)

Then
I p

ω,q f (z) = I p
ω,qF (z) + I p

ω,qG(z). (28)

Theorem 8. If f ∈ H̃T p,q(ϑ,W ,V), then I p
ω,q f ∈ H̃T p,q(ϑ,W ,V).
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Proof. Since f ∈ H̃T p,q(ϑ,W ,V), by Theorem 2, we conclude that

∞

∑
j=p+1

{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))}ψq
∣∣aj
∣∣

+
∞

∑
j=p
{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))}ψq

∣∣dj
∣∣

≤ (V −W)([p]q − ϑ)[p]q.

(29)

We have to prove

∞

∑
j=p+1

{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))}ψq
[p + ω]q
[j + ω]q

∣∣aj
∣∣

+
∞

∑
j=p
{(1 + V)[j]q([j]q − [p]q)− (W −V)([p]q − ϑ))}ψq

[p + ω]q
[j + ω]q

∣∣dj
∣∣

≤ (V −W)([p]q − ϑ)[p]q,

(30)

and we observe that the inequality (30) is correct, if

[p + ω]q
[j + ω]q

≤ 1.

Since p ≤ j, then the inequality (30) is satisfied, and this yields to the result.

6. Concluding Remarks

Recently, the q-calculus and its applications have received great attention in several
fields of mathematical and physical sciences (especially quantum physics), as well as an
affirmation of the importance of the Mittag–Leffler function in the structure of fractional
calculus. In this paper, we have introduced the subclass of q-convex harmonic p-valent
functions connected with the q-Mittag–Leffler function. For this harmonic subclass, we
have obtained the necessary and sufficient condition, convex hulls, convex linear combi-
nation, extreme point, and Hadamard product. Finally, this research has investigated the
closure property for this class employing the q-Bernardi integral operator for harmonic
p-valent functions.

The outcomes of this study may be beneficial to investigate several different classes
of univalent (or p-valent) functions connected to various fields, notably those that use the
generalized q-Mittag–Leffler function. Therefore, the findings of this paper can facilitate
new research works in Geometric Function Theory and related subjects, such as differ-
ential subordination notions, the upper bounds of Fekete–Szegö inequality, and Hankel
determinant. For more details on the suggested works, see [33,41,42].

It should be noted that the Fox–Wright hypergeometric function qΨs is much more
general than many of the expansions of the Mittag–Leffler function. The survey of the more
complicated and general case of the Srivastava–Wright operator (see [43,44]), defined by
the Fox–Wright function qΨs, is a recent interesting subject in Geometric Function Theory.
Many properties of the Srivastava–Wright operator can be found in several recent works
(see [30,39,45,46]).
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Article

Levinson’s Functional in Time Scale Settings
Josipa Barić

Faculty of Electrical Engineering Mechanical Engineering and Naval Architecture, University of Split,
21000 Split, Croatia; jbaric@fesb.hr

Abstract: We introduce the Levinson functional on time scales using integral inequality of Levinson’s
type in the terms of ∆-integral for convex (concave) functions on time scale sets and investigate its
properties such as superadditivity and monotonicity. The obtained properties are used to derive the
bounds of the given Levinson’s functional and those results provide a refinement and the converse of
the known Levinson’s inequality on time scales. Further, we define new types of functionals using
weighted generalized and power means on time scales, and prove their properties which can be
employed in future works to obtain refinements and converses of known integral inequalities on
time scales.

Keywords: Levinson’s inequality; Jensen’s functional; time scale calculus

MSC: 26D15; 26A51; 28A25

1. Introduction

In [1], authors Baloch, Pečarić and Praljak introduced a knew class of functions, Kc
1(I)

proving that Kc
1(I) is the largest class of functions for which Levinson’s inequality hold

under Mecer’s assumptions. J. Barić, J. Pečarić and D. Radišić obtained in [2] Levinson’s
type inequalities in time scale settings by using the class Kc

1(I) and some known results
regarding integral inequalites for convex (concave) functions on time scale sets. Construct-
ing the Levinson functional on a time scale, as a difference between the right-hand side
and left-hand side of the Levinson inequality on time scale, we get the opportunity to
investigate known time scale integral inequalities in other directions using the properties
and boundaries of new functionals.

The known Levinson’s inequality ([3]) was proved in 1964 in the following theorem.

Theorem 1. For c ∈ R, c > 0, let f : (0, 2c)→ R satisfy f ′′′ ≥ 0 and let pi, xi, yi, i = 1, 2, . . . , n,
be such that pi > 0, ∑n

i=1 pi = 1, 0 ≤ xi ≤ c, and

x1 + y1 = x2 + y2 = · · · = xn + yn = 2c. (1)

Then,
n

∑
i=1

pi f (xi)− f (x) ≤
n

∑
i=1

pi f (yi)− f (y), (2)

where x = ∑n
i=1 pixi and y = ∑n

i=1 piyi are the weighted arithmetic means.

In ([4]), Popoviciu generalized Levinson’s inequality proving (2) is true if f is 3-
convex function.

By rescaling axes, P. S. Bullen proved in [5], in 1973, that if f : [a, b]→ R is 3-convex
and pi, xi, yi, i = 1, 2, . . . , n, are such that pi > 0, ∑n

i=1 pi = 1, a ≤ xi, yi ≤ b, xi + yi = c and

max{x1, . . . , xn} ≤ min{y1, . . . , yn}, (3)

then (2) holds.
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In 2010, Mercer ([6]) improved the Levinson inequality proving that if f : [a, b]→ R
satisfies f ′′′ ≥ 0 and pi, xi, yi, i = 1, 2, . . . , n, are such that pi > 0, ∑n

i=1 pi = 1, a ≤ xi, yi ≤ b
and max{x1, . . . , xn} ≤ min{y1, . . . , yn}, inequality (2) holds if (1) is weakened by

n

∑
i=1

pi(xi − x)2 =
n

∑
i=1

pi(yi − y)2. (4)

In this paper, we base our main results on Levinson’s type inequality on time scale ([2])
proved for the functions belonging in a new class of functions, Kc

1(I), defined as follows.

Definition 1. Let f : I → R and c ∈ I0, where I0 is the interior of the interval I. We say that f ∈
Kc

1(I), (resp. f ∈ Kc
2(I)), if there exists a constant λ such that the function F(x) = f (x)− λ

2 x2

is concave (respectively, convex) on (−∞, c] ∩ I and convex (respectively, concave) on I ∩ [c, ∞).

The authors proved that Kc
1(I) is the largest class of functions for which Levinson’s

inequality holds under Mercer’s assumptions. For function f , which belongs to class
Kc

1(I), we say that it is 3-convex at point c. Therefore, the class Kc
1(I) generalizes 3-convex

functions in the following sense: a function is 3-convex on I if and only if it is 3-convex at
every c ∈ I0.

Before citing the main results that are our motivation for the new results, let us briefly
introduce some basic properties of the theory of time scale calculus in the next chapter.

2. Preliminaries

The theory of time scales is attributed to Stefan Hilger and was started in his PhD
thesis [7]. It represents a unification of the theory of difference equations and the theory of
differential equations, unifying integral and differential calculus with the calculus of finite
differences. It has applications in any field that requires simultaneous modelling of discrete
and continuous cases. Many interesting results, properties and applications regarding time
scale calculus can be found in [8–11] and the books [12–14].

Now, we briefly introduce the basics on time scale calculus that we need in the rest of
the article, using the same notations as in [13].

A time scale T is defined as any closed subset of the set of real numbers R. Notice that
the two most representative examples of time scales are R and Z. In order to unify the
approaches and theories for the sets that may or may not be connected, we introduce the
concept of jump operators so, for t ∈ T, we define the forward jump operator σ : T→ T by

σ(t) = inf{s ∈ T : s > t}

and the backward jump operator by

ρ(t) = sup{s ∈ T : s < t}.

The convention here is inf ∅ = sup T (i.e., σ(t) = t if T has a maximum t) and sup ∅ =
inf T (i.e., ρ(t) = t if T has a minimum t). If σ(t) > t, then we say that t is right-scattered,
and if ρ(t) < t, then we say that t is left-scattered. Points that are right-scattered and left-
scattered at the same time are called isolated. Additionally, if σ(t) = t, then t is said to be
right-dense, and if ρ(t) = t, then t is said to be left-dense. Points that are simultaneously
right-dense and left-dense are called dense. The mapping µ : T→ [0, ∞) defined by

µ(t) = σ(t)− t

is called the graininess function. If T has a left-scattered maximum M, then we define
Tκ = T \ {M}; otherwise Tκ = T. If f : T→ R is a function, then we define the function
f σ : T→ R by

f σ(t) = f (σ(t)) for all t ∈ T.
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Definition 2. Let f : T→ R and t ∈ Tκ . We define the delta derivative of f at t as a number
f ∆(t) (provided it exists) with the property that given any ε > 0, there is a neighborhood U of t
such that ∣∣∣ f (σ(t))− f (s)− f ∆(t)(σ(t)− s)

∣∣∣ ≤ ε|σ(t)− s| for all s ∈ U.

f is delta differentiable on Tκ provided f ∆(t) exists for all t ∈ Tκ .

Definition 3. A function f : T→ R is called rd-continuous if it is continuous at all right-dense
points in T and its left-sided limits are finite at all left-dense points in T. We denote by Crd the
set of all rd-continuous functions. We say that f is rd-continuously delta differentiable (and write
f ∈ C1

rd) if f ∆(t) exists for all t ∈ Tκ and f ∆ ∈ Crd.

Definition 4. A function F : T → R is called a delta antiderivative of f : T → R if F∆(t) =
f (t) for all t ∈ Tκ . Then, if a ∈ T, the delta integral is defined by

∫ t

a
f (s)∆s = F(t)− F(a), a, t ∈ T.

Notice that every rd-continuous function has a delta antiderivative.
In what follows, we use the same notations and approaches as in [15] [Chapter 5] and

recall briefly the introduction of Lebesgue ∆-integrals. For [a, b] ⊂ T, we say it is a time
scale interval if

[a, b] = {t ∈ T : a ≤ t ≤ b}, a, b ∈ T, a ≤ b.

Let µ∆ be the Lebesgue ∆-measure on [a, b] and f : [a, b]→ R be a µ∆-measurable function.
Then, the Lebesgue ∆-integral of f on [a, b] can be written as

∫
[a,b]

f dµ∆,
∫

[a,b]
f (t) dµ∆(t)

or
∫

[a,b]
f (t)∆(t). All theorems of the general Lebesgue integration theory, including the

Lebesgue dominated convergence theorem, hold also for Lebesgue ∆-integrals on time
scale T and the relation between the Lebesgue ∆-integral and the Riemann ∆-integral is
given in the following way: if f is Riemann ∆-integrable from a to b, then f is Lebesgue
∆-integrable on [a, b] and

R
b∫

a

f (t) ∆t = L
∫

[a,b]

f (t) ∆t,

where R and L denote the Riemann and Lebesgue integrals, respectively, [a, b] is a closed
bounded interval in T and f is a bounded real valued function on [a, b].

In this article, the integrals in our results are related to Lebesgue ∆-integrals and
Lebesgue ∆-measure od [a, b], but according to the properties of time scale theory, all results
given here are true and can be rewritten for Cauchy delta integral, Cauchy nabla integral,
α-diamond integral and multiple versions of Riemann and Lebesgue integrals.

Here are some properties of the Lebesgue delta integral.

Theorem 2. If a, b, c ∈ T, α ∈ R and f , g ∈ Crd, then

(i)
b∫
a
( f (t) + g(t)) dµ∆(t) =

b∫
a

f (t)dµ∆(t) +
b∫
a

g(t) dµ∆(t);

(ii)
b∫
a

α f (t) dµ∆(t) = α
b∫
a

f (t) dµ∆(t);

(iii)
b∫
a

f (t) dµ∆(t) = −
a∫

b
f (t) dµ∆(t);
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(iv)
b∫
a

f (t) dµ∆(t) =
c∫

a
f (t) dµ∆(t) +

b∫
c

f (t) dµ∆(t);

(v)
a∫

a
f (t) dµ∆(t) = 0;

(vi) if f (t) ≥ 0 for all t, then
b∫
a

f (t) dµ∆(t) ≥ 0.

The Jensen inequality on time scales via the ∆-integral is proved in [8] by Agarwal,
Bohner and Peterson.

Applying weighted Jensen’s inequality on time scales ([16]), the authors in [2] estab-
lished weighted Levinson’s type inequality in the settings of time scale calculus and proved
the following theorem.

Theorem 3. Let ai, bi ∈ T, ai < bi, i = 1, 2 and suppose I ⊂ R is an interval. Assume
wi ∈ Crd([ai, bi],R), i = 1, 2, are non-negative functions such that

∫ bi
ai

wi(t) dµ∆(t) > 0 and
[ai, bi], i = 1, 2, are time scale intervals. Let fi ∈ Crd([ai, bi], I), i = 1, 2, and suppose there exists
c ∈ I0 such that

sup
x∈[a1,b1]

f1(x) ≤ c ≤ inf
x∈[a2,b2]

f2(x). (5)

If
D[a1,b1]

(w1, f1) = D[a2,b2]
(w2, f2) (6)

then the inequality

Φ



∫ b2

a2
w2(t) f2(t) dµ∆(t)
∫ b2

a2
w2(t) dµ∆(t)


−

b2∫
a2

w2(t)Φ( f2(t)) dµ∆(t)

∫ b2
a2

w2(t) dµ∆(t)

≤ Φ



∫ b1

a1
w1(t) f1(t) dµ∆(t)
∫ b1

a1
w1(t) dµ∆(t)


−

b1∫
a1

w1(t)Φ( f1(t)) dµ∆(t)

∫ b1
a1

w1(t) dµ∆(t)
(7)

holds for every function Φ ∈ Kc
1(I), where the term D[a,b](w, f ) denotes following expression

D[a,b](w, f ) =

b∫
a

w(t)( f (t))2 dµ∆(t)

∫ b
a w(t) dµ∆(t)

−




b∫
a

w(t) f (t) dµ∆(t)

∫ b
a w(t) dµ∆(t)




2

.

If the function Φ is contained in Kc
2(I), then the sign of inequality (7) is reversed.

This theorem will be our starting point in defining Levinson’s functional.

3. Definition of Levinson’s Functional on Time Scales and Its Properties

Recently, many authors investigated the concept of the Jensen functional as a difference
between the right-hand side and the left-hand side of the Jensen inequality regarding
different kinds of environments (discrete cases, integral cases, linear sets of real-valued
functions, time scale sets, etc.) The benefit of investigating those new functionals lies in
their properties, which yield to new generalizations of known inequalities.
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In [17], authors defined Jensen’s functional on time scales by

JT(Φ, f , p; µ∆) =

b∫

a

p(Φ ◦ f ) dµ∆ −
b∫

a

p dµ∆Φ




b∫
a

p f dµ∆

b∫
a

p dµ∆


, (8)

where Φ ∈ C(I,R), f : [a, b] → R is ∆-integrable and p : [a, b] → R is non-negative and

∆-integrable such that
b∫
a

p dµ∆ > 0.

In this section, we define Levinson’s functional on time scales and prove some of
its properties.

Definition 5. Let ai, bi ∈ T, ai < bi, i = 1, 2 and suppose I ⊂ R is an interval. Assume
wi ∈ Crd([ai, bi],R), i = 1, 2, are non-negative functions such that

∫ bi
ai

wi(t) dµ∆(t) > 0. Let
fi ∈ Crd([ai, bi], I), i = 1, 2, and suppose there exists c ∈ I0 such that (5) is fulfilled. Then, we
define Levinson’s functional on time scales by

LT(Φ, f1, f2, w1, w2; µ∆) = JT(Φ, f2, w2; µ∆)−JT(Φ, f1, w1; µ∆), (9)

where JT(Φ, fi, wi; µ∆), i = 1, 2, denotes Jensen’s functionals on time scales defined by (8) and
continuous function Φ ∈ Kc

1(I) (or Φ ∈ Kc
2(I)).

Remark 1. From the main statement of Theorem 3 it is obvious that

LT(Φ, f1, f2, w1, w2; µ∆) ≥ 0, (10)

for every continuous function Φ ∈ Kc
1(I). If continuous function Φ ∈ Kc

2(I), then the sing in (10)
is reversed.

Remark 2. Since the Levinson functional is related to a class Kc
1(I) or Kc

2(I), we will use
Definition 1 to express it by the terms of convex or concave function as it will be substantial
in proving our new results. In order to obtain that, we start with Jensen’s functional on time scales
JT(Φ, fi, wi; µ∆), i = 1, 2. According to Definition 1, for Φ ∈ Kc

1(I), there exists a constant λ

such that F(x) = Φ(x)− λ
2 x2 is concave on (−∞, c] ∩ I and convex on I ∩ [c, ∞) so, for i = 1, 2,

we can write

JT(Φ, fi, wi; µ∆) =

bi∫

ai

wi

(
F ◦ fi +

λ

2
fi

2
)

dµ∆

−
bi∫

ai

wi dµ∆ ·




F




bi∫
ai

wi fi dµ∆

bi∫
ai

wi dµ∆




+
λ

2




bi∫
ai

wi fi dµ∆

bi∫
ai

wi dµ∆







= JT(F, fi, wi; µ∆) +
λ

2




bi∫

ai

wi fi
2 dµ∆ −

(
bi∫

ai

wi · fi dµ∆

)2

bi∫
ai

wi dµ∆




.
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For simplicity, let us denote

σi( fi, wi) =

bi∫

ai

wi fi
2 dµ∆ −

(
bi∫

ai

wi · fi dµ∆

)2

bi∫
ai

wi dµ∆

.

Now, Jensen’s functional on time scales can be rewritten in the following form

JT(Φ, fi, wi; µ∆) = JT(F, fi, wi; µ∆) +
λ

2
· σi( fi, wi) (11)

and Levinson’s functional on time scales, defined by (9), can be expressed via convex (concave)
functions as

LT(Φ, f1, f2, w1, w2; µ∆) = JT(F, f2, w2; µ∆)−JT(F, f1, w1; µ∆)

+
λ

2
· [σ2( f2, w2)− σ1( f1, w1)]. (12)

In the following theorem, we derive the superadditivity property of the Levinson
functional on time scales.

Theorem 4. Let ai, bi ∈ T, ai < bi, i = 1, 2 and suppose I ⊂ R is an interval. Assume wi, φi ∈
Crd([ai, bi],R), i = 1, 2, are non-negative functions such that

∫ bi
ai

wi dµ∆ > 0,
∫ bi

ai
φi dµ∆ > 0,

∫ bi
ai
(wi + φi) dµ∆ > 0. Let fi ∈ Crd([ai, bi], I), i = 1, 2, and suppose there exists c ∈ I0 such that

(5) is fulfilled. If

σ1( f1, w1) + σ1( f1, φ1)− σ1( f1, w1 + φ1) = σ2( f2, w2) + σ2( f2, φ2)− σ2( f2, w2 + φ2) (13)

then, for every continuous function Φ ∈ Kc
1(I), we have

LT(Φ, f1, f2, w1 + φ1, w2 + φ2; µ∆) ≥ LT(Φ, f1, f2, w1, w2; µ∆) + LT(Φ, f1, f2, φ1, φ2; µ∆). (14)

If continuous function Φ ∈ Kc
2(I), then the sing in (14) is reversed.

Proof. Suppose Φ ∈ Kc
1(I) is continuous. According to Definition 1, there exists a constant

λ such that F(x) = Φ(x)− λ
2 x2 is convex on I ∩ [c, ∞). Using (11) and superadditivity of

the Jensen functional on time scales, we obtain

JT(Φ, f2, w2 + φ2; µ∆) = JT(F, f2, w2 + φ2; µ∆) +
λ

2
σ2( f2, w2 + φ2)

≥ JT(F, f2, w2; µ∆) + JT(F, f2, φ2; µ∆) +
λ

2
σ2( f2, w2 + φ2) (15)

= JT(Φ, f2, w2; µ∆)−
λ

2
σ2( f2, w2) + JT(Φ, f2, φ2; µ∆)

−λ

2
σ2( f2, φ2) +

λ

2
σ2( f2, w2 + φ2) (16)

Furthermore, according to Definition 1, for continuous function Φ ∈ Kc
1(I) and taken

constant λ, F(x) = Φ(x)− λ
2 x2 is concave on (−∞, c] ∩ I, therefore, we can write

JT(Φ, f1, w1 + φ1; µ∆) ≤ JT(Φ, f1, w1; µ∆) + JT(Φ, f1, φ1; µ∆)

−λ

2
σ1( f1, w1)−

λ

2
σ1( f1, φ1) +

λ

2
σ1( f1, w1 + φ1). (17)

26



Axioms 2023, 12, 141

Now, since

LT(Φ, f1, f2, w1 + φ1, w2 + φ2; µ∆) = JT(Φ, f2, w2 + φ2; µ∆)−JT(Φ, f1, w1 + φ1; µ∆)

the required property (14) of superadditivity of Levinson’s functional on time scales follows
by adding up (15) and (17) and taking into account the assumption (13). If continuous
function Φ ∈ Kc

2(I), then the sing in (14) will be reversed since F is convex on (−∞, c] ∩ I
and concave on I ∩ [c, ∞) and the inequality signs in (15) and (17) are reversed.

In the next corollary, we will use the property of superadditivity to prove the mono-
tonicity of Levinson’s functional on time scales.

Corollary 1. Let wi, φi, fi satisfy the hypotheses of Theorem 4 for i = 1, 2. Suppose there exists
c ∈ I0 such that (5) is fulfilled. If

σ1( f1, w1 − φ1) = σ2( f2, w2 − φ2) (18)

σ1( f1, φ1)− σ1( f1, w1) = σ2( f2, φ2)− σ2( f2, w2) (19)

then Levinson’s functional on time scale is increasing, that is, wi ≥ φi for i = 1, 2, implies

LT(Φ, f1, f2, w1, w2; µ∆) ≥ LT(Φ, f1, f2, φ1, φ2; µ∆) (20)

for continuous function Φ ∈ Kc
1(I). If continuous function Φ ∈ Kc

2(I), then (20) holds in reverse
order.

Proof. Taking into account condition (19), we can apply superadditivity of the Levinson
functional in the following way.

LT(Φ, f1, f2, w1 − φ1 + φ1, w2 − φ2 + φ2; µ∆)

≥ LT(Φ, f1, f2, w1 − φ1, w2 − φ2; µ∆) + LT(Φ, f1, f2, φ1, φ2; µ∆),

i.e.

LT(Φ, f1, f2, w1, w2; µ∆)

≥ LT(Φ, f1, f2, w1 − φ1, w2 − φ2; µ∆) + LT(Φ, f1, f2, φ1, φ2; µ∆).

From (18) we have
LT(Φ, f1, f2, w1 − φ1, w2 − φ2; µ∆) ≥ 0

so inequality (20) is true. If continuous function Φ ∈ Kc
2(I), the sign in (20) is reversed

according to Remark 1.

In the next result, we obtain bounds for the Levinson functional on time scales assum-
ing the positivity of the required functionals.

Theorem 5. Suppose ai, bi ∈ T, ai < bi, i = 1, 2, and I ⊂ R is an interval. Let wi ∈
Crd([ai, bi],R), i = 1, 2 be non-negative functions such that

∫ bi
ai

wi dµ∆ > 0 and suppose wi are
bounded. Let mi = inf

x∈[ai ,bi ]
wi(x), Mi = sup

x∈[ai ,bi ]

wi(x), i = 1, 2. Let fi ∈ Crd([ai, bi], I) and

suppose there exists c ∈ I0 such that (5) holds. If

σ1( f1, w1) = σ2( f2, w2), (21)

σ1( f1, w1 −min{m1, m2}) = σ2( f2, w2 −min{m1, m2}) (22)

and
σ1( f1, 1) = σ2( f2, 1), (23)
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then
LT(Φ, f1, f2, w1, w2; µ∆) ≥ min{m1, m2}LT(Φ, f1, f2, 1, 1; µ∆) (24)

holds for continuous function Φ ∈ Kc
1(I) and LT(Φ, f1, f2, 1, 1; µ∆) denotes the non-weighted

Levinson’s functional on time scales. If conditions (21), (23) are fulfilled and condition (22) is
replaced by

σ1( f1, max{m1, m2} − w1) = σ2( f2, max{m1, m2} − w2) (25)

then
LT(Φ, f1, f2, w1, w2; µ∆) ≤ max{m1, m2}LT(Φ, f1, f2, 1, 1; µ∆). (26)

If continuous function Φ belongs to Kc
2(I) then (24) and (26) are reversed.

Proof. In order to prove (24), we use the monotonicity property (20), taking φi(x) =
min{m1, m2}, x ∈ [ai, bi], i = 1, 2. Since wi(x) ≥ min{m1, m2}, i = 1, 2, applying (20),
we obtain

LT(Φ, f1, f2, w1, w2; µ∆) ≥ LT(Φ, f1, f2, min{m1, m2}, min{m1, m2}; µ∆)

= min{m1, m2}LT(Φ, f1, f2, 1, 1; µ∆)

thus, inequality (24) holds. Inequality (26) follows from the same reasoning.

Remark 3. Rewritting inequalities (24) and (7) in expanded forms, it can easily be seen that
inequality (24) represents a refinement of the Levinson inequality (7) in Theorem 3 and inequality
(26) yields a converse of (7).

Example 1. Taking in (9) that T = Z, [a1, b1] = {1, 2, . . . , n}, [a2, b2] = {1, 2, . . . , m}, n, m ∈
N and f1(i) = xi, w1(i) = w1i, f2(j) = yj, w2(j) = w2j, i ∈ {1, 2, . . . , n}, j ∈ {1, 2, . . . , m}, we
obtain the following discrete form of Levinson’s functional (9)

L(Φ, x, y, w1, w2) = J (Φ, y, w2)−J (Φ, x, w1)

=
m

∑
j=1

w2jΦ
(
yj
)
−

n

∑
i=1

w1iΦ(xi) +
n

∑
i=1

w1iΦ




n
∑

i=1
w1ixi

n
∑

i=1
w1i


−

m

∑
j=1

w2jΦ




m
∑

j=1
w2jyj

m
∑

j=1
w2j




where I is an interval, c ∈ I0, Φ ∈ Kc
1(I), x = (x1, . . . , xn) ∈ I ∩ (−∞, c], y = (y1, . . . , ym) ∈

I ∩ [c,+∞), w1 = (w11, . . . , w1n) ∈ Rn
+, w2 = (w21, . . . , w2m) ∈ Rm

+. Under these notations, if

n

∑
i=1

w1ix2
i −

(
n
∑

i=1
w1ixi

)2

n
∑

i=1
w1i

≤
m

∑
j=1

w2jy2
j −

(
m
∑

j=1
w2jyj

)2

m
∑

j=1
w2j

, (27)

n

∑
i=1

(w1i − γ)x2
i −

(
n
∑

i=1
(w1i − γ)xi

)2

n
∑

i=1
(w1i − γ)

≤
m

∑
j=1

(
w2j − γ

)
y2

j −

(
m
∑

j=1

(
w2j − γ

)
yj

)2

m
∑

j=1

(
w2j − γ

) (28)

and

n

∑
i=1

x2
i −

(
n
∑

i=1
xi

)2

n
≤

m

∑
j=1

y2
j −

(
m
∑

j=1
yj

)2

m
, (29)
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then
L(Φ, x, y, w1, w2) ≥ γL(Φ, x, y, 1, 1)

where γ = min{w1i, w2j : 1 = 1, . . . , n; j = 1, . . . , m}. If conditions (27) and (29) are true and
(28) is replaced by

n

∑
i=1

(Γ− w1i)x2
i −

(
n
∑

i=1
(Γ− w1i)xi

)2

n
∑

i=1
(Γ− w1i)

≤
m

∑
j=1

(
Γ− w2j

)
y2

j −

(
m
∑

j=1

(
Γ− w2j

)
yj

)2

m
∑

j=1

(
Γ− w2j

) (30)

where Γ = max{w1i, w2j : 1 = 1, . . . , n; j = 1, . . . , m}, then

L(Φ, x, y, w1, w2) ≤ ΓL(Φ, x, y, 1, 1)

In the case when n = m, w1i = w2i, i = 1, . . . , n and the condition (1) is fulfilled, i.e., the
distribution of points xi, yi around the c is symmetric, then (27)–(30) hold with equality signs.

Example 2. Suppose T = R and ai, bi ∈ R, i = 1, 2. Then, the Levinson functional (9) becomes

b2∫

a2

w2(t)[Φ( f2(t))] dµ(t)−
b2∫

a2

w2(t) dµ(t) ·Φ




b2∫
a2

w2(t) f2(t) dµ(t)

b2∫
a2

w2(t) dµ(t)




−
b1∫

a1

w1(t)[Φ( f1(t))] dµ(t) +
b1∫

a1

w1(t) dµ(t) ·Φ




b1∫
a1

w1(t) f1(t) dµ(t)

b1∫
a1

w1(t) dµ(t)




,

where wi : [ai, bi] → R are non-negative integrable functions such that
bi∫

ai

wi(t) dµ(t) > 0,

fi : [ai, bi]→ R are integrable and Φ ∈ Kc
1(I).

4. Applications to Weighted Generalized Means

Weighted generalized mean is defined in [17] as follows.

Definition 6. Let χ ∈ C(I,R) be strictly monotone, I ⊂ R is an interval. Assume f : [a, b]→ I

is ∆-integrable and w : [a, b] → R is non-negative and ∆-integrable such that
b∫
a

w dµ∆ > 0.

Weighted generalized mean on time scales is defined as

Mχ( f , w; µ∆) = χ−1




b∫
a

w(χ ◦ f ) dµ∆

b∫
a

w dµ∆




provided that all integrals are well defined.

Applying the definition of Levinson’s functional on time scales, in the following
theorem, we establish new Levinson’s type functional in the terms of generalized means
and prove its properties. The obtained properties can be used to improve some known
inequalities on time scales.
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Theorem 6. Assume χ, ψ ∈ C(I,R) are strictly monotone, I ⊂ R is an interval. Let wi, φi, fi
satisfy the hypotheses of Theorem 4 for i = 1, 2 such that the functional

b2∫

a2

w2 dµ∆ ·
[
χ(Mχ( f2, w2; µ∆))− χ

(
Mψ( f2, w2; µ∆)

)]

−
b1∫

a1

w1 dµ∆ ·
[
χ(Mχ( f1, w1; µ∆))− χ

(
Mψ( f1, w1; µ∆)

)]

+
λ

2
· [σ2(ψ ◦ f2, w2)− σ1(ψ ◦ f1, w1)] (31)

is well defined. Denoting (31) by G( f1, f2, w1, w2; µ∆), we obtain that if χ ◦ ψ−1 is convex and
following conditions are fulfilled:

σ1(ψ ◦ f1, w1) = σ2(ψ ◦ f2, w2), (32)

σ1(ψ ◦ f1, φ1)− σ1(ψ ◦ f1, w1 + φ1) = σ2(ψ ◦ f2, φ2)− σ2(ψ ◦ f2, w2 + φ2), (33)

then (31) is superadditive, i.e.,

G( f1, f2, w1 + φ1, w2 + φ2; µ∆) ≥ G( f1, f2, w1, w2; µ∆) + G( f1, f2, φ1, φ2; µ∆). (34)

Moreover, if χ ◦ ψ−1 is concave, then (31) is subadditive, that is, inequality (34) holds in reverse order.

Proof. We start by replacing, in definition (12) of Levinson’s functional on time scales,
function F by χ ◦ ψ−1 and function fi by ψ ◦ fi, i = 1, 2. It follows that

LT(Φ, ψ ◦ f1, ψ ◦ f2, w1, w2; µ∆) = JT
(

χ ◦ ψ−1, ψ ◦ f2, w2; µ∆

)

−JT
(

χ ◦ ψ−1, ψ ◦ f1, w1; µ∆

)
+

λ

2
· [σ2(ψ ◦ f2, w2)− σ1(ψ ◦ f1, w1)]

=

b2∫

a2

w2 ·
[(

χ ◦ ψ−1
)
· (ψ ◦ f2)

]
dµ∆ −

b2∫

a2

w2 dµ∆ ·
(

χ ◦ ψ−1
)
◦




b2∫
a2

w2 · (ψ ◦ f2) dµ∆

b2∫
a2

w2 dµ∆




−
b1∫

a1

w1

[(
χ ◦ ψ−1

)
· (ψ ◦ f1)

]
dµ∆ −

b1∫

a1

w1 dµ∆ ·
(

χ ◦ ψ−1
)
◦




b1∫
a1

w1 · (ψ ◦ f1) dµ∆

b1∫
a1

w1 dµ∆




+
λ

2
· [σ2(ψ ◦ f2, w2)− σ1(ψ ◦ f1, w1)]
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(according to Definition 6 and condition (32), we continue as follows)

=

b2∫

a2

w2 · (χ ◦ f2) dµ∆ −
b2∫

a2

w2 dµ∆ · χ
(
Mψ( f2, w2; µ∆)

)

−
b1∫

a1

w1 · (χ ◦ f1) dµ∆ +

b1∫

a1

w1 dµ∆ · χ
(
Mψ( f1, w1; µ∆)

)

=

b2∫

a2

w2 dµ∆ · χ(Mχ( f2, w2; µ∆))−
b2∫

a2

w2 dµ∆ · χ
(
Mψ( f2, w2; µ∆)

)

−
b1∫

a1

w1 dµ∆ · χ(Mχ( f1, w1; µ∆)) +

b1∫

a1

w1 dµ∆ · χ
(
Mψ( f1, w1; µ∆)

)

=

b2∫

a2

w2 dµ∆ ·
[
χ(Mχ( f2, w2; µ∆))− χ

(
Mψ( f2, w2; µ∆)

)]

−
b1∫

a1

w1 dµ∆ ·
[
χ(Mχ( f1, w1; µ∆))− χ

(
Mψ( f1, w1; µ∆)

)]

Now, the superadditivity property (34) follows immediately from Theorem 4 and conditions
(32) and (33).

Corollary 2. Assume χ, ψ ∈ C(I,R) are strictly monotone, I ⊂ R is an interval. Let wi, φi, fi
satisfy the hypotheses of Theorem 4 for i = 1, 2 such that the functional G( f1, f2, w1, w2; µ∆)
defined by (31) is well defined. If

σ1(ψ ◦ f1, w1 − φ1) = σ2(ψ ◦ f2, w2 − φ2) (35)

and
σ1(ψ ◦ f1, φ1)− σ1(ψ ◦ f1, w1) = σ2(ψ ◦ f2, φ2)− σ2(ψ ◦ f2, w2) (36)

then, the Levinson’s type functional (31) is increasing, that is, wi ≥ φi for i = 1, 2, implies

G( f1, f2, w1, w2; µ∆) ≥ G( f1, f2, φ1, φ2; µ∆). (37)

Moreover, if χ ◦ ψ−1 is concave, then (31) is decreasing, that is, inequality (37) holds in reverse order.

Proof. Monotonicity property (37) follows from the proof of Theorem 6, monotonicity
properties of the Levinson functional on time scales obtained in Corollary 1 and conditions
(35) and (36).

In the next definition, we introduce weighted generalized power mean ([17]).

Definition 7. Suppose r ∈ R, I ⊂ R is an interval. Assume f : [a, b] → I is positive and ∆-

integrable and w : [a, b]→ R is non-negative and ∆-integrable such that
b∫
a

w dµ∆ > 0. Weighted

generalized power mean on time scales is defined as

31



Axioms 2023, 12, 141

M[p]( f , w; µ∆) =








b∫
a

w f p dµ∆

b∫
a

w dµ∆


, p 6= 0,

exp




b∫
a

w ln( f ) dµ∆

b∫
a

w dµ∆


, p = 0.

provided that all integrals are well defined.

The following theorem establishes another Levinson’s type functional in terms of gen-
eralized power mean and proves its properties using the functional obtained in Theorem 6.

Theorem 7. Let p, q ∈ R and p 6= 0. Assume wi, φi, fi satisfy the hypotheses of Theorem 4 for
i = 1, 2 such that the functional

b2∫

a2

w2 dµ∆ ·
{[
M[q]( f2, w2; µ∆)

]q
−
[
M[p]( f2, w2; µ∆)

]q}

−
b1∫

a1

w1 dµ∆ ·
{[
M[q]( f1, w1; µ∆)

]q
−
[
M[p]( f1, w1; µ∆)

]q}

+
λ

2
· [σ2( f2

p, w2)− σ1( f1
p, w1)] (38)

is well defined. Denoting (38) by P( f1, f2, w1, w2; µ∆), we obtain that if max{0, p} < q <
min{0, p} and the following conditions are fulfilled:

σ1( f1
p, w1) = σ2( f2

p, w2), (39)

σ1( f1
p, φ1)− σ1( f1

p, w1 + φ1) = σ2( f2
p, φ2)− σ2( f2

p, w2 + φ2), (40)

then (38) is superadditive, i.e.,

P( f1, f2, w1 + φ1, w2 + φ2; µ∆) ≥ P( f1, f2, w1, w2; µ∆) + P( f1, f2, φ1, φ2; µ∆). (41)

If 0 < q < p or p < q < 0, then (38) is subadditive, that is, inequality (41) holds in reverse order.

Proof. Substituting in (31) that χ(x) = xq and ψ(x) = xp, x > 0, if p 6= 0, we obtain

(38). Since now
(
χ ◦ ψ−1)(x) = x

q
p and

(
χ ◦ ψ−1)′′ = g(q−p)

p2 x
q
p−2, we conclude that,

if max{0, p} < q < min{0, p}, then χ ◦ ψ−1 is convex and if 0 < q < p or p < q < 0, then
χ ◦ ψ−1 is concave so property (41) follow from Theorem 6. If p = 0, then taking χ(x) = xq

and ψ(x) = ln(x), x > 0 in Theorem 6, we obtain
(
χ ◦ ψ−1)(x) = xqx so χ ◦ ψ−1 is convex

for q 6= 0 and results follow from Theorem 6.

Corollary 3. Assume p, q ∈ R and p 6= 0. Let wi, φi, fi satisfy the hypotheses of Theorem 4 for
i = 1, 2 such that the functional P( f1, f2, w1, w2; µ∆) defined by (38) is well defined. If

σ1( f1
p, w1 − φ1) = σ2( f2

p, w2 − φ2) (42)

and
σ1( f1

p, φ1)− σ1( f1
p, w1) = σ2( f2

p, φ2)− σ2( f2
p, w2) (43)

then the functional (38) is increasing, that is, wi ≥ φi for i = 1, 2, implies

P( f1, f2, w1, w2; µ∆) ≥ P( f1, f2, φ1, φ2; µ∆). (44)

32



Axioms 2023, 12, 141

If 0 < q < p or p < q < 0, then (38) is decreasing, that is, inequality (44) holds in reverse order.

Proof. Monotonicity property (44) follows from the proof of Theorem 7, monotonicity
properties of the Levinson functional on time scales obtained in Corollary 1 and conditions
(42) and (43).

5. Conclusions

In this paper, we established the Levinson functional on time scales utilizing integral
inequality of Levinson’s type in the terms of ∆- integral for convex (concave) functions
on time scale sets and proved the properties of superadditivity and monotonicity. Using
obtained properties, we derived the bounds of the Levinson’s functional on time scales.
Applying the same methods in the rest of the article, we constructed new Levinson’s types
of functionals using weighted generalized and power means on time scales and proved
their properties regarding superadditivity and monotonicity. In future investigations, using
the same reasoning as in Theorem 5, the bounds for the functionals in Theorem 6 and
Theorem 7 can be obtained. Furthermore, a new type of functionals can be constructed
using the methods of Theorem 6 and Theorem 7 and some specific forms of functions χ
and ψ, and then properties of superadditivity and monotonicity can be easily proved as
well as the bounds of obtained new functionals. Derived properties can then be used to
improve some known inequalities on time scales.
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Abstract: In this paper, we consider several classes of mappings related to the class of α-z-contraction
mappings by introducing a convexity condition and establish some fixed-point theorems for such
mappings in complete metric spaces. The present result extends and generalizes the well-known
results of α-admissible and convex contraction mapping and many others in the existing literature.
An illustrative example is also provided to exhibit the utility of our main results. Finally, we derive
the existence and uniqueness of a solution to an integral equation to support our main result and
give a numerical example to validate the application of our obtained results.

Keywords: α-admissible; z-contraction; fixed point; α∗-admissible; α-z-convex contraction; integral
equation

MSC: 47H10; 54H25

1. Introduction and Preliminaries

In recent years, a great number of papers have presented generalizations of the well-
known Banach–Picard contraction principle. Čirić [1] investigated the generalized contrac-
tion and extension of Banach’s contraction to combine x, y, Tx, and Ty of all six possible
values for all x, y ∈ X and T a self-mapping on a metric space. In 1982, Istrătescu [2] pro-
posed a generalization of seven contraction principle values by introducing a “convexity”
condition for the mapping iterates. He deduced that these conditions might be adapted
for other classes of mappings to obtain some extensions of known fixed-point results. Al-
ghamdi et al. [3] proved a generalization of the Banach contraction principle to the class of
convex contractions in non-normal cone metric spaces. In 2015, Miculescu et al. [4] obtained
a generalization of Istrăţescu’s fixed-point theorem concerning convex contractions. In
2017, Miculescu et al. [5] obtained a generalization of Matkowski’s fixed-point theorem
and Istrăţescu’s fixed-point theorem of convex contraction of a comparison function φ such
that d( f [m](x), f [m](y)) ≤ φ(max d(x, y), d( f (x), f (y)), . . . , d( f [m−1](x), f [m−1](y))) for all
x, y ∈ X. Latif et al. [6] introduced the new concepts of partial generalized convex contrac-
tions and partial generalized convex contractions of order two. Moreover, they established
some approximate fixed-point results in a metric space endowed with an arbitrary binary
relation and some approximate fixed-point results in a metric space endowed with a graph.
In 2022, Latif et al. [7] established fixed points in the setting of metric spaces for generalized
multivalued contractive mappings with respect to the wb-distance . In 2013, Miandaragh
et al. [8] expanded the concept of convex contractions to generalized convex contractions
and generalized convex contractions of order two. In the same year, they proved some
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approximate fixed-point results in the setting of generalized α-convex contractive mapping
in [9]. Wardowski [10] introduced the F-contraction and proved a new fixed-point theorem
concerning the F-contraction. Samet et al. [11] introduced a new concept of α–ψ-contractive-
type mappings and established fixed-point theorems for such mappings in complete metric
spaces. Asem and Singh proved some fixed-point theorems on a Meir–Keeler proximal
contraction for non-self-mappings in [12]. Following that [13,14], Karapinar established
some fixed-point theorems in different metric spaces for the concept of α-admissible map-
ping. Recently, Khan et al. [15] discussed the concepts of (α, p)-convex contraction and
asymptotically T2-regular sequence and demonstrated that an (α, p)-convex contraction
reduced to a two-sided convex contraction. Yildirim [16] introduced a definition of the
F-Hardy–Rogers contraction of Nadler type and also proved some fixed-point theorems for
such mappings using Mann’s iteration process in complete convex b-metric spaces. Singh
et al. [17] discussed an α-z-convex contraction of six possible values (without rational
type) in complete metric spaces. Eke et al. [18] introduced the convexity condition to
some classes of contraction mappings, such as the Chatterjea contractive mapping and
the Hardy and Rogers contractive mapping, and proved the fixed points of these maps in
complete metric spaces. Following that, some works on the generalization of such classes
of mappings in the setting of various spaces [19–34] appeared.

Singh et al. [17] discussed an α-z-convex contraction of six possible values (without
rational type) and proved the fixed points of these maps in complete metric spaces. In this
paper, we extend and generalize their main theorem into an α-z-convex contraction of
seven possible values (with rational type) in the setting of complete metric spaces inspired
and motivated by Singh et al. [17]. Examples and applications to integral equations are
provided to illustrate the usability of our obtained results.

Throughout this paper, we use the following notations: R represents (−∞,+∞), R+

is (0,+∞), and R0
+ represents [0,+∞).

Definition 1 ([11]). Let Γ : Λ→ Λ be a self-mapping on a nonvoid set Λ and α : Λ×Λ→ [0, ∞)
be a mapping. Then, Γ is said to be α-admissible if for all η,m ∈ Λ, α(η,m) ≥ 1⇒ α(Γη, Γm) ≥ 1.

Example 1. Let Λ = (−∞, ∞) and define Γ : Λ→ Λ by

Γη =

{
ln|η|, if η 6= 0;
3, else.

Define α : Λ×Λ→ [0, ∞) by

α(η,m) =

{
3, if η ≥ m;
0, else.

Then, Γ is α-admissible as α(η,m) ≥ 1⇒ α(Γη, Γm) ≥ 1 for η ≥ m and α(η,m) = α(m, η),
for all η = m.

Definition 2 ([13]). Let Γ : Λ → Λ be a self-mapping and α : Λ × Λ → (−∞,+∞) be a
mapping. Then, we say that Γ is triangular α-admissible if

(Γ1) α(η,m) ≥ 1⇒ α(Γη, Γm) ≥ 1, for all η,m ∈ Λ;
(Γ2) α(η, o) ≥ 1 and α(o,m) ≥ 1 imply α(η,m) ≥ 1, for all η,m, o ∈ Λ.

Example 2. Let Λ = [0,+∞), Γη = η2 + eη and

α(η,m) =

{
1, if η,m ∈ [0, 1];
0, else.

Hence, Γ is a triangular α-admissible mapping.
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Definition 3 ([14]). Let Λ 6= ∅ and let Γ be an α-admissible mapping on Λ. Then, Λ has the
property (H) if for each η,m ∈ Fix(Γ), there exists o ∈ Λ such that α(η, o) ≥ 1 and α(o,m) ≥ 1.

Definition 4 ([17]). An α-admissible mapping Γ is said to be α∗-admissible, if for each η,
m ∈ Fix(Γ) 6= ∅, we get α(η,m) ≥ 1. If Fix(Γ) = ∅, then Γ is called vacuously α∗-admissible.

Example 3. Let Λ = [0, ∞) and Γ : Λ → Λ by Γη = 3 + η, for all η ∈ Λ. Define a mapping
α : Λ×Λ→ [0, ∞) by

α(η,m) =

{
e(η−m), if η ≥ m;
0, else.

Then, Γ is α-admissible. Since Γ has no fixed point, we have Fix(Γ) = ∅, and Γ is vacuously
α∗-admissible.

Example 4. Let Λ = [0, ∞) and Γ : Λ → Λ by Γη = η3

9 , for all η ∈ Λ. Define α : Λ×Λ →
[0, ∞) by

α(η,m) =

{
1, if η,m ∈ [0, 3];
0, else.

Clearly, Γ is α-admissible and Fix(Γ) = {0, 3}. Then, Γ is α∗-admissible.

Example 5. Let Λ = [0, ∞) and define Γ : Λ → Λ by Γη =
√

η(η2+6)
5 , for all η ∈ Λ. Define

α : Λ×Λ→ [0, ∞) by

α(η,m) =

{
1, if η,m ∈ [0, 2];
0, else.

Clearly, Γ is α-admissible and Fix(Γ) = {0, 2, 3}. Note that Γ is not α∗-admissible, since
α(η, 3) = 0 for η ∈ {0, 2}.

Definition 5 ([10]). For a nonvoid set Λ, a function Q : Λ×Λ → R0
+ is said to be metric if it

satisfies the following conditions:

1. Q(η,m) ≥ 0 and Q(η,m) = 0 if and only if η = m.
2. Q(η,m) = Q(m, η), for all η,m ∈ Λ.
3. Q(η,m) ≤ Q(η, o) +Q(o,m), for all η,m, o ∈ Λ.

In addition, the pair (Λ,Q) is called a metric space.

Definition 6 ([10]). Let z ∈ = be the set of all mappings z : R+ → R satisfying the stipulations:

(F1) z is strictly nondecreasing, i.e., for all δ, ε ∈ R+ such that δ < ε =⇒ z(δ) < z(ε);
(F2) For each sequence {δβ}β∈N, lim

β→∞
δβ = 0⇔ lim

β→∞
z(δβ) = −∞;

(F3) There exists k ∈ (0, 1) such that lim
δ→0+

δkz(δ) = 0.

Definition 7 ([10]). A mapping Γ : Λ → Λ is said to be an z-contraction on a metric space
(Λ,Q) if there exists z ∈ = and µ > 0 such that for all η,m ∈ Λ,

Q(Γη, Γm) > 0 =⇒ µ +z(Q(Γη, Γm)) ≤ z(Q(η,m)). (1)

Example 6 ([10]). The following functions z : R+ → R are in =:

(i) z(δ) = lnδ;
(ii) z(δ) = lnδ + δ;
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(iii) z(δ) = −1√
δ
;

(iv) z(δ) = ln(δ2 + δ).

The following theorem was proved by Wardowski [10].

Theorem 1 ([10]). Let (Λ,Q) be a complete metric space and Γ : Λ → Λ be an z-contraction.
Then, we get

(i) o ∈ Λ is the unique fixed point of Γ;
(ii) For all η ∈ Λ, the sequence {Γβη} is convergent to o ∈ Λ.

Definition 8 ([1]). Let Γ be a self-mapping on a metric space (Λ,Q). Then, we say that Γ is
orbitally continuous on Λ if lim

k→∞
Γβkη = o implies that lim

k→∞
Γβkη = Γo.

Let Γ : Λ → Λ be a self-mapping on a nonvoid set Λ. Define Fix(Γ) = {η : Γη =
η, f or all η ∈ Λ}.

We establish some fixed-point theorems on an α-z-convex contraction of possible
seven values included rational type with an application to integral equations, inspired by
Singh et al. [17].

2. Main Results

First, we introduce the concept of “α-z-convex contraction” with examples.

Definition 9. A self-mapping Γ on Λ is said to be an α-z-convex contraction, if there exist two
functions α : Λ×Λ→ [0, ∞) and z ∈ = such that for all η,m ∈ Λ,

Q[(Γ2η, Γ2m) > 0 =⇒ µ +z(α(η,m)Q[(Γ2η, Γ2m)) ≤ z(p[(η,m)), (2)

where [ ∈ [1, ∞), µ > 0 and

p[(η,m) = max{Q[(η,m),Q[(η, Γη),Q[(Γη, Γ2η),Q[(m, Γm),Q[(Γm, Γ2m),

Q[(η, Γm) +Q[(m, Γη)

2
,
Q[(Γη, Γ2m) +Q[(Γm, Γ2η)

2
}. (3)

Example 7. Let z(x) = ln(x), x > 0. Obviously, z ∈ =. Let Γ be a self-mapping on a metric
space (Λ,Q). We postulate that the convex contraction of type 2 ([2]) putting α(η,m) = 1, for all
η,m ∈ Λ, e−µ = k = ∑7

k=1 αk < 1 and αk ≥ 0 for all k = 1, 2, ..., 7.

Q(Γ2η, Γ2m) ≤ α1Q(η,m) + α2Q(η, Γη) + α3Q(Γη, Γ2η)

+ α4Q(m, Γm) + α5Q(Γm, Γ2m) + α6

(Q(η, Γm) +Q(m, Γη)

2

)

+ α7

(Q(Γη, Γ2m) +Q(Γm, Γ2η)

2

)
,

where η,m ∈ Λ with η 6= m. Then, we obtain

α(η,m)Q(Γ2η, Γ2m) = Q(Γ2η, Γ2m)

≤
7

∑
k=1

αk max
{
Q(η,m),Q(η, Γη),Q(Γη, Γ2η),Q(m, Γm),Q(Γm, Γ2m),

Q(η, Γm) +Q(m, Γη)

2
,
Q(Γη, Γ2m) +Q(Γm, Γ2η)

2

}
,
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which implies that

α(η,m)Q(Γ2η, Γ2m) ≤ kp1(η,m) = e−µp1(η,m).

Applying the natural logarithm on both sides, we get

µ +z(α(η,m)Q(Γ2η, Γ2m)) ≤ z(p1(η,m)).

Therefore,

Q(Γ2η, Γ2m) > 0 =⇒ µ +z(α(η,m)Q(Γ2η, Γ2m)) ≤ z(p1(η,m)),

for all η,m ∈ Λ. We conclude that Γ is an α-z-convex contraction with [ = 1.

Example 8. Let Λ = [0, 1] with Q(η,m) = |η − m|. Define a mapping Γ : Λ → Λ by

Γη = η2

2 + 5
16 , for all η ∈ Λ with α(η,m) = 1, for all η,m ∈ Λ. Then, Γ is α-admissible. Now, we

get Γ is nonexpansive, since we obtain

|Γη − Γm| = 1
2
|η2 −m2| ≤ |η −m|, f or all η,m ∈ Λ.

Setting z ∈ = such that z(x) = ln x, x > 0. Then, for all η,m ∈ Λ with η 6= m, we obtain

α(η,m)|Γ2η, Γ2m| = |Γ2η, Γ2m|

=
1

512
(|(64η4 + 80η2 − 64m4 − 80m2)|)

≤ 1
512

(64|η4 −m4|+ 80|η2 −m2|)

≤ 1
2
|Γη − Γm|+ 5

16
|η −m|

≤ 13
16

max{|Γη − Γm|, |η −m|}

≤ e−µp1(η,m),

where −µ = ln( 13
16 ). Applying the logarithm on both sides, we have

µ +z(α(η,m)Q(Γ2η, Γ2m)) ≤ z(p1(η,m)).

We conclude that Γ is an α-z-convex contraction with [ = 1.

Example 9. Define Γ : [0, 1] → [0, 1] by Γη = 1−η2

2 , for all η ∈ [0, 1] and α(η,m) = 1, for all
η,m ∈ [0, 1], with usual metric Q(η,m) = |η −m|. Then, Γ is α-admissible. Setting z ∈ = such
that z(x) = lnx, x > 0. Then, for all η,m ∈ [0, 1] with η 6= m, we obtain

|Γη, Γm| = 1
2
|η2 −m2| ≤ |η −m|
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and

α(η,m)|Γ2η, Γ2m| = |Γ2η, Γ2m|

=
1
8
(|2η2 − η4 − 2m2 +m4|)

=
1
8
(2|η2 −m2|+ |η4 −m4|)

≤ 1
2
|η −m|+ 1

4
|η2 −m2|

=
1
2
|η −m|+ 1

2
|Γη − Γm|

≤ 1. max{|η −m|, |Γη − Γm|}
≤ e−µp1(η,m).

where −µ = ln(1). Applying the logarithm on both sides, we get

µ +z(α(η,m)Q(Γ2η, Γ2m)) ≤ z(p1(η,m)).

However, by µ = − ln(1), there does not exist any µ > 0 such that

µ +z(α(η,m)Q(Γ2η, Γ2m)) ≤ z(p1(η,m)).

Therefore, Γ is not an α-z-convex contraction with [ = 1. Now, we see

|Γη − Γm|2 =
1
4
|η2 −m2|2 ≤ |η −m|2

and

α(η,m)(|Γ2η, Γ2m|2) = 1
64
|2η2 − η4 − 2m2 +m4|2

≤ 1
64

(4|η2 −m2|2 + |η4 −m4|2)

=
1
16
|η2 −m2|2 + 1

64
|η4 −m4|2

≤ 1
4
|η −m|2 + 1

16
|η2 −m2|2

≤ 5
16

max{|η −m|2, |Γη − Γm|2}

≤ 5
16

p2(η,m)

= e−µp2(η,m).

Applying the logarithm on both sides, we get

µ +z(α(η,m)Q(Γ2η, Γ2m)) ≤ z(p2(η,m)),

where −µ = ln 5
16 . Therefore, Γ is an α-z-convex contraction with [ = 2.

Now, first, we prove the Lemma through an α-z-convex contraction.

Lemma 1. Let (Λ,Q) be a complete metric space, Γ : Λ→ Λ a given map, and let α : Λ×Λ→
[0, ∞) be a mapping. Suppose that the following affirmations hold:

(i) There exists [ ∈ [1, ∞) and µ > 0 such that for all η,m ∈ Λ,

Q[(Γ2η, Γ2m) > 0 =⇒ µ +z(α(η,m)Q[(Γ2η, Γ2m)) ≤ z(p[(η,m)),
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where

p[(η,m) = max{Q[(η,m),Q[(η, Γη),Q[(Γη, Γ2η),Q[(m, Γm),Q[(Γm, Γ2m),

Q[(η, Γm) +Q[(m, Γη)

2
,
Q[(Γη, Γ2m) +Q[(Γm, Γ2η)

2
}.

(ii) Γ is α-admissible;
(iii) There exists η0 ∈ Λ such that α(η0, Γη0) ≥ 1.

Define a sequence {ηβ} in Λ by ηβ+1 = Γηβ = Γβ+1η0, for all β ≥ 0, then {Q[(ηβ, ηβ+1)}
is a strictly decreasing sequence in Λ.

Proof. Let η0 ∈ Λ be such that α(η0, Γη0) ≥ 1 and define a sequence {ηβ} by ηβ+1 = Γηβ,
for all β ∈ N∪ {0}. By (ii), we have

α(η0, η1) = α(η0, Γη0) ≥ 1⇒ α(η2, η3) = α(Γη1, Γ2η0) ≥ 1.

Inductively, we obtain α(ηβ, ηβ+1) ≥ 1, for all β ≥ 0. Postulating that ηβ 6= ηβ+1 for all
β ≥ 0, then Q[(ηβ, ηβ+1) > 0, for all β ≥ 0. Let v = max{Q[(η0, η1),Q[(η1, η2)}. From (3),
taking η = η0 and m = η1, we obtain

p[(η0, η1) = max{Q[(η0, η1),Q[(η0, Γη0),Q[(Γη0, Γ2η0),Q[(η1, Γη1),Q[(Γη1, Γ2η1),

Q[(η0, Γη1) +Q[(η1, Γη0)

2
,
Q[(Γη0, Γ2η1) +Q(Γη1, Γ2η0)

2
}

= max{Q[(η0, η1),Q[(η0, η1),Q[(η1, η2),Q[(η1, η2),Q[(η2, η3),

Q[(η0, η2) +Q[(η1, η1)

2
,
Q[(η1, η3) +Q(η2, η2)

2
}

= max{Q[(η0, η1),Q[(η1, η2),Q[(η2, η3),
Q[(η0, η2)

2
,
Q[(η1, η3)

2
}

= max{Q[(η0, η1),Q[(η1, η2),Q[(η2, η3)}. (4)

By (F1) and α(η0, η1) ≥ 1, by (2) and (4), we obtain

z(Q[(η2, η3)) = z(Q[(Γ2η0, Γ2η1))

≤ z(α(η0, η1)Q[(Γ2η0, Γ2η1))

≤ z(p[(η0, η1))− µ

= z(max{Q[(η0, η1),Q[(η1, η2),Q[(η2, η3)})− µ

≤ z(max{v,Q[(η2, η3)})− µ. (5)

If max{v,Q[(η2, η3)} = Q[(η2, η3), then (5) gives

z(Q[(η2, η3)) ≤ z(Q[(η2, η3))− µ < z(Q[(η2, η3)).

This is a contradiction. It follows that

z(Q[(η2, η3)) ≤ z(v)− µ < z(v).

Since µ > 0 and by (F1), we have

Q[(η2, η3) < v = max{Q[(η0, η1),Q[(η1, η2)}.
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Again, by (3) with η = η1 and m = η2, we get

p[(η1, η2) = max{Q[(η1, η2),Q[(η1, Γη1),Q[(Γη1, Γ2η1),Q[(η2, Γη2),Q[(Γη2, Γ2η2),

Q[(η1, Γη2) +Q[(η2, Γη1)

2
,
Q[(Γη1, Γ2η2) +Q(Γη2, Γ2η1)

2
}

= max{Q[(η1, η2),Q[(η1, η2),Q[(η2, η3),Q[(η2, η3),Q[(η3, η4),

Q[(η1, η3) +Q[(η2, η2)

2
,
Q[(η2, η4) +Q(η3, η3)

2
}

= max{Q[(η1, η2),Q[(η2, η3),Q[(η3, η4),
Q[(η1, η3)

2
,
Q[(η2, η4)

2
}

= max{Q[(η1, η2),Q[(η2, η3),Q[(η3, η4)}. (6)

By (2) and (6), we obtain

z(Q[(η3, η4)) = z(Q[(Γ2η1, Γ2η2))

≤ z(α(η1, η2)Q[(Γ2η1, Γ2η2))

≤ z(p[(η1, η2))− µ

= z(max{Q[(η1, η2),Q[(η2, η3),Q[(η3, η4)})− µ.

If max{Q[(η1, η2),Q[(η2, η3),Q[(η3, η4)} = Q[(η3, η4), then we obtain

z(Q[(η3, η4)) ≤ z(Q[(η3, η4))− µ < z(Q[(η3, η4)),

which is a contradiction. We obtain

max{Q[(η1, η2),Q[(η2, η3)} > Q[(η3, η4).

Therefore,

v > Q[(η2, η3) > Q[(η3, η4).

Inductively, continuing in this way, we prove that the sequence {Q[(ηβ, ηβ+1)} is
strictly decreasing in Λ.

Theorem 2. Let (Λ,Q) be a complete metric space, Γ : Λ→ Λ a given map, and let α : Λ×Λ→
[0, ∞) be a mapping. Suppose that the following affirmations hold:

(i) There exists [ ∈ [1, ∞) and µ > 0 such that for all η,m ∈ Λ,

Q[(Γ2η, Γ2m) > 0 =⇒ µ +z(α(η,m)Q[(Γ2η, Γ2m)) ≤ z(p[(η,m)),

where

p[(η,m) = max{Q[(η,m),Q[(η, Γη),Q[(Γη, Γ2η),Q[(m, Γm),Q[(Γm, Γ2m),

Q[(η, Γm) +Q[(m, Γη)

2
,
Q[(Γη, Γ2m) +Q[(Γm, Γ2η)

2
}.

(ii) Γ is α-admissible;
(iii) There exists η0 ∈ Λ such that α(η0, Γη0) ≥ 1;
(iv) Γ is continuous or orbitally continuous on Λ.

Then, Γ has a fixed point in Λ. Further, if Γ is α∗-admissible, then Γ has a unique fixed
point o ∈ Λ. Moreover, for any η0 ∈ Λ if ηβ+1 = Γβ+1η0 6= Γηβ, for all β ∈ N ∪ {0}, then
lim

β→∞
Γβη0 = o.
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Proof. Let η0 ∈ Λ be such that α(Γη0, η0) ≥ 1 and construct a sequence {ηβ} by ηβ+1 = Γηβ,
for all β ∈ N ∪ {0}. If ηβ0 = ηβ0+1, i.e., Γηβ0 = ηβ0 for some β0 ∈ N ∪ {0}, then ηβ0 is a
fixed point of Γ.

Now, we postulate that ηβ 6= ηβ+1 ∀ β ≥ 0. Then, Q[(ηβ, ηβ+1) > 0, for all
β ≥ 0. By (ii), we have α(η0, Γη0) ≥ 1 ⇒ α(η1, η2) = α(Γη0, Γ2η0) ≥ 1. Therefore,
inductively, we show that α(ηβ, ηβ+1) = α(Γβη0, Γβ+1η0) ≥ 1, for all β ≥ 0. Letting
v = max{Q[(η0, η1),Q[(η1, η2)}.

Now, from (3), taking η = ηβ−2 and m = ηβ−1 with β ≥ 2, we have

p[(ηβ−2, ηβ−1) = max{d[(ηβ−2, ηβ−1), d[(ηβ−2, Γηβ−2), d[(Γηβ−2, Γ2ηβ−2),

d[(ηβ−1, Γηβ−1), d[(Γηβ−1, Γ2ηβ−1),

d[(ηβ−2, Γηβ−1) + d[(ηβ−1, Γηβ−2)

2
,
d[(Γηβ−2, Γ2ηβ−1) + d[(Γηβ−1, Γ2ηβ−2)

2
}

= max{d[(ηβ−2, ηβ−1), d[(ηβ−2, ηβ−1), d[(ηβ−1, ηβ),

d[(ηβ−1, ηβ), d[(ηβ, ηβ+1),

d[(ηβ−2, ηβ) + d(ηβ−1, ηβ−1)

2
,
d[(ηβ−1, ηβ+1) + d(ηβ, ηβ)

2
}

= max{d[(ηβ−2, ηβ−1), d[(ηβ−2, ηβ−1), d[(ηβ−1, ηβ),

d[(ηβ−1, ηβ), d[(ηβ, ηβ+1),
d[(ηβ−2, ηβ)

2
,
d[(ηβ−1, ηβ+1)

2
}

= max{d[(ηβ−2, ηβ−1), d[(ηβ−1, ηβ), d[(ηβ, ηβ+1)}.

By (F1), condition (ii), and Equation (2), we have

z(Q[(ηβ, ηβ+1)) = z(Q[(Γ2ηβ−2, Γ2ηβ−1))

≤ z(α(ηβ−2, ηβ−1)Q[(Γ2ηβ−2, Γ2ηβ−1))

≤ z(p[(ηβ−2, ηβ−1))− µ

≤ z(max{Q[(ηβ−2, ηβ−1),Q[(ηβ−1, ηβ),Q[(ηβ, ηβ+1)})− µ.

If max{Q[(ηβ−2, ηβ−1),Q[(ηβ−1, ηβ),Q[(ηβ, ηβ+1)} = Q[(ηβ, ηβ+1), then we obtain

z(Q[(ηβ, ηβ+1)) ≤ z(Q[(ηβ, ηβ+1))− µ < z(Q[(ηβ, ηβ+1)).

This is a contradiction. Therefore,

z(Q[(ηβ, ηβ+1)) ≤ z(max{Q[(ηβ−2, ηβ−1),Q[(ηβ−1, ηβ)})− µ.

Since {Q[(ηβ, ηβ+1)} is a strictly nonincreasing sequence, we obtain

z(Q[(ηβ, ηβ+1)) ≤ z(Q[(ηβ−2, ηβ−1))− µ ≤ ... ≤ z(v)− Jµ, (7)

whenever β = 2 J or β = 2 J + 1 for J ≥ 1.

From (6), we obtain

lim
β→∞

z(Q[(ηβ, ηβ+1)) = −∞. (8)
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Therefore, by (F2) and by Equation (8), we have

lim
β→∞
Q[(ηβ, ηβ+1) = 0. (9)

By (F3), there exists 0 < k < 1 such that

lim
β→∞

[Q[(ηβ, ηβ+1)]
kz(Q[(ηβ, ηβ+1)) = 0. (10)

Moreover, by Equation (7), we get

[Q[(ηβ, ηβ+1)]
k[z(Q[(ηβ, ηβ+1))−z(v)] ≤ −[Q[(ηβ, ηβ+1)]

k Jµ ≤ 0, (11)

where β = 2 J or β = 2 J + 1 for J ≥ 1. Setting β → ∞ in (11) along with (9) and (10),
we have

lim
β→∞

J[Q[(ηβ, ηβ+1)]
k = 0. (12)

Now, two cases arise.
Case-(i): If β is even and β ≥ 2, then by Equation (12), we have

lim
β→∞

β[Q[(ηβ, ηβ+1)]
k = 0. (13)

Case-(ii): If β is odd and β ≥ 3, then by Equation (12), we have

lim
β→∞

(β− 1)[Q[(ηβ, ηβ+1)]
k = 0. (14)

Using (9), (14) gives

lim
β→∞

β[Q[(ηβ, ηβ+1)]
k = 0. (15)

We conclude for the above cases that, ∃ β1 ∈ N such that

β[Q[(ηβ, ηβ+1)]
k ≤ 1 ∀ β ≥ β1.

Therefore, we obtain

Q[(ηβ, ηβ+1) ≤
1

β
1
k

, ∀ β ≥ β1.

Now, we prove the sequence {ηβ} is a Cauchy sequence. For all [ > q ≥ β1, we have

Q[(η[, ηq) ≤ Q[(η[, η[−1) +Q[(η[−1, η[−2) + .... +Q[(ηq+1, ηq) <
∞

∑
k=q

Q[(ηk, ηk+1) ≤
∞

∑
k=q

1

k
1
k

.

Taking q→ ∞, we get lim
[,q→∞

Q[(η[, ηq) = 0, since ∑∞
k=q

1

k
1
k

is convergent. This proves

that the sequence {ηβ} is a Cauchy sequence in Λ. By the completeness property, there
exists o ∈ Λ such that lim

β→∞
ηβ = o. Now, we show that o is a fixed point of Γ. Since Γ is

continuous,

Q[(o, Γo) = lim
β→∞
Q[(ηβ, Γηβ) = lim

β→∞
Q[(ηβ, ηβ+1) = 0.

This implies that o is a fixed point of Γ.
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Again, we postulate that Γ is orbitally continuous on Λ, then

ηβ+1 = Γηβ = Γ(Γβη0)→ Γo as β→ ∞.

By completeness, we obtain Γo = o. Therefore, Fix(Γ) 6= 0.
Further, postulating that Γ is α∗−admissible, ∀ o, o∗ ∈ Fix(Γ), we have α(o, o∗) ≥ 1.

By Equations (2) and (3), we have

z(Q[(o, o∗)) = z(Q[(Γ2o, Γ2o∗))

= z(α(o, o∗)Q[(Γ2o, Γ2o∗))

≤ z(p[(o, o∗))− µ

= z(max{Q[(o, o∗),Q[(o, Γo),Q[(Γo, Γ2o),Q[(o∗, Γo∗),Q[(Γo∗, Γ2o∗),

Q[(o, Γo∗) +Q[(o∗, Γo)
2

,
Q[(Γo, Γ2o∗) +Q(Γo∗, Γ2o)

2
})− µ

= z(Q[(o, o∗))− µ.

Since µ > 0 and using (F1), we obtain

z(Q[(o, o∗)) < z(Q[(o, o∗)).

This is a contradiction. Therefore, Γ has a unique fixed point in Λ.

Example 10. Let Λ = [0, 1] and Q : Λ×Λ→ R+ be given by

Q[(η,m) = |η −m|,

for all η,m ∈ Λ. Then, (Λ,Q) is a complete metric space. Define a mapping Γ : Λ→ Λ by

Γη =
η2

2
+

1
8

,

for all η ∈ Λ with α(η,m) = 1, for all η,m ∈ Λ. Then, Γ is α-admissible. Let z ∈ = be
z(x) = ln x, x > 0. Since we have

|Γη, Γm| = 1
2
|η2 −m2| ≤ |η −m|,

for all η ∈ Λ, we have

α(η,m)(|Γ2η, Γ2m|2) = 1
256
|(2η2 − η4)− (2m2 −m4)|2

≤ 1
64

(|η4 −m4 + η2 −m2|2)

≤ 1
64

(|η4 −m4|2 + |η2 −m2|2)

=
1
64
|η2 −m2|2 + 1

64
|η4 −m4|2

≤ 1
2
(|Γη − Γm|2 + 1

4
|η −m|2)

≤ 5
8

max{|η −m|2, |Γη − Γm|2}

≤ 5
8
p2(η,m)

= e−µp2(η,m).
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where −µ = ln( 5
8 ). Applying the logarithm on both sides, we get

µ +z(α(η,m)Q[(Γ2η, Γ2m)) ≤ z(p1(η,m)).

This shows that Γ is an α-z-convex contraction mapping. We define a sequence {ηβ} by

ηβ =
β

β + 1
− 1√

2
,

then ηβ → 1− 1√
2
, as β→ ∞.

Therefore,

ηβ+1 = Γηβ = [
1
4
(

β

β + 1
− 1√

2
)2 +

1
8
]→ 1− 1√

2
,

as β→ ∞. Thus, all conditions of Theorem 2 are satisfied and η = 1− 1√
2

is the unique fixed point
of Γ in Λ.

Corollary 1. Let (Λ,Q) be a complete metric space and α : Λ×Λ→ [0, ∞) a mapping. Postu-
lating that Γ : Λ→ Λ is a self-mapping, the following affirmations hold:

(i) ∀ η,m ∈ Λ,

α(η,m)Q[(Γ2η, Γ2m) ≤ kmax{Q[(η,m),Q[(η, Γη),Q[(Γη, Γ2η),Q[(m, Γm),Q[(Γm, Γ2m),

Q[(η, Γm) +Q[(m, Γη)

2
,
Q[(Γη, Γ2m) +Q[(Γm, Γ2η)

2
} (16)

where k ∈ (0, 1);
(ii) Γ is α-admissible;
(iii) There exists η0 ∈ Λ such that α(η0, Γη0) ≥ 1;
(iv) Γ is continuous or orbitally continuous on Λ.

Then, Γ has a fixed point in Λ. Further, if Γ is an α∗-admissible mapping, then Γ has a unique
fixed point o ∈ Λ. Moreover, for any η0 ∈ Λ if ηβ+1 = Γβ+1η0 6= Γβη0, for all β ∈ N∪ {0}, then
lim

β→∞
Γβη0 = o.

Proof. Setting z(x) = ln(x), x > 0. Obviously, z ∈ =. Applying the logarithm on both
sides of (16), we get

− lnk+ ln α(η,m)Q[(Γ2η, Γ2m) ≤ In(max{Q[(η,m),Q[(η, Γη),

Q[(Γη, Γ2η),Q[(m, Γm),Q[(Γm, Γ2m),

Q[(η, Γm) +Q[(m, Γη)

2
,
Q[(Γη, Γ2m) +Q[(Γm, Γ2η)

2
}),

which implies that

µ +z(α(η,m)Q[(Γ2η, Γ2m)) ≤ z(p1(η,m)),

for all η,m ∈ Λ with η 6= m where µ = − lnk. It follows that Γ is an α-z-convex contraction
with [ = 1. Thus, all the affirmations of Theorem 2 are held and hence, Γ has a unique fixed
point in Λ.

Corollary 2. Let (Λ,Q) be a complete metric space and α : Λ×Λ→ [0, ∞) a mapping. Postu-
lating that Γ : Λ→ Λ is a self-mapping, the following affirmations hold:

(i) ∀ η,m ∈ Λ,
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α(η,m)Q[(Γ2η, Γ2m) ≤ α1Q[(η,m) + α2Q[(η, Γη) + α3Q[(Γη, Γ2η)

+ α4Q[(m, Γm) + α5Q[(Γm, Γ2m) + α6

(
Q[(η, Γm) +Q[(m, Γη)

2

)

+ α7

(
Q[(Γη, Γ2m) +Q[(Γm, Γ2η)

2

)
,

where 0 ≤ αk < 1, k = 1, 2, ..., 7 such that ∑7
k=1 αk < 1;

(ii) Γ is α-admissible;
(iii) There exists η0 ∈ Λ such that α(η0, Γη0) ≥ 1;
(iv) Γ is continuous or orbitally continuous on Λ.

Then, Γ has a fixed point in Λ. Further, if Γ is an α∗-admissible mapping, then Γ has a unique
fixed point o ∈ Λ. Moreover, for any η0 ∈ Λ if ηβ+1 = Γβ+1η0 6= Γβη0, for all β ∈ N∪ {0}, then
lim

β→∞
Γβη0 = o.

Proof. Setting z(x) = ln(x), x > 0. Obviously, z ∈ =. For all η,m ∈ Λ with η 6= m,
we obtain

α(η,m)Q[(Γ2η, Γ2m) = Q[(Γ2η, Γ2m)

≤ α1Q[(η,m) + α2Q[(η, Γη) + α3Q[(Γη, Γ2η)

+ α4Q[(m, Γm) + α5Q[(Γm, Γ2m),

+ α6

(
Q[(η, Γm) +Q[(m, Γη)

2

)
+ α7

(
Q[(Γη, Γ2m) +Q[(Γm, Γ2η)

2

)

≤ kmax
{
Q[(η,m),Q[(η, Γη),Q[(Γη, Γ2η),Q[(m, Γm),Q[(Γm, Γ2m),

Q[(η, Γm) +Q[(m, Γη)

2
,
Q[(Γη, Γ2m) +Q[(Γm, Γ2η)

2

}
,

where k = ∑7
k=1 αk < 1. By Corollary 1, Γ has a unique fixed point in Λ.

Corollary 3. Consider a continuous self-mapping Γ on a complete metric space (Λ,Q). If there
exists k ∈ (0, 1) satisfying the following inequality

Q[(Γ2η, Γ2m)) ≤ kmax
{
Q[(η,m),Q[(η, Γη),Q[(Γη, Γ2η),Q[(m, Γm),Q[(Γm, Γ2m),

Q[(η, Γm) +Q[(m, Γη)

2
,
Q[(Γη, Γ2m) +Q[(Γm, Γ2η)

2

}

for all η,m ∈ Λ, then Γ has a unique fixed point in Λ.

3. Application

In this application part, we provide a nonlinear integral equation application of our
main results.

Consider a real-valued continuous function Λ = ζ[a, b] defined on [a, b] with metric
d(ϕ, ψ) = |ϕ− ψ| = maxs∈[a,b] |ϕ(s)− ψ(s)| ∀ ϕ, ψ ∈ ζ[a, b]. Then, (Λ, d) is a complete
metric space.
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Consider

η(s) = v(s) +
1

b− a

∫ b

a
K(s, t, η(t))dt, (17)

where s, t ∈ [a, b], v(s) is a given function in Λ and K : [a, b]× [a, b]×Λ→ R, v : [a, b]→
R are given continuous functions.

Theorem 3. Let (Λ, d) be a metric space with metric d(ϕ, ψ) = |ϕ− ψ| = maxs∈[a,b] |ϕ(s)−
ψ(s)| ∀ ϕ, ψ ∈ Λ and define a continuous operator Γ : Λ→ Λ on Λ by

Γη(s) = v(s) +
1

b− a

∫ b

a
K(s, t, η(t))dt. (18)

If there exists k ∈ (0, 1) such that ∀ η,m ∈ Λ with η 6= m and t, s ∈ [a, b] satisfying the following
inequality

|K(s, t, Γη(t))− K(s, t, Γm(t))| ≤ kmax
{
|η(t)−m(t)|, |Γη − Γm|, |η − Γη|, |Γη − Γ2η|,

|m− Γm|, |Γm− Γ2m|,
( |η − Γm|+ |m− Γη|

2

)
,

( |Γη − Γ2m|+ |Γm− Γ2η|
2

)}
, (19)

then, by (18), the integral operator has a unique solution o ∈ Λ and for each η0 ∈ Λ, Γηβ 6=
ηβ ∀ β ∈ N∪ {0}, we have lim

β→∞
Γηβ = o.

Proof. Define a mapping α : Λ × Λ → R+ by α(η,m) = 1 ∀ η,m ∈ Λ. Therefore, Γ is
α-admissible. Let z ∈ = such that z(x) = In(x), x > 0. Let η0 ∈ Λ and a sequence {ηβ} in
Λ defined by ηβ+1 = Γηβ = Γβ+1η0 ∀ β ≥ 0. By Equation (18), we have

ηβ+1 = Γηβ(s) = v(s) +
1

b− a

∫ b

a
K(s, t, ηβ(t))dt. (20)

We prove that Γ is an α-z-convex contraction on ζ[a, b]. By Equations (18) and (19),
we obtain

|Γ2η(s)− Γ2m(s)| = 1
|b− a|

∣∣∣∣
∫ b

a
K(s, t, Γη(t))dt− K(s, t, Γm(t))dt

∣∣∣∣

≤ 1
|b− a|

∫ b

a
|K(s, t, Γη(t))− K(s, t, Γm(t))|dt

≤ k
|b− a|

∫ b

a
max

{
|η(t)−m(t)|, |Γη − Γm|, |η − Γη|, |Γη − Γ2η|,

|m− Γm|, |Γm− Γ2m|,
( |η − Γm|+ |m− Γη|

2

)
,

( |Γη − Γ2m|+ |Γm− Γ2η|
2

)}
dt.

Taking the maximum on both sides, for all s ∈ [a, b], we have
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d(Γ2η, Γ2m) = max
s∈[a,b]

|Γ2η(s)− Γ2m(s)|

≤ k
|b− a| max

s∈[a,b]

∫ b

a
max

{
|η(t)−m(t)|, |Γη(t)− Γm(t)|, |η(t)− Γη(t)|,

|Γη(t)− Γ2η(t)|, |m(t)− Γm(t)|, |Γm(t)− Γ2m(t)|,
( |η(t)− Γm(t)|+ |m(t)− Γη(t)|

2

)
,

( |Γη(t)− Γ2m(t)|+ |Γm(t)− Γ2η(t)|
2

)}
dt.

≤ k
|b− a| max

[
max

ϑ∈[a,b]

{
|η(ϑ)−m(ϑ)|, |Γη(ϑ)− Γm(ϑ)|, |η(ϑ)− Γη(ϑ)|,

|Γη(ϑ)− Γ2η(ϑ)|, |m(ϑ)− Γm(ϑ)|, |Γm(ϑ)− Γ2m(ϑ)|,
( |η(ϑ)− Γm(ϑ)|+ |m(ϑ)− Γη(ϑ)|

2

)
,

( |Γη(ϑ)− Γ2m(ϑ)|+ |Γm(ϑ)− Γ2η(ϑ)|
2

)}] ∫ b

a
dt

= kmax
{
d(η,m), d(Γη, Γm), d(η, Γη), d(Γη, Γ2η), d(m, Γm), d(Γm, Γ2m),

(
d(η, Γm) + d(m, Γη)

2

)
,
(
d(Γη, Γ2m) + d(Γm, Γ2η)

2

)}

= kp1(η,m).

Therefore, d(Γ2η, Γ2m) ≤ kp1(η,m). Hence, we have

α(η,m)d(Γ2η, Γ2m) ≤ kp1(η,m).

Now, applying the logarithm on both sides, we get

−In k+ In[α(η,m)d(Γ2η, Γ2m)] ≤ In p1(η,m).

Therefore, we have

k+z(α(η,m)d(Γ2η, Γ2m) ≤ z(p1(η,m)),

where − ln k = µ. It follows that Γ is an α-z-convex contraction with [ = 1 ∀ η,m ∈ Λ
with η 6= m. Since Γ is α-admissible and Λ = ζ[a, b] is a complete metric space, the
iteration scheme converges to some point o ∈ Λ, i.e., lim

β→∞
ηβ → o. From the continuity,

we show that o is a fixed point of Γ. It follows that T o = o. Clearly, Fix(T ) 6= ∅. Now,
∀ η,m ∈ Fix(Γ), α(o, o∗) = 1. This shows that Γ is α∗-admissible. Thus, all the affirmations
of Theorem 2 are held and hence, Γ has a unique fixed point solution o ∈ Λ.

The example below demonstrates the existence of a singular integral operator solution
meeting each of the conditions in Theorem 3.

Example 11. Let Λ = ζ[0, 1] be a set of all continuous function on [0, 1], v(s) = 7
15s

2 and
K(s, t, η(t)) = 1

4s
2(1 + t

2 )(η(t) + 1). Then, (18) becomes

Γη(s) =
7
15

s2 +
∫ 1

0

1
4
s2(1 +

t

2
)(η(t) + 1)dt. (21)

Now,
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1. max | 14s2(1 + t
2 )| ≤ 1

2 for all (s, t) ∈ [0, 1]× [0, 1];
2. For all η,m ∈ Λ with η 6= m and (s, t) ∈ [0, 1]× [0, 1] and using (18), we obtain

|Γη − Γm| ≤ |η −m|.

By the above inequality, we obtain Γ is not an F-contraction. Now, we obtain
∣∣∣∣Γ2η(s)− Γ2m(s)

∣∣∣∣ =
∣∣∣∣
∫ 1

0
K
(
s, t, v(s) +

∫ 1

0
K
(
s, t, η(s)

)
dt

)
dt−

∫ 1

0
K
(
s, t, v(s)

+
∫ 1

0
K
(
s, t,m(s)

)
dt

)
dt

∣∣∣∣

≤
∫ 1

0

∫ 1

0

∣∣∣∣
[
s2(1 + t

2 )

4

](
η(t)−m(t)

)∣∣∣∣dtdt

≤ max
s∈[0,1]

∫ 1

0

∫ 1

0

∣∣∣∣
[
s2(1 + t

2 )

4

](
η(t)−m(t)

)∣∣∣∣dtdt

≤ 1
2

∣∣∣∣η −m

∣∣∣∣

= e−µp1(η,m).

Therefore,
∣∣∣∣Γ2η(s)− Γ2m(s)

∣∣∣∣ ≤ e−µp1(η,m), where In 1
2 = −µ. Set α : Λ×Λ→ [0, ∞)

by α(η,m) = 1, for all η,m ∈ Λ and z ∈ = such that z(x) = ln(x), x > 0. Therefore, we obtain

α(η,m)|Γ2η − Γ2m| ≤ p1(η,m).

Applying the logarithm on both sides, we get

µ + ln α(η,m)d(Γ2η, Γ2m) ≤ ln p1(η,m),

that is,

µ +z(α(η,m)d(Γ2η, Γ2m)) ≤ z(p1(η,m)).

We conclude that Γ is an α-z-convex contraction with [ = 1 ∀ η,m ∈ Λ. Thus, all the
affirmations of Theorem 2 are held and therefore, Equation (18) has a unique solution. It follows that
η(s) = s2 is the exact solution of Equation (18). Using Equations (20) and (21) becomes

ηβ+1(s) = Γηβ(s) =
7
15

s2 +
∫ 1

0

1
4
s2(1 +

t

2
)(ηβ(t) + 1)dt. (22)

Letting η0(s) = 0 be an initial solution. Letting β = 0, 1, 2, ..., respectively, in (22), we get

η1(s) = 0.7791666667s2, η2(s) = 0.8684461806s2, η3(s) = 0.8786761249s2,

η4(s) = 0.879848306s2, η5(s) = 0.8799826184s2, η6(s) = 0.8799980084s2,

η7(s) = 0.8799997718s2, η8(s) = 0.8799999739s2, η9(s) = 0.8799999959s2,

η10(s) = 0.8799999984s2, η11(s) = 0.8799999998s2, η12(s) = 0.88s2,

η13(s) = 0.88s2.

Figure 1 discuss about the convergence criterion by using the η(s) numerical values.
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Figure 1. Convergence criterion

Therefore, η(s) = 0.88s2 has the unique solution. 183

4. Conclusion 184

This study introduces convexity conditions to α −𭟋− contraction mappings with 185

possible seven values. This research proves that the fixed point for α −𭟋 two-sided convex 186

contraction mappings in a complete metric space is unique. The solution of nonlinear 187

integral equation is obtained via α −𭟋− convex contraction mappings. This research 188

work has many potentials as the fixed point for these newly introduced convex contraction 189

mappings can be established in different abstract spaces. Faraji and Radenovi´c provided 190

some fixed point results for convex contraction mappings on F-metric spaces. This will 191

provide a structural method for finding a value of a fixed point. It is an interesting open 192

problem to study the fixed-point results α −𭟋− convex contraction mappings on complete 193

F-metric spaces. 194
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Therefore, η(s) = 0.88s2 is the unique solution.
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This study introduced convexity conditions to α-z-contraction mappings with pos-
sible seven values. This research proved that the fixed point for α-z two-sided convex
contraction mappings in a complete metric space was unique. The solution of a nonlinear
integral equation was obtained via α-z-convex contraction mappings. This research work
has many potential applications as the fixed point for these newly introduced convex
contraction mappings can be established in different abstract spaces. Faraji and Radenovic
provided some fixed-point results for convex contraction mappings on F-metric spaces.
This will provide a structural method for finding a value of a fixed point. It is an interest-
ing open problem to study the fixed-point results α-z-convex contraction mappings on
complete F-metric spaces.
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Abstract: This paper focuses on the asymptotic stability of second-order switched linear systems
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1. Introduction

For switched systems, differential equations are used to describe the dynamic behavior
of the continuous characteristic, which are marked as subsystems. Meanwhile, a piecewise
constant function is adopted to describe the discrete characteristic, which is referred to as
a switching rule. As an important part of hybrid systems, switched systems have been
exhibited in many practical fields, such as engine systems [1], network systems [2], stirred
reactor systems [3], mobile robot systems [4], etc. Moreover, the expected performance
of some complex controlled systems can be efficiently achieved by switching control
strategies [5,6]. Taking the modern variable-speed wind turbine for example, it can switch
back and forth between low and high wind speed modes according to the current wind
speed, thus capturing as much wind energy as possible at rated power [7]. Meanwhile,
considerable attention has been paid to investigations of switched systems over the last
decades. Wu et al. [8] studied the stability of stochastic switched systems via probabilistic
analysis. Tian et al. [9] considered the controllability and observability of multi-agent
switched systems with continuous and discrete subsystems. Liu et al. [10] and Niu
et al. [11,12] designed neural adaptive control strategies for nonlinear switched systems.
However, in a practical controlled system, actuator or sensor failure would inevitably occur,
thus destabilizing the original stable subsystem. Therefore, it would be very meaningful to
conduct studies on switched systems with unstable subsystems, especially for switched
systems with fully unstable subsystems, which in recent years has attracted the attention
of many researchers and led to the development of numerous significant results. For
instance, a fault detection observer was designed to address subsystem instability caused
by unobservable factors [13]. A sufficient asymptotic stability condition was presented by a
time-dependent strategy for a state-constrained switched system with multiple unstable
subsystems [14]. However, to the best of the authors’ knowledge, a switched system with
the characteristic roots of each subsystem being positive has been rarely considered so far,
and is thus the research subject of this paper.

The succesful design of a switching rule to render a switched system asymptotically
stable presents an interesting problem that has attracted the attention of many scholars. As
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a robust closed-loop switching mechanism, state-dependent switching is relatively suitable
for solving the above problem. Wu et al. [15] discussed the stability problem of stochastic
switched systems via state-dependent switching rule. Liu and Long [16] designed a state-
dependent switching rule with guaranteed dwell time to stabilize a class of nonlinear
switched systems, with the help of a sum-of-squares constraint approach and an improved
path-tracing method. Guo et al. [17] considered the multi-stability of switched neural
networks with sinusoidal activation functions under state-dependent switching. Yang and
Li [18] achieved the stability of stochastic switched neural networks with time-varying
parameter uncertainty through a state-dependent switching approach. For a switched
system where the characteristic roots of each subsystem are all positive real parts, the
state-dependent switching rule would also be very applicable.

In practical problems, all subsystems may be unstable due to extreme operating
environments, measurement failures, or actuator failures. In general, it could be diffi-
cult to make the switched system with fully unstable subsystems asymptotically stable
via time-dependent switching rules. In particular, when the characteristic roots of each
subsystem are all positive real parts, there are no stable factors in each subsystem. In
this situation, it is impossible to compensate for the divergence of unstable subsystems
through the stability factors of subsystems. That is, the time-dependent switching rule does
not work, and only state-dependent switching rule can be applied to achieve asymptotic
stability of such switched systems. In fact, for switched systems with the characteristic
roots of each subsystem being all positive real parts, there has been little relevant research
work, and no systematic universal method has been formed at present. To the best of
the authors’ knowledge, in the existing representative research literature, Pettersson in-
vestigated a special class of linear switched systems, in which the characteristic roots of
each subsystem were all positive real parts [19]. A state-dependent switching rule was
constructed by the largest region function strategy to achieve system asymptotic stability.
However, the obtained results are somewhat conservative for adopting a linear matrix
inequality approach. Furthermore, the calculation process is relatively complex. In order
to fundamentally address the drawback of poor conservativeness, Ref. [20] constructed
an energy function with practical physical meaning for each subsystem by introducing
an invertible transformation. By analyzing the energy ratio functions of two subsystems,
two switching lines with maximum and minimum energy loss were obtained to design a
proper state-dependent switching rule. The obtained result is evidently simpler and less
conservative than [19], and also demonstrates faster convergence of system states.

It is worth noting that the switching rule proposed in [20] is only applicable to switched
systems where the phase trajectories of two subsystems rotate counter-clockwise. When
the phase trajectories of both subsystems rotate clockwise, or one rotates counter-clockwise
while the other clockwise, such a switching rule cannot guarantee system stability. Based
on the above-mentioned discussions, two improved state-dependent switching rules are
put forward in this paper. The main innovations are as follows:

(i) A more suitable state-dependent switching rule is designed to stabilize a switched
system with the phase trajectories of both subsystems rotating in the same direction.

(ii) When the phase trajectories of two subsystems rotate outward in opposite direc-
tions, a novel state-dependent switching rule is proposed to guarantee system stability, by
judging whether the system state satisfies a critical switching condition or not.

In addition to the introduction in Section 1, the remainder of the paper is organized
as follows. Section 2 presents the knowledge of the second-order linear switched system.
An improved switching rule is designed in Section 3 for the switched system with phase
trajectories of subsystems rotating in the same direction. Section 4 designs a novel switching
rule for switched systems in which the phase trajectories of subsystems rotate in opposite
directions. Subsequently, two examples are given in Section 5 to illustrate the effectiveness
of the proposed method. Finally, some conclusions of the paper are presented in Section 6.
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2. System Description and Preliminaries

In general, the mathematical model of a linear switched system is described by
{

ẋ(t) = Aσ(t)x(t),
x(0) = x0.

(1)

Here, σ(t) : [0, ∞)→ Λ = {1, 2, 3...N} is a piecewise function that represents a switching
rule. N is the number of subsystems in the switched system. x(t) ∈ Rn denotes the state
vector and x0 stands for the given initial value of the system. Ai ∈ Rn×n, i ∈ Λ is the state
matrix of the ith subsystem. In this paper, a second-order switched system with two linear
subsystems is considered, in which the eigenroots of each subsystem matrix are a pair of
positive real part conjugate complex roots. That is to say, N = 2, x(t) ∈ R2 and Ai ∈ R2×2.
Furthermore, x(t) and Ai are specifically depicted as

x(t) =
(

x1(t)
x2(t)

)
, Ai =

(
ai bi
ci di

)
, i = 1, 2.

To elaborate the subsequent work in more clarity, some definitions, hypothesis and
lemma should be distinctly provided.

Definition 1 ([21]). Under the switching rule σ(t), if the solution x(t) of the switched system
(1) is bounded for all t ∈ [0, ∞) and lim

t→∞
x(t) = 0 holds for equilibrium point xe = 0, then the

switched system (1) is said to be asymptotically stable at equilibrium point xe = 0.

Definition 2 ([20]). Consider the following second-order linear system
(

ẋ1
ẋ2

)
=

(
a b
c d

)(
x1
x2

)
, c 6= 0, (2)

where its characteristic roots are a pair of conjugate complex roots with positive real parts. Then, the
energy function presented by the sum of kinetic and potential energy, is defined as

E =
1
2
(ad− bc)x2

1 +
1
2
(ax1 + bx2)

2. (3)

Here, ad− bc > 0 denotes the equivalent stiffness coefficient and a+ d > 0 stands for the equivalent
damping coefficient.

Hypothesis 1. Without loss of generality, a1d1 − b1c1 > a2d2 − b2c2 is assumed. Namely, the
equivalent stiffness coefficient of the first subsystem is greater than that of the second subsystem.

Lemma 1 ([20]). When the phase trajectories of both second-order subsystems given in (1) rotate
counter-clockwise, a state-dependent switching rule of the switched system (1) can be designed as

σ(t) =

{
1, (x2(t)− k1x1(t)) · (x2(t)− k2x1(t)) ≥ 0,
2, (x2(t)− k1x1(t)) · (x2(t)− k2x1(t)) < 0.

(4)

Here, k1, k2 are two constants with k1 < k2 and x2 = k1x1, x2 = k2x1 make the following energy
ratio function

E1

E2
=

1
2 (a1d1 − b1c1) +

1
2 (a1 + b1k)2

1
2 (a2d2 − b2c2) +

1
2 (a2 + b2k)2

, k =
x2

x1
(5)

take the maximum and minimum, respectively.
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Remark 1. According to Lemma 1, by using the switching rule (4), the energy loss of the switched
system (1) is the largest in a switching loop, so that the system state can converge to the equilibrium
point as fast as possible.

For the switched system (1) with characteristic roots of each subsystem being conjugate
complex roots with positive real parts, the switching rule (4) is quite effective. However,
ref. [20] only investigates the stability of a switched system with phase trajectories of
both subsystems rotating counter-clockwise. The cases of two phase trajectories rotating
clockwise or one rotating clockwise while the other rotates counter-clockwise are not
considered. Motivated by the above discussion, the objectives of this paper are two-fold.

(i) One is to propose an improved state-dependent switching rule for stabilizing the
switched system with the phase trajectories of two subsystems rotating outward in the
same direction.

(ii) The other is to design an appropriate state-dependent switching rule to guarantee
the asymptotic stability of the switched system with phase trajectories of two subsystems
rotating in opposite directions.

3. The Case of Two Subsystems with Same Rotation Direction of Phase Trajectories

To address the stability problem of a switched system with phase trajectories of two
subsystems rotating in the same direction, we first need to determine the rotation direction
of phase trajectory for a second-order linear system. Thus, the following lemma is necessary.

Lemma 2. The phase trajectory of system (2) rotates clockwise if and only if b− ad
c > 0. Further-

more, the phase trajectory of system (2) rotates counter-clockwise if and only if b− ad
c < 0.

Proof of Lemma 2. We first show the sufficient proof. Since the characteristic roots of sys-
tem (2) are positive real conjugate complex roots, the phase trajectory is spirally divergent
and c 6= 0. Then, set a point on the phase trajectory as (x1, x2)

T = (− d
c , 1)T. Substituting it

into system (2) yields

ẋ1 = b− ad
c

, ẋ2 = 0.

When b− ad
c > 0, the tangent vector of phase trajectory is horizontal to the right. This

implies that the phase trajectory rotates clockwise. Similarly, the tangent vector is horizontal
to the left if b− ad

c < 0. Accordingly, the phase trajectory rotates counter-clockwise.
In the next step, we exhibit the necessary proof. Obviously, when the phase trajectory

of system (2) rotates clockwise, the tangent vector at point (x1, x2)
T is horizontal to the

right. This implies b− ad
c > 0. Conversely, when the phase trajectory of the system rotates

counter-clockwise, the tangent vector at point (x1, x2)
T is horizontal to the left. Accordingly,

it indicates b− ad
c < 0. This completes the proof.

In fact, in order to stabilize the switched system (1) with same rotation direction of
phase trajectories, we need to switch from the first (second) subsystem to the second (first)
subsystem at the maximum (or minimum) value of energy ratio function E1

E2
. Therefore, the

increased energy from operation unstable subsystems can be compensated by the decreased
energy from system switching. On this basis, an improved state-dependent switching rule
is proposed as follows

σ(t) =

{
1, φ · (x2(t)− k1x1(t)) · (x2(t)− k2x1(t)) ≥ 0,
2, φ · (x2(t)− k1x1(t)) · (x2(t)− k2x1(t)) < 0.

(6)
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Here, the slope of x1 = 0 is assumed to be negative infinity. φ is a sign function, described by

φ =





1, k1 − k2 > 0 and bi − aidi
ci

> 0,

−1, k1 − k2 < 0 and bi − aidi
ci

> 0,

−1, k1 − k2 > 0 and bi − aidi
ci

< 0,

1, k1 − k2 < 0 and bi − aidi
ci

< 0.

(7)

The switching rule (6) includes rule (4) and is also applicable to the switched system with
the phase trajectories of two subsystems rotating clockwise. That is, when two subsystems
rotate in the same direction, either clockwise or counter-clockwise, the switching rule (6)
can be adopted to guarantee the asymptotic stability of the switched system.

In order to better understand the above switching rule, we further present its geometric
meaning. As shown in Figure 1a,d, when the system state goes from region Q1 to Q2
through the critical line x2 = k1x1, and the system switches from the first subsystem to
the second subsystem, then the energy loss would be maximized under Hypothesis 1. On
the contrary, when the system state goes from region Q2 to Q1 through the critical line
x2 = k2x1, and the system switches from the second subsystem to the first subsystem,
then the increased energy would be minimized. Thus, the first subsystem should be run
in (x2 − k1x1) · (x2 − k2x1) ≥ 0 and the second subsystem should be run in (x2 − k1x1) ·
(x2 − k2x1) < 0. Likewise, as reflected in Figure 1b,c, if the second subsystem is activated
at (x2 − k1x1) · (x2 − k2x1) > 0 and the first subsystem is activated at (x2 − k1x1) · (x2 −
k2x1) ≤ 0, the total energy loss in the switching loop would be maximized. Based on the
above analysis, the switching rule (6) is suitable for stabilizing the switched system (1) in
which the phase trajectories of two subsystems rotate in the same direction.

X2

x2=k1x1 maximum value x2=k2x1 minimum  value 
X1

Q1:  (x2 k1x1)(x2 k2x1)>0
Q1:  (x2 k1x1)(x2 k2x1)>0Q2:  (x2 k1x1)(x2 k2x1)<0Q2:  (x2 k1x1)(x2 k2x1)<0

(a) k1 − k2 > 0 and bi − aidi
ci

> 0

X1

X2

Q1:  (x2 k1x1)(x2 k2x1)>0

Q2:  (x2 k1x1)(x2 k2x1)<0

x2=k1x1 maximum value 

x2=k2x1 minimum  value 

Q2:  (x2 k1x1)(x2 k2x1)<0

Q1:  (x2 k1x1)(x2 k2x1)>0

(b) k1 − k2 < 0 and bi − aidi
ci

> 0

X2

x2=k1x1 maximum value 

x2=k2x1 minimum  value 

X1

Q1:  (x2 k1x1)(x2 k2x1)>0

Q1:  (x2 k1x1)(x2 k2x1)>0

Q2:  (x2 k1x1)(x2 k2x1)<0Q2:  (x2-k1x1)(x2-k2x1)<0

(c) k1 − k2 > 0 and bi − aidi
ci

< 0

X2

x2=k1x1 maximum value 

x2=k2x1 minimum  value 

X1

Q2:  (x2 k1x1)(x2 k2x1)<0Q2:  (x2 k1x1)(x2 k2x1)<0

Q1:  (x2 k1x1)(x2 k2x1)>0

Q1:  (x2 k1x1)(x2 k2x1)>0

(d) k1 − k2 < 0 and bi − aidi
ci

< 0

Figure 1. A diagram of system switching for different cases given in (7).
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4. The Case of Two Subsystems with Opposite Rotation Directions of
Phase Trajectories

In this section, we investigate the stability of switched systems with phase trajectories
of two subsystems rotating outwards in opposite directions.

By means of the switching rule (6), the phase plane is divided into four switching
regions, and only one subsystem can be operated in each switching region. When the phase
trajectories of two subsystems rotate in opposite directions, the system state may switch
back and forth on one of the two critical switching lines if switching rule (6) is adopted. In
order to be more specific, an example is presented as below.

Example 1. Consider a switched system consisting of the following two subsystem state matrices

A1 =

(
1 4
−80 2

)
, A2 =

( 1
2 −6

10 1
2

)
, (8)

with the initial condition being x(0) = (−1, 2)T.

By calculation, the eigenvalues of the first subsystem and the second subsystem
are, respectively, given by 1.50± 17.88i and 0.50± 7.75i. Since the characteristic roots of
both subsystems are positive real parts, the two subsystems are unstable. According to
Lemma 2, the phase trajectory of the first subsystem rotates clockwise, while the second
one rotates counter-clockwise, as depicted in Figure 2. Clearly, the phase trajectories of the
two subsystems rotate in opposite directions.

4 3 2 1 0 1 2 3
x 103

2

1

0

1

2 x 104

x 2

x1

(a) The phase trajectory of the first subsystem

30 15 0 15 30
26

13

0

13

26

39

x 2

x1

(b) The phase trajectory of the second subsystem

Figure 2. The phase trajectories of the two subsystems.

In view of Equation (5), the energy ratio function between the first and second subsys-
tems is obtained as

E1

E2
=

161 + (1+4k)2

2

241
8 +

( 1
2−6k)2

2

. (9)

Taking the derivative of Equation (9) with respect to k yields the following two critical
switching lines

x2 = k1x1 = 0.11x1, x2 = k2x1 = −55.63x1. (10)

Here, x2 = 0.11x1 and x2 = −55.63x1 make the energy ratio function (9) take the maximum
and minimum values, respectively. As depicted in Figure 3, the switching rule (6) cannot
stabilize the switched system (8) irrespective of whether φ = 1 or φ = −1. In particular, the
system state switches back and forth on the critical switching line x2 = 0.11x1 when φ = 1,
as shown in Figure 4a. Similarly, in Figure 4b, the system state hovers around the critical
switching line x2 = −55.63x1 when φ = −1.
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7 5 3 1 1
1

0

1

2

x 2

x1

(a) φ = 1

12 9 6 3 0
×103

0

2

4

6×10
5

x 2

x1

(b) φ = −1

Figure 3. The phase diagrams of system (8) under the switching rule (6).

x 2

x1

 phase trajectory
 x2= 55.63x1

 x2= 0.11x1

(a) φ = 1

x 2

x1

 phase trajectory
 x2= 55.63x1

 x2= 0.11x1

(b) φ = −1

Figure 4. Phase diagrams and critical switching lines.

We can see from the above simulation that the switched system fails to switch from the
first subsystem to the second subsystem at the maximum value of E1

E2
, or from the second

subsystem back to the first subsystem at the minimum value of E1
E2

. In this situation, the
energy reduced by system switching cannot offset the energy increased from the unstable
subsystem operation. Naturally, the switching rule (6) cannot stabilize the switched system
with phase trajectories of two subsystems rotating in opposite directions. In order to avoid
the system switching occurring back and forth on one of the two critical switching lines,
the switching rule (6) is improved as follows

σ(t +4t) =





1, σ(t) = 1 and (x2(t)− k1x1(t)) · (x2(t−4t)− k1x1(t−4t)) > 0,

2, σ(t) = 1 and (x2(t)− k1x1(t)) · (x2(t−4t)− k1x1(t−4t)) ≤ 0,

1, σ(t) = 2 and (x2(t)− k2x1(t)) · (x2(t−4t)− k2x1(t−4t)) ≤ 0,

2, σ(t) = 2 and (x2(t)− k2x1(t)) · (x2(t−4t)− k2x1(t−4t)) > 0.

(11)

Here,4t is the step length of time in the numerical calculation, which is defined as 0.001
seconds in this paper.

In what follows, we will present a detailed explanation of the switching rule (11).
For simplicity, we assume that the first subsystem is activated at the initial time, and
the equivalent stiffness coefficients of two subsystems satisfy Hypothesis 1. In addition,
k1and k2 are assumed to be the maximum and minimum points of E1

E2
, respectively. To

avoid switching back and forth on one critical switching line only, we need to make a
restriction on the switching rule (6). That is, the system is required to switch from the
first (or second) subsystem to the second (or first) one if and only if the system state
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crosses the switching line x2 = k1x1 (or x2 = k2x1). Moreover, whether the system
state crosses the switching line x2 = k1x1 can be judged by considering the inequation
(x2(t)− k1x1(t)) · (x2(t−4t)− k1x1(t−4t)) > 0. In other words, the system state crosses
the switching line x2 = k1x1 if and only if (x2(t)− k1x1(t)) · (x2(t−4t)− k1x1(t−4t)) <
0 holds. Based on the above restriction, we can obtain the switching rule (11) and the system
switching process is as follows. Starting from the first subsystem, we need to determine
whether the inequation (x2(t)− k1x1(t)) · (x2(t−4t)− k1x1(t−4t)) > 0 holds from time
to time during its operation. If so, the first subsystem continues to run. Otherwise, the
system state would cross the switching line x2 = k1x1, and then the system needs to be
switched from the first subsystem to the second subsystem. Similarly, it is necessary to
judge whether the inequation (x2(t)− k2x1(t)) · (x2(t−4t)− k2x1(t−4t)) > 0 holds in
the operation of the second subsystem. Repeating the above switching steps, the energy
loss from system switching in a switching loop could be maximized as much as possible,
thereby rapidly achieving asymptotic stability.

Remark 2. Although the switching mechanism proposed in this manuscript is suitable for a
second-order switched system with three subsystems, the switching sequence of subsystems bears
a significant impact on system stability. As such, constructing an optimal switching sequence
that enables rapid convergence of the system presents a challenging problem under the proposed
state-dependent switching rule.

5. Simulation Results

Example 2. To illustrate the effectiveness of the switching rule (6), we consider a switched system
with the following two state matrices

A1 =

( 1
3 −10

100 1
3

)
, A2 =

(
1 −3
2 1

2

)
, (12)

where the initial condition is x(0) = (1,−1)T.

By calculation, the eigenvalues of matrix A1 are 0.33± 31.62i and the eigenvalues of
matrix A2 are 0.75± 2.44i. It implies that both subsystems are unstable. Applying Lemma 2,
phase trajectories of both subsystems rotate counter-clockwise. As can be seen in Figure 5,
the phase trajectories of two subsystems rotate in the same direction, which indicates that
the switching rule (6) is effective.

75 50 25 0 25 50 75
210

140

70

0

70

140

210

x 2

x1

(a) The phase trajectory of the first subsystem

50 40 30 20 10 0 10 20
60

45

30

15

0

15

30

x 2

x1

(b) The phase trajectory of the second subsystem

Figure 5. The phase trajectories of the two subsystems.

According to Equation (5), the energy ratio function of two subsystems is calculated as

E1

E2
=

9001
18 +

( 1
3−10k)2

2
13
4 + (1−3k)2

2

. (13)
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By solving
d( E1

E2
)

dk = 0, two critical switching lines are obtained as

x2 = k1x1 = 0.36x1, x2 = k2x1 = −30.92x1. (14)

Here, x2 = 0.36x1 and x2 = −30.92x1 make the energy ratio function (13) take the maximum
and minimum values, respectively. For the two subsystems, since the rotation directions of
their phase trajectories are counter-clockwise, bi − aidi

ci
< 0. Therefore, the switching rule of

switched system (12) is finally derived as

σ(t) =

{
1, −(x2(t)− 0.36x1(t)) · (x2(t) + 30.92x1(t)) ≥ 0,
2, −(x2(t)− 0.36x1(t)) · (x2(t) + 30.92x1(t)) < 0.

From Figure 6, we can see that the switched system (12) can be quickly stabilized
to the equilibrium point under the switching rule (6). That is, the switching rule (6) can
stabilize the switched system (1) with the phase trajectories of two subsystems rotating in
the same direction.
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Time(s)

 x1 
 x2

(a) The time history of system states

0.6 0.3 0.0 0.3 0.6 0.9 1.2
1.0

0.5

0.0

0.5

1.0

1.5

x 2

x1

(b) The phase diagram of switched system (12)

Figure 6. The switched system (12) is asymptotically stable under the switching rule (6).

Example 3. The switched system (8) in Example 1 is used to clarify the validity of the switching
rule (11).

Since the phase trajectories of two subsystems rotate in opposite directions, the switch-
ing rule (11) is employed. Substituting Equation (10) into this state-dependent switching
rule, one obtains

σ(t +4t) =





1, σ(t) = 1 and (x2(t)− 0.11x1(t)) · (x2(t−4t)− 0.11x1(t−4t)) > 0,
2, σ(t) = 1 and (x2(t)− 0.11x1(t)) · (x2(t−4t)− 0.11x1(t−4t)) ≤ 0,
1, σ(t) = 2 and (x2(t) + 55.63x1(t)) · (x2(t−4t) + 55.63x1(t−4t)) ≤ 0,
2, σ(t) = 2 and (x2(t) + 55.63x1(t)) · (x2(t−4t) + 55.63x1(t−4t)) > 0.

As can be seen in Figure 7, the switching rule (11) makes the switched system (8)
converge to the equilibrium point quickly. This indicates that the switching rule (11) is very
effective when the phase trajectories of the two subsystems rotate in opposite directions.

63



Axioms 2022, 11, 566

0 1 2 3 4 5
2

0

2

4

6

S
ys

te
m

 s
ta

te
s

Time(s)

 x1 
 x2

(a) The time histories of system states

1.0 0.5 0.0 0.5 1.0 1.5
1

0

1

2

3

4

5

6

x 2

x1

(b) The phase diagram of switched system (8)

Figure 7. The switched system (8) is asymptotically stable under the switching rule (11).

Example 4. Consider a switched system (1) with the following three state matrices

A1 =

(
1 100
−100 1

)
, A2 =

( 1
3 −10

30 1
2

)
, A3 =

( 1
4 1
−9 1

4

)
, (15)

where the initial condition is x(0) = (2, 4)T.

The eigenvalues of matrices A1, A2, and A3 are calculated as 1± 100i, 0.42± 17.32i,
and 0.25 + 3i, respectively. Clearly, all subsystems are completely unstable. As shown in
Figure 8, the phase trajectories of the first and third subsystems rotate clockwise outside,
while the phase trajectory of the second subsystem rotates counter-clockwise outside.
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(b) The phase trajectory of the sec-
ond subsystem
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(c) The phase trajectory of the third
subsystem

Figure 8. The phase trajectories of the three subsystems.

For a switched system (15) with three subsystems, there are six different switch-
ing sequences. Without loss of generality, the switching sequence is assumed to be
(i1→i2→i3→i4), where i4 = i1 and is ∈ {1, 2, 3}, (s = 1, 2, 3) indicates that the isth subsys-
tem is running.

If the phase trajectories of the isth subsystem and the is+1th subsystem rotate in the
same direction, the switching rule (6) is adopted. Since the is+1th subsystem does not need
to be switched back to the isth subsystem, the switching rule should be improved by adding
the limited function σ(t) = is. As such, the switching rule is rewritten as

σ(t +4t) =

{
is, σ(t) = is and φ · (x2(t)− k1x1(t)) · (x2(t)− k2x1(t)) ≥ 0,
is+1, σ(t) = is and φ · (x2(t)− k1x1(t)) · (x2(t)− k2x1(t)) < 0.

Here, x2 = k1x1 and x2 = k2x1 make the energy ratio function Eis
Eis+1

take the maximum

and minimum values, respectively. If the phase trajectories of the isth and the is+1th
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subsystems rotate in opposite directions, the switching rule (11) is used. Similarly, due to
the unidirectional switching, the switching rule is formulated by

σ(t +4t) =

{
is, σ(t) = is and (x2(t)− k1x1(t)) · (x2(t−4t)− k1x1(t−4t)) > 0,
is+1, σ(t) = is and (x2(t)− k1x1(t)) · (x2(t−4t)− k1x1(t−4t)) ≤ 0.

Here, x2 = k1x1 is the maximum point of the energy ratio function Eis
Eis+1

.

Based on the above analysis, we only use switching sequences (1→3→2→1) and
(1→2→3→1) as examples to illustrate the effect of switching sequences on system stability.
As can be seen in Figure 9, the switched system (15) rapidly converges to the equilibrium
point under the switching sequence (1→3→2→1). However, the switched system (15)
diverges outward under the switching sequence (1→2→3→1), as depicted in Figure 10.
From Figures 9 and 10, we can conclude that the switching sequence plays a crucial role in
system stability. Moreover, constructing an appropriate switching sequence is both difficult
and important for the switched system (1) with N ≥ 3.
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Figure 9. The switched system (15) is asymptotically stable under the switching rule (1→3→2→1).
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Figure 10. The switched system (15) is not stable under the switching rule (1→2→3→1).

6. Conclusions

The asymptotic stability of a class of second-order switched linear systems, where the
characteristic roots of each subsystem are a pair of complex conjugate roots with positive
real parts, is investigated in this paper. For the switched systems with phase trajectories
rotating in the same direction, a more appropriate state-dependent switching rule is for-
mulated to guarantee system stability. In addition, a new switching rule is developed to
stabilize the switched system in which the phase trajectories of two subsystems rotate in
opposite directions.
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Compared with previous findings, the proposed state-dependent switching rule has
the advantages of fast convergence, simple computation and weak conservativeness. How-
ever, the limitation of the present method is that the considered switched system is overly
simplistic. In view of this, we will try to extend the results to the case of higher-order
subsystems in future, for which we need to find a matched mechanical model. Meanwhile,
the proposed switching mechanism is expected in the case of multiple subsystems, in which
the relationship between the switching sequence and subsystem characteristics warrant
clarification. Both represent the focus of our future research work.
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Abstract: In this paper, we introduce and study a new class of differential set-valued inverse vari-
ational inequalities in finite dimensional spaces. By applying a result on differential inclusions
involving an upper semicontinuous set-valued mapping with closed convex values, we first prove the
existence of Carathéodory weak solutions for differential set-valued inverse variational inequalities.
Then, by the existence result, we establish the stability for the differential set-valued inverse varia-
tional inequality problem when the constraint set and the mapping are perturbed by two different
parameters. The closedness and continuity of Carathéodory weak solutions with respect to the two
different parameters are obtained.
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1. Introduction

Let K be a nonempty closed convex set of Rn and F : Rn → 2Rn
be a set-valued

mapping. A set-valued inverse variational inequality, denoted by SIVI(K, F), is to find
u ∈ Rn and u∗ ∈ F(u) ∩ K such that

〈y− u∗, u〉 ≥ 0, ∀y ∈ K. (1)

The solution to this problem is denoted by SOL(K, F). We write ẋ := dx
dt for the time-

derivative of function x(t). In this paper, we study the following initial-value differential
set-valued inverse variational inequality (denoted by DSIVI):





ẋ(t) = f (t, x(t)) + B(t, x(t))u(t)
u(t) ∈ SOL(K, G(t, x(t)) + F(·))
x(0) = x0,

(2)

where Ω := [0, T] × Rm, ( f , B, G) := Ω → Rm × Rm×n × Rn, F := Rn → 2Rn
. Time-

dependent functions x(t) and u(t) satisfy (2) in the weak sense of Carathéodory for t ∈ [0, T]
means that x is an absolutely continuous function on [0, T] , x(t) satisfies the differential
equation for almost all t ∈ [0, T] and the initial-value condition. Moreover, u is an integrable
function on [0, T] and u(t) ∈ SOL(K, G(t, x(t)) + F) for almost all t ∈ [0, T].

Differential variational inequalities (DVIs) arise in some applied problems such as,
for example, differential Nash games, operations research, physical sciences, and struc-
tural dynamics [1,2]. DVIs were first systematically studied in finite dimensional spaces
by Pang and Stewart [1] in 2008 and gained much more attention to theoretical results,
numerical algorithms, and applications. Stewart [3] investigated the uniqueness for a class
of index-one DVIs in finite dimensional spaces. Li et al. [4,5] researched differential mixed

69



Axioms 2022, 11, 475

variational inequalities and impulsive differential variational inequalities in finite dimen-
sional spaces and obtained some existence results and numerical methods by using some
results on differential inclusions and discrete Euler time-dependent procedures. Li et al. [6]
proved the existence of the Carathéodory weak solutions for differential inverse variational
inequalities in finite dimensional spaces and gave an application on the time-dependent
price equilibrium problem. In [7], Liu et al. first explored partial differential variational in-
equalities in Banach spaces and proved the nonemptiness and compactness of the solution
set. For more related work about DVIs, see [8–12].

The inverse variational inequality, like the variational inequality, has broad applica-
tions in optimization, engineering, economics, mechanics, and transportation [13–20]. Very
recently, Luo [21] studied the stability for the set-valued inverse variational inequality (1)
on Banach spaces. If F is single-valued, the set-valued inverse variational inequality (1)
can be reduced to the singe-valued inverse variational inequality in [13]. Furthermore,
if F is single-valued and inverse, the set-valued inverse variational inequality (1) can be
transformed into the classical variational inequality. However, the above transforms both
failed if F is set-valued.

The stability analysis of a DVI with perturbed data is very helpful in identifying
sensitive parameters, predicting the coming changes of the equilibria as a result of the
changes in the governing system, and providing helpful information for designing different
equilibrium systems. Gwinner [22] researched stability of the solution set for a DVI
and obtained a novel upper set convergence result with respect to perturbations in the
data. When the mapping and the constraint set are perturbed by different parameters,
Wang et al. [23] studied the stability for a class differential mixed variational inequality
in finite dimensional spaces. To the best of our knowledge, there are some results about
the existence of solutions for differential variational and inverse variational inequalities
in finite dimensional spaces. However, there are very few results about the existence of
solutions for differential set-valued inverse variational inequalities and the stability for
differential single-valued or set-valued inverse variational inequalities in finite dimensional
spaces. Motivated by the aforementioned work, in this paper we are devoted to stability
analysis for the DSIVI (2) in finite dimensional spaces.

The goal of this paper is to study the existence of the Carathéodory weak solutions
and the stability for DSIVI (2) in finite dimensional spaces with the constraint set K and the
set-valued mapping F being perturbed by two different parameters. Our results about the
existence of the Carathéodory weak solutions for DSIVI (2) generalize the corresponding
results in [6]. Our stability results about the differential set-valued inverse variational
inequality are very new. We also give an example of a time-dependent price equilib-
rium control problem influenced by the seasons to show that the realistic problem can be
transformed into the stability for the differential inverse variational inequality.

The paper is organized as follows. Section 2 contains some useful definitions and
lemmas. In Section 3, the existence and uniqueness results of Carathéodory solutions for
DSIVI (2) are considered. Furthermore, the closedness and continuity of Carathéodory
solution set with respect to the perturbed data in the constraint set K and the set-valued
mapping F are obtained.

2. Preliminaries

In this section, we will introduce some basic notations and preliminary results.

Definition 1 ([24]). Let X and Y be two metric spaces; Y∗ is the dual space of Y. We say a
set-valued mapping F : X → 2Y is

(i) Upper semicontinuous at x ∈ X if and only if for any neighborhood U of F(x), there exists the
neighborhood B(x, η) of x with η > 0 such that

∀x′ ∈ B(x, η), F(x′) ⊂ U;
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(ii) Lower semicontinuous at x ∈ X if and only if for any y ∈ F(x) and for any sequence of
elements xn ∈ X converging to x, there exists a sequence of elements yn ∈ F(xn) converging
to y;

(iii) Upper hemicontinuous at x ∈ X if and only if for any r ∈ Y∗, the function x 7→ sup
y∈F(x)

〈r, y〉

is upper semicontinuous at x.

Definition 2 ([23,25]). The set-valued mapping F : Rn → 2Rn
is said to be

(i) Strictly monotone on set L ⊂ Rn iff for any x, y ∈ L, x 6= y, x∗ ∈ F(x), y∗ ∈ F(y), we have

〈x∗ − y∗, x− y〉 > 0;

(ii) Strongly monotone with modulus µ > 0, if for any x, y ∈ Rn and x∗ ∈ F(x), y∗ ∈ F(y),
we have

〈x∗ − y∗, x− y〉 ≥ µ‖x− y‖2.

Definition 3. A mapping f : Ω → Rm (respectively, B : Ω → Rm×n) is said to be Lips-
chitz continuous if there exists a constant L f > 0 (respectively, LB > 0) such that, for any
(t1, x), (t2, y) ∈ Ω, we have

‖ f (t1, x)− f (t2, y)‖ ≤ L f (|t1 − t2|+ ‖x− y‖),

(respectively, ‖B(t1, x)− B(t2, y)‖ ≤ LB(|t1 − t2|+ ‖x− y‖)).

Lemma 1 ([26], Lemma 1). Let X and Y be metric spaces. If a set-valued mapping F : X →
Pf (Y) := {D ⊂ Y : D is nonempty, closed} is upper semicontinuous, then F is closed.

Lemma 2 ([27], Theorem 5.1). Let F : Ω→ 2Rm
be an upper semicontinuous set-valued mapping

with nonempty closed convex values. Suppose that there exists a scalar ρF > 0 satisfying

sup{‖y‖ : y ∈ F(t, x)} ≤ ρF(1 + ‖x‖), ∀(t, x) ∈ Ω. (3)

Then for every x0 ∈ Rm, the DI:

ẋ ∈ F(t, x), x(0) = x0

has a weak solution in the sense of Carathéodory.

Lemma 3 ([1], Lemma 6.3). Let h : Ω× Rn → Rm be a continuous function and U : Ω→ 2Rn

be a closed set-valued map such that for some constant ηU > 0,

sup
u∈U(t,x)

‖u‖ ≤ ηU(1 + ‖x‖), ∀(t, x) ∈ Ω.

Let v : [0, T] → Rm be a measurable function and x : [0, T] → Rm be a continuous function
satisfying v(t) ∈ h(t, x(t), U(t, x(t))) for almost all t ∈ [0, T]. There exists a measurable function
u : [0, T]→ Rn such that u(t) ∈ U(t, x(t)) and v(t) = h(t, x(t), U(t)) for almost all t ∈ [0, T].

Throughout the rest of this paper, let K ⊂ Rn be a nonempty, closed, and convex
subset. The symbols “ ⇀′′ and “→′′ are used to denote the weak convergence and strong
convergence. Let the barrier cone of K be denoted by

barr(K) := {y ∈ Rn : sup
x∈K
〈y, x〉 < ∞}.
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The recession cone of K, denoted by K∞, is defined by

K∞ := {d ∈ Rn : ∃tn → 0, ∃xn ∈ K, tnxn ⇀ d}.

The negative polar cone of the nonempty set D ⊂ Rn, denoted by D−, is defined by

D− := {y ∈ Rn : 〈y, x〉 ≤ 0, ∀x ∈ D}.

Lemma 4 ([21], Theorem 4.2). Let L : Z1 → 2Rn
be a continuous set-valued mapping; p0 ∈ Z1,

λ0 ∈ Z2 are given points; F : Rn × Z2 → 2Rn
is a set-valued mapping and lower semicontinuous

on Z2. Suppose that there exists a neighborhood of P×Λ of (p0, λ0), such that L(p) has nonempty,
closed, and convex values for any p ∈ P, and F(x, λ) has nonempty closed values for every x ∈ Rn

and λ ∈ Λ. Moreover, for each λ ∈ Λ and q ∈ G(Ω), the mapping x 7→ q + F(x, λ) is upper
hemicontinuous and monotone. If

(L(p0))∞ ∩ {x ∈ Rn : q + F(x, λ0) ∩ L(p0) 6= ∅}− = {0},

then there exists a neighborhood P′ ×Λ′ of (p0, λ0) with P′ ×Λ′ ⊂ P×Λ, such that for every
(p, λ) ∈ P′ ×Λ′ , the set SOL(L(p), q + F(·, λ)) is nonempty and bounded.

In the rest of this paper, we assume (A) and (B) hold.
(A) f , B and G are Lipschitz continuous functions on Ω with Lipschitz constants

L f > 0, LB > 0 and LG > 0, respectively;
(B) B is bounded on Ω with ffiB := sup

(t,x)∈Ω
‖ B(t, x) ‖.

Remark 1. If f : Ω→ Rm is a Lipschitz continuous function on Ω, we obtain that there exists a
constant ρ f > 0, for any (t, x) ∈ Ω, such that

‖ f (t, x)‖ = ‖ f (t, x)− f (t0, 0) + f (t0, 0)‖
≤ ‖ f (t, x)− f (t0, 0)‖+ ‖ f (t0, 0)‖
≤ L f (|t− t0|+ ‖x‖) + ‖ f (t0, 0)‖
≤ L f (2T + ‖x‖) + ‖ f (t0, 0)‖
≤ ρ f (1 + ‖x‖),

where t0 ∈ [0, T], ρ f = max{L f , 2L f T + ‖ f (t0, 0)‖}. Similarly, G : Ω → Rn is a Lipschitz
continuous function on Ω, so there exists a constant ρG > 0 such that ‖G(t, x)‖ ≤ ρG(1 + ‖x‖)
for any (t, x) ∈ Ω.

3. Existence and Uniqueness of Solutions for DSIVI (2)

In this section, we will show the existence and uniqueness of Carathéodory weak
solutions for DSIVI (2) by applying Lemmas 2 and 3. For this purpose, we define a set-
valued mapping F : Ω→ 2Rn

as follows:

F(t, x) := { f (t, x) + B(t, x)u : u ∈ SOL(K, G(t, x) + F(·))}. (4)

The following lemma presents some properties of the set-valued mapping F defined by (4)
under the hypotheses (A) and (B).

In the following, L2([0, T]; Rn) is the set of all measurable functions u : [0, T] → Rn,
that satisfies

∫ T
0 ‖u(t)‖2dt < +∞. The norm of ‖u‖ is defined by

‖u‖ := (
∫ T

0
‖u(t)‖2dt)

1
2 .
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Lemma 5. Let ( f , G, B) satisfy conditions (A) and (B). Let K ⊂ Rn be a nonempty, bounded,
closed, and convex set and F : Rn → 2Rn

be an upper semicontinuous set-valued mapping with
nonempty closed convex values. Suppose that there exists a constant ρ > 0 such that, for all
q ∈ G(Ω),

sup{‖u‖ : u ∈ SOL(K, q + F(·))} ≤ ρ(1 + ‖q‖). (5)

Then, there exists a constant ρF > 0 such that (3) holds for the mapping F. Hence, F is an upper
semicontinuous closed-valued mapping on Ω.

Proof. We first prove that there is a constant ρF > 0 such that (3) holds for the mapping F.
For any y ∈ F(t, x), from the definition of F, we know there exists u ∈ SOL(K, G(t, x) + F(·))
such that y = f (t, x) + B(t, x)u. From conditions (A) and (B), it is easy to see that there
exists positive constants ρ f and ρG such that

‖ f (t, x)‖ ≤ ρ f (1 + ‖x‖), (6)

and

‖G(t, x)‖ ≤ ρG(1 + ‖x‖). (7)

Applying (5), we obtain

‖y‖ ≤ ‖ f (t, x)‖+ ‖B(t, x)u‖ ≤ (ρ f + δBρ + δBρρG)(1 + ‖x‖).

If we let ρF = ρ f + δBρ + δBρρG, then (3) holds.
Next, we prove that F is upper semicontinuous. We note that under the linear growth

condition (3), the upper semicontinuity of F holds if F is closed. Therefore, we need to prove F
is closed on Ω. Let {(tn, xn)} ⊂ Ω be a sequence converging to some vector (t0, x0) ∈ Ω and
{ f (tn, xn) + B(tn, xn)un} ⊂ F(tn, xn) converging to z0, where un ∈ SOL(K, G(tn, xn) + F(·)).
It follows that sequence {un} is bounded by (5). Therefore, {un} has a convergent subsequence,
denoted again by {un}, with a limit point u0 ∈ Rn. According to un ∈ SOL(K, G(tn, xn)+ F(·)),
it is easy to see that there exists u∗n ∈ F(un) and G(tn, xn) + u∗n ∈ K such that

〈y− G(tn, xn)− u∗n, un〉 ≥ 0, ∀y ∈ K.

By the boundedness of K, we get {u∗n} is bounded and has a convergent subsequence
with a limit u∗0 , as the set-valued mapping F is upper semicontinuous with nonempty
closed convex values. By Lemma 1, we obtain that F is closed, which means Graph(F) :=
{(x, y) ∈ Rn × Rn : y ∈ F(x)} is closed. We know (un, u∗n) ∈ Graph(F) since u∗n ∈ F(un).
Therefore, u∗0 ∈ F(u0). Since G is Lipschitz continuous, it follows {G(tn, xn)} converges to
G(t0, x0). Since K is closed, it follows that G(t0, x0) + u∗0 ∈ (G(t0, x0) + F(u0)) ∩ K and

〈y− G(t0, x0)− u∗0 , u0〉 ≥ 0, ∀y ∈ K.

That means u0 ∈ SOL(K, G(t0, x0) + F(·)) and so

f (tn, xn) + B(tn, xn)un → z0 = f (t0, x0) + B(t0, x0)u0 ∈ F(t0, x0).

Therefore, F is closed. This completes the proof. �

Remark 2. We would like to point out that Lemma 5 extends Lemma 2.5 in [6].

Theorem 1. Let ( f , G, B) satisfy conditions (A) and (B). Let K ⊂ Rn be a nonempty, bounded,
closed, and convex set and F : Rn → 2Rn

be an upper semicontinuous set-valued mapping with
nonempty closed convex values. Suppose for any q ∈ G(Ω), there exists a constant ρ > 0 such
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that (5) holds and the set SOL(K, q + F(·)) is nonempty, closed, and convex. Then, DSIVI (2) has
a Carathéodory weak solution.

Proof. By Lemma 5, we obtain that there exists a constant ρF > 0 such that (3) holds for
the mapping F defined by (4) and F is an upper semicontinuous closed-valued mapping
on Ω. Next, for any (t, x) ∈ Ω, we prove F(t, x) is convex. Since for any q ∈ G(Ω),
SOL(K, q + F(·)) is nonempty, it is easy to see that F(t, x) is nonempty. However, for any
f (t, x) + B(t, x)u1, f (t, x) + B(t, x)u2 ∈ F(t, x), where u1, u2 ∈ SOL(K, G(t, x) + F(·)), by
the convex of SOL(K, G(t, x) + F(·)), we know that there exists a constant η ∈ (0, 1) such that

η( f (t, x) + B(t, x)u1) + (1− η)( f (t, x) + B(t, x)u2)

= f (t, x) + B(t, x)(ηu1 + (1− η)u2) ∈ F(t, x),

where ηu1 + (1− η)u2 ∈ SOL(K, G(t, x) + F(·)). This means F(t, x) is convex.
Because F is an upper semicontinuous set-valued mapping with nonempty closed

convex values and there exists a constant ρF > 0 such that (3) holds for the mapping F, by
Lemma 2, we obtain that the following differential inclusion ẋ ∈ F(t, x), x(0) = x0 has a
Carathéodory weak solution x(t). Thus, we have for any t ∈ [0, T],

∫ t

0
ẋ(s)ds =

∫ t

0
[ f (s, x(s)) + B(s, x(s))u(s)]ds,

and

‖x(t)‖ ≤ ‖x0‖+
∫ t

0
ρF(1 + ‖x(s)‖)ds.

Then, by the Gronwall inequality, we obtain

‖x(t)‖ ≤ (‖x0‖+ ρFT)eρFT . (8)

Therefore, from the above two inequalities we can obtain that x(t) is absolutely continuous
on [0, T]. Let U(t, x) := SOL(K, G(t, x) + F(·)) and h(t, x, u) := f (t, x) + B(t, x)u. We con-
clude by Lemma 3 that there exists a measurable function u(t) such that
u(t) ∈ SOL(K, G(t, x(t)) + F(·)) and ẋ(t) = f (t, x) + B(t, x)u(t) for almost all t. By
Lemma 6, it follows that for almost all t ∈ [0, T], there exists ρ > 0 such that

‖u(t)‖ ≤ ρ(1 + ‖G(t, x(t))‖),

where u(t) ∈ SOL(K, G(t, x(t)) + F(·)). From (6) and (8), it follows from the above inequal-
ity that for almost all t ∈ [0, T],

‖u(t)‖ ≤ ρ(1 + ρG(1 + (‖x0‖+ ρFT)eρFT)).

Therefore, u(t) is integrable on [0, T]. This completes the proof. �

Lemma 6. Let ( f , G, B) satisfy conditions (A) and (B). Let K ⊂ Rn be a nonempty, bounded,
closed, and convex set. Suppose the following statements hold:

(i) F : Rn → 2Rn
is strictly monotone and upper hemicontinuous on Rn;

(ii) For any q ∈ G(Ω), K∞ ∩ {x ∈ Rn : q + F(x) ∩ K 6= ∅}− = {0};
(iii) The interior of barr(K) is nonempty.

Then, SOL(K, q + F(·)) is a singleton for any q ∈ G(Ω). Moreover, there exists a constant ρ > 0
such that (5) holds for any q ∈ G(Ω).
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Proof. Using conditions (i)–(iii) and according to Theorem 3.2 in [21], we can obtain that
SOL(K, q + F(·)) 6= ∅ for any q ∈ G(Ω). Next, we show SOL(K, q + F(·)) is a singleton for
any q ∈ G(Ω). We assume u1, u2 ∈ SOL(K, q + F(·)) and u1 6= u2, and we have

q + u∗1 ∈ (q + F(u1)) ∩ K, 〈y− q− u∗1 , u1〉 ≥ 0, ∀y ∈ K, (9)

and

q + u∗2 ∈ (q + F(u2)) ∩ K, 〈y− q− u∗2 , u2〉 ≥ 0, ∀y ∈ K. (10)

Letting y = q + u∗2 in (9), we have

〈u∗2 − u∗1 , u1〉 ≥ 0.

Letting y = q + u∗1 in (10), we have

〈u∗1 − u∗2 , u2〉 ≥ 0.

It follows from the above two inequalities that

〈u∗2 − u∗1 , u1 − u2〉 ≥ 0. (11)

Since F is strictly monotone, u1 6= u2, u∗1 ∈ F(u1), u∗2 ∈ F(u2), we obtain

〈u∗2 − u∗1 , u2 − u1〉 > 0,

which contradicts (11). That means SOL(K, q + F(·)) is a singleton for any q ∈ G(Ω) and
so there exists a constant ρ > 0 such that (5) holds for any q ∈ G(Ω). This completes
the proof.

Theorem 2. Let K ⊂ Rn be a nonempty, bounded, closed, and convex set. Let ( f , G, B) satisfy
conditions (A) and (B). Suppose the following statements hold:

(i) F : Rn → 2Rn
is strictly monotone and upper hemicontinuous on Rn;

(ii) F : Rn → 2Rn
is an upper semicontinuous set-valued map with nonempty closed convex

values;
(iii) For any q ∈ G(Ω), K∞ ∩ {x ∈ Rn : q + F(x) ∩ K 6= ∅}− = {0};
(iv) The interior of barr(K) is nonempty.

Then, DSIVI (2) has a Carathéodory weak solution.

Proof. It follows from conditions (i), (iii), (iv), and Lemma 6 that (5) holds. By condition
(ii) and Lemma 5, we know there exists a constant ρF > 0 such that (3) holds, where F is
defined by (4). Applying Theorem 1, we get DSIVI (2) has a Carathéodory weak solution.
This completes the proof. �

Remark 3. From the above proof, it is easy to see that u ∈ L2([0, T]; Rn).

Theorem 3. Assume conditions (ii)–(iv) in Theorem 2 hold and F : Rn → 2Rn
is strongly

monotone and upper hemicontinuous on Rn. Then, DSIVI (2) has a unique Carathéodory weak
solution (x, u) ∈ C([0, T]; Rm)× L2([0, T]; Rn).

Proof. By Theorem 2, we know DSIVI (2) has Carathéodory weak solutions. Now, we
only need to prove the uniqueness of the Carathéodory weak solution for DSIVI (2). For
this purpose, we let (x1, u1) and (x2, u2) be the Carathéodory weak solutions for DSIVI (2).
Therefore,
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



x1(t) = x0 +
∫ t

0 f (τ, x1(τ)) + B(τ, x1(τ))u1(τ)dτ, for any t ∈ [0, T]
u1(t) ∈ SOL(K, G(t, x1(t)) + F(·)), for almost all t ∈ [0, T]
x1(0) = x0,

(12)

and




x2(t) = x0 +
∫ t

0 f (τ, x2(τ)) + B(τ, x2(τ))u2(τ)dτ, for any t ∈ [0, T]
u2(t) ∈ SOL(K, G(t, x2(t)) + F(·)), for almost all t ∈ [0, T]
x2(0) = x0.

(13)

For almost all t ∈ [0, T], it is easy to see u1(t) ∈ SOL(K, G(t, x1(t)) + F(·)) and u2(t) ∈
SOL(K, G(t, x2(t)) + F(·)). Therefore, there exists a measurable E on [0, T] with mE = 0
(mE denotes the Lebesgue measure of the set E on [0, T]) such that for any t ∈ [0, T] \ E,
there exists u∗1(t) ∈ F(u1(t)) and G(t, x1(t)) + u∗1(t) ∈ K such that

〈y− G(t, x1(t))− u∗1(t), u1(t)〉 ≥ 0, ∀y ∈ K (14)

and there exists u∗2(t) ∈ F(u2(t)) and G(t, x2(t)) + u∗2(t) ∈ K such that

〈y− G(t, x2(t))− u∗2(t), u2(t)〉 ≥ 0, ∀y ∈ K. (15)

For t ∈ [0, T] \ E, letting y = G(t, x2(t)) + u∗2(t) in (14), we get

〈G(t, x2(t)) + u∗2(t)− G(t, x1(t))− u∗1(t), u1(t)〉 ≥ 0.

For t ∈ [0, T] \ E, letting y = G(t, x1(t)) + u∗1(t) in (15), we get

〈G(t, x1(t)) + u∗1(t)− G(t, x2(t))− u∗2(t), u2(t)〉 ≥ 0.

Therefore, for t ∈ [0, T] \ E, one has

〈G(t, x1(t)) + u∗1(t)− G(t, x2(t))− u∗2(t), u2(t)− u1(t)〉 ≥ 0,

and
〈G(t, x1(t))− G(t, x2(t)), u2(t)− u1(t)〉 ≥ 〈u∗1(t)− u∗2(t), u1(t)− u2(t)〉.

Since F is strongly monotone on Rn, it yields for almost all t ∈ [0, T],

〈u∗1(t)− u∗2(t), u1(t)− u2(t)〉 ≥ µ‖u1(t)− u2(t)‖2. (16)

From the Cauchy–Schwarz inequality, we know that

〈G(t, x1(t))− G(t, x2(t)), u2(t)− u1(t)〉
≤ ‖G(t, x1(t))− G(t, x2(t))‖‖u1(t)− u2(t)‖. (17)

Therefore, combining (16) and (17), we get for almost all t ∈ [0, T],

µ‖u1(t)− u2(t)‖ ≤ ‖G(t, x1(t))− G(t, x2(t))‖
≤ LG‖x1(t)− x2(t)‖ (18)

and

‖u1(t)− u2(t)‖ ≤
LG
µ
‖x1(t)− x2(t)‖. (19)
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Furthermore, from (12), (13), and (18), we infer that for any t ∈ [0, T],

‖x1(t)− x2(t)‖

=
∫ t

0
‖ f (τ, x1(τ)) + B(τ, x1(τ))u1(τ)− f (τ, x2(τ)) + B(τ, x2(τ))u2(τ)‖dτ

≤
∫ t

0
‖ f (τ, x1(τ))− f (τ, x2(τ))‖dτ + δB

∫ t

0
‖u1(τ)− u2(τ)‖dτ

≤ L f

∫ t

0
‖x1(τ)− x2(τ)‖dτ + δB

LG
µ

∫ t

0
‖x1(τ)− x2(τ)‖dτ

≤ (L f + δB
LG
µ

)
∫ t

0
‖x1(τ)− x2(τ)‖dτ.

Apparently, there exists a constant C = L f + δB
LG
µ > 0 such that

‖x1(t)− x2(t)‖ ≤ C
∫ t

0
‖x1(τ)− x2(τ)‖dτ.

According to the Gronwall inequality, we get x1(t) = x2(t) for all t ∈ [0, T], so x1 = x2 in
C([0, T], Rm). From (18), we have u1(t) = u2(t) in Rn for almost all t ∈ [0, T]. This means
u1 = u2 in L2([0, T], Rn). This completes the proof. �

4. Stability for DSIVI (2)

In this section, we aim to study the stability for DSIVI (2) in finite dimensional
spaces when both the mapping and the constraint set are perturbed by two different
parameters. For this purpose, we consider the parametric DSIVI, denoted by DSIVI (L(p),
G(t, x(t)) + F(·, λ)), as follows:





ẋ(t) = f (t, x(t)) + B(t, x(t))u(t)
u(t) ∈ SOL(L(p), G(t, x(t)) + F(·, λ))
x(0) = x0,

(20)

where (Z1, d1) and (Z2, d2) are two metric spaces. The nonempty closed convex subset K
of Rn in DSIVI (2) is perturbed by a parameter p, which varies over (Z1, d1). Therefore, K is
a perturbed set. That means L : Z1 → 2Rn

is a set-valued mapping with nonempty closed
convex values. The mapping F : Rn → 2Rn

is a set-valued mapping that is perturbed by a
parameter λ, and λ varies over (Z2, d2). That is to say, F : Rn × Z2 → 2Rn

. In what follows,
to simplify notation, we let S(p, λ) denote the Carathéodory weak solution for DSIVI (20).
Next, we will establish the closedness and continuity of the mapping (p, λ)→ S(p, λ).

Theorem 4. Let ( f , G, B) satisfy conditions (A) and (B), p0 ∈ Z1, λ0 ∈ Z2 be two given points.
Assume the following conditions hold.

(i) L : Z1 → 2Rn
is a continuous set-valued mapping with nonempty bounded closed convex

values and
⋃

p∈U(p0)
L(p) is compact, where U(p0) is a neighborhood of p0;

(ii) F : Rn × Z2 → 2Rn
is an upper semicontinuous set-valued mapping with nonempty closed

convex values on Rn × Z2 and lower semicontinuous on Z2;
(iii) There exists a neighborhood Λ of λ0, for each λ ∈ Λ, the mapping x 7→ q + F(x, λ) is upper

hemicontinuous and monotone for any q ∈ G(Ω);
(iv) The set SOL(L(p0), q + F(·, λ0)) is nonempty and bounded for any q ∈ G(Ω);
(v) F : Rn × Z2 → 2Rn

is strictly monotone and upper hemicontinuous on Rn .

Then, S(p, λ) is closed at (p0, λ0) ∈ Z1 × Z2.

Proof. From Theorem 3.2 in [21], we know that condition (iv) is equivalent to conditions
(iii) and (iv) in Theorem 2. By conditions (i)–(iv), it follows from Lemma 4 that there exists
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a neighborhood P′ ×Λ′ of (p0, λ0), P′ ×Λ′ ⊂ P×Λ, such that for each (p, λ) ∈ P′ ×Λ′,
the set SOL(L(p), q + F(·, λ)) is nonempty and bounded. It follows from Lemma 6 that
there exists a constant ρ > 0 such that (5) holds for any q ∈ G(Ω). It is obvious that DSIVI
(20) has solutions by Theorem 2.

Now, we prove S(p, λ) is closed at (p0, λ0). Let {(pn, λn)} ⊂ P × Λ be a given
sequence with (pn, λn) → (p0, λ0) and (xn, un) ∈ S(pn, λn) with (xn, un) → (x0, u0) in
C([0, T]; Rm)× L2([0, T], Rn). Therefore,

(a) For any 0 ≤ s ≤ t ≤ T,

xn(t)− xn(s) =
∫ t

s
f (τ, xn(τ)) + B(τ, xn(τ))un(τ)dτ;

(b) For almost all t ∈ [0, T], there exists u∗n(t) ∈ F(un(t), λn) and G(t, xn(t))+ u∗n(t) ∈ L(pn),
for any yn ∈ L(pn), such that

〈yn − G(t, xn(t))− u∗n(t), un(t)〉 ≥ 0;

(c) The initial condition
xn(0) = x0.

From the convergence un converges to u0 in L2([0, T], Rn), we obtain
∫

[0,T]
‖un(t)− u0(t)‖2dt < ∞

and

lim
n→∞

‖un − u0‖L2 = lim
n→∞

(
∫

[0,T]
‖un(t)− u0(t)‖2dt)

1
2

= 0.

Moreover, applying the Holder inequality, we know
∫

[0,T]
‖un(t)− u0(t)‖dt ≤ (

∫

[0,T]
‖un(t)− u0(t)‖2dt)

1
2 (
∫

[0,T]
12dt)

1
2

and

lim
n→∞

∫

[0,T]
‖un(t)− u0(t)‖dt ≤ lim

n→∞
(
∫

[0,T]
‖un(t)− u0(t)‖2dt)

1
2 = 0.

This means un converges to u0 in L1([0, T], Rn), which is equivalent to ‖un − u0‖L1 → 0. By
Theorem 4.9 in [28], there exists a sequence un(t) and a function h ∈ L1 such that

un(t)→ u0(t), for almost all t ∈ [0, T] (21)

and

‖un(t)‖ ≤ h(t), for almost all t ∈ [0, T]. (22)

Combining (21) and (22), by the Lebesgue control convergence theorem, we know

lim
n→∞

∫

[0,T]
un(t)dt =

∫

[0,T]
u0(t)dt.

However, from (b), it is easy to see that G(t, xn(t)) + u∗n(t) ∈ L(pn) for almost all t ∈
[0, T]. By condition (i), there exists a neighborhood U(p0) of p0 such that

⋃
p∈U(p0)

L(p)
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is compact. Therefore, {u∗n(t)} has a subsequence, denoted again by {u∗n(t)}, such that
u∗n(t) → u∗0(t). Since (un, λn) → (u0, λ0), it follows from Lemma 1 and condition (ii)
that u∗0(t) ∈ F(u0(t), λ0). Moreover, the lower semicontinuity of L implies that, for any
y ∈ L(p0), there exists a sequence {yn} with yn ∈ L(pn) such that yn → y.

Now, by (a), (b), and (c), we have

(a′) For any 0 ≤ s ≤ t ≤ T,

x0(t)− x0(s) =
∫ t

s
f (τ, x0(τ)) + B(τ, x0(τ))u0(τ)dτ;

(b′) For almost all t ∈ [0, T], there exists u∗0(t) ∈ F(u0(t), λ0) and G(t, x0(t)) + u∗0(t) ∈ L(p0),
for any y ∈ L(p0), such that

〈y− G(t, x0(t))− u∗0(t), u0(t)〉 ≥ 0;

(c′) The initial condition
x0(0) = x0.

Therefore, it deduces that (x0, u0) ∈ S(p0, λ0). This completes the proof. �

Theorem 5. Let ( f , G, B) satisfy conditions (A) and (B); p0 ∈ Z1, λ0 ∈ Z2 are given points.
Assume the following conditions hold.

(i) L : Z1 → 2Rn
is a continuous set-valued mapping with nonempty bounded closed convex

values, and there exists a neighborhood U(p0) of p0 such that
⋃

p∈U(p0)
L(p) is compact;

(ii) F : Rn × Z2 → 2Rn
is a upper semicontinuous set-valued mapping with nonempty closed

convex values on Rn × Z2 and lower semicontinuous on Z2;
(iii) For each λ ∈ Λ and q ∈ G(Ω), the mapping x 7→ q + F(x, λ) is upper hemicontinuous and

monotone, where Λ is a neighborhood of λ0;
(iv) There exists a neighborhood U(p0, λ0) of (p0, λ0) such that

⋃

(p,λ)∈U(p0,λ0)

SOL(L(p), q + F(·, λ))

is bounded for any q ∈ G(Ω);
(v) F : Rn × Z2 → 2Rn

is strongly monotone and upper hemicontinuous on Rn .

Then, S(p, λ) is continuous at (p0, λ0) ∈ Z1 × Z2.

Proof. From Theorem 3.2 in [21], we know that condition (iv) is equivalent to conditions
(iii) and (iv) in Theorem 2. It follows from Theorem 3 that S(p, λ) is a singleton by
conditions (i), (ii), (iv), and (v). Let S(pn, λn) = (xn, un) with (pn, λn) → (p0, λ0). Next,
we need to prove sequence {xn} and {un} have convergent subsequences, respectively.

Step 1. {xn} is uniformly bounded.
It is known that (xn, un) ∈ S(pn, λn). Therefore, for almost all t ∈ [0, T],

ẋn(t) = f (t, xn(t)) + B(t, xn(t))un(t), n = 1, 2, · · · . (23)

Since F(t, xn) defined by (4) satisfies (3), for any t ∈ [0, T], we have

‖xn(t)‖ ≤ ‖x0‖+
∫ t

0
ρF(1 + ‖xn(s)‖)ds.

Applying the Gronwall inequality, we know

‖xn(t)‖ ≤ (‖x0‖+ ρFT)eρFT .
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Clearly, {xn} is uniformly bounded with ‖x‖ = sup
t∈[0,T]

‖x(t)‖.

Step 2. {xn} is an equicontinuous family of functions. Since (xn, un) ∈ S(pn, λn),
for almost all t ∈ [0, T], un(t) ∈ SOL(L(pn), G(t, xn(t)) + F(·, λn)). By condition (iv), for
almost all t ∈ [0, T] and n = 1, 2, · · · , there exists a constant C such that ‖un(t)‖ ≤ C.

In reality, (23) means for all 0 ≤ s ≤ t ≤ T,

xn(t)− xn(s) =
∫ t

s
f (τ, xn(τ)) + B(τ, xn(τ))un(τ)dτ, n = 1, 2, · · · .

We note that f is a Lipschitz continuous function on Ω, so for all (t, x) ∈ Ω, there exists a
constant ρ f > 0 such that

‖ f (t, x)‖ ≤ ρ f (1 + ‖x‖). (24)

Since B is bounded on Ω and {un(t)} is bounded for almost all t ∈ [0, T], by (24), we have

‖xn(t)− xn(s)‖

= ‖
∫ t

s
f (τ, xn(τ)) + B(τ, xn(τ))un(τ)dτ‖

≤
∫ t

s
‖ f (τ, xn(τ))‖dτ +

∫ t

s
‖B(τ, xn(τ))un(τ)‖dτ

≤
∫ t

s
‖ f (τ, xn(τ))‖dτ +

∫ t

s
‖B(τ, xn(τ))‖‖un(τ)‖dτ

≤
∫ t

s
ρ f (1 + ‖xn(τ)‖)dτ + δBC|t− s|

≤ ρ f |t− s|+ ρ f (‖x0‖+ ρFT)eρFT |t− s|+ δBC|t− s|
≤ (ρ f (1 + (‖x0‖+ ρFT)eρFT) + δBC)|t− s|.

Let M = ρ f (1 + (‖x0‖+ ρFT)eρFT) + δBC. Therefore, there exists a constant M such that,
for any n = 1, 2, · · · ,

‖xn(t)− xn(s)‖ ≤ M|t− s|.
Then, sequence {xn} is equicontinuous. We can apply the Arzelà–Ascoli theorem to deduce
that {xn} has a subsequence, denoted again by {xn}, which converges to x0.

Step 3. S(pn, λn) → S(p0, λ0) in C([0, T]; Rm)× L2([0, T]; Rn). We know that un(t) ∈
SOL(L(pn), G(t, xn(t)) + F(·, λn)) for almost all t ∈ [0, T]. Then, there exists a measure E
with mE = 0 such that un(t) ∈ SOL(L(pn), G(t, xn(t)) + F(·, λn)) for any t ∈ [0, T] \ E. That
is, for any t ∈ [0, T] \ E, there exists u∗n(t) ∈ F(un(t), λn) and G(t, xn(t)) + u∗n(t) ∈ L(pn)
such that

〈y− G(t, xn(t))− u∗n(t), un(t)〉 ≥ 0, ∀y ∈ L(pn). (25)

Take any small h such that t + h ∈ [0, T] \ E and un(t + h) ∈ SOL(L(pn), G(t + h, xn(t +
h)) + F(·, λn)). Then, there exists u∗n(t + h) ∈ F(un(t + h), λn) and G(t + h, xn(t + h)) +
u∗n(t + h) ∈ L(pn) such that, for any t + h ∈ [0, T] \ E,

〈y− G(t + h, xn(t + h))− u∗n(t + h), un(t + h)〉 ≥ 0, ∀y ∈ L(pn). (26)

For any t + h ∈ [0, T] \ E, letting y = G(t + h, xn(t + h)) + u∗n(t + h) in (25), we have

〈G(t + h, xn(t + h)) + u∗n(t + h)− G(t, xn(t))− u∗n(t), un(t)〉 ≥ 0.

For any t ∈ [0, T] \ E, letting y = G(t, xn(t)) + u∗n(t) in (26), we have

〈G(t, xn(t)) + u∗n(t)− G(t + h, xn(t + h))− u∗n(t + h), un(t + h)〉 ≥ 0.

80



Axioms 2022, 11, 475

Therefore,

〈G(t + h, xn(t + h))− G(t, xn(t)), un(t)− un(t + h)〉 (27)

≥ 〈u∗n(t)− u∗n(t + h), un(t)− un(t + h)〉. (28)

By the monotonicity of F,

〈u∗n(t)− u∗n(t + h), un(t)− un(t + h)〉 ≥ µ‖un(t)− un(t + h)‖2.

Applying the Cauchy–Schwarz inequality, we get

〈G(t + h, xn(t + h))− G(t, xn(t)), un(t)− un(t + h)〉
≤ ‖G(t + h, xn(t + h))− G(t, xn(t))‖‖un(t)− un(t + h)‖.

Thus, combining the above two inequalities and applying the Lipschitz continuity of G,
we obtain

µ‖un(t)− un(t + h)‖ ≤ ‖G(t + h, xn(t + h))− G(t, xn(t))‖
≤ LG(|h|+ ‖xn(t + h)− xn(t)‖),

which means

‖un(t)− un(t + h)‖ ≤ LG
µ

(|h|+ ‖xn(t + h)− xn(t)‖)

≤ LG
µ

(|h|+ M|h|)

≤ LG
µ

(M + 1)|h|. (29)

Let l = LG
µ (M + 1). Since {xn} is equicontinuous, it follows from (29) that for any ε > 0,

there exists δ = min{T, ε
l
√

2T
} such that, for all n = 1, 2, . . . and all |h| ≤ δ,

∫ T−h

0
‖un(t + h)− un(h)‖2dt ≤

∫ T−h

0
l2h2dt

≤ l2h2(T − h)

≤ l2δ2(T + δ)

< ε2. (30)

It is known that ‖un‖L2 = (
∫
[0,T] ‖un(t)‖2dt)

1
2 < ∞, which means {un} is bounded in

L2[0, T]. Applying inequality (30) and the boundedness of {un}, by Corollary 1.34 in [29],
we get that the sequence {un} is relatively compact in L2[0, T]. We can obtain the closure
of {un} is compact. Therefore, {un} exists a convergent subsequence, denoted again
by {un}, which converges to u0. Up to now, we get subsequence (xn, un) = S(pn, λn)
with xn → x0 and un → u0. From Theorem 4, S(p, λ) is closed at (p0, λ0). This means
(xn, un) → (x0, u0) = S(p0, λ0) and so S(p, λ) is continuous at (p0, λ0). This completes
the proof. �

5. An Example of a Time-Dependent Spatial Price Equilibrium Control Problem

In this section, we will give an example of the differential inverse variational inequal-
ity to the time-dependent spatial price equilibrium control problem. As discussed by
Scrimali [15], assume that a single commodity is produced at m supply market, with typical
supply market denoted by i, and is consumed at n demand markets, with typical demand
market denoted by j, during the time interval [0, T] with T > 0. Let (i, j) denote the typical
pair of producers and consumers for i = 1, 2, · · · , m and j = 1, 2, · · · , n. Let Si(t) be the
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supply of the commodity produced at supply market i at time t ∈ [0, T] and group the
supplies into a column vector

S(t) = (S1(t), · · · Sm(t)) ∈ Rm.

Let Dj(t) be the demand of the commodity associated with demand market j at time
t ∈ [0, T] and group the demands into a column vector

D(t) = (D1(t), · · ·Dn(t)) ∈ Rn.

Let xij(t) be the commodity shipment from supply market i to demand market j at time
t ∈ [0, T] and group the commodity shipments into a column vector x(t) ∈ Rmn.

Li et al. [6] studied the time-dependent spatial price equilibrium control problem
by establishing the relation between the problem and a differential inverse variational
inequality. We restate it here with a concise version.

Assume that, for any t ∈ [0, T],

Si(t) =
n

∑
j=1

xij(t), Dj(t) =
m

∑
i=1

xij(t)

and resource exploitations S(x(t), u(t)) at supply market and consumption D(x(t), u(t))
at demands market can be controlled by adjusting the tax u(t). Let

W(t, x(t), u(t)) = (S(x(t), u(t)), D(x(t), u(t))), ∀t ∈ [0, T],

which can be written as

W(t, x(t), u(t)) = G(t, x(t)) + F(u(t)),

where G(t, x) is a Carathéodory function with γ(t) ∈ L2[0, T] such that

‖G(t, x)‖ ≤ γ(t) + ‖x‖.

and F is a continuous mapping. Let

L = {w ∈ L2([0, T], Rm+n) : w(t) ≤ w(t) ≤ w(t) for almost all t ∈ [0, T]}

be the set of a feasible state influenced by the adjusted taxes u(t), where w(t) = (S(t), D(t))
and w(t) = (S(t), D(t)) denote the lower and upper capacity constraints, respectively.
Under some appropriate assumptions, finding the solution of a time-dependent optimal
control equilibrium problem is equivalent to finding the Carathéodory solution (x(t), u(t))
for the following differential inverse variational inequality:





ẋ(t) = f (t, x(t)) + B(t, x(t))u(t)
u(t) ∈ SOL(−L,−G(t, x(t))− F(·))
x(0) = x0,

For more details, we refer the reader to [6].
However, the total amount of supply for a commodity and the relevant tax adjustments

policy on the markets always vary with the sales season and the off-season [21]. In real
life, any minute change in the proportion of each strategy seen will lead to a change
in strategy. Let 0 denote the off-season and 1 denote the sales season. During the off-
season, policy-makers will motivate manufacturers to develop resources by lowering the
taxes they need to bear. During the sales season, policy-makers resist more development
resources by increasing taxes on manufacturers. That means the set L of a feasible state
is influenced by a parameter p, where p ∈ {0, 1}. Because the supply and demand of the
commodity are also influenced by the seasons, we assume the mapping F is influenced by a
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parameter λ, where λ ∈ {0, 1}. Now, the time-dependent spatial price equilibrium control
problem can be transformed into the following differential inverse variational inequality
including parameters:





ẋ(t) = f (t, x(t)) + B(t, x(t))u(t)
u(t) ∈ SOL(−L(p),−G(t, x(t))− F(·, λ))
x(0) = x0,

Therefore, the time-dependent spatial price equilibrium control problem influenced by seasons
will lead to a stability problem for a class of differential inverse variational inequalities.

6. Conclusions

The paper is concerned with the stability analysis of differential set-valued inverse
variational inequalities in finite dimensional spaces. First, we proved an important result
about a set-valued mapping, Lemma 5, which extends Lemma 2.5 in [6] and plays an
important role in proving the existence of Carathéodory weak solutions for DSIVI (2).
Then we obtained the existence of Carathéodory weak solutions for DSIVI (2). Second, we
established closedness and continuity for the differential set-valued inverse variational
inequality problem when the constraint set and the mapping are perturbed by two different
parameters. Finally, we gave an example of a time-dependent spatial price equilibrium
control problem, which can be transformed into a differential inverse variational inequality
in finite dimensional spaces.

For further research, we can note the following directions: First, to adapt the main
methods to study the existence of Carathéodory weak solutions and stability for differential
set-valued inverse mixed variational inequalities in finite dimensional spaces; second, to
use the theory of semigroups, set-valued mappings, and variational inequality to study the
partial differential set-valued inverse variational inequalities in Banach spaces.

Author Contributions: X.Z. and W.L. analyzed the existence and stability for the differential set-
valued inverse variational inequality; X.Z. and X.L. analyzed the applications for the differential
inverse variational inequality; X.Z. is the major contributor in writing the manuscript text. All authors
have read and agreed to the published version of the manuscript.

Funding: This work was supported by Opening Fund of Geomathematics Key Laboratory of Sichuan
Province (scsxdz2021yb06) and National Natural Science Foundation of China (Grant 11701480).

Data Availability Statement: Not applicable.

Acknowledgments: The authors thank the anonymous reviewers for their valuable comments and
suggestions that helped us to improve the content of this paper.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Pang, J.S.; Stewart, D.E. Differential variational inequaliities. Math. Program. 2008, 113, 345–424. [CrossRef]
2. Chen, X.J.; Wang, Z.Y. Differential variational inequalitiy approach to dynamic games with shared constraints. Math. Program.

2014, 146, 379–408. [CrossRef]
3. Stewart, D.E. Uniqueness for index-one differential variational inequalities. Nonlinear Anal. Hybrid Syst. 2008, 2, 812–818.

[CrossRef]
4. Li, X.S.; Huang, N.J.; O’Regan, D. Differential mixed variational inequalities in finite dimensional spaces. Nonlinear Anal. Theory

Methods Appl. 2010, 72, 3875–3886. [CrossRef]
5. Li, X.S.; Huang, N.J. A class of impulsive differential variational inequalities in finite demensional space. J. Frankl. Inst. 2016, 353,

3151–3175. [CrossRef]
6. Li, W.; Wang, X.; Huang, N.J. Differential inverse variational inequalities in finite dimensional spaces. Acta Math. Sci. 2015, 35,

407–422. [CrossRef]
7. Liu, Z.H.; Zeng, S.D.; Motreanu, D. Evolutionary problems driven by variational inequalities. J. Differ. Equ. 2016, 260, 6787–6799.

[CrossRef]
8. Liu, Z.H.; Sofonea, M. Differential quasivariational inequalities in contact machanics. Acta Math. Sci. 2017, 37, 26–32. [CrossRef]

83



Axioms 2022, 11, 475

9. Liu, Z.H.; Migrski, S.; Zeng, S.D. Partial differential variational inequalities involving nonlocal boundary conditions in Banach
spaces. J. Differ. Equ. 2017, 263, 3989–4006. [CrossRef]

10. Chen, T.; Huang, N.J.; Li, X.S.; Zhou, Y.Z. A new class of differential ninliner system involving parabolic variational and
history-dependent hemi-variational inequalities arising in contact mechanics. Common. Nonliner Sci. Number. Simul. 2021,
101, 24.

11. Li, W.; Wang, X.F. Stability analysis of partial differential set-valued variational inequalities on Banach spaces. J. Convex Anal.
2020, 27, 423–442.

12. Tang, G.J.; Cen, J.X.; Nguyen, V.T.; Zeng, S.D. Differential variational-hemivariational inequalities: Existence, uniqueness, stability,
and convergence. J. Fixed Point Theory Appl. 2020, 22, 83. [CrossRef]

13. He, B.S.; Liu, X.H. Inverse variational inequalities in the economic field: Applications and algorithms. Science Paper Online 2006.
14. Yang, J.F. Dynamic power price problem: An inverse variational inequality approach. J. Ind. Manag. Optim. 2008, 4, 673–684.

[CrossRef]
15. Scrimali, L. An inverse variational inequality approach to the evolutionary spatial price equilibrium problem. Optim. Eng. 2012,

13, 375–387. [CrossRef]
16. Xu, H.K.; Dey, S.; Vetrivel, V. Notes on a neural network approach to inverse variational inequalities. Optimization 2020, 70,

901–910. [CrossRef]
17. Jiang, Y.; Cai, X.G.; Han, D. Solving policy design problems: Alternating direction method of multipliers-based methods for

structured inverse variational inequalities. Eur. J. Oper. Res. 2020, 280, 417–427. [CrossRef]
18. Yang, H.; Bell, M.G.H. Traffic restraint, road pricing and network equilibrium. Transp. Res. Part B Methodol. 1997, 31, 303–314.

[CrossRef]
19. He, B.S.; Liu, H.X.; Li, M.; He, X.Z. PPA-based methods for monotone inverse variational inequalities. Sci. Pap. Online 2006.
20. He, B.S.; He, X.Z.; Liu, H.X. Solving a class of constrained ’black-box’ inverse variational inequalities. Eur. J. Oper. Res. 2010, 204,

391–401. [CrossRef]
21. Luo, X.P. Stability analysis of set-valued inverse variational inequalities in reflexive Banach spaces. J. Fixed Point Theory Appl.

2021, 23, 41. [CrossRef]
22. Gwinner, J. On a new class of differential variational inequalities and a stability result. Math. Program. 2013, 139, 205–221.

[CrossRef]
23. Wang, X.; Li, W.; Li, X.S.; Huang, N.J. Stability for differential mixed variational inequalities. Optim. Lett. 2014, 8, 1873–1887.

[CrossRef]
24. Aubin, J.P.; Frankowska, H. Set-Valued Analysis; Birkhauser: Boston, MA, USA, 1990.
25. Fan, J.H.; Wang, X.G. Gap functions and global error bounds for set-valued variational inequalities. J. Comput. Appl. Math. 2010,

233, 2956–2965. [CrossRef]
26. Guo, F.M.; Li, W.; Xiao, Y.B.; Migórski, S. Stability analysis of partial differential variational inequalities in Banach spaces.

Nonlinear Anal. Model. Control. 2020, 25, 69–83. [CrossRef]
27. Deimling, K. Multivalued Differential Equations; Walter de Gruyter: Berlin, Germany, 1992.
28. Haim, B. Functional Analysis, Sobolev Spaces and Partial Differential Equations; Springer: New York, NY, USA, 2010; pp. 181–199.

[CrossRef]
29. Hu, S.C.; Papageorgiou, N.S. Handbook of Multivalued Analysis: Volume II: Applications; Mathematics and Its Applications; Springer:

New York, NY, USA, 1997.

84



Citation: Kalidass, M.; Zeng, S.;

Yavuz, M. Stability of

Fractional-Order Quasi-Linear

Impulsive Integro-Differential

Systems with Multiple Delays.

Axioms 2022, 11, 308. https://

doi.org/10.3390/axioms11070308

Academic Editor: Chris Goodrich

Received: 27 May 2022

Accepted: 17 June 2022

Published: 25 June 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

axioms

Article

Stability of Fractional-Order Quasi-Linear Impulsive
Integro-Differential Systems with Multiple Delays
Mathiyalagan Kalidass 1,* , Shengda Zeng 2,* and Mehmet Yavuz 3

1 Department of Mathematics, Bharathiar University, Coimbatore 641 046, India; kmathimath@gmail.com
2 Guangxi Colleges and Universities Key Laboratory of Complex System Optimization and Big Data

Processing, Yulin Normal University, Yulin 537000, China
3 Department of Mathematics and Computer Sciences, Faculty of Science, Necmettin Erbakan University,

Konya 42090, Türkiye; mehmetyavuz@erbakan.edu.tr
* Correspondence: kmathimath@gmail.com (M.K.); shengdazeng@ylu.edu.cn (S.Z.)

Abstract: In this paper, some novel conditions for the stability results for a class of fractional-order
quasi-linear impulsive integro-differential systems with multiple delays is discussed. First, the
existence and uniqueness of mild solutions for the considered system is discussed using contraction
mapping theorem. Then, novel conditions for Mittag–Leffler stability (MLS) of the considered system
are established by using well known mathematical techniques, and further, the two corollaries are
deduced, which still gives some new results. Finally, an example is given to illustrate the applications
of the results.

Keywords: fractional-order system; quasi-linear system; impulse; integro-differential equation;
stability; multiple delays

1. Introduction

Differential equations involving an arbitrary non-integer order are often used as excel-
lent tools for describing many dynamical processes because they have nonlocal properties
and weakly singular kernels; for more details, see [1–3]. Most the investigations show
that non-integer order calculus is more suitable and has accuracy when describing vari-
ous physical systems in areas such as mechanical systems, electro-chemistry, biological
systems and diffusion processes; see, for instance, [4–8]. Further, as pointed out in [9],
the fractional-order derivative provides fundamental and general computation ability for
efficient information processing and stimulus anticipation for real models. Usually, systems
with nonlocal conditions are generalizations of local nonlinear boundary conditions, which
gives better approximations in some physical problems [10]. Further, the quasi-linear
integro-differential equations have occurred during the study of the nonlinear behavior
of elastic strings and other areas of physics. Many interesting results on various forms of
systems, including fractional-order, quasi-linear, integro-differential and non-local systems,
are found in [11–15] and references therein.

On the other hand, impulses in differential equations reflect the dynamics of real world
problems with unexpected discontinuities and rapid changes at certain instants, such as
blood flows, heart beats and so on [16]. Impulsive behavior often exists in many real world
systems. Fundamentally, the impulses are samples of state variables of a controlled system
at discrete moments. These effects most often occur in pharmacokinetics, the radiation
of electromagnetic waves, nanoelectronics, etc. [17]. There are number of interesting
research papers on impulsive differential equations found in the literature; see [18–20] and
references therein. The piecewise-continuous solutions for the impulsive Cauchy problem
and impulsive boundary-value problem were studied in [21]. The existence and finite-time
stability of an impulsive fractional-order system (FOS) using Gronwall inequality involving
Hadamard-type singular kernel has been investigated in [20]. Wang et al. [19] derived
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the finite-time stability of impulsive fractional-order delayed systems using generalized
Bellman-Gronwall’s inequality.

The sufficient conditions for MLS and uniform asymptotic stability of nonlinear im-
pulsive FOSs were obtained in [22]. The MLS of nonlinear FOSs with impulses has been
analyzed in [23]. The MLS for impulsive FOSs with instantaneous and non-instantaneous
impulses were studied in [24]. The MLS of a nonlinear FOS was studied in [25] by extend-
ing the Lyapunov direct method. The MLS for a coupled system of FOSs with impulses
was investigated in [26]. The MLS for nonlinear fractional neutral singular systems were
obtained in [27]. The finite time stability of delayed FOSs by Mittag–Leffler functions was
analyzed in [28]. An MLS estimator for a nonlinear FOS using a linear quadratic regulator
approach was studied in [29]. Many problems in viscoelasticity, acoustics, populations
dynamics, electromagnetics, hydrology, chemical reactions and other areas can be modeled
by fractional integro-differential equations; see [30–32] and references therein. For example,
take the the nonlinear oscillation of earthquake model, fluid-dynamic traffic model, second-
grade fluid model, circulant Halvorsen system, susceptible-infected-recovered epidemic
model with a fractional derivative and many other recent developments in the description
of anomalous by fractional dynamics; see [33–36].

The stability of dynamical systems is an essential one in the qualitative theory of
dynamical systems, as it addresses the system trajectories under small perturbations of
initial conditions. The stability analysis of FOS is more difficult than the classical ones
because the fractional-order derivative is nonlocal and has infirm singular kernels [37,38].
In the literature, the concepts of the stability analysis of impulsive FOS are studied by
various approaches. Among them, MLS is more useful in FOSs because the Mittag–Leffler
functions are commonly used in fractional calculus, which generally features power-law
convergence. Thus, in this paper we made an attempt to study MLS analysis for quasi-linear
impulsive FOS with multiple time delays. Recently, many authors focused on the various
types of stability analysis for FOS; for example, the q-MLS and direct Lyapunov method
for q-FOS is discussed in [39]. The Mittag–Leffler input stability of FOSs with exogenous
disturbances using the Lyapunov characterization is studied in [40]. Li et al. [41] proposed
the MLS using the fractional Lyapunov direct method.

However, there are few results available for the MLS of FOS with impulse effects
that could not be suitable for FOSs of quasi-linear type with multiple time delays. To the
best of our knowledge, the Mittag–Leffler stability of FOSs has not been fully investigated,
which motivated our present study. Thus, in this study the existence and uniqueness of
solutions and MLS analysis of the impulsive quasi-linear FOS with multiple time delays
are established using the well-known fixed point theorems and Mittag–Leffler approach.
Further, the main contribution of this paper lies in deriving new stability conditions for
the fractional-order quasi-linear system with nonlocal conditions, multiple time delays
and impulses. Novel conditions for the Mittag–Leffler stability of FOSs is established. The
existence and uniqueness of mild solutions for the FOS are discussed with help of the
contraction mapping principle. Finally, an example is provided to show the applicability of
the results.

2. Problem Description

Consider the fractional model given by

Dβz(t) + A(t, z(t))z(t) = f(t, z(t), z(τ(t))) +
∫ t

0
g(t, α, z(α), z(δ(α)))dα,

z(0) + h(z) = z0, (1)

∆z(tk) = Ik(z(tk)),

in Banach space X, 0 < β ≤ 1, t ∈ J = [0, T], z0 ∈ X, k = 1, 2, . . . ,m and 0 < t1 < t2 < ... <
tm < T. Assume −A(t, z(t)) is a closed linear operator defined on a dense domain D(A) in
X into X such that D(A) is independent of t, and it generates an evolution operator in X.
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Let z ∈ PC(J, X) be continuous at t 6= tk and left continuous at t = tk; in addition, right limit
z(t+k ) exists for k = 1, 2, . . . ,m. Clearly PC(J, X) is a Banach space with the norm ‖z‖PC =
sup
t∈J
‖z(t)‖. Additionally, z(τ) = (z(τ1), z(τ2), . . . , z(τr)) and z(δ) = (z(δ1), z(δ2), . . . , z(δκ))

are multiple time-delays. The functions f, g and h are nonlinear in nature, satisfying:

(H1) function f : J × Xr+1 → X is continuous, and there exist positive constants f1, f2
such that

‖f(t, z1, z2, . . . , zr+1)− f(t, z̃1, z̃2, . . . , z̃r+1)‖X ≤ f1

r+1

∑
p=1
‖zp − z̃p‖X ,

zp, z̃p ∈ X and f2 = max
t∈J
‖f(t, 0, . . . , 0)‖X .

(H2) function g : Λ × Xκ+1 → X is continuous, and there exist positive constants g1, g2
such that

∫ t

0
‖g(t, α, z1, z2, . . . , zκ+1) − g(t, α, z̃1, z̃2, . . . , z̃κ+1)‖Xdα

≤ g1

κ+1

∑
q=1
‖zq − z̃q‖X , zq, z̃q ∈ X,

g2 = max
{ ∫ t

0
‖g(t, α, 0, . . . , 0)‖Xdα : (t, α) ∈ Λ

}
.

(H3) τp and δq : J → J are bijective and absolutely continuous, and there exist constants cp

and bq such that τ
′
p(t) ≥ cp and δ

′
q(t) ≥ bq, respectively, for t ∈ J and Λ = {(t, θ), 0 ≤

θ ≤ t ≤ T}.
(H4) Let Ω be a subset of X, and h : PC(J, Ω)→ Y is Lipschitz continuous in X and bounded

in Y; i.e., there exist positive constants h1, h2 such that

‖h(z)‖Y ≤ h1 and ‖h(z)− h(z̃)‖Y ≤ h2 max
t∈J
‖z− z̃‖PC, z, z̃ ∈ PC(J, X).

(H5) Ik : X → X are continuous and there exist constants l > 0, such that
‖Ik(z)− Ik(z̃)‖ ≤ l‖z− z̃‖, z, z̃ ∈ X, where k = 1, 2, 3, . . . ,m.

2.1. Preliminaries

Let X and Y be two Banach spaces such that Y is densely and continuously embedded
in X. For Banach space, the norm of X is denoted by ‖.‖X . The space of all bounded linear
operators from X to Y is denoted by B(X, Y), and B(X, X) is written as B(X).

Now we recall some basic definitions and lemmas which will be useful in the main results.

Definition 1. A two-parameter family of bounded linear operators U(t, Θ) and 0 ≤ Θ ≤ t ≤ T,
on X, is called an evolution system if the following two conditions are satisfied:
(1) U(t, t) = I, U(t, r)U(r, Θ) = U(t, Θ) for 0 ≤ Θ ≤ r ≤ t ≤ T,
(2) (t, Θ)→ U(t, Θ) is strongly continuous for 0 ≤ Θ ≤ t ≤ T.

Let E be the Banach space formed from domain D(A) with the graph norm. Since
−A(t) is a closed operator, it follows that −A(t) is in the set of bounded operators from E
to X.

Definition 2. A resolvent operator for (1) is a bounded operator-valued function Rz(t, Θ) ∈ B(X),
0 ≤ Θ ≤ t ≤ T, the space of bounded linear operator on X, having the following properties:

• Rz(t, Θ) is strongly continuous in Θ and t, Rz(Θ, Θ) = I, 0 ≤ Θ ≤ T, ‖Rz(t, Θ)‖ ≤
ΥeN(t−Θ) for some constants Υ and N.

• Rz(t, Θ)E ⊂ E, Rz(t, Θ) is strongly continuous in Θ and t on E.
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• For x ∈ X, Rz(t, Θ)x is continuously differentiable for Θ ∈ [0, T] and
∂Rz

∂Θ
(t, Θ)x =

Rz(t, Θ)A(Θ, z(Θ))x.
• For x ∈ X and Θ ∈ [0, T], Rz(t, Θ)x is continuously differentiable for t ∈ [Θ, T] and

∂Rz

∂t
(t, Θ)x = −A(t, z(t))Rz(t, Θ)x,

with
∂Rz

∂Θ
(t, Θ)x and

∂Rz

∂t
(t, Θ)x are strongly continuous on 0 ≤ Θ ≤ t ≤ T. Further, Rz(t, Θ)

can be extracted from the evolution operator of the generator −A(t, z). The resolvent operator is
similar to the evolution operator for non-autonomous systems in a Banach space.

The Mittag–Leffler function (MLF) in one parameter is defined by Eβ(z) =
∞
∑

n=0

zn

Γ(βn+1)

where β > 0 and MLF in two parameters is Eβ1,β2(z) =
∞
∑

n=0

zn

Γ(β1n+β2)
where β1 > 0, β2 > 0

and z ∈ C. Additionally, for β2 = 1, Eβ1(z) = Eβ1,1(z) and E1,1(z) = ez. Further, the

Laplace transform of MLF in two parameters is L
{

tβ2−1Eβ1,β2(−γtβ)
}
= sβ1−β2

sβ1+γ
for t ≥ 0,

where γ, s ∈ R.

Lemma 1 ([21]). Let β ∈ (0, 1) and f : J → R be continuous. A function z(t) ∈ C(J, R) given by

z(t) = z0 −
1

Γ(β)

∫ a

0
(a− α)β−1f(α)dα +

1
Γ(β)

∫ t

0
(t− α)β−1f(α)dα,

is the only solution of the fractional Cauchy problem cDβ
t = f(t) for all t ∈ J, z(a) = z0, where

a > 0.

Lemma 2 ([10]). Let Rz(t, Θ) and Rz̃(t, Θ) be the resolvent operators for system (1). There exists
a constant c > 0 such that

‖Rz(t, Θ)W − Rz̃(t, Θ)W‖ ≤ c‖W‖Y

∫ t

Θ
‖z(σ)− z̃(σ)|‖dσ,

for every z, z̃ ∈ PC(J, X) and every W ∈ Y.
Let Sλ = {z : z ∈ PC(J, X), z(0) + h(z) = z0, ∆z(tk) = Ik(z(tk)), ‖z‖ ≤ λ}, for t ∈ J,

λ > 0, z0 ∈ X and k = 1, 2, 3, . . . ,m.

Lemma 3 ([12]). For

φ(t) =
1

Γ(β)

∫ t

0
(t− α)β−1[f(α, z(α), z(τ(α))) +

∫ α

0
g(α, η, z(η), z(δ(η)))dη]dα,

there exists a constant θ such that ‖φ(t)‖Y ≤ θ holds.

2.2. Existence and Uniqueness

Before presenting the stability results, we discuss the existence and uniqueness of mild
solutions for the FOS (1).

Theorem 1. Let −A(t, z(t)) generate the resolvent operator ‖Rz(t, Θ)‖ ≤ ΥeN(t−Θ) with
Υ0 = max‖Rz(t, Θ)‖Y for all 0 ≤ Θ ≤ t ≤ T, z ∈ Ω, and the conditions (H1)–(H5) hold.
If there exist positive constants λ1, λ2, λ3 ∈ (0, λ

3 ] and ρ1, ρ2, ρ3 ∈ [0, 1
3 ) such that
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λ1 = Υ0‖u0‖Y + Υ0h1, λ2 = Υ0ν, λ3 = Υ0mlλ and

ρ1 = cT‖z0‖Y + h1cT + Υ0h2,

ρ2 = cTν + Υ0
Tβ

Γ(1 + β)

[
f1

(
1 +

1
c1

+ . . . +
1
cr

)
+ g1

(
1 +

1
b1

+ . . . +
1
bκ

)]
,

ρ3 = cTmlλ + Υ0ml, where
m

∑
k=1

l = ml,

ξ =
Tβ

Γ(1 + β)

[
f1

( 1
c1

+ . . . +
1
cr

)
+ g1

( 1
b1

+ . . . +
1
bκ

)]
,

ν =
Tβ

Γ(1 + β)
λ(g1 + f1) + ξλ +

Tβ

Γ(1 + β)
(g2 + f2)

are satisfied, then the system (1) has a unique mild solution

z(t) = Rz(t, 0)z0 − Rz(t, 0)h(z) +
1

Γ(β)

∫ t

0
(t− α)β−1Rz(t, Θ)[f(α, z(α), z(τ(α)))

+
∫ α

0
g(α, η, z(η), z(δ(η)))dη]dα + ∑

0<tk<t
Rz(t, tk)Ik(z(tk)) (2)

on J for all z0 ∈ X.

By contraction mapping theorem, the unique mild solution of the form (2) for system
(1) can be easily derived; for detailed proof, one can refer to [12].

Remark 1. It is noted that in addition to the Assumptions (H1)–(H5), if Y is reflexive and the
functions f and g are uniformly Hölder continuous, then the system (1) has a unique classical
solution similar to (2) on J.

3. Stability Results

In this section, we prove the Mittag–Leffler stability of the considered system.

Definition 3. The mild solution of system (1) is said to be Mittag–Leffler stable if there exists a
constant β ∈ (0, 1) and positive constants a, b, M and µ such that the solution z(t) of system (1)
satisfies

‖z(t)‖ ≤ M‖z0‖b
(

Eβ(−µ(t− t0)
β)
)a

, t ≥ 0.

Theorem 2. Let −A(t, z(t)) generate the bounded resolvent operator ‖Rz(t, Θ)‖ ≤ ΥeN(t−Θ)

with Υ0 = max‖Rz(t, Θ)‖Y for all 0 ≤ Θ ≤ t ≤ T, z ∈ Ω, and the conditions (H1)–(H5) hold.
If there exist constants f1, g1, h1, the mild solution of system (1) satisfies

‖z(t)‖ ≤ (1/ϑ)Υ0(‖z0‖+ h1)Eβ

(
µtβ
)

, ∀t ∈ J, (3)

where ϑ = (1− Υ0ml) and µ = Υ0(f1+g1)
ϑ , so the system (1) is Mittag–Leffler stable.
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Proof. Consider the mild solution of the system (1) of (2). Taking the norm on both sides,
one can have

‖z(t)‖ ≤ ‖Rz(t, 0)‖‖z0‖+ ‖Rz(t, 0)‖‖h(z)‖

+
1

Γ(β)

∫ t

0
(t− α)β−1 ‖Rz(t, Θ)‖‖f(α, z(α), z(τ1(α)), . . . , z(τr(α)))‖dα

+
1

Γ(β)

∫ t

0
(t− α)β−1‖Rz(t, Θ)‖

×
( ∫ α

0
‖g(α, η, z(η), z(δ1(η)), . . . , z(δκ(η)))‖dη

)
dα

+ ∑
0<tk<t

‖Rz(t, tk)‖‖Ik(z(tk))‖.

Using the conditions (H1), (H2), (H4) and (H5), we get

‖z(t)‖ ≤ Υ0‖z0‖+ Υ0h1 + Υ0ml‖z(t)‖

+Υ0
1

Γ(β)

∫ t

0
(t− α)β−1(f1(‖z(α)‖+ ‖z(τ1(α))‖+ . . .

+‖z(τr(α))‖)
)
dα + Υ0

1
Γ(β)

∫ t

0
(t− α)β−1(g1(‖z(α)‖

+‖z(δ1(α))‖+ . . . + ‖z(δκ(α))‖)
)
dα,

≤ Υ0‖z0‖+ Υ0h1 + Υ0ml‖z(t)‖
+0D−β

t [f1(‖z(t)‖+ ‖z(τ1(t))‖+ . . . + ‖z(τr(t))‖)]Υ0

+0D−β
t [g1(‖z(t)‖+ ‖z(δ1(t))‖+ . . . + ‖z(δκ(t))‖)]Υ0.

There exists a non-negative function M(t). We have

‖z(t)‖ = Υ0‖z0‖+ Υ0k5 + Υ0ml‖z(t)‖
+0D−β

t (f1(‖z(t)‖+ ‖z(τ1(t))‖+ . . . + ‖z(τr(t))‖))Υ0

+0D−β
t (g1(‖z(t)‖+ ‖z(δ1(t))‖+ . . . + ‖z(δκ(t))‖))Υ0 −M(t). (4)

Taking Laplace transformations of both sides of (4), we get

‖z(s)‖ =
Υ0‖z0‖

s
+

Υ0h1

s
+ Υ0ml‖z(s)‖+ Υ0f1s−β(‖z(s)‖+ ‖z(τ1(s))‖+ . . .

+‖z(τr(s))‖) + Υ0g1s−β(‖z(s)‖+ ‖z(δ1(s))‖+ . . . + ‖z(δκ(s))‖)−M(s),

ϑ
[ sβ − µ

sβ

]
‖z(s)‖ =

1
s

[
Υ0‖z0‖+ Υ0h1 + Υ0f1s1−β(‖z(τ1(s))‖+ . . . + ‖z(τr(s))‖)

+Υ0g1s1−β(‖z(δ1(s))‖+ . . . + ‖z(δκ(s))‖)− sM(s)
]
.

Then,

ϑ‖z(s)‖ =
1

s[sβ − µ]

[
sβΥ0‖z0‖+ Υ0h1sβ + Υ0f1s(‖z(τ1(s))‖+ . . . + ‖z(τr(s))‖)

+Υ0g1s[‖z(δ1(s))‖+ . . . + ‖z(δκ(s))‖]− sβ+1M(s)
]

=
1

sβ − µ

[
sβ−1Υ0[‖z0‖+ h1]− sβ M(s)

+Υ0f1sβ−β(‖z(τ1(s))‖+ . . . + ‖z(τr(s))‖)
+Υ0g1sβ−β(‖z(δ1(s))‖+ . . . + ‖z(δκ(s))‖)

]
. (5)
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Taking Laplace inverse transformations on both sides of (5),

ϑ‖z(t)‖ = Υ0(‖z0‖+ h1)Eβ,1(µtβ)−M(t) ∗
[
t−1Eβ,0(µtβ)

]

+Υ0f1

[
tβ−1Eβ,β(µtβ)

]
∗ [‖z(τ1(t))‖+ . . . + ‖z(τr(t))‖]

+Υ0g1[tβ−1Eβ,β(µtβ)] ∗ [‖z(δ1(t))‖+ . . . + ‖z(δκ(t))‖],
≤ Υ0(‖z0‖+ h1)Eβ,1

(
µtβ
)

,

where * denotes the convolution operator; the terms involving with it are non-negative.
Therefore, (3) has been achieved. Hence, from Definition 3, the solution of system (1) is
Mittag–Leffler stable.

In the case of the nonlocal term h(z) = 0, the initial condition of system (1) is reduced
to z(0) = z0, Then, the Mittag–Leffler stability results for this case can be achieved through
the following corollary.

Corollary 1. Let −A(t, z(t)) generate the bounded resolvent operator ‖Rz(t, Θ)‖ ≤ ΥeN(t−Θ)

with Υ0 = max‖Rz(t, Θ)‖Y for all 0 ≤ Θ ≤ t ≤ T, z ∈ Ω, and the conditions (H1)–(H3), (H5)
hold. If there exist constants f1, g1, the mild solution of system (1) satisfies

‖z(t)‖ ≤ (1/ϑ)Υ0‖z0‖Eβ(µtβ), ∀t ∈ J,

so the system (1) is Mittag–Leffler stable.

In the case
∫ t

0 g(t, α, z(α), z(δ(α)))dα = 0 in (1), the system is reduced to an impulsive,
fractional, nonlocal, quasilinear multi-delayed system of the form

Dβz(t) + A(t, z(t))z(t) = f(t, z(t), z(τ(t))),

z(0) + h(z) = z0, (6)

∆z(tk) = Ik(z(tk)), k = 1, 2, . . . ,m,

where t ∈ J. Then, the stability of (6) can be stated as follows:

Corollary 2. Let −A(t, z(t)) generate the bounded resolvent operator ‖Rz(t, Θ)‖ ≤ ΥeN(t−Θ)

with Υ0 = max‖Rz(t, Θ)‖Y for all 0 ≤ Θ ≤ t ≤ T, z ∈ Ω, and the conditions (H1), (H3)–(H5)
hold. If there exist constants f1, h1, the mild solution of system (6) satisfies

‖z(t)‖ ≤ (1/ϑ)Υ0([‖z0‖+ h1)Eβ

( Υ0f1
1− Υ0ml

tβ
)

, ∀t ∈ J,

so the system (6) is Mittag–Leffler stable.

4. Application

Consider the fractional-order, nonlocal, impulsive, integro-differential systems with
multiple delays of the form

∂βz(x, t)
∂tβ

+ a(x, t, z(x, t))
∂2z(x, t)

∂x2 = xarc tan ϕp(x, t, z) +
∫ t

0
e−ϕq(x,s,z)ds, (7)

z(x, 0) +
m

∑
k=1

ckz(x, tk) = z0(x), x ∈ [0, π],

z(0, t) = z(π, t) = 0, t ∈ J,

∆z(tk, x) =
z(tk, x)

2 + z(tk, x)
, x ∈ (0, 1), k = 1, . . . ,m,
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where 0 < β ≤ 1, 0 < t1 < . . . < tm < T. Let X = L2[0, π], PC = PC(J, Sδ), Sδ =
{y ∈ L2[0, π] : ‖y‖ ≤ δ}. First, we prove that −A(t, z(t)) generates the bounded resolvent
operator Rz(t, Θ) with the help of the following analysis. Let a(x, t, z(x, t)) be continuous;
define A(t, .) : X −→ X by (A(t, .)w)(x) = a(x, t, z(x, t))w

′′
with domain D(A(t, .)) =

{w ∈ X : w, w′ being absolutely continuous, w
′′ ∈ X; w(0) = w(π) = 0} is dense in the X

and independent of t. Then,

A(t, z)w =
∞

∑
n=1

n2(w, wn), w ∈ D(A), (8)

where (., .) is the inner product in L2[0, π], wn = Zn ◦ z is the orthogonal set of eigenvectors

in A(t, z) and Zn(t, s) =
√

2
π sin n(t− s)β, 0 < β ≤ 1, 0 ≤ s ≤ t ≤ a, n = 1, 2, . . .

Then, the operator [A(t, .) + λβ I]−1 exits in L(X) for any λ with Reλ ≤ 0 and

‖[A(t, .) + λβ I]−1‖ ≤ Cα

|λ|+ 1
, t ∈ J. (9)

Additionally, there exist constants ν ∈ (0, 1] and Cβ such that

‖[A(t1, .)− A(t2, .)]A−1(s, .)‖ ≤ Cβ|t1 − t2|η , t1, t2, s ∈ J. (10)

Under the conditions (8)–(10), each operator −A(s, .), s ∈ J generates an evolution
operator exp(−tα A(s, .)) for t > 0, and there exists a constant Cα such that

‖An(s, .)exp(−tβ A(s, .))‖ ≤ Cβ

tn , ∀ n = 0, 1, t > 0, s ∈ J.

Therefore, it can be concluded that the evolution operator of the (β, z) resolvent family
has the form

R(β,z)(t, s)w =
∞

∑
n=1

exp[−n2(t− s)β](w, wn)wn, w ∈ X.

From (7), the functions f(·), g(·) are given by f(t, z(β(t))) = xarc tan ϕp(x, t, z) and
g(t, s, z(γ(t))) = e−ϕq(x,s,z), which satisfies the assumptions (H1)–(H3) for ϕη(x, s, z) =
(z(x, sin t), z(x, (sin t)/2), . . . , z(x, (sin t)/η)) and βτ(t) = γτ(t) = (sin t)/τ, τ = 1, . . . , η,
η = max(r, k).

Additionally, from the nonlocal (function) initial condition, h(z(., t)) =
m

∑
k=1

ckz(., tk)

will satisfy Assumption (H4) with
m

∑
k=1

ck = h1. Further, the at impulse moments Ik(z(tk)) =

z(tk ,x)
2+z(tk ,x) satisfies Assumption (H5) with l = 1

2 .
Thus, Assumptions (H1)–(H5) (all) are satisfied, and it is possible to choose the

constants in Theorem 2, which satisfy the required stability condition (3). Hence, by
Definition 3, the considered system (7) is MLS on J.

5. Conclusions

The Mittag–Leffler stability results for a class of fractional-order, quasilinear, impulsive,
integro-differential systems with multiple delays has been investigated. Based on the
contraction mapping principle, the existence and uniqueness of a solution for the FOS
was achieved. Then, novel conditions for MLS of the considered system were derived by
using well known mathematical techniques, and further, some corollaries were proposed
for the cases of initial conditions without a nonlocal term and an FOS in the absence of
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an integro-differential part. At last, the presented results were verified with an example,
which illustrated the applications.
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Abstract: We consider a nonlinear eigenvalue problem driven by the Dirichlet (p, 2)-Laplacian. The
parametric reaction is a Carathéodory function which exhibits (p− 1)-sublinear growth as x → +∞
and as x → 0+. Using variational tools and truncation and comparison techniques, we prove a
bifurcation-type theorem describing the “spectrum” as λ > 0 varies. We also prove the existence of
a smallest positive eigenfunction for every eigenvalue. Finally, we indicate how the result can be
extended to (p, q)-equations (q 6= 2).

Keywords: (p, 2) and (p, q)-Laplacians; nonlinear regularity; positive solutions; strong comparison
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1. Introduction

Let Ω ⊆ RN be a bounded domain with C2-boundary ∂Ω. In this paper, we study the
following nonlinear eigenvalue problem for the Dirichlet (p, 2)-Laplacian

(Pλ)

{ −∆pu(z)− ∆u(z) = λ f (z, u(z)) in Ω,
u|∂Ω = 0, u > 0, λ > 0, 2 < p.

For every r ∈ (1, ∞) by ∆r we denote the r-Laplacian differential operator defined by

∆ru = div (|Du|r−2Du) ∀u ∈W1,p
0 (Ω)

(Du stands for the gradient of u). When r = 2, we have the usual Laplacian denoted by ∆.
In the reaction, λ > 0 is a parameter and f (z, x) is a Carathéodory function. Such

a function is jointly measurable. We assume that for almost all z ∈ Ω, f (z, ·) is (p− 1)-
sublinear as x → +∞. We are looking for positive solutions as the parameter λ > 0
varies. Our work complements those by Gasiński and Papageorgiou [1] and Papageorgiou,
Rădulescu and Repovš [2] where the reaction is (p− 1)-superlinear in x ∈ R. Moreover, in
the aforementioned works, the equation is driven by the p-Laplacian differential operator
which is homogeneous, a property used by the authors in the proof of their results. In
contrast, here, the (p, 2)-Laplace differential operator is not homogeneous.

We mention that equations driven by the sum of two differential operators of different
structures (such as (p, 2)-equations) arise in the mathematical models of many physical
processes. We refer to the survey papers of Marano and Mosconi [3], Rădulescu [4] and the
references therein.

2. Mathematical Background—Hypotheses

The main spaces in the analysis of problem (Pλ) are the Sobolev space W1,p
0 (Ω) and

the Banach space
C1

0(Ω) = {u ∈ C1(Ω) : u|∂Ω = 0}.
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By ‖ · ‖, we denote the norm of the Sobolev space W1,p
0 (Ω). On account of the Poincaré

inequality, we have
‖u‖ = ‖Du‖p ∀u ∈W1,p

0 (Ω).

The Banach space C1
0(Ω) is an ordered Banach space with positive (order) cone

C+ = {u ∈ C1
0(Ω) : u(z) > 0 for all z ∈ Ω}.

This cone has a nonempty interior given by

intC+ = {u ∈ C+ : u(z) > 0 for all z ∈ Ω, ∂u
∂n |∂Ω < 0},

with n being the outward unit normal on ∂Ω and ∂u
∂n = (Du, n)RN .

We know that if r ∈ (1,+∞), then W1,r
0 (Ω)∗ = W−1,r′(Ω) ( 1

r + 1
r′ = 1). Let

Ar : W1,r
0 (Ω) −→W−1,r′(Ω) by the operator defined by

〈Ar(u), h〉 =
∫

Ω
|Du|r−2(Du, Dh)RN dz for all u, h ∈W1,r

0 (Ω).

The next proposition gathers the main properties of this operator (see Gasiński and
Papageorgiou [5]).

Proposition 1. The operator Ar : W1,r
0 (Ω) −→ W−1,r′(Ω) is bounded (that is, maps bounded

sets to bounded sets), continuous, strictly monotone (thus maximal monotone too) and of type (S)+,
that is, Ar has the following property:
if un −→ u weakly in W1,r

0 (Ω) and lim sup
n→∞

〈Ar(un), un − u〉 6 0, then un −→ u in W1,r
0 (Ω).

If r = 2, then we write A2 = A ∈ L(H1
0(Ω), H−1(Ω)).

The Dirichlet r-Laplace differential operator has a principal eigenvalue denoted by
λ̂1(r). Therefore, if we consider the nonlinear eigenvalue problem




−∆ru(z) = λ̂|u(z)|r−2u(z) in Ω,

u|∂Ω = 0,

then this problem has a smallest eigenvalue λ̂1(r) > 0 which is isolated and simple. It has
the following variational characterization:

λ̂1(r) = inf
u∈W1,r

0 (Ω),u 6=0

‖Du‖r
r

‖u‖r
r

. (1)

For x ∈ R, we define x± = max{±x, 0}. Then, for u ∈W1,p
0 (Ω), we set u±(z) = u(z)±

for all z ∈ Ω. We know that

u± ∈W1,p
0 (Ω), u = u+ = u−, |u| = u+ + u−.

A set S ⊆W1,p
0 (Ω) is said to be “downward directed”, if given u1, u2 ∈ S, we can find

u ∈ S such that u 6 u1, u 6 u2.
If u, v : Ω −→ R are measurable functions, then we write u ≺ v if and only if for all

compact sets K ⊆ Ω, we have

0 < cK 6 v(z)− u(z) for a.a. z ∈ K.

Evidently if u, v ∈ C(Ω) and u(z) < v(z) for all z ∈ Ω, then u ≺ v.
Now, we introduce the hypotheses on the reaction f (z, x).
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H: f : Ω × R −→ R is a Carathéodory function such that for a.a. z ∈ Ω, f (z, 0) = 0,
f (z, x) > 0 for all x > 0 and

(i) For every $ > 0, there exists a$ ∈ L∞(Ω) such that

f (z, x) 6 a$(z) for a.a. z ∈ Ω, all 0 6 x 6 $;

(ii) limx→+∞
f (z,x)
xp−1 = 0 uniformly for a.a. z ∈ Ω;

(iii) limx→0+
f (z,x)
xp−1 = 0 uniformly for a.a. z ∈ Ω;

(iv) for every $ > 0, there exists sξ̂$ > 0 such that for a.a. z ∈ Ω, the function x 7−→
f (z, x) + ξ̂$xp−1 is nondecreasing on [0, $].

Remark 1. Since we look for positive solutions and the above hypotheses concern the positive
semiaxis R+ = [0,+∞), without any loss of generality we may assume that

f (z, x) = 0 for a.a. z ∈ Ω, all x 6 0. (2)

Hypothesis H(ii) implies that f (z, ·) is (p − 1)-sublinear as x → +∞ while hypothesis
H(iii) says that f (z, ·) is sublinear near 0+. Hypothesis H(iv) is essentially a one-sided local
Lipschitz condition.

3. Positive Solutions

We introduce the following two sets:

L = {λ > 0 : problem (Pλ) admits a positive solution};
Sλ = the set of positive solutions for problem (Pλ).

We also set
λ∗ = infL.

First, we establish the existence of admissible parameters (eigenvalues) and determine
the regularity properties of the corresponding solutions (eigenfunctions).

Proposition 2. If hypotheses H hold, then L 6= ∅ and Sλ ⊆ intC+ for all λ > 0.

Proof. For every λ > 0, let ϕλ : W1,p
0 (Ω) −→ R be the C1-functional defined by

ϕλ(u) =
1
p
‖Du‖p

p +
1
2
‖Du‖2

2 −
∫

Ω
F(z, u+) dz ∀u ∈W1,p

0 (Ω),

with F(z, x) =
∫ x

0 f (z, s) ds. From hypotheses H(i), (ii), we see that given ε > 0, we can
find cε > 0 such that

0 6 F(z, x) 6 ε

p
xp + cε for a.a. z ∈ Ω, all x > 0. (3)

For u ∈W1,p
0 (Ω), using (3) we have

ϕλ(u) >
1
p

(
‖Du‖p

p − λε‖u‖p
p

)
+

1
2
‖Du‖p

p − λcε|Ω|N ,

with | · |N being the Lebesgue measure on RN . Using (1) with r = p, we obtain

ϕλ(u) >
1
p

(
1− λε

λ̂p(p)

)
‖Du‖p

p − λcε|Ω|N .

97



Axioms 2022, 11, 58

Choosing ε ∈
(
0, λ̂1(p)

λ

)
, we infer that

ϕλ(u) > c1‖u‖p − λcε|Ω|N ,

for some c1 > 0 and thus ϕλ is coercive.
Additionally, using the Sobolev imbedding theorem, we see that ϕλ is sequentially

weakly lower semicontinuous. So, by the Weierstrass–Tonelli theorem, we can find u0 ∈
W1,p

0 (Ω) such that

ϕλ(u0) = min
u∈W1,p

0 (Ω)

ϕλ(u). (4)

On account of the strict positivity of f (z, ·), if u ∈ intC+, then
∫

Ω
F(z, u) dz > 0. (5)

Then, we have

ϕλ(u) =
1
p
‖Du‖p

p +
1
2
‖Du‖2

2 − λ
∫

Ω
F(z, u) dz

= c2 − λ
∫

Ω
F(z, u) dz,

with c2 = c2(u) > 0. From (5) and by choosing λ > 0 big, we have

ϕλ(u) < 0,

so
ϕλ(u0) < 0 = ϕλ(0)

(see (4)) and thus
u0 6= 0.

From (4), we have
ϕ′λ(u0) = 0,

so

〈Ap(u0), h〉+ 〈A(u0), h〉 = λ
∫

Ω
f (z, u+

0 )h dz ∀h ∈W1,p
0 (Ω). (6)

In (6), we choose h = −u−0 ∈W1,p
0 (Ω). We obtain

‖Du−0 ‖p 6 0,

thus u0 > 0 and u0 6= 0.
Then, from (6), we have




−∆pu0(z)− ∆u0(z) = λ f (z, u0(z)) in Ω,

u0|∂Ω = 0,
(7)

for λ > 0 big and so L 6= ∅.
From Theorem 7.1 of Ladyzhenskaya and Ural’tseva [6], we have that u0 ∈ L∞(Ω).

Then, the nonlinear regularity theory of Lieberman [7] implies that u0 ∈ C+ \ {0}. Let
$ = ‖u0‖∞ and let ξ̂$ > 0 be as postulated by hypothesis H(iv). From (7), we have

−∆pu0(z)− ∆u0(z) + λξ̂$u0(z)p−1 > 0 in Ω,
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so
∆pu0(z) + ∆u0(z) 6 λξ̂$u0(z)p−1 in Ω,

and thus u0 ∈ intC+ (see Pucci and Serrin [8] (pp. 111, 120)). Therefore, we conclude that
Sλ ⊆ intC+ for all λ > 0.

Next, we show that L is connected (more precisely, an upper half-line).

Proposition 3. If hypotheses H hold, λ ∈ L and ϑ > λ, then ϑ ∈ L.

Proof. Since λ ∈ L, we can find uλ ∈ Sλ ∈ intC+ (see Proposition 2). We introduce the
Carathéodory function k(z, x) defined by

k(z, x) =





f (z, uλ(z)) if x 6 uλ(z)

f (z, x) if uλ(z) < x.
(8)

We set
K(z, x) =

∫ x

0
k(z, s) ds

and consider the C1-functional ψϑ : W1,p
0 (Ω) −→ R defined by

ψϑ(u) =
1
p
‖Du‖p

p +
1
2
‖Du‖2

2 −
∫

Ω
ϑK(z, u) dz ∀u ∈W1,p

0 (Ω).

Note that (8) and hypotheses H(i), (ii) imply that, given ε > 0, we can find ĉε > 0
such that

K(z, x) 6 ε

p
xp + ĉε for a.a. z ∈ Ω, all x ∈ R. (9)

Using (9) and choosing ε > 0 small, as in the proof of Proposition 2, we show that ψϑ

is coercive. In addition, it is sequentially weakly lower semicontinuous. Therefore, we can
find uϑ ∈W1,p

0 (Ω) such that

ψϑ(uϑ) = min
u∈W1,p

0 (Ω)

ψϑ(u),

so ψ′ϑ(uϑ) = 0 and thus

〈Ap(uϑ), h〉+ 〈A(uϑ), h〉 =
∫

Ω
ϑk(z, uϑ)h dz ∀h ∈W1,p

0 (Ω). (10)

In (10), we choose h = (uλ − uϑ)
+ ∈W1,p

0 (Ω). Then, using (8), we have

〈Ap(uϑ), (uλ − uϑ)
+〉+ 〈A(uϑ), (uλ − uϑ)

+〉
=

∫

Ω
ϑ f (z, uλ)(uλ − uϑ)

+ dz

>
∫

Ω
λ f (z, uλ)(uλ − uϑ)

+ dz

= 〈Ap(uλ), (uλ − uϑ)
+〉+ 〈A(uλ), (uλ − uϑ)

+〉

since f > 0 and uλ ∈ Sλ. Thus,
uλ 6 uϑ (11)

(see Proposition 1).
From (8), (10) and (11), we infer that




−∆puϑ(z)− ∆uϑ(z) = ϑ f (z, uϑ(z)) in Ω,

uϑ|∂Ω = 0,
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so uϑ ∈ Sϑ ⊆ C+ and thus ϑ ∈ L.

A byproduct of the above proof is the following corollary.

Corollary 1. If hypotheses H hold, λ ∈ L and uλ ∈ Sλ ⊆ intC+ and ϑ > λ, then ϑ ∈ L and we
can find uϑ ∈ Sϑ ⊆ intC+ such that uλ 6 uϑ.

We can improve this corollary using the strong comparison principle of Gasiński and
Papageorgiou [1] (Proposition 3.2).

Proposition 4. If hypotheses H hold, λ ∈ L and uλ ∈ Sλ ⊆ intC+ and ϑ > λ, then ϑ ∈ L and
we can find uϑ ∈ Sϑ ⊆ intC+ such that uϑ − uλ ∈ intC+.

Proof. From Corollary 1, we already know that ϑ ∈ L and there exists uϑ ∈ Sϑ ⊆ intC+

such that
uλ 6 uϑ, uλ 6= uϑ. (12)

Consider the function a : RN −→ RN defined by

a(y) = |y|p−2y + y ∀y ∈ RN .

Evidently, a ∈ C1(RN ;RN) (recall that 2 < p) and we have

∇a(y) = |y|p−2
(

id + (p− 2)
y⊗ y
|y|2

)
+ id ∀y 6= 0,

so (
∇a(y), ξ, ξ

)
RN > |ξ|2 ∀y, ξ ∈ RN .

Then, the tangency principle of Pucci and Serrin [8] (Theorem 2.5.2, p. 35) implies that

uλ(z) < uϑ(z) ∀z ∈ Ω (13)

(see (12)). Let $ = ‖uϑ‖∞ and let ξ̂$ > 0 be as postulated by hypothesis H(iv). We pick
ξ̃$ > ξ̂$ and using (12), hypothesis H(iv) and the facts that f > 0 and uλ 6 uϑ, we have

−∆puϑ − ∆uϑ + ϑξ̃$up−1
ϑ

= ϑ
(

f (z, uϑ) + ξ̂$up−1
ϑ

)
+ ϑ(ξ̃$ − ξ̂$)u

p−1
ϑ

> ϑ
(

f (z, uλ) + ξ̂$up−1
λ

)
+ ϑ(ξ̃$ − ξ̂$)u

p−1
ϑ

> λ f (z, uλ) + ϑξ̃$up−1
λ

= −∆puλ − ∆uλ + ϑξ̃$up−1
λ in Ω. (14)

Note that on account of (13), we have

0 ≺ ϑ(ξ̃$ − ξ̂$)(u
p−1
ϑ − up−1

λ ). (15)

Then, (14), (15) and Proposition 3.2 of Gasiński and Papageorgiou [1] imply that
uϑ − uλ ∈ intC+.

Proposition 5. If hypotheses H hold, then λ∗ > 0.

Proof. We argue by contradiction. Suppose that λ∗ = 0. Let {λn}n∈N ⊆ L be such that
λn → 0+ and consider un = uλn ⊆ intC+ for all n ∈ N. We have

〈Ap(un), h〉+ 〈A(un), h〉 =
∫

Ω
λn f (z, un)h dz ∀h ∈W1,p

0 (Ω), n ∈ N. (16)
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On account of hypotheses H(i), (ii), given ε > 0, we can find cε > 0 such that

0 6 f (z, un(z)) 6 εun(z)p−1 + cε for a.a. z ∈ Ω, n ∈ N. (17)

In (16), first, we choose h = un ∈W1,p
0 (Ω) and then on the right hand side we use (17).

We obtain
‖Dun‖p

p 6 ε‖un‖p
p + c3‖un‖ ∀n ∈ N,

for some c3 = c3(ε) > 0, so
(

1− ε

λ̂1(p)

)
‖un‖p−1 6 c3 ∀n ∈ N

(see (1) with r = p). Choosing ε ∈ (0, λ̂1(p)), we see that the sequence {un}n∈N ⊆W1,p
0 (Ω)

is bounded. We may assume that

un −→ u∗ weakly in W1,p
0 (Ω) and un −→ u∗ in Lp(Ω). (18)

In (16), we choose h = un − u∗ ∈W1,p
0 (Ω), pass to the limit as n→ +∞ and use (18).

We obtain
lim

n→+∞

(
〈Ap(un), un − u∗〉+ 〈A(un), un − u∗〉

)
= 0,

so, using the monotonicity of A, we obtain

lim sup
n→+∞

(
〈Ap(un), un − u∗〉+ 〈A(u), un − u∗〉

)
= 0,

thus
lim sup
n→+∞

(
〈Ap(un), un − u∗〉

)
6 0

and hence
un −→ u∗ in W1,p

0 (Ω) (19)

(see Proposition 1). Hypotheses H(i), (ii), (iii) imply that given ε > 0, we can find c4 =
c4(ε) > 0 such that

0 6 f (z, x) 6 εx + c4xp−1 for a.a. z ∈ Ω, x > 0, (20)

so
0 6 f (z, un(z)) 6 εun(z) + c4un(z)p−1 for a.a. z ∈ Ω, n ∈ N,

thus the sequence { f (·, un(·)) ⊆ Lp′(Ω) is bounded (see (19) and recall that p′ < 2 < p).
Therefore, if in (16) we pass to the limit as n→ +∞, we obtain

〈Ap(u∗), h〉+ 〈A(u∗), h〉 = 0 ∀h ∈W1,p
0 (Ω).

Choosing h = u∗ ∈W1,p
0 (Ω), we obtain

‖Du∗‖p 6 0,

so
u∗ = 0. (21)

From (19) and the nonlinear regularity theory of Lieberman [7], we know that there
exist α ∈ (0, 1) and c5 > 0 such that

un ∈ C1,α
0 (Ω) and ‖un‖C1,α

0 (Ω)
6 c5 ∀n ∈ N. (22)
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Since the embedding C1,α
0 (Ω) ⊆ C1

0(Ω) is compact, from (19), (21) and (22), we infer that

un −→ 0 in C1
0(Ω) as n→ +∞. (23)

Let yn = un
‖un‖1,2

, for n ∈ N, with ‖ · ‖1,2 denoting the norm of H1
0(Ω). We have

‖yn‖1,2 = 0, yn > 0 ∀n ∈ N.

We may assume that

yn −→ y weakly in H1
0(Ω), yn −→ y in L2(Ω), y > 0. (24)

From (16), we have

‖un‖p−2
1,2 〈Ap(yn), h〉+ 〈A(yn), h〉 = λn

∫

Ω

f (z, un)

‖un‖1,2
h dz ∀h ∈W1,p

0 (Ω). (25)

On account of (20), we have

0 6 f (z, un(z))
‖un‖1,2

6 εyn(z) + un(z)p−2yn(z) 6 c6yn(z) for a.a. z ∈ Ω, n ∈ N,

for some c6 > 0 and thus

the sequence
{

f (·, un(·))
‖un‖

}

n∈N
⊆ Lp(Ω) is bounded (26)

(recall that, if 2 < p, then p′ < 2). Therefore, if in (25) we pass to the limit as n→ +∞ and
use (23), (24) and (26), we obtain

〈A(y), h〉 6 0 ∀h ∈W1,p
0 (Ω),

so y = 0 and hence ‖Dyn‖2 −→ 0 and n→ +∞ (see (25)), a contradiction since ‖yn‖1,2 = 1
for all n ∈ N. Therefore, we conclude that λ∗ > 0.

Next, we prove a multiplicity result when λ > λ∗.

Proposition 6. If hypotheses H hold and λ > λ∗, then problem (Pλ) has at least two positive
solutions

u0, û ∈ intC+, u0 6= û.

Proof. Let µ ∈ (λ∗, λ). We have µ, λ ∈ L and then, according to Proposition 4, we can find
u0 ∈ Sλ ⊆ intC+ and uµ ∈ Sµ ⊆ intC+ such that

u0 − uµ ∈ intC+. (27)

We truncate f (z, ·) from below at uµ(z) and introduce the Carathéodory function
e(z, x) defined by

e(z, x) =





f (z, uµ(z)) if x 6 uµ(z),

f (z, x) if uµ(z) < x.
(28)

We set
E(z, x) =

∫ x

0
e(z, s) ds
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and consider the C1-functional ϕ̂λ : W1,p
0 (Ω) −→ R defined by

ϕ̂λ(u) =
1
p
‖Du‖p

p +
1
2
‖Du‖2

2 −
∫

Ω
λE(z, u) dz ∀u ∈W1,p

0 (Ω).

Let
[uµ) = {u ∈W1,p

0 (Ω) : uµ(z) 6 u(z) for a.a. z ∈ Ω}.
Then, from (28), we see that

ϕ̂λ|[uµ) = ϕλ|[uµ) + ξ, (29)

with ξ ∈ R. From the proof of Proposition 2, we know that ϕλ is coercive. Hence ϕλ is
coercive. Additionally, ϕλ is sequentially weakly lower semicontinuous. Therefore, we can
find û0 ∈W1,p

0 (Ω) such that

ϕ̂λ(û0) = min
u∈W1,p

0 (Ω)

ϕ̂λ(u), (30)

so
ϕ̂′λ(û0) = 0,

and hence
〈Ap(û0), h〉+ 〈A(û0), h〉 =

∫

Ω
λe(z, û0)h dz ∀h ∈W1,p

0 (Ω). (31)

Choose h ∈ (uµ − û0)
+ ∈W1,p

0 (Ω). Using (28), we have

〈Ap(û0), (uµ − û0)
+〉+ 〈A(û0), (uµ − û0)

+〉
=

∫

Ω
λ f (z, uµ)(uµ − û0)

+ dz

>
∫

Ω
µ f (z, uµ)(uµ − û0)

+ dz

= 〈Ap(uµ), (uµ − û0)
+〉+ 〈A(uµ), (uµ − û0)

+〉

(since f > 0, µ < λ and uµ ∈ Sµ), so
uµ 6 û0

(see Proposition 1).
Then, from (28) and (31), we infer that û0 ∈ Sλ ⊆ intC+.
If û0 6= u0, then this is the second positive solution of (Pλ). Therefore, we assume that

û0 = u0.

From (27), (29) and (30), it follows that

u0 ∈ intC+ is a local C1
0(Ω)-minimizer of ϕλ

and so
u0 ∈ intC+ is a local W1,p

0 (Ω)-minimizer of ϕλ (32)

(see Gasiński and Papageorgiou [9]).
Hypothesis H(iii) implies that given ε > 0, we can find δ = δ(ε) > 0 such that

F(z, x) 6 ε

2
x2 for a.a. z ∈ Ω, all |x| 6 δ (33)

(see (2)). Let u ∈ C1
0(Ω) with ‖u‖C1

0(Ω) 6 δ. We have

ϕλ(u) > 1
p
‖Du‖p

p +
1
2
‖Du‖2

2 −
λε

2
‖u‖2

2
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> 1
p
‖Du‖p

p +
1
2

(
1− λε

λ̂1(2)

)
‖Du‖2

2

(see (1) with r = 2). Choosing ε ∈ (0, λ̂1(2)
λ ), we obtain

ϕλ(u) >
1
p
‖u‖p ∀u ∈ C1

0(Ω), ‖u‖C1
0(Ω) 6 δ,

so
u = 0 is a local C1

0(Ω)-minimizer of ϕλ

and thus
u = 0 is a local W1,p

0 (Ω)-minimizer of ϕλ (34)

(see Gasiński and Papageorgiou [9]).
We assume that ϕλ(0) = 0 6 ϕλ(u0). The reasoning is similar if the opposite inequality

holds, using (34) instead of (32).
We also assume that

Kϕλ
= {u ∈W1,p

0 (Ω) : ϕ′λ(u) = 0}

(the critical set of ϕλ) is finite. Otherwise, we already have an infinity of distinct positive
solutions of (Pλ). On account of (32) and using Theorem 5.7.6 of Papageorgiou, Rădulescu
and Repovš [2] (p. 449), we can find $ ∈ (0, 1) small such that

ϕλ(0) = 0 6 ϕλ(u0) < inf
‖u−u0‖=$

ϕλ(u) = mλ, 0 < ϕ < ‖u0‖. (35)

Recall that ϕλ is coercive (see the proof of Proposition 2). Therefore, from Proposi-
tion 5.1.15 of Papageorgiou, Rădulescu and Repovš [2] (p. 449), we have that

ϕλ satisfies the PS-condition. (36)

Then, (35) and (36) permit the use of the mountain pass theorem. Therefore, we can
find
û ∈W1,p

0 (Ω) such that
ϕ′λ(û) = 0 and mλ 6 ϕλ(û). (37)

From (35) and (37), we conclude that

û ∈ Sλ ⊆ intC+ and û 6= u0.

It remains to be decided what we can say for the critical parameter value λ∗. We show
that λ∗ > 0 is admissible too.

Proposition 7. If hypotheses H hold, then λ∗ ∈ L.

Proof. Let {λn}n∈N ⊆ L be such that λn −→ λ+∗ . We can find un ∈ Sλn ⊆ intC+ such that

〈Ap(un), h〉+ 〈A(un), h〉 = λn

∫

Ω
f (z, un)h dz ∀h ∈W1,p

0 (Ω), n ∈ N. (38)

In (38), we use h = un ∈W1,p
0 (Ω). Then,

‖un‖p 6 λ1

∫

Ω
f (z, un)un dz ∀n ∈ N. (39)
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On account of hypotheses H(i), (ii), given ε > 0, we can find cε > 0 such that

0 6 f (z, x)x 6 εxp + cε for a.a. z ∈ Ω, all x > 0. (40)

We use (40) in (39) and have

‖un‖p 6 λ1
ε

λ̂1(p)
‖un‖p + cε|Ω|N

(see (1) with r = p and recall that | · |N is the Lebesgue measure on RN), so
(

1− λ1

λ̂1(p)
ε

)
‖un‖p 6 cε|Ω|N ∀n ∈ N.

We choose ε ∈ (0, λ̂1(p)
λ1

) and infer that the sequence {un}n∈N ⊆W1,p
0 (Ω) is bounded.

Therefore, we may assume that

un −→ u∗ weakly in W1,p
0 (Ω) and un −→ u∗ in Lp(Ω).

Then, reasoning as in the proof of Proposition 5 (see the part of the proof after (18)),
we show that

un −→ u∗ in W1,p
0 (Ω), u∗ 6= 0.

Therefore, if in (38) we pass to the limit as n→ +∞, then

〈Ap(u∗), h〉+ 〈A(u∗), h〉 = λ∗
∫

Ω
f ( f , u∗)h dz ∀h ∈W1,p

0 (Ω),

so u∗ ∈ Sλ∗ ⊆ intC+ and so λ∗ ∈ L.

We have proved that
L = [λ∗, ∞).

Next, we show that for every λ ∈ L, problem (Pλ) admits a smallest positive solution
(minimal positive solution).

Proposition 8. If hypotheses H hold and λ ∈ L, then problem (Pλ) admits a smallest solution
u∗λ ∈ Sλ ⊆ intC+ (that is, u∗λ 6 u for all u ∈ Sλ).

Proof. From Proposition 7 of Papageorgiou, Rădulescu and Repovš [10], we know that Sλ

is downward directed. Using Lemma 3.10 of Hu and Papageorgiou [11] (p. 178), we can
find a decreasing sequence {un}n∈N ⊆ Sλ such that

inf
n∈N

un = inf Sλ.

We have

〈Ap(un), h〉+ 〈A(un), h〉 =
∫

Ω
λ f (z, un)h dz ∀h ∈W1,p

0 (Ω), n ∈ N (41)

and
0 6 un 6 u1 ∀n ∈ N. (42)

In (41), we choose h = un ∈ W1,p
0 (Ω) and then use (42) and hypothesis H(i) to

establish that {un}n∈N ⊆W1,p
0 (Ω) is bounded. Therefore, we may assume that

un −→ u∗λ weakly in W1,p
0 (Ω) and un −→ u∗λ in Lp(Ω). (43)
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Then, as before (see the proof of Proposition 5 after (18)), using (43) we obtain

un −→ u∗λ in W1,p
0 (Ω) and u∗λ 6= 0. (44)

If in (41) we pass to the limit as n→ +∞ and use (44), then

〈Ap(u∗λ), h〉+ 〈A(u∗λ), h〉 =
∫

Ω
λ f (z, u∗λ)h dz ∀h ∈W1,p

0 (Ω),

so u∗λ ∈ Sλ ⊆ intC+, u∗λ = inf Sλ.

The theorem that follows summarizes our findings concerning the changes in the set
of positive solutions of (Pλ) as λ > 0 moves.

Theorem 1. If hypotheses H hold, then there exists λ∗ > 0 such that
(a) for all λ > λ∗ problem (Pλ) has at least two positive solutions u0, û ∈ intC+, u0 6= û;
(b) for λ = λ∗, problem (Pλ) has at least one positive solution u∗ ∈ intC+;
(c) for every λ ∈ (0, λ∗) problem (Pλ) has no positive solution;
(d) for every λ ∈ L = [λ∗, ∞), problem (Pλ) has a smallest positive solution u∗λ ∈ intC+.

Remark 2. From Proposition 4, we know that the minimal solution map k̂ : L −→ C1
0(Ω)

defined by k̂(λ) = u∗λ is strictly increasing in the sense that

if λ∗ 6 µ 6 λ, then u∗λ − u∗µ ∈ intC+.

It is worth mentioning that when the reaction f (z, ·) is (p− 1)-superlinear, then we
have the “bifurcation” in λ > 0, for small values of the parameter (see [1], [2]). Here, f (z, ·)
is (p− 1)-sublinear, and the “bifurcation” in λ > 0 occurs for large values of the parameter.

4. (p, q)-Equations

In this section, we briefly mention the situation for the more general (p, q)-equations,
q 6= 2. We now deal with the following nonlinear Dirichlet eigenvalue problem:

(Pλ)
′

{ −∆pu(z)− ∆qu(z) = λ f (z, u(z)) in Ω,
u|∂Ω = 0, u > 0, λ > 0, 1 < q < p.

If we strengthen the conditions on f (z, ·), we can have a similar “bifurcation-type”
result for problem (Pλ)

′.
The new conditions on f (z, x) are the following:

H’: f : Ω×R −→ R is a Carathéodory function, f (z, 0) = 0 for a.a. z ∈ Ω, hypotheses
H′(i), (ii), (iii) are the same as the corresponding hypotheses H(i), (ii), (iii) and (iv) for
a.a. z ∈ Ω, f (z, ·) is strictly increasing on R+.

Remark 3. According to hypothesis H′(iv), we have

0 < f (z, x) for a.a. z ∈ Ω, all x > 0.

The function f (z, x) = a(z)xτ−1 for a.a. z ∈ Ω, all x > 0 with a ∈ L∞(Ω) and
1 < τ < q < p satisfies hypotheses H’.

For the (p, q)-equation (q 6= 2), we cannot use the tangency principle of Pucci and
Serrin [8] (p. 35) (see the proof of Proposition 4). Instead, on account of the stronger
condition H′(iv), we can use Proposition 3.4 of Gasiński and Papageorgiou [1] (strong
comparison principle) and have that uϑ − uλ ∈ intC+. Then, all the other results remain
valid and so we can have the following bifurcation-type result for problem (Pλ)

′.
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Theorem 2. If hypotheses H′ hold, then there exists λ′∗ > 0 such that
(a) for all λ > λ′∗, problem (Pλ)

′ has at least two positive solutions u0, û ∈ intC+, u0 6= û;
(b) for λ = λ′∗, problem (Pλ)

′ has at least one positive solution u∗ ∈ intC+;
(c) for every λ ∈ (0, λ∗)′, problem (Pλ)

′ has no positive solution;
(d) for every λ ∈ L′ = [λ′∗, ∞), problem (Pλ)

′ has a smallest positive solution u∗λ ∈ intC+.

Remark 4. The function f (z, x) defined by

f (z, x) =





a(z)
(
(x+)r−1 + (x+)η−1) if |x| 6 1,

a(z) ln(x+) if 1 < |x|,

with a ∈ L∞(Ω), p < r < η satisfies hypotheses H but not hypotheses H′.
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Hopf Bifurcation Analysis of a Diffusive Nutrient–Phytoplankton
Model with Time Delay
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Department of Mathematics, Northeast Forestry University, Harbin 150040, China; yangrz@nefu.edu.cn (R.Y.);
wangliye8991@163.com (L.W.)
* Correspondence: jindan720@163.com

Abstract: In this paper, we studied a nutrient–phytoplankton model with time delay and diffusion
term. We studied the Turing instability, local stability, and the existence of Hopf bifurcation. Some
formulas are obtained to determine the direction of the bifurcation and the stability of periodic
solutions by the central manifold theory and normal form method. Finally, we verify the above
conclusion through numerical simulation.

Keywords: delay; diffusion; hopf bifurcation; nutrient-phytoplankton model

1. Introduction

One of the most complex and difficult problems in water pollution treatment is the
prevention and control of algal bloom. Due to the complexity of the pollution source and
the difficulty factor of material removal, it takes a lot of energy, but it is not very effective.
Therefore, scientists search for better methods to prevent and cure algal bloom, especially
using mathematical models, in order to find reasonable prevention and cure measures [1–7].
In addition, many scholars further study the dynamics of the N-P model by considering
factors such as time delay and diffusion [8–12]. M. Rehim et al. studied a nutrient–
plankton–zooplankton system with toxic phytoplankton and three delays, and showed
the phenomenon of stability switches [8]. Y. Wang and W. Jiang considered a differential
algebraic phytoplankton–zooplankton system with delay and harvesting, and indicated
that the toxic liberation delay of phytoplankton may affect the stability of the coexisting
equilibrium [10]. In particular, Huppert et al. [13] considered the following N-P model

{
dN(t)

dt = a− bNP− eN,
dP(t)

dt = cNP− dP,
(1)

where N is the nutrient level and P is the density of phytoplankton. a denotes the constant
external nutrient inflow. b represents the maximal nutrient uptake rate. c represents the
maximal conversion rate of nutrients into phytoplankton. d stands for the per capita mortal-
ity rate of phytoplankton. e denotes the per capita loss rate of nutrients. Relevant research
work has analyzed the reasonable, deterministic, and empirical relationship between the
abundance of toxin-producing phytoplankton and the diversity of plankton communities
with large amounts of plankton but no toxins (called nontoxic plankton plants, NTP) [14].
In the case of toxic substances released by toxic phytoplankton (TPP), a simple model of
vegetative phytoplankton was proposed and analyzed to understand the dynamic changes
of the phenomenon of the seasonal mass reproductive cycle. The presence of chemical
and toxic substances helps explain this phenomenon [15–17]. In [18], Chakraborty et al.
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considered the effect of toxins produced by toxic phytoplankton on the death of nontoxic
phytoplankton, and produced the following equation

{
dN
dt = a− bNP− eN,

dP
dt = cNP− dP− θP2

µ2+P2 .
(2)

where θ is the release rate of toxic chemicals by the TPP population, and µ denotes the
half-saturation constant.

Since the spatial distribution of nutrients and phytoplankton is inhomogeneous, there
is diffusion. In addition, there is a time delay in the conversion from nutrients to phyto-
plankton. So, we incorporate reaction diffusion and time delay into the model (2), that is

{
∂N
∂t = d14N + a− bNP− eN,

∂P
∂t = d24P + cPN(t− τ)− dP− θP2

µ2+P2 ,
(3)

where d1 and d2 are diffusion coefficients for N and P, respectively. 4 is the Laplace
operator. This is based on the assumption that the prey and predator are not stationary
and will spread randomly . τ is the time delay that occurs for nutrients to be converted to
phytoplankton. For analysis convenience, we have denoted

h =
b
a

, s =
e
a

, α =
d
c

, β =
θ

c
.

The corresponding problem has the following form





∂N
∂t = d14N + a(−hNP− Ns + 1), x ∈ (0, lπ), t > 0,

∂P
∂t = d24P + cP

(
−α + N(t− τ)− βP

µ2+P2

)
, x ∈ (0, lπ), t > 0,

Nx(0, t) = Px(0, t) = 0, Nx(lπ, t) = Px(lπ, t) = 0, t > 0,
N(x, t) = N0(x, t) ≥ 0, P(x, t) = P0(x, t) ≥ 0, x ∈ [0, lπ], t ∈ [−τ, 0].

(4)

The content of the paper is arranged as follows. In Section 2, we study the stability and
the existence of the Hopf bifurcation. In Section 3, we analyze the property of Hopf bifurca-
tion. In Section 4, we provide a numerical simulation to verify the previous conclusions.
Finally, we conclude this paper.

2. Stability Analysis

In [18], Chakraborty et al. studied the existence of equilibria. We cite the following
result. The equilibrium points satisfy the following equation

{
1− hNP− sN = 0,
−α + N − βP

µ2+P2 = 0, (5)

It can be calculated that trivial equilibrium
(

1
s , 0
)

and interior equilibrium (N∗, P∗),

where N∗ = 1
hP∗+s , and P∗ is a root of the equation

hαP3 + (hβ + sα− 1)P2 +
(

hαµ2 + sα
)

P− µ2(1− sα) = 0.

We provide the result from [18] as follows.

Lemma 1. The existence of a positive equilibrium for the model (4) can be divided into the follow-
ing cases.

(1) If 1− sα ≤ 0, system (2) has no positive equilibrium.
(2) If 0 < 1− sα ≤ hβ, system (2) has one unique positive equilibrium.
(3) If 1− sα > hβ, then system (2) has either three or one positive equilibrium.
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In what follows, we always assume that 0 < 1− sα ≤ hβ, and we study the stability
of problem (4) for (N∗, P∗). Denote

N1(t) = N(·, t) N2(t) = P(·, t), N = (N1, N2)
T ,

X = C([0, lπ],R2), and Cτ := C([−τ, 0], X).

The linearized system of (4) at (N∗, P∗) is

Ṅ = (D∆ + L)N, (6)

where

D =

(
d1 0
0 d2

)
, dom(D∆) = {(N, P)T : N, P ∈ C2([0, lπ],R2), Nx, Px = 0, x = 0, lπ},

and L : Cτ 7→ X is defined by

Lφ(·) = L1φ(·) + L2φ(· − τ),

for φ = (φ1, φ2)
T ∈ Cτ with

L1 =

( −aA −aB
0 D

)
, L2 =

(
0 0
C̃ 0

)
,

A = hP∗ + s, B =
h

hP∗ + s
, C̃ = cP∗, D =

cβP∗
(

P2∗ − µ2)

(µ2 + P2∗ )
2 . (7)

The characteristic equations are

λ2 + λAn + Bn + Cne−λτ = 0, n ∈ N0, (8)

where An = (d1 + d2)
n2

l2 + aA− D, Bn = d1d2
n4

l4 + (aAd2 − Dd1)
n2

l2 − aAD, C = aBC̃.

2.1. Non-Delay Model

When τ = 0, the characteristic becomes

λ2 − Tnλ + Dn = 0, n ∈ N0, (9)

where
{

Tn = −(d1 + d2)
n2

l2 + D− aA,

Dn = d1d2
n4

l4 + (aAd2 − Dd1)
n2

l2 + a(BC̃− AD),

and the eigenvalues are given by

λn =
Tn ±

√
T2

n − 4Dn

2
, n ∈ N0. (10)

Then, make hypothesis

a > a0 :=
D
A

, BC̃− AD > 0. (11)

Theorem 1. Suppose d1 = d2 = 0, τ = 0, and hypothesis (11) hold, then the equilibrium (N∗, P∗)
is locally asymptotically stable.
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Proof. Suppose d1 = d2 = 0, τ = 0, and hypothesis (11) hold, we can obtain T0 < 0,
D0 > 0, so the real part of the roots of the characteristic equation is negative, then the
equilibrium (N∗, P∗) is locally asymptotically stable.

It is calculated that the discriminant of Dn is Γ = a2 A2d2
2 + 2ad1d2

(
AD− 2BC̃

)
+ D2d2

1,
and

a± =
d1(2BC̃− AD)± d1

√
4BC̃(BC̃− AD)

A2d2
(12)

σ± =
−(aAd2 − Dd1)±

√
(aAd2 − Dd1)2 − 4d1d2a(BC̃− AD)

2d1d2
. (13)

It is easy to verify that a− < d1
d2

a0 < a+ under the hypothesis (11).

Theorem 2. Suppose d1 > 0, d2 > 0, τ = 0, and hypothesis (11) hold. For the system (4), we
have the following conclusion.

(1) If a ≥ d1
d2

a0, then the equilibrium (N∗, P∗) is locally asymptotically stable.

(2) If a− < a < d1
d2

a0, then the equilibrium (N∗, P∗) is locally asymptotically stable.

(3) If a0 < a < a−, and there is no k ∈ N such that k2

l2 ∈ (σ−, σ+), then the equilibrium
(N∗, P∗) is locally asymptotically stable.

(4) If a0 < a < a−, and there is a k ∈ N such that k2

l2 ∈ (σ−, σ+), then the equilibrium (N∗, P∗)
is Turing unstable.

Proof. We can obtain Tn < 0 and Dn > 0 for a ≥ d1
d2

a0. It can be concluded that all the
characteristic roots have a negative real part. Then, the equilibrium (N∗, P∗) is locally
asymptotically stable (so, statement (1) is true). In the same way, statements (1)–(3) are also
correct. Suppose the conditions in statement (4) are true, then at least there is a positive
real part of eigenvalue root. Then, the equilibrium (N∗, P∗) is Turing unstable.

2.2. Delay Model

Now, suppose τ > 0, one of the conditions (1)–(3) in Theorem 2 and hypothesis (11)
hold. Assume iω(ω > 0) is a solution of Equation (8), we can obtain

−w2 + iAnw + Bn + Ccoswτ − iCsinwτ = 0.

Then we have
{ −w2 + Bn + Ccoswτ = 0,

wAn − Csinwτ = 0,
(14)

which leads to
w4 + (A2

n − 2Bn)w2 + B2
n − C2 = 0. (15)

Let z = ω2, Equation (15) is

z2 + (A2
n − 2Bn)z + B2

n − C2 = 0. (16)

By direct computation, we have

A2
n − 2Bn =

(
aA + d1

n2

l2

)2

+

(
D− d2

n2

l2

)2

> 0,

Bn + C = Dn > 0,

Bn − C = d1d2
n4

l4 + (aAd2 − Dd1)
n2

l2 − a(AD + BC̃).

(17)
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Define
M = { m ∈ N0 | Bn − C < 0 with n = m}. (18)

Lemma 2. Suppose one of the conditions (1)–(3) in Theorem 2 and hypothesis (11) hold. If M = ∅,
then Equation (16) has no positive root. If M 6= ∅, then the equation has positive roots.

Proof. The roots of Equation (16) are

z±n =
1
2
[−(A2

n − 2Bn)±
√
(A2

n − 2Bn)2 − 4(B2
n − C2)] (19)

It is easy to verify that z+n > 0 if and only if n ∈M, and z−n is always negative or a non
real number.

Suppose one of the conditions (1)–(3) in Theorem 2 and hypothesis (11) hold, from
Equation (14), we can obtain

sin ωτ =
ωAn

C
> 0, cos ωτ =

ω2 − Bn

C
.

For n ∈M, then Equation (8) has a pair of purely imaginary roots ± iωn at τ
j
n, j ∈ N0,

ωn =
√

zn, τ
j
n = τ0

n +
2jπ
ωn

, τ0
n =

1
ωn

arccos
ω2

n − Bn

C
. (20)

Lemma 3. Suppose one of the conditions (1)–(3) in Theorem 2 and hypothesis (11) hold. Then

Re[
dλ

dτ
]|

τ=τ
j
n
> 0 for n ∈M and j ∈ N0.

Proof. From (8), we can obtain

(
dλ

dτ
)−1 =

An + 2λ

λCe−λτ
− τ

λ
.

Then

Re(
dλ

dτ
)−1

τ=τ
j
n
=

A2
nw2 + 2w2(w2 − Bn)

A2
nw4 + (w3 − Bnw)2 =

√
(A2

n − 2Bn)2 − 4(B2
n − C2)

w4 + B2
n + (A2

n − 2Bn)w2 > 0.

Denote D := {τ j
n : τ

j
m 6= τk

n , m 6= n, m, n ∈M, j, k ∈ N0}, and τ∗ = min{τ ∈ D}.

Theorem 3. For system (4), assume one of the conditions (1)–(3) in Theorem 2 and hypothesis (11)
hold, then we have the following conclusion.

(1) If M = ∅, (N∗, P∗) is locally asymptotically stable for τ ≥ 0.
(2) If M 6= ∅, (N∗, P∗) is locally asymptotically stable for τ ∈ [0, τ∗) and unstable for τ > τ∗.

(3) Hopf bifurcation occurs when τ = τ
j
0 (j ∈ N0, n ∈M).

Proof. If M = ∅, then Bn − C > 0 and B2
n − C2 > 0, so Equation (16) has no positive root;

then, the roots of Equation (8) all have negative real parts. Therefore, (N∗, P∗) is locally
asymptotically stable. Similarly, statement (2) is also correct. When τ = τ

j
0 (j ∈ N0, n ∈M)

implying that Tn = 0, then Hopf bifurcation occurs near (N∗, P∗).
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3. Property of Hopf Bifurcation

By the method [19–21], we study the property of Hopf bifurcation. For fixed j ∈ N0

and n ∈ M, denote τ̃ = τ
j
n. Let Ñ(x, t) = N(x, τt)− N∗, and P̃(x, t) = P(x, τt)− P∗. The

system (4) (drop the tilde) is

{
∂N
∂t = τ(d14N + a(1− h(N + N∗)(P + P∗)− s(N + N∗)),

∂P
∂t = τ(d24P + c(N(t− 1)− N∗)(P + P∗)− α(P + P∗)− β(P+P∗)2

µ2+(P+P∗)2 .
(21)

Let

τ = τ̃ + µ, N1(t) = N(·, t), N2(t) = P(·, t) and N = (N1, N2)
T .

Then (21) is written as

dN(t)
dt

= τ̃D∆N(t) + Lτ̃(Nt) + F(Nt, µ), (22)

where

Lµ(φ) = µ

( −aAφ1(0)− aBφ2(0)
Cφ1(−1) + Dφ2(0)

)
, (23)

F(φ, µ) = µD∆φ + Lµ(φ) + f (φ, µ), (24)

with

f (φ, µ) = (τ̃ + µ)(F1(φ, µ), F2(φ, µ))T ,

F1(φ, µ) = a(1− h(φ1(0) + N∗)(φ2(0) + P∗)− s(φ1(0) + N∗) + Aφ1(0) + Bφ2(0)),

F2(φ, µ) = c((φ1(−1) + N∗)(φ2(0) + P∗)− α(φ2(0) + P∗)−
β(P∗ + φ2(0))2

µ2 + (P∗ + φ2(0))2 ).

Then
dN(t)

dt
= τ̃D∆N(t) + Lτ̃(Nt) (25)

has characteristic roots Λn := {iωnτ̃,−iωnτ̃}. Its linear functional differential equation is

dz(t)
dt

= −τ̃D
n2

l2 z(t) + Lτ̃(zt). (26)

There exists a 2× 2 matrix function ηn(σ, τ̃) −1 ≤ σ ≤ 0, such that

−τ̃D
n2

l2 φ(0) + Lτ̃(φ) =
∫ 0

−1
dηn(σ, τ)φ(σ).

Choose

ηn(σ, τ) =





τE σ = 0,
0 σ ∈ (−1, 0),
−τF σ = −1,

E =

(
−aA− d1

n2

l2 −aB
0 D− d2

n2

l2

)
, F =

(
0 0
C 0

)
. (27)

Define

(ψ, φ) = ψ(0)φ(0)−
∫ 0

−1

∫ σ

ξ=0
ψ(ξ − σ)dηn(σ, τ̃)φ(ξ)dξ

= ψ(0)φ(0) + τ̃
∫ 0

−1
ψ(ξ + 1)Fφ(ξ)dξ,

(28)
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for φ ∈ C([−1, 0],R2), ψ ∈ C([−1, 0],R2). Choose p1(θ) = (1, ξ)Teiωn τ̃σ (σ ∈ [−1, 0]),
p2(σ) = p1(σ) is a basis of A(τ̃) with Λn and q1(r) = (1, η)e−iωn τ̃r (r ∈ [0, 1]), q2(r) =
q1(r) is a basis of A∗ with Λn, where

ξ =
Ce−iτ̃ωn

iωn +
d2n2

l2 − D
, η =

B

iωn + D− d2n2

l2

.

Let Φ = (Φ1, Φ2) and Ψ∗ = (Ψ∗1 , Ψ∗2)
T with

Φ1(σ) =
p1(σ) + p2(σ)

2
, Φ2(σ) =

p1(σ)− p2(σ)

2i
, for θ ∈ [−1, 0].

In addition,

Ψ∗1(r) =
q1(r) + q2(r)

2
, Ψ∗2(r) =

q1(r)− q2(r)
2i

, for r ∈ [0, 1].

Then we can compute by (28)

D∗1 := (Ψ∗1 , Φ1), D∗2 := (Ψ∗1 , Φ2), D∗3 := (Ψ∗2 , Φ1), D∗4 := (Ψ∗2 , Φ2).

Define (Ψ∗, Φ) = (Ψ∗j , Φk) =

(
D∗1 D∗2
D∗3 D∗4

)
and construct a new basis Ψ for P∗ by

Ψ = (Ψ1, Ψ2)
T = (Ψ∗, Φ)−1Ψ∗.

Then (Ψ, Φ) = I2. In addition, define fn := (β1
n, β2

n), where

β1
n =

(
cos n

l x
0

)
, β2

n =

(
0

cos n
l x

)
.

We also define

d · fn = d1β1
n + d2β2

n, for d = (d1, d2)
T ∈ D1,

and

< N, P >:=
1

lπ

∫ lπ

0
N1P1dx +

1
lπ

∫ lπ

0
N2P2dx

for N = (N1, N2), P = (P1, P2), N, P ∈ X, and < φ, f0 >= (< φ, f 1
0 >,< φ, f 2

0 >)T .
Equation (21) can be rewritten as

dN(t)
dt

= Aτ̃ Nt + R(Nt, µ), (29)

where

R(Nt, µ) =

{
0, θ ∈ [−1, 0),
F(Nt, µ), θ = 0.

(30)

By the decomposition of C1, the above solution is

Nt = Φ
(

x1
x2

)
fn + h(x1, x2, µ), (31)

with (
x1
x2

)
= (Ψ,< Nt, fn >),
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and
h(x1, x2, µ) ∈ PSC1, h(0, 0, 0) = 0, Dh(0, 0, 0) = 0.

The solution of (22) is

Nt = Φ
(

x1(t)
x2(t)

)
fn + h(x1, x2, 0). (32)

Let z = x1 − ix2, and notice that p1 = Φ1 + iΦ2. Then, we can obtain

Φ
(

x1
x2

)
fn = (Φ1, Φ2)

(
z+z

2
i(z−z)

2

)
fn =

1
2
(p1z + p1z) fn,

and

h(x1, x2, 0) = h(
z + z

2
,

i(z− z)
2

, 0).

Hence, (32) is

Nt =
1
2
(p1z + p1z) fn + h(

z + z
2

,
i(z− z)

2
, 0)

=
1
2
(p1z + p1z) fn + W(z, z),

(33)

where

W(z, z) = h(
z + z

2
,

i(z− z)
2

, 0).

From [19], z meets

ż = iωnτ̃z + g(z, z), (34)

among them

g(z, z) = (Ψ1(0)− iΨ2(0)) < F(Nt, 0), fn > . (35)

Let

W(z, z) = W20
z2

2
+ W11zz + W02

z2

2
+ · · · , (36)

g(z, z) = g20
z2

2
+ g11zz + g02

z2

2
+ · · · ; (37)

from Equations (33) and (36), we can obtain

Nt(0) =
1
2
(z + z) cos

(nx
l

)
+ W(1)

20 (0)
z2

2
+ W(1)

11 (0)zz + W(1)
02 (0)

z2

2
+ · · · ,

Pt(0) =
1
2
(ξ + ξz) cos

(nx
l

)
+ W(2)

20 (0)
z2

2
+ W(2)

11 (0)zz + W(2)
02 (0)

z2

2
+ · · · ,

Nt(−1) =
1
2
(ze−iωn τ̃ + zeiωn τ̃) cos(

nx
l
)+W(1)

20 (−1)
z2

2
+W(1)

11 (−1)zz+W(1)
02 (−1)

z2

2
+ · · · ,

and

F1(Nt, 0) =
1
τ̃

F1 = α1Nt(0)Pt(0) + O(4), (38)

F2(Nt, 0) =
1
τ̃

F2 = cNt(−1)Pt(0) + β1P2
t (0) + β2P3

t (0) + O(4), (39)
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with

α1 = −ah, β1 =
βc
(
3µ2P2∗ − µ4)

(µ2 + P2∗ )
2 , β2 = −4βcµ2P∗

(
P2∗ − µ2)

(µ2 + P2∗ )
4 .

Hence,

F1(Nt, 0) = cos2(
nx
l
)(

z2

2
χ20 + zzχ11 +

z2

2
χ20) +

z2z
2

cos
nx
l

ς11 +
z2z
2

cos3 nx
l

ς12 + · · · , (40)

F2(Nt, 0) = cos2(
nx
l
)(

z2

2
$20 + zz$11 +

z2

2
$20) +

z2z
2

cos
nx
l

ς21 +
z2z
2

cos3 nx
l

ς22 + · · · , (41)

< F(Nt, 0), fn >=τ̃(F1(Nt, 0) f 1
n + F2(Nt, 0) f 2

n)

=
z2

2
τ̃

(
χ20
ς20

)
Γ + zzτ̃

(
χ11
ς11

)
Γ +

z2

2
τ̃

(
χ20
ς20

)
Γ +

z2z
2

τ̃

(
κ1
κ2

)
+ · · ·

(42)

with

Γ =
1

lπ

∫ lπ

0
cos3(

nx
l
)dx,

χ20 =
α1ξ

2
, χ11 = α1

(
η

4
+

ξ

4

)
, ς12 = 0,

ς11 = α1(ξW1
11(0) + W2

11(0) +
W1

20(0)
2

η +
W2

20(0)
2

),

$20 =
1
2

ξe−iτωn
(

c + β1ξeiτωn
)

,

$11 =
1
4

e−iτωn
(

c
(

η + ξe2iτωn
)
+ 2β1ηξeiτωn

)
,

ς21 = W2
11(0)

(
2β1ξ + ce−iτωn

)
+ W2

20(0)
(

β1η +
1
2

ceiτωn

)
+ cξW1

11(−1) +
cηW1

02(−1)
2

,

ς22 =
3
4

β2ηξ2.

(43)

κ1 = ς11
1

lπ

∫ lπ

0
cos2(

nx
l
)dx + ς12

1
lπ

∫ lπ

0
cos4(

nx
l
)dx,

κ2 = ς21
1

lπ

∫ lπ

0
cos2(

nx
l
)dx

+ ς22
1

lπ

∫ lπ

0
cos4(

nx
l
)dx.

Denote
Ψ1(0)− iΨ2(0) := (γ1 γ2).

Notice that
1

lπ

∫ lπ

0
cos3(

nx
l
)dx = 0, n ∈ N,

and we have

(Ψ1(0)− iΨ2(0)) < F(Nt, 0), fn >=

z2

2
(γ1χ20 + γ2ς20)Γτ̃ + zz(γ1χ11 + γ2ς11)Γτ̃ +

z2

2
(γ1χ20 + γ2ς20)Γτ̃

+
z2z
2

τ̃[γ1κ1 + γ2κ2] + · · · ,

(44)

From (35), (37) and (44), we have g20 = g11 = g02 = 0, for n ∈ N. If n = 0, we obtain

g20 = γ1τ̃χ20 + γ2τ̃$20, g11 = γ1τ̃χ11 + γ2τ̃$11, g02 = γ1τ̃χ20 + γ2τ̃$20.
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Furthermore, for n ∈ N0, g21 = τ̃(γ1κ1 + γ2κ2). Now, we compute W20(θ) and W11(θ)
for θ ∈ [−1, 0]. From [19], we obtain

Ẇ(z, z) = W20zż + W11żz + W11zż + W02zż + · · · ,

Aτ̃W(z, z) = Aτ̃W20
z2

2
+ Aτ̃W11zz + Aτ̃W02

z2

2
+ · · · ,

Ẇ(z, z) = Aτ̃W + H(z, z),

where

H(z, z) = H20
z2

2
+ W11zz + H02

z2

2
+ · · ·

= X0F(Nt, 0)−Φ(Ψ,< X0F(Nt, 0), fn > · fn).
(45)

Hence, we have

(2iωnτ̃ − Aτ̃)W20 = H20, − Aτ̃W11 = H11, (−2iωnτ̃ − Aτ̃)W02 = H02, (46)

that is,

W20 = (2iωnτ̃ − Aτ̃)
−1H20, W11 = −A−1

τ̃ H11, W02 = (−2iωnτ̃ − Aτ̃)
−1H02. (47)

By (44), we have

H(z,z) = −Φ(0)Ψ(0) < F(Nt, 0), fn > · fn

=− (
p1(θ) + p2(θ)

2
,

p1(θ)− p2(θ)

2i
)

(
Φ1(0)
Φ2(0)

)
< F(Nt, 0), fn > · fn

=− 1
2
[p1(θ)(Φ1(0)− iΦ2(0)) + p2(θ)(Φ1(0) + iΦ2(0))] < F(Nt, 0), fn > · fn

=− 1
2
[(p1(θ)g20 + p2(θ)g02)

z2

2
+ (p1(θ)g11 + p2(θ)g11)zz + (p1(θ)g02 + p2(θ)g20)

z2

2
] + · · · .

Therefore by (45), for θ ∈ [−1, 0),

H20(θ) =

{
0 n ∈ N,
− 1

2 (p1(θ)g20 + p2(θ)g02) · f0 n = 0,

H11(θ) =

{
0 n ∈ N,
− 1

2 (p1(θ)g11 + p2(θ)g11) · f0 n = 0,

H02(θ) =

{
0 n ∈ N,
− 1

2 (p1(θ)g02 + p2(θ)g20) · f0 n = 0,

and
H(z, z)(0) = F(Nt, 0)−Φ(Ψ,< F(Nt, 0), fn >) · fn,

where

H20(0) =





τ̃

(
χ20
$20

)
cos2( nx

l ), n ∈ N,

τ̃

(
χ20
$20

)
− 1

2 (p1(0)g20 + p2(0)g02) · f0, n = 0.
(48)

H11(0) =





τ̃

(
χ11
$11

)
cos2( nx

l ), n ∈ N,

τ̃

(
χ11
$11

)
− 1

2 (p1(0)g11 + p2(0)g11) · f0, n = 0.
(49)
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Then, we can obtain

Ẇ20 = Aτ̃W20 = 2iωnτ̃W20 +
1
2
(p1(θ)g20 + p2(θ)g02) · fn, − 1 ≤ θ < 0.

That is,

W20(θ) =
i

2iωnτ̃
(g20 p1(θ) +

g02
3

p2(θ)) · fn + E1e2iωn τ̃θ ,

where

E1 =

{
W20(0) n ∈ N,
W20(0)− i

2iωn τ̃ (g20 p1(θ) +
g02
3 p2(θ)) · f0 n = 0.

Using the definition of Aτ̃ and (46), we have that for −1 ≤ θ < 0

− (g20 p1(0) +
g02
3

p2(0)) · f0 + 2iωnτ̃E1 − Aτ̃(
i

2ωnτ̃
(g20 p1(0) +

g02
3

p2(0)) · f0)

− Aτ̃E1 − Lτ̃(
i

2ωnτ̃
(g20 p1(0) +

g02
3

p2(0)) · fn + E1e2iωn τ̃θ)

= τ̃

(
χ20
$20

)
− 1

2
(p1(0)g20 + p2(0)g02) · f0.

As
Aτ̃ p1(0) + Lτ̃(p1 · f0) = iω0 p1(0) · f0,

and
Aτ̃ p2(0) + Lτ̃(p2 · f0) = −iω0 p2(0) · f0,

we have

2iωnE1 − Aτ̃E1 − Lτ̃E1e2iωn = τ̃

(
χ20
$20

)
cos2(

nx
l
), n ∈ N0.

That is,

E1 = τ̃E
(

χ20
$20

)
cos2(

nx
l
)

where

E =

(
2iωnτ̃ + d1

n2

l2 + aA aB
−Ce−2iωn τ̃ −D + 2iωnτ̃ + d2

n2

l2

)−1

.

Similarly, we have

−Ẇ11 =
i

2ωnτ̃
(p1(θ)g11 + p2(θ)g11) · fn, − 1 ≤ θ < 0.

That is,

W11(θ) =
i

2iωnτ̃
(p1(θ)g11 − p1(θ)g11) + E2.

Then,

E2 = τ̃E∗
(

χ11
$11

)
cos2(

nx
l
),

where

E∗ =

(
d1

n2

l2 + aA aB
−C −D + d2

n2

l2

)−1

.
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Therefore, we have




c1(0) = i
2ωn τ̃ (g20g11 − 2|g11|2 − |g02|2

3 ) + 1
2 g21, µ2 = − Re(c1(0))

Re(λ′(τ j
n))

,

T2 = − 1
ωn τ̃ [Im(c1(0)) + µ2 Im(λ′(τ j

n))], β2 = 2Re(c1(0)).
(50)

By [19], we have the following theorem.

Theorem 4. For any critical value τ
j
n, we have the Hopf bifurcation is forward (µ2 > 0) or

backward (µ2 < 0). The bifurcating periodic solutions are orbitally asymptotically stable (β2 < 0)
or unstable (β2 > 0). The period increases (T2 > 0) or decreases (T2 < 0).

4. Numerical Simulations

In order to verify the previous conclusion, we provide some numerical simulations by
Matlab. In particular, the numerical simulation of the systems with τ = 0 is implemented
by the pdepe function in Matlab, and τ > 0 is implemented by the finite-difference methods.
Choose the following parameters.

d1 = 2, h = 1.667, s = 0.267, α = 0.1, a = 1, β = 0.48, µ = 0.18, c = 0.5, l = 4. (51)

By direct computation, we have (N∗, P∗) ≈ (1.2130, 0.3344) is the unique positive
equilibrium, and A ≈ 0.8244, B ≈ 2.0220, C ≈ 0.1672, D ≈ 0.3064, BC− AD ≈ 0.0854 > 0,
and a0 ≈ 0.3717. Hence, hypothesis (11) holds. Now, we give the curves of a− and d1

d2
a0

with the predator’s diffusion coefficient d2 (Figure 1). We can see that a0 < a < a− holds
when d2 < d∗2 , then the Turing instability of (N∗, P∗) may occur. When d2 > d∗2 , then a > a−
holds, which implies (N∗, P∗) is locally asymptotically stable. Choose d2 = 0.1, we have
a− = 2.4603, σ− = 0.1723, σ+ = 2.4800, and k ∈ {2, 3, 4, 5, 6} such that k2

l2 ∈ (σ−, σ+). Then
(N∗, P∗) is Turing unstable (Figure 2).

a0

d1

d2

a0

a

a
-

d2 = d2
*

0.2 0.4 0.6 0.8 1.0

d2

0.5

1.0

1.5

2.0

2.5

a

Figure 1. The curves of a− and d1
d2

a0 with parameter d2.

We choose d2 = 0.4, and change the parameter β, which represents the release rate
of toxic chemicals by the TPP population. The bifurcation diagram of system (4) with
parameter β is given in Figure 3. We can see that the increasing parameter β is not beneficial
to the stability of (N∗, P∗) initially. However, when β crosses some critical value, increasing
parameter β is of benefit to the stability of (N∗, P∗). In particular, when the parameter β is
sufficiently large, (N∗, P∗) will always be stable.
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Figure 2. Numerical simulations for (4) with τ = 0 and d2 = 0.1.
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Figure 3. Bifurcation diagram of system (4) with parameter beta.

If we choose β = 0.48, we have τ∗ = τ0
0 ≈ 1.5710 and ω0 ≈ 0.2460. Then (P∗, N∗) is

locally asymptotically stable for τ ∈ [0, τ∗) (Figure 4), and Hopf bifurcation occurs when
τ = τ∗. We obtain

µ2 ≈ 0.5391 > 0, β2 ≈ −0.1217 < 0, and T2 ≈ 12.3699 > 0.

Hence, the stable bifurcating periodic solutions exist for τ > τ∗ (Figure 5). However, if
we choose β = 0.6 and τ = 2.3, (P∗, N∗) is locally asymptotically stable (Figure 6).

Figure 4. Numerical simulations for (4) with τ = 1.2 and β = 0.48.
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Figure 5. Numerical simulations for (4) with τ = 1.7 and β = 0.48.

Figure 6. Numerical simulations for (4) with τ = 1.7 and β = 0.6.

5. Conclusions

Diffusion and time delay was incorporated into a nutrient–phytoplankton model.
The instability and Hopf bifurcation induced by the time delay was studied. Through
the central manifold theory and normal form method, some parameters were given to
determine the property of bifurcating periodic solutions. The results indicate diffusion may
induce Turing unstable. The release rate β of toxic chemicals by the TPP population has a
stabilizing and destabilizing effect on the stability of the positive equilibrium. In addition,
the time delay can also affect the stability of the positive equilibrium, and it can induce
periodic oscillation of prey and predator population density.
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Abstract: The Gerdjikov–Ivanov (GI) equation is one type of derivative nonlinear Schrödinger
equation used widely in quantum field theory, nonlinear optics, weakly nonlinear dispersion water
waves and other fields. In this paper, the coupled GI equation on a time–space scale is deduced
from Lax pairs and the zero curvature equation on a time–space scale, which can be reduced to the
classical and the semi-discrete GI equation by considering different time–space scales. Furthermore,
the Darboux transformation (DT) of the GI equation on a time–space scale is constructed via a gauge
transformation. Finally, N-soliton solutions of the GI equation are given through applying its DT,
which are expressed by the Cayley exponential function. At the same time, one-solition solutions are
obtained on three different time–space scales ( X = R, X = C and X = Kp ).

Keywords: Gerdjikov-Ivanov equation; time–space scales; Darboux transformation; N-soliton solution

MSC: 35Q51; 35K05; 34N05

1. Introduction

There are some practical problems that cannot be solved accurately by using only
continuous or discrete analysis. In order to unify continuous and discrete analysis, a
time scale was initiated by Stefan Hilger in 1988, which is an arbitrary nonempty closed
subset of the real numbers [1–3]. In recent years, extensive research about time scales has
been conducted, particularly in stability, oscillation and initial-boundary value problems
[4–8]. In addition, time scale dynamic equations have wide application prospects in many
areas, such as population dynamic models [9], epidemic models [10,11] and models of the
financial consumption process [12,13].

Toda’s lattice, Hirota’s network and nonlinear Schrödinger dynamic equations were
derived on a time–space scale by extending an Ablowitz–Ladik hierarchy of integrable
dynamic systems on a time–space scale [14]. This extension facilitates a variety of modeling
applications of Ablowitz–Ladik hierarchies, including optics and chaos in dispersion
numerical schemes [15]. The formulas for solutions of boundary value problem of Burgers
equation and heat equation were derived on a time–space scale by using the Cole–Hopf
transformation. These formulas may be used to study the wave motion on a time–space
scale. Sine-Gordon equation was obtained on a time–space scale and its solution expressed
by the Cayley exponential function was given [16–18]. However, the development of time–
space scales is relatively slow in nonlinear dynamical systems compared to other fields.

There are important applications regarding the derivative nonlinear Schrödinger
(DNLS) equation in many fields [19]. In particular, in situations where higher order
nonlinear effects need to be restored, a family of DNLS equations was investigated [20].
There are three famous DNLS equations, which are the DNLS I equation [21,22], DNLS
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II equation [23,24] and DNLS III equation [25]. The forms of these three equations are as
follows

iqt + qxx + i
(

q2q∗
)

x
= 0,

iqt + qxx + iqq∗qx = 0,

iqt + qxx +
1
2

q3q∗2 − iq2q∗x = 0,

where q∗ represents the complex conjugate of q. They can be transformed into each other by
a gauge transformation [26]. Specifically, the last equation is also known as the Gerdjikov–
Ivanov (GI) equation, which was discovered by Gerdjikov and Ivanov [27]. In recent years,
several useful methods have been proposed for obtaining solutions of the GI equation, such
as the Darboux transformation (DT) [28,29], algebra-geometric solution [30–33], Wronskian
type solution [29,34] and Hamiltonian structures [35,36].

The advantage of DT is that new solutions can be obtained successively through
iteration. The explicit soliton-like solution of the GI equation was obtained by its DT [26].
The explicit N-fold DT with multiparameters for the GI equation was constructed with
the help of a gauge transformation [28]. The dark soliton, bright soliton, breather solution
and periodic solution are given explicitly from different seed solutions. In this paper, the
coupled GI equation on a time–space scale is deduced by the Lax matrix equation extended
on a time–space scale. This extension will provide a wider range of nonlinear integrable
dynamic models and promote solutions to practical problems.

This paper is organized as follows. In Section 2, the coupled GI equation on a time–
space scale is obtained, which can be reduced to the classical and the semi-discrete GI
equation. In Section 3, N-fold DT and N-soliton solutions of the GI equation on a time–
space scale are constructed with the help of a gauge transformation. In particular, one-
soliton solutions of the GI equation on three different time–space scales are obtained from
seed solution. The last section is our conclusions.

2. GI Equation on a Time–Space Scale

For constructing the GI equation on a time–space scale, jump operators, graininess
functions and the ∇−derivative are introduced as follows [1–3].

Definition 1. For (t, x) ∈ T×X, backward jump operators are defined as

σ : T→ T, ρ : X→ X,

σ(t) = sup{s ∈ T : s < t}, ρ(x) = sup{y ∈ X : y < x}. (1)

For x ∈ X, the forward jump operator β(x) : X → X is defined as β(x) = ρ−1(x) =
inf{y ∈ X : y > x}.

Definition 2. The ∇−derivative associated with t (time) and x (space) variables is defined as

∇t f (t, x) = lim
p→µ(t)

f (t, x)− f σ(t, x)
p

, (2)

∇x f (t, x) = lim
q→ν(x)

f (t, x)− f ρ(t, x)
q

, (3)

where the graininess functions µ : T→ [0,+∞), ν : X→ [0,+∞) are defined as

µ(t) = t− σ(t), ν(x) = x− ρ(x). (4)

Note that,
f σ(t, x) := f (σ(t), x) = f (t, x)− µ(t)∇t f (t, x), (5)

f ρ(t, x) := f (t, ρ(x)) = f (t, x)− ν(x)∇x f (t, x). (6)
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Definition 3. The Cayley exponential function on a time scale is defined by

eα(x, x0) := exp
(∫ x

ι0
ζµ(s)(α(s))∆s

)
, eα(x) := eα(x, 0),

where α = α(x) is a given rd-continuous regressive function and

ζh(z) :=
1
h

log
1 + 1

2 zh
1− 1

2 zh
, h > 0, ζ0(z) := z.

When X = R and X = hZ, the Cayley exponential function becomes

eα(x) = e
∫ x

0 α(s)dsand

eα(x) =

(
1 + 1

2 αh
1− 1

2 αh

) x
h

,

respectively.

Lemma 1. Take T×X = R×R. The backward jump operators

σ(t) = sup(−∞, t) = t, ρ(x) = sup(−∞, x) = x, (7)

and the graininess functions

µ(t) = t− σ(t) = 0, ν(x) = x− ρ(x) = 0. (8)

Lemma 2. Take T×X = R×Z. The backward jump operators

σ(t) = sup(−∞, t) = t, ρ(x) = sup{x− 1, x− 2, · · · } = x− 1, (9)

and the graininess functions

µ(t) = t− σ(t) = 0, ν(x) = x− ρ(x) = 1. (10)

Lemma 3. When X = R, X = h̄Z and X = Kp, the ∇−derivative becomes

∇x f (x) = fx(x),

∇x f (x) =
f (x)− f (x− h̄)

h̄
and

∇x f (x) =
f (x)− f

(
p−1x

)

(1− p−1)x
,

respectively.

In what follows, based on Lax pairs of DNLS equation from the generalized Kaup–
Newell spectrum problem [32], a ∇-dynamical system is introduced

{
∇xψ(t, x) = U(t, x)ψ(t, x),

∇tψ(t, x) = V(t, x)ψ(t, x),
(11)

where 



U =

(−iλ2 − 1
2 iqr λq

λr iλ2 + 1
2 iqr

)
,

V =

(
A(t, x) B(t, x)
C(t, x) −A(t, x)

)
,

(12)
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with ψ=
(

ψ1(t, x)
ψ2(t, x)

)
, q and r are potential functions, and λ is a spectral parameter.

According to the compatibility condition ∇xtψ = ∇txψ and ∇−derivative product
rules [15], the zero curvature equation on a time–space scale is obtained

∇tU −∇xV + UσV −VρU = 0. (13)

Then, substituting Equation (12) into Equation (13), we find





− i(C + Cρ)λ2 − (rσ A + rAρ +∇tr)λ−
1
2

i(qr)σC− 1
2

iqrCρ +∇xC = 0,

− i(B + Bρ)λ2 − (qσ A + qAρ +∇tq)λ−
1
2

i(qr)σB− 1
2

iqrBρ −∇xB = 0,

− i(A− Aρ)λ2 + (qσC− rBρ)λ− 1
2

i(qr)σ A +
1
2

iqrAρ − 1
2

i∇t(qr)−∇x A = 0,

− i(A− Aρ)λ2 + λ(rσB− qCρ)− 1
2

i(qr)σ A +
1
2

iqrAρ − 1
2

i∇t(qr) +∇x A = 0.

(14)

Take A, B and C as quaternary polynomials of λ,

A =
4

∑
j=0

ajλ
j, B =

4

∑
j=0

bjλ
j, C =

4

∑
j=0

cjλ
j. (15)

Then, by substituting Equation (15) into Equation (14), these relations are obtained





a4 =− 2i, a1 = a3 = b0 = b2 = b4 = c0 = c2 = c4 = 0,

b3 =− bρ
3 + 2(qσ + q), c3 = −cρ

3 + 2(rσ + r) = 0,

b1 =− bρ
1 + iqaρ

2 + iqσa2 −
1
2

qrbρ
3 −

1
2
(qr)σb3 + i∇xb3,

c1 =− cρ
1 + iraρ

2 + irσa2 −
1
2

qrcρ
3 −

1
2
(qr)σc3 − i∇xc3,

a2 =∇−1
x (

1
2

qσc1 −
1
2

rσb1 −
1
2

rbρ
1 +

1
2

qcρ
1),

a0 =∇−1
x (−1

2
iqrσaρ

0 +
1
4

qrrσbρ
1 −

1
2

irσbx
1 −

1
2

iqσrσa0 +
1
4
(qr)σb1rσ

+
1
2

iqraρ
0 −

1
4

q2rcρ
1 +

1
2

irσqa0 −
1
4
(qr)σqc1 −

1
2

ic1xq),

(16)

and evolution equations on a time–space scale are obtained

∇tq = qaρ
0 + qσa0 +

1
2

iqrbρ
1 +

1
2

i(qr)σb1 +∇xb1, (17)

∇tr = −raρ
0 − rσa0 −

1
2

iqrcρ
1 −

1
2

i(qr)σc1 +∇xc1. (18)

According to Equations (5) and (6), Equation (16) is reduced to

b3 = 2(2− ν(x)∇x)
−1(q + qσ), (19)

c3 = 2(2− ν(x)∇x)
−1(r + rσ), (20)

b1 = 2i(2− ν(x)∇x)
−1m1a2 +

1
2
(2− ν(x)∇x)

−1m4(q + qσ), (21)

c1 = 2i(2− ν(x)∇x)
−1m2a2 +

1
2
(2− ν(x)∇x)

−1m3(r + rσ), (22)

∇xa0 =
1
2

im5a0 +
1
2

i(rσm4m1 − qm4m2)a2 +
1
8

rσm2
4(q + qσ)− 1

8
qm4m3(r + rσ), (23)
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∇xa2 =
1
2

i(m1m2 −m2m1)(2− ν(x)∇x)a2 +
1
2

m1m3(r + rσ) +
1
2

m2m4(q + qσ), (24)

with
m1 = [qσ + q(1− ν(x)∇x)](2− ν(x)∇x)

−1,

m2 = [rσ + r(1− ν(x)∇x)](2− ν(x)∇x)
−1,

m3 = [(qr)σ + (qr)(1− ν(x)∇x) + 2i∇x](2− ν(x)∇x)
−1,

m4 = [(qr)σ + (qr)(1− ν(x)∇x)− 2i∇x](2− ν(x)∇x)
−1,

m5 = (qr− qrσ)(1− ν(x)∇x) + qrσ − qσrσ.

Then, the coupled GI equation on a time–space scale is obtained





∇tq =q(1− ν(x)∇x)a0 + qσa0 +
1
2

iqr(1− ν(x)∇x)b1 +
1
2

i(qr)σb1 +∇xb1,

∇tr =− r(1− ν(x)∇x)a0 − rσa0 −
1
2

iqr(1− ν(x)∇x)c1 −
1
2

i(qr)σc1 +∇xc1,
(25)

where a0, b1, c1 are defined by Equations (21)–(23), respectively.
In the following, two special kinds of equations are given as follows.
Case I: Taking T×X = R×R, we find µ(t) = 0, ν(x) = 0.

Equations (21)–(23) are reduced to

b1 = iqx,

c1 = −irx,

a0 =
1
2
(rqx − qrx) +

1
4

iq2r2.

Then, Equation (25) is reduced to the coupled GI equation





iqt + qxx + iq2rx +
1
2

q3r2 = 0,

irt − rxx + ir2qx −
1
2

q2r3 = 0.
(26)

When r = −q∗, the classical GI equation is obtained

iqt + qxx +
1
2

q3q∗2 − iq2q∗x = 0. (27)

Case II: Taking T×X = R×Z, we find µ(t) = 0, ν(x) = 1.

f σ(x, t) = f (x, t),

f ρ(x, t) = E f (x, t) = f (x, t)− (1− E) f (x, t),
(28)

where E is the shift operator. Then, Equations (19)–(24) are reduced to

b3 = 4(1 + E)−1q, (29)

c3 = 4(1 + E)−1r, (30)

a2 = (1− E)−1
(

qr2 + rm7q
)

, (31)

b1 = 2i(1 + E)−1q(1− E)−1
(

qr2 + rm7q
)
+ (1 + E)−1m7q, (32)

c1 = 2i(1 + E)−1r(1− E)−1
(

qr2 + rm7q
)
+ (1 + E)−1m6q, (33)
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a0 =
1
2

i(1− E)−1(rm7q− qm7r)(1− E)−1
(

qr2 + rm7q
)

+
1
4
(1− E)−1

(
rm2

7q− qm7m6r
)

,
(34)

with
m6 = qr + 2i(1− E)(1 + E)−1,

m7 = qr− 2i(1− E)(1 + E)−1.

Therefore, the semi-discrete coupled GI equation is obtained

qt = q(1 + E)a0 +
1
2

iqr(1 + E)b1 + (1− E)b1,

rt = −r(1 + E)a0 −
1
2

iqr(1 + E)c1 + (1− E)c1,
(35)

where a0, b1, and c1 are defined by Equations (32)–(34), respectively.

3. DT of GI Equation on a Time–Space Scale

In this section, we construct a DT for GI equation and give its N-soliton solutions on a
time–space scale.

3.1. Construction of DT on a Time–Space Scale

First, it can be shown by long calculations that Equation (12) is transformed to




U = −iλ2σ3 + λQ− 1
2

iQ2σ3,

V = −2iσ3λ4 + B3λ3 + a2σ3λ2 + B1λ + a0σ3,
(36)

with σ3 is a Pauli matrix where Q =

(
0 q
−q∗ 0

)
, B1 =

(
0 b1
c1 0

)
, B3 =

(
0 b3
c3 0

)
,

aj(j = 0, 2), bj, cj(j = 1, 3) are defined by Equations (19)–(24), respectively.
Then, the ∇-dynamical system Equation (11) is transformed into

{
∇xψ[1] = U[1]ψ[1],

∇tψ[1] = V[1]ψ[1],
(37)

under a gauge transformation
ψ[1] = T[1]ψ. (38)

Substituting Equation (38) into Equation (37), we find

U[1]T[1] = ∇xT[1] + T[1]ρU, (39)

V[1]T[1] = ∇tT[1] + T[1]σV, (40)

where 



U[1] = −iλ2σ3 + λQ[1]− 1
2

iQ[1]2σ3,

V[1] = −2iσ3λ4 + B3[1]λ3 + a2[1]σ3λ2 + B1[1]λ + a0[1]σ3,
(41)

with Q[1] =
(

0 q[1]
−q[1]∗ 0

)
, B1[1] =

(
0 b1[1]

c1[1] 0

)
, B3[1] =

(
0 b3[1]

c3[1] 0

)
.

Assume
T[1] = T0 + T1λ (42)

where T0 =

(
a b
c d

)
, T1 =

(
a11 b12
c21 d22

)
.
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Substituting Equation (42) into Equation (39) and comparing the coefficients in the
terms of the same powers λj(j = 0, · · · , 5) on both sides of equation, we find





c21 = b12 = 0,

a11 = d22 = 1,

q[1] = q + ib + ibρ,

q[1]∗ = q∗ + ic + icρ.

(43)

Setting S = −T0 =

(
s11 s12
s21 s22

)
, we obtain

T[1] = λI − S, (44)

q[1] = q− is12 − isρ
12. (45)

Substituting Equation (44) into Equation (39), we obtain

∇xS =
1
2

iSρQ2σ3 +
1
2

iSQ2σ3 + QS2 − SρQS + iSρS2σ3 + iS3σ3. (46)

Assume
S = HΛH−1 (47)

with Λ =

(
λ 0
0 λ∗

)
is an eigenvalue matrix, H =

(
ψ1 ψ∗2
ψ2 −ψ∗1

)
is a fundamental solution

matrix and satisfies



∇x H = −iσ3HΛ2 + QHΛ− 1

2
iQ2σ3H,

∇tH = −2iσ3HΛ4 + B3Λ3 + a2σ3HΛ2 + B1HΛ + a0σ3H.
(48)

It is easy to obtain

∇xS = ∇x

(
HΛH−1

)

=
1
2

iSρQ2σ3 +
1
2

iSQ2σ3 + QS2 − SρQS + iSρS2σ3 + iS3σ3,
(49)

which means that Equation (47) yields Equation (46). From T[1]t + T[1]σV = V[1]T[1],
we find

−∇tS + (λI − Sσ)
(
−2iσ3λ4 + B3λ3 + a2σ3λ2 + B1λ + a0σ3

)

=
(
−2iσ3λ4 + B3[1]λ3 + a2[1]σ3λ2 + B1[1]λ + a0[1]σ3

)
(λI − S).

(50)

Comparing the coefficients in terms of the same powers λj(j = 0, · · · , 5) on both sides
of Equation (50), we obtain

λ0 : −∇tS− a0Sσσ3 = −a0[1]σ3S,

λ1 : a0σ3 − SσB1 = −B1[1]S + a0[1]σ3,

λ2 : B1 − a2Sσσ3 = B1[1]− a2[1]σ3S,

λ3 : a2σ3 − SσB3 = a2[1]σ3 − B3[1]S,

λ4 : B3 + 2iSσσ3 = B3[1] + 2iσ3S,

λ5 : −2iσ3 = −2iσ3.

(51)
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Then, the gauge transformations Equations (44) and (45) are proven to be DT of the GI
equation on a time–space scale.

3.2. Soliton Solutions of the GI Equation on a Time–Space Scale

Soliton solutions of the GI equation on a time–space scale are constructed by applying
its DT. First, Equation (11) is transformed to




∇xψ[0] = U[0]ψ[0] =
(−iλ2 + 1

2 iq[0]q[0]∗ λq[0]
−λq[0]∗ iλ2 − 1

2 iq[0]q[0]∗

)
ψ[0],

∇tψ[0] = V[0]ψ[0] =
(−2iλ4 + a2[0]λ2 + a0[0] b3[0]λ3 + b1[0]λ

c3[0]λ3 + c1[0]λ 2iλ4 − a2[0]λ2 − a0[0]

)
ψ[0],

(52)

where ψ[0]=
(

ψ1[0]
ψ2[0]

)
.

Let us set the spectral parameter λ = λ1. A one-fold DT of the GI equation on a
time–space scale is constructed

ψ[1] = T[1]ψ[0]
= (λI − S[0])ψ[0]

=

(
λ− s11[0] −s12[0]
−s21[0] λ− s22[0]

)
ψ[0],

q[1] = q[0]− is12[0]− is12[0]
ρ

= q[0]− i
(
λ1 − λ∗1

)
ψ1[0]ψ∗2 [0]

∆0
− i
(
λ1 − λ∗1

)
ψ

ρ
1 [0]ψ

∗ρ
2 [0]

∆ρ
0

,

(53)

where

S =
1

∆0

(
−λ1|ψ1[0]|2 + λ∗1 |ψ2[0]|2

(
λ∗1 − λ1

)
ψ1[0]ψ∗2 [0](

−λ∗1 − λ1
)
ψ∗1 [0]ψ2[0] −λ∗1 |ψ1[0]|2 − λ1|ψ2[0]|2

)
, (54)

with ∆0 = −|ψ1[0]|2 − |ψ2[0]|2.
Under the DT (53), the ∇-dynamical system (52) is transformed into




∇xψ[1] = U[1]ψ[1] =
(−iλ2 + 1

2 iq[1]q[1]∗ λq[1]
−λq[1]∗ iλ2 − 1

2 iq[1]q[1]∗

)
ψ[1],

∇tψ[1] = V[1]ψ[1] =
(−2iλ4 + a2[1]λ2 + a0[1] b3[1]λ3 + b1[1]λ

c3[1]λ3 + c1[1]λ 2iλ4 − a2[1]λ2 − a0[1]

)
ψ[1].

(55)

In what follows, taking the “seed solution” q[0] = 0, we obtain eigenvectors ψ[0] of
Equation (52) with λ = λ1

ψ[0]=
(

ψ1[0]
ψ2[0]

)
=

(
e−iλ2

1
(x, 0)e−2iλ4

1
(t, 0)

eiλ2
1
(x, 0)e2iλ4

1
(t, 0)

)
, (56)

ψρ[0]=
(

ψ
ρ
1 [0]

ψ
ρ
2 [0]

)
=

([
1− iλ2

1ν(x)
]
e−iλ2

1
(x, 0)e−2iλ4

1
(t, 0)[

1 + iλ2
1ν(x)

]
eiλ2

1
(x, 0)e2iλ4

1
(t, 0)

)
, (57)

where e±iλ2
1
(x, 0) and e±2iλ4

1
(t, 0) are Cayley exponential functions [18]. Then, a one-soliton

solution of the GI equation on a time–space scale is obtained

q[1] =
i
(
λ1 − λ∗1

)
E3

E1 + E2
+

i
(
λ1 − λ∗1

)(
1− iλ∗21 ν(x)

)
E3(

1 + iλ∗21 ν(x)
)
E1 +

(
1− iλ∗21 ν(x)

)
E2

, (58)
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where
E1 = −e−i(λ2

1−λ∗21 )(x, 0)e−2i(λ4
1−λ∗41 )(t, 0),

E2 = −ei(λ2
1−λ∗21 )(x, 0)e2i(λ4

1−λ∗41 )(t, 0),

E3 = −e−i(λ2
1+λ∗21 )(x, 0)e−2i(λ4

1+λ∗41 )(t, 0).

Similarly, we take the spectral parameter λ = λ2. A two-fold DT of the GI equation
on a time–space scale is constructed

ψ[2] = T[2]ψ[1]
= (λI − S[1])ψ[1]

=

(
λ− s11[1] −s12[1]
−s21[1] λ− s22[1]

)
ψ[1]

= T[2]T[1]ψ[0],

q[2] = q[1]− is12[1]− is12[1]
ρ

= q[1]− i
(λ2 − λ∗2)ψ1[1]ψ∗2 [1]

∆1
− i

(λ2 − λ∗2)ψ
ρ
1 [1]ψ

∗ρ
2 [1]

∆ρ
1

,

(59)

where

S[1] =
1
∆ 1

(
−λ2|ψ1[1]|2 + λ∗2 |ψ2[1]|2 (λ∗2 − λ2)ψ1[1]ψ2[1]∗

(−λ∗2 − λ2)ψ1[1]∗ψ2[1] −λ∗2 |ψ1[1]|2 − λ2|ψ2[1]|2
)

, (60)

with ∆1 = −|ψ1[1]|2 − |ψ2[1]|2.

When the spectral parameter λ = λN , N-fold DT is constructed as follows

ψ[N] = T[N]ψ[N − 1]

= (λI − S[N − 1])ψ[N − 1]

=

(
λ− s11[N − 1] −s12[N − 1]
−s21[N − 1] λ− s22[N − 1]

)
ψ[N − 1]

= T[N] · · · T[3]T[2]T[1]ψ[0],
q[N] = q[N − 1]− is12[N − 1]− isρ

12
[N − 1]

= q[0] + i
N

∑
j=1

(
λj − λ∗j

)
ψ1[j− 1]ψ∗2 [j− 1]

|ψ1[j− 1]|2 + |ψ2[j− 1]|2
+ i

N

∑
j=1

(
λj − λ∗j

)
ψ

ρ
1 [j− 1]ψ∗ρ2 [j− 1]

∣∣∣ψρ
1 [j− 1]

∣∣∣
2
+
∣∣∣ψρ

2 [j− 1]
∣∣∣
2 .

(61)

An N-soliton solution of the GI equation on a time–space scale is obtained

q[N] = i
N

∑
j=1

(
λj − λ∗j

)
ψ1[j− 1]ψ∗2 [j− 1]

|ψ1[j− 1]|2 + |ψ2[j− 1]|2
+ i

N

∑
j=1

(
λj − λ∗j

)
ψ

ρ
1 [j− 1]ψ∗ρ2 [j− 1]

∣∣∣ψρ
1 [j− 1]

∣∣∣
2
+
∣∣∣ψρ

2 [j− 1]
∣∣∣
2 . (62)

In what follows, N-fold DT and N-soliton solutions of the GI equation on three special
time–space scales are obtained as follows.
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Case I: Taking T×X = R×R, we obtain an N-fold DT of the classical GI equation

ψ[N] = T[N]ψ[N − 1]

= (λI − S[N − 1])ψ[N − 1]

=

(
λ− s11[N − 1] −s12[N − 1]
−s21[N − 1] λ− s22[N − 1]

)
ψ[N − 1]

= T[N] · · · T[3]T[2]T[1]ψ[0],
q[N] = q[N − 1]− 2is12[N − 1]

= q[0] + 2i
N

∑
j=1

(
λj − λ∗j

)
ψ1[j− 1]ψ∗2 [j− 1]

|ψ1[j− 1]|2 + |ψ2[j− 1]|2
.

(63)

When N = 1, q[0]=0 and the spectral parameter λ1 = α1 + iη1, we obtain a one-soliton
solution of Equation (27)

q[1] = −2η1e2iY1 sech(2X1), (64)

where
X1 = 4α1η1x + 16

(
α3

1η1 − α1η3
1

)
t,

Y1 = −2
(

α2
1 − η2

1

)
x− 4

(
α2

1 − 6α2
1η2

1

)
t.

The profile of the one-soliton in Figure 1.

Figure 1. One-soliton solution (64) with α1 = 0.7, η1 = 0.6.

When N = 2, q[0]=0 and the spectral parameter λ2 = α2 + iη2, we obtain a two-soliton
solution of Equation (27)

q[2] =− 2η1e2iY1 sech(2X1)− 4η2
M1M2e−2iY2 − α1M1 sech(2X1)e2X2−2iY1

|M1|2e2X2 + |M2|2e−2X2 + M4 + M5 + M6

+ 4η2
iη1M2 sech(2X1)e−2X2−2iY1 −M3

|M1|2e2X2 + |M2|2e−2X2 + M4 + M5 + M6
,

(65)

134



Axioms 2021, 10, 294

where
M1 = α2 − α1 tanh(2X1) + (η2 − η1)i,

M2 = α2 − α1 + (η2 − η1 tanh(2X1))i,

M3 = iα1η1 sech2(2X1)e−4iY1+2iY2 ,

M4 = 2i sech(2X1) sinh(2iY1 − 2iY2)(η1α2 + α1η2),

M5 = 2 sech(2X1) cosh(2iY1 − 2iY2)
(

η1η2 − η2
1 + α1α2 − α2

1

)
,

M6 = sech2(2X1)
(

η2
1e−2X2 + α2

1e2X2
)

,

X2 = 4α2η2x + 16
(

α3
2η2 − α2η3

2

)
t,

Y2 = −2
(

α2
2 − η2

2

)
x− 4

(
α2

2 − 6α2
2η2

2

)
t.

Case II: Taking T×X = R×C, we find

µ(t) = 0,

ν(x) =





1
3m+1 , x ∈ L,

0, x ∈ C\L,

(66)

where C is a Cantor set. L contains left discrete elements of C,

L =

{
m

∑
k=1

ak

3k +
1

3m+1 : m ∈ N, ak ∈ {0, 2}, 1 ≤ k ≤ m

}
.

Then, an N-fold DT of the GI equation is constructed

ψ[N] = T[N]ψ[N − 1]

= (λI − S[N − 1])ψ[N − 1]

=

(
λ− s11[N − 1] −s12[N − 1]
−s21[N − 1] λ− s22[N − 1]

)
ψ[N − 1]

= T[N] · · · T[3]T[2]T[1]ψ[0],

q[N] =





q[0] + i
N
∑

j=1

(
λj−λ∗j

)
ψ1[j−1]ψ∗2 [j−1]

|ψ1[j−1]|2+|ψ2[j−1]|2 + i
N
∑

j=1

(
λj−λ∗j

)
ψ

ρ
1 [j−1]ψ∗ρ2 [j−1]

|ψρ
1 [j−1]|2+|ψρ

2 [j−1]|2 , x ∈ L, t ∈ R,

q[0] + 2i
N
∑

j=1

(
λj−λ∗j

)
ψ1[j−1]ψ∗2 [j−1]

|ψ1[j−1]|2+|ψ2[j−1]|2 , x ∈ C\L, t ∈ R.

(67)

According to Definition 3, we have

e±2iλ4
1
(x, 0) =


1± iλ4

1
3m+1

1∓ iλ4
1

3m+1




x
3m+1

, e±iλ2
1
(x, 0) =


1± iλ2

1
2×3m+1

1∓ iλ2
1

2×3m+1




x
3m+1

.

When N = 1, q[0] = 0 and the spectral parameter λ1 = α1 + iη1, a one-soliton solution
is obtained

q[1] =





1
N1
−
(
3m+1 − iα2

1
)2M7 −

(
iη2

1 − 2α1η1
)2M7(

iα2
1 − iη2

1
)

N2
, x ∈ L, t ∈ R,

− 2η1e2iY1 sech(2X1), x ∈ C\L, t ∈ R,

(68)
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where
N1 = E1|λ1=α1+iη1

+ E2|λ1=α1+iη1
,

N2 = E1|λ1=α1+iη1
− E2|λ1=α1+iη1

,

M7 = 2η1

[
1 +

iα2
1

3m+1

(
2iη2

1 − 2iα2
1

)]3m+1x

e(24iα2
1η2

1−4iα4
1)t.

Case III: Taking T×X = R×Kp, we find

µ(t) = 0,

ν(x) =

{
(1− p−1)x, x = pk ∈ pZ,

0, x = 0,

(69)

where p > 1, pZ =
{

pk : k ∈ Z
}

and Kp = pZ
⋃{0}.

Then, an N-fold DT is constructed

ψ[N] = T[N]ψ[N − 1]

= (λI − S[N − 1])ψ[N − 1]

=

(
λ− s11[N − 1] −s12[N − 1]
−s21[N − 1] λ− s22[N − 1]

)
ψ[N − 1]

= T[N] · · · T[3]T[2]T[1]ψ[0],

q[N] =





q[0] + i
N
∑

j=1

(
λj−λ∗j

)
ψ1[j−1]ψ∗2 [j−1]

|ψ1[j−1]|2+|ψ2[j−1]|2 + i
N
∑

j=1

(
λj−λ∗j

)
ψ

ρ
1 [j−1]ψ∗ρ2 [j−1]

|ψρ
1 [j−1]|2+|ψρ

2 [j−1]|2 , x ∈ pZ, t ∈ R,

q[0] + 2i
N
∑

j=1

(
λj−λ∗j

)
ψ1[j−1]ψ∗2 [j−1]

|ψ1[j−1]|2+|ψ2[j−1]|2 , x = 0, t ∈ R.

(70)
According to

∫ b

a
f (x)∇x =

(
1− p−1

) b

∑
x=a

x f (x),

∫ b

a
f (ρ(x))∇x = (p− 1)

b

∑
x=a

x f (x),

we have

e±iλ2
1
(x, 0) = e

(1−p−1)
pk

∑
x=0
±iλ2

1
,

e±iλ2
1
(ρ(x), 0) = e

(p−1)
pk

∑
x=0
±iλ2

1
.

When N = 1, q[0]=0 and the spectral parameter λ1 = α1 + iη1, a one-soliton solution
is obtained

q[1] =

{
− η1e(16α1η3

1−16α3
1η1−4iα4

1+24iα2
1η2

1)t M8, x ∈ pZ, t ∈ R,

− 2η1e2iY1 sech(2X1), x = 0, t ∈ R,
(71)

where

M8 =e
(1−p−1)

pk

∑
x=0

(−2iα2
1+2iη2

1)x
sech

(
1− p−1

) pk

∑
x=0

4α1η1x

+ e
(p−1)

pk

∑
k=0

(−2iα2
1+2iη2

1)x
sech(p− 1)

pk

∑
x=0

4α1η1x.
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4. Conclusions

In this paper, the coupled GI equation on a time–space scale was obtained by extending
the Lax matrix equation on a time–space scale, which can be reduced to the classical GI
equation. In particular, the semi-discrete GI equation was given by providing parallel
computations for the discrete and continuous case. The standard DT of the GI equation
was extended on a time–space scale. On this basis, its N-soliton solutions on a time–space
scale were obtained, which were expressed using Cayley exponential functions.

The extension provides a wider range of nonlinear integrable dynamic models and
promotes the study of nonlinear dynamic systems. By taking the “seed solution” q = 0
and λ = α + iβ, one-solition solutions of the GI equation were obtained on three different
time–space scales ( X = R, X = C and X = Kp ). In one case, the exact solution (64) and its
dynamic figure were obtained when x ∈ R. In the other cases, when x ∈ C\L and x = 0,
exact solutions (68) and (71) were obtained and were similar to Equation (64). However,
when x ∈ L and x ∈ pZ, the structures of solutions (68) and (71) were more complicated
and their values were different from those of Equation (64) at those discontinuity points.

Due to the limitations of the computer, it was difficult to obtain their dynamic figures
at this stage. Furthermore, there is another well-known equation, the Eckhaus equation,
which possesses a very similar structure. The Eckhaus equation is also integrable and has
soliton-like solutions expressed in terms of the hyperbolic functions [37,38]. Therefore, we
will find the most effective way to reduce structures of solutions (68) and (71) on C and Kp,
and study the Eckhaus equation on a time–space scale in our future work.
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approximation. A detailed example illustrates the effective applicability of our results.

Keywords: degenerated (p, q)-Laplacian; competing (p, q)-Laplacian; weighted Sobolev space;
convection; finite dimensional approximation; weak solution; generalized solution

MSC: 35J70; 35J92; 47H30

1. Introduction

Consider a bounded domain Ω in RN (N ≥ 1) with a Lipschitz boundary ∂Ω, numbers
1 < q < p < ∞, functions a, b ∈ L1(Ω) with a(x), b(x) > 0 for a.e. x ∈ Ω and a
Carathéodory function f : Ω×R×RN → R (i.e., f (·, t, ξ) is measurable on Ω for each
(t, ξ) ∈ R× RN and f (x, ·, ·) is continuous on R× RN for a.e. x ∈ Ω). The aim of this
paper is to investigate the quasilinear Dirichlet problems

{ −div(a(x)|∇u|p−2∇u + b(x)|∇u|q−2∇u) = f (x, u,∇u) in Ω
u = 0 on ∂Ω

(1)

and { −div(a(x)|∇u|p−2∇u− b(x)|∇u|q−2∇u) = f (x, u,∇u) in Ω
u = 0 on ∂Ω.

(2)

Notice that problem (1) is driven by a sum of weighted p-Laplacians, whereas problem
(2) by a difference of weighted p-Laplacians. The weights a ∈ L1(Ω) and b ∈ L1(Ω) are
strongly related to the ellipticity property, but act in a fundamentally different way in these
problems. The celebrated p-Laplacian and q-Laplacian are used instead of more general
operators in the above formulations just to highlight the main ideas.

The differential operator in the principal part of Equation (1) is the sum

u 7→ div(a(x)|∇u|p−2∇u) + div(b(x)|∇u|p−2∇u)

of the degenerated p-Laplacian with weight a ∈ L1(Ω) and the degenerated q-Laplacian
with weight b ∈ L1(Ω) that should be consistent. This operator was introduced in [1] where
it was called the degenerated (p, q)-Laplacian with weights a, b ∈ L1(Ω). Its construction
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is reviewed in Section 2. The characteristic property of this operator is the degeneracy,
meaning that one cannot guarantee the existence of a constant k > 0 to have

〈−div(a(x)|∇u|p−2 + b(x)|∇u|q−2)∇u), u〉 ≥ k
∫

Ω
(|∇u(x)|p + |∇u(x)|q)dx.

Due to this, one cannot apply the classical elliptic theory.
The differential operator in the principal part of Equation (2) is the difference

u 7→ div(a(x)|∇u|p−2∇u)− div(b(x)|∇u|p−2∇u)

of the degenerated p-Laplacian with weight a ∈ L1(Ω) and of the degenerated q-Laplacian
with weight b ∈ L1(Ω). Such a nonlinear operator with weights is considered for the
first time. We call it the competing (p, q)-Laplacian with weights a, b ∈ L1(Ω). In this
case, we go beyond the degeneracy, actually completely dropping the ellipticity because
the quantity

〈−div(a(x)|∇u|p−2∇u− b(x)|∇u|q−2∇u), u〉 =
∫

Ω
(a(x)|∇u(x)|p − b(x)|∇u(x)|q)dx

can have an arbitrary sign (note that a(x) and b(x) are positive). For problem (2), any
method of monotone type, including the use of pseudomonotone operators, fails to apply.

The right-hand side f (x, u,∇u) of the equations in (1) and (2) is a convection term;
that is, it depends on the solution u and on its gradient ∇u. The dependence on the
gradient ∇u generally prevents having a variational structure for problems (1) and (2),
so the variational methods are not applicable. In order to find the needed estimates, an
essential part of our development is devoted to the Nemytskij operator associated with
the convection term f (x, u,∇u) under an appropriate growth condition for the function
f (x, t, ξ) on Ω × R × RN . Different results regarding unweighted problems involving
(p, q)-Laplacian and convection terms can be found in [2].

The problems (1) and (2) have only recently been regarded in their generality. To the
best of our knowledge, there is solely the existence theorem for problem (1), obtained in [1]
through the theory of pseudomonotone operators. For the particular case of (1) where the
equation is governed by a degenerated p-Laplacian (i.e., b = 0 in (1)), existence results
based on minimization and degree theoretic methods can be found in [3] and a method
to create a sub-supersolution was developed in [4]. Concerning problem (2) driven by
competing operators, there is no available result except for the most particular situation
where a(x) = b(x) ≡ 1 in Ω (i.e., the problem without weights), whose study was initiated
in [5] and continued in [6,7].

In the present paper, we overcome the lack of ellipticity, monotonicity and variational
structure in problems (1) and (2) by means of a passing to limit process involving approxi-
mate solutions generated through fixed point arguments on finite dimensional spaces. This
approach was implemented in [6,7] for unweighted problems (i.e., a(x) = b(x) ≡ 1 in Ω).
Here, the development is substantially modified due to the completely different functional
setting under the weights a ∈ L1(Ω) and b ∈ L1(Ω).

For problem (1), we are able to establish the existence of a solution in a weak sense,
whereas for problem (2), we prove the existence of a solution in a generalized sense. It is
worth noting that in the case of problem (1) any generalized solution is a weak solution.
Moreover, our results can be viewed as providing approximations in the sense of strong con-
vergence for solutions to problems (1) and (2) by finite dimensional approximate solutions.

Inspired by [3], a major step in our treatment is a reduction within the framework of
classical Sobolev spaces. We impose a suitable growth condition for the convection term
f (x, u,∇u) to match this reduction. The growth condition is expressed using a positive
quantity (ps in the text) described by the weights a ∈ L1(Ω) and b ∈ L1(Ω), which provide
the best integrability rate.
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We plan to use the present work for studying evolutionary counterparts for problems
(1) and (2).

The rest of the paper is organized as follows. Section 2 presents the degenerated and
competing (p, q)-Laplacians with weights. Section 3 sets forth the associated Nemytskij
operator. Section 4 contains our main result on the solvability and approximation for
problem (1). Section 5 focuses on the solvability of problem (2). Section 6 illustrates by an
example the effective applicability of our theorems.

2. Degenerated and Competing (P, Q)-Laplacians with Weights

Throughout the text, we denote by→ the strong convergence and by ⇀ the weak
convergence in any normed space X under consideration. The norm on X is denoted by
‖ · ‖X , while the notation 〈·, ·〉X stands for the duality pairing between X and its dual X∗.
For the rest of the paper, by a bounded map we understand a map between normed spaces
that maps bounded sets to bounded sets.

We fix the framework for the underlying weighted Sobolev spaces related to problems
(1) and (2). For a systematic study of weighted Sobolev spaces, we refer to [3,8]. The
completeness property for such spaces is discussed in [9]. This functional setting was also
discussed in [1].

Given a real number p ∈ (1,+∞) and a positive function a ∈ L1(Ω), the weighted space

W1,p(a, Ω) := {u ∈ Lp(Ω) :
∫

Ω
a(x)|∇u(x)|pdx < ∞},

is endowed with the norm

‖u‖W1,p(a,Ω) :=
(
‖u‖p

Lp(Ω)
+
∫

Ω
a(x)|∇u(x)|pdx

) 1
p
, ∀u ∈W1,p(a, Ω).

We note that C∞
0 (Ω) ⊂W1,p(a, Ω). The closure of C∞

0 (Ω) in W1,p(a, Ω) with respect to
the norm ‖ · ‖W1,p(a,Ω) is the space W1,p

0 (a, Ω). The dual spaces of W1,p(a, Ω) and W1,p
0 (a, Ω)

are denoted by W1,p(a, Ω)∗ and W1,p
0 (a, Ω)∗, respectively.

A reduction in the setting of classical Sobolev spaces is based on the following condi-
tion from [3] (p. 26):

(H1). a−s ∈ L1(Ω) for some s ∈
(

max
{

N
p , 1

p−1

}
,+∞

)
.

Proposition 1. Under condition (H1), there are the continuous embeddings

W1,p(a, Ω) ↪→W1,ps(Ω) ↪→ Lp(Ω), (3)

where

ps =
ps

s + 1
. (4)

In addition, the embedding W1,ps(Ω) ↪→ Lp(Ω) is compact. Furthermore,

‖u‖
W1,p

0 (a,Ω)
:=
(∫

Ω
a(x)|∇u(x)|pdx

) 1
p
, ∀u ∈W1,p

0 (a, Ω),

is an equivalent norm on W1,p
0 (a, Ω) for which W1,p

0 (a, Ω) becomes a uniformly convex Banach space.

Proof. The proof is essentially completed in [3]. For the sake of clarity, we highlight aspects
relevant for problems (1) and (2).
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It can be seen from (4) that ps > 1 if and only if s > 1/(p− 1), which by assumption
(H1) is true. In order to prove the first inclusion in (3), let u ∈W1,p(a, Ω). Using Hölder’s
inequality, hypothesis (H1) and (4) (note ps < p), we infer that

∫

Ω
|∇u(x)|ps dx =

∫

Ω
(a(x)

ps
p |∇u(x)|ps)a(x)−

ps
p dx

≤
(∫

Ω
a(x)|∇u(x)|pdx

) ps
p
(∫

Ω
a(x)−

ps
p−ps dx

) p−ps
p

≤ ‖a−s‖
1

s+1
L1(Ω)

‖u‖ps
W1,p(a,Ω)

, ∀u ∈W1,p
0 (a, Ω).

The continuous inclusion W1,p(a, Ω) ↪→W1,ps(Ω) is proven.
The Rellich–Kondrachov embedding theorem ensures the compact embedding W1,ps

(Ω) ↪→ Lr(Ω), with 1 ≤ r < p∗s , where p∗s is the critical exponent corresponding to ps,
that is,

p∗s :=





Nps
N−ps

if N > ps(⇔ ps < N(s + 1))

+∞ if N ≤ ps(⇔ ps ≥ N(s + 1)).

We have that p∗s > p if and only if s > N/p. Since the latter holds by assumption (H1),
the compactness of the second inclusion in (3) follows.

The desired equivalence of norms is a consequence of (3) and the Poincaré inequality
on W1,ps

0 (Ω) because with a positive constant C,

‖u‖Lp(Ω) ≤ C‖u‖W1,p(a,Ω), ∀u ∈W1,p
0 (a, Ω).

It remains to show that W1,p
0 (a, Ω) is a uniformly convex Banach space. It suffices

to have a−
1

p−1 ∈ L1(Ω) (see [3] Theorem 1.3). From hypothesis (H1), it is known that
a−s ∈ L1(Ω) with s > 1/(p− 1), which results in

∫

Ω
a(x)−

1
p−1 dx =

∫

{a(x)<1}
a(x)−

1
p−1 dx +

∫

{a(x)≥1}
a(x)−

1
p−1 dx

≤
∫

Ω
a(x)−sdx + meas(Ω) < ∞,

thus completing the proof.

The degenerated p-Laplacian with the weight a ∈ L1(Ω) is defined as the map ∆a
p :

W1,p
0 (a, Ω)→W1,p

0 (a, Ω)∗ given by ∆a
p(u) = div(a(x)|∇u|p−2∇u) for all u ∈W1,p

0 (a, Ω), i.e.,

〈−∆a
p(u), v〉

W1,p
0 (a,Ω)

=
∫

Ω
a(x)|∇u(x)|p−2∇u(x)∇v(x)dx, ∀u, v ∈W1,p

0 (a, Ω).

The definition makes sense as can be seen through Hölder’s inequality
∣∣∣∣
∫

Ω
a(x)|∇u(x)|p−2∇u(x)∇v(x)dx

∣∣∣∣

≤
∫

Ω
(a(x)

p−1
p |∇u(x)|p−1)(a(x)|

1
p |∇v(x)|)dx

≤
(∫

Ω
a(x)|∇u(x)|pdx

) p−1
p
(∫

Ω
a(x)|∇v(x)|pdx

) 1
p
< ∞, ∀u, v ∈W1,p

0 (a, Ω).

The ordinary p-Laplacian is recovered when a(x) ≡ 1 in Ω.
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The degenerated p-Laplacian ∆a
p : W1,p

0 (a, Ω) → W1,p
0 (a, Ω)∗ is continuous and

bounded. We denote by λ1 the first eigenvalue of −∆a
p : W1,p

0 (a, Ω) → W1,p
0 (a, Ω)∗

corresponding to the weight a ∈ L1(Ω) with a−
1

p−1 ∈ L1(Ω). Specifically, λ1 is the least
λ > 0 for which the problem

{
−div(a(x)|∇u|p−2∇u) = λ|u|p−2u in Ω
u = 0 on ∂Ω

possesses a nontrivial solution. It can be variationally characterized as

λ1 = inf
u∈W1,p

0 (a,Ω)\{0}

∫
Ω a(x)|∇u(x)|pdx

‖u‖p
Lp(Ω)

. (5)

More details on the degenerated p-Laplacian with weight can be seen in [3].
For the positive weights a ∈ L1(Ω) and b ∈ L1(Ω) entering problems (1) and (2), we

have the degenerated p-Laplacian ∆a
p : W1,p

0 (a, Ω)→W1,p
0 (a, Ω)∗ with weight a ∈ L1(Ω)

and the degenerated q-Laplacian ∆b
q : W1,2

0 (b, Ω) → W1,2
0 (b, Ω)∗ with weight b ∈ L1(Ω).

The two operators need to be consistent, which is achieved under the following compatibil-
ity condition for the weights:

(H2). 1 < q < p < +∞ and a−
q

p−q b
p

p−q ∈ L1(Ω).

Proposition 2. Assume that condition (H2) holds. Then, one has the continuous embedding
W1,p

0 (a, Ω) ↪→W1,q
0 (b, Ω).

Proof. By hypothesis (H2) and Hölder’s inequality, we infer that
∫

Ω
b(x)|∇u(x)|qdx =

∫

Ω
(a(x)−

q
p b(x))(a(x)

q
p |∇u(x)|q)dx

≤
(∫

Ω
a(x)−

q
p−q b(x)

p
p−q dx

) p−q
p
(∫

Ω
a(x)|∇u(x)|pdx

) q
p

≤ ‖a−
q

p−q b
p

p−q ‖
p−q

p

L1(Ω)
‖u‖q

W1,p(a,Ω)
, ∀u, v ∈W1,p

0 (a, Ω),

which proves the result.

Under condition (H2), on the basis of Proposition 2, the map ∆a
p + ∆b

q : W1,p
0 (a, Ω)→

W1,p
0 (a, Ω)∗ called the degenerated (p, q)-Laplacian with weights a, b ∈ L1(Ω) is well-

defined. It is given by

〈−(∆a
p + ∆b

q)u, v〉
W1,p

0 (a,Ω)
(6)

=
∫

Ω
(a(x)|∇u(x)|p−2∇u(x) + b(x)|∇u(x)|q−2∇u(x))∇v(x)dx, ∀u, v ∈W1,p

0 (a, Ω).

The degenerated (p, q)-Laplacian with weights a, b ∈ L1(Ω) was introduced in [1].
Again on the basis of Proposition 2, the map ∆a

p − ∆b
q : W1,p

0 (a, Ω) → W1,p
0 (a, Ω)∗

given by

〈−(∆a
p − ∆b

q)u, v〉
W1,p

0 (a,Ω)
(7)

=
∫

Ω
(a(x)|∇u(x)|p−2∇u(x) + b(x)|∇u(x)|q−2∇u(x))∇v(x)dx, ∀u, v ∈W1,p

0 (a, Ω),

is well-defined provided condition (H2) is satisfied. We call it the competing (p, q)-Laplacian
with weights a, b ∈ L1(Ω) and is introduced here for the first time.
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Proposition 3. Under assumption (H2), the maps ∆a
p + ∆b

q : W1,p
0 (a, Ω) → W1,p

0 (a, Ω)∗ and

∆a
p − ∆b

q : W1,p
0 (a, Ω)→W1,p

0 (a, Ω)∗ are continuous and bounded. In addition, under (H1) and

(H2), the (S)+ property holds for the map −(∆a
p + ∆b

q) : W1,p
0 (a, Ω)→W1,p

0 (a, Ω)∗; that is, any

sequence {un} ⊂W1,p
0 (a, Ω) satisfying un ⇀ u in W1,p

0 (a, Ω) and

lim sup
n→∞

〈−(∆a
p + ∆b

q)un, un − u〉
W1,p

0 (a,Ω)
≤ 0 (8)

is strongly convergent. Thus, un → u in W1,p
0 (a, Ω).

Proof. Due to the continuous embedding W1,p(a, Ω) ↪→ W1,q(b, Ω) in Proposition 2,
∆a

p + ∆b
q and ∆a

p − ∆b
q inherit the continuity and boundedness from ∆a

p and ∆b
q.

For the second part of the statement, let a sequence {un} ⊂ W1,p
0 (a, Ω) with the

required properties. By (6), the monotonicity of −∆b
q and Hölder’s inequality, we obtain

〈−(∆a
p + ∆b

q)(un) + (∆a
p + ∆b

q)(u), un − u〉
W1,p

0 (a,Ω)

≥ 〈−∆a
p(un) + ∆a

p(u), un − u〉
W1,p

0 (a,Ω)

≥ (‖un‖W1,p
0 (a,Ω)

− ‖u‖
W1,p

0 (a,Ω)
)(‖un‖p−1

W1,p
0 (a,Ω)

− ‖u‖p−1

W1,p
0 (a,Ω)

) ≥ 0.

It follows from the above estimate, (8) and un ⇀ u in W1,p
0 (a, Ω) that there holds

lim
n→+∞

‖un‖W1,p
0 (a,Ω)

= ‖u‖
W1,p

0 (a,Ω)
. From Proposition 1, we know that the space W1,p

0 (a, Ω)

is uniformly convex. Therefore, we can conclude that un → u in W1,p
0 (a, Ω).

3. An Associated Nemytskij Operator

In this section we focus on the right-hand side of the equations in (1) and (2), i.e., the
convection term f (x, u,∇u). Our goal is to identify the growth condition for the function
f (x, t, ξ) to match the reduction in Proposition 1 to the unweighted Sobolev space W1,ps

0 (Ω).
The appropriate growth for f (x, t, ξ) is the one used in [1].

In order to simplify the presentation, for any real number r > 1, we denote r′ := r/(r− 1)
(the Hölder conjugate of r). This convention will be preserved for the rest of the paper.

Lemma 1. Assume (H1) and (H2) and in addition that the Carathéodory function f : Ω×R×
RN → R satisfies the growth condition:

(H3).

| f (x, t, ξ)| ≤ σ(x) + c1|t|α + c2|ξ|β for a.e x ∈ Ω, ∀(t, ξ) ∈ R×RN , (9)

with σ ∈ Lγ′(Ω) for γ ∈ (1, p∗s ) and constants c1 > 0, c2 > 0, α ∈ [0, p∗s − 1), β ∈ [0, ps
(p∗s )′

).

Set

θ := min
{

γ′,
p∗s
α

,
ps

β

}
. (10)

Then, the Nemytskij operator N f : Lp∗s (Ω) × (Lps(Ω))N → Lθ(Ω) associated with the
function f which is given by

N f (v, z) = f (·, v(·), z(·)), ∀v, z ∈ Lp∗s (Ω)× (Lps(Ω))N (11)

is well-defined, continuous and bounded.
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Proof. The requirements in (H3) postulate γ′ > 1 (note γ > 1),

p∗s
α

>
p∗s

p∗s − 1
= (p∗s )

′ > 1,
ps

β
> (p∗s )

′ > 1

(note that p∗s > p > 1). Then, a consequence of (10) is that θ > 1.
We observe that (9) yields

| f (x, t, ξ)| ≤ σ̃(x) + c1|t|
p∗s
θ + c2|ξ|

ps
θ for a.e x ∈ Ω, ∀(t, ξ) ∈ R×RN , (12)

with σ̃ ∈ Lθ(Ω). Indeed, (10) gives

α ≤ p∗s
θ

and β ≤ ps

θ
.

Hence (12) is derived from (9) with σ̃(x) = σ(x) + c1 + c2 for a.e. x ∈ Ω obtaining
σ̃ ∈ Lγ′(Ω) ⊂ Lθ(Ω).

Using Krasnoselskij’s theorem, we infer from (12) that N f introduced in (11) has the
required properties, thus proving the result.

Let N f : W1,p(a, Ω)→W1,p(a, Ω)∗ be defined by

〈N f (u), v〉W1,p(a,Ω) =
∫

Ω
f (x, u(x),∇u(x))v(x)dx, ∀u, v ∈W1,p

0 (a, Ω).

Due to the first inclusion in (3), it holds that (u,∇u) ∈ Lp∗s (Ω)× (Lps(Ω))N whenever
u ∈W1,p

0 (a, Ω). It turns out

〈N f (u), v〉W1,p(a,Ω) = 〈N f (u,∇u), v〉Lθ(Ω), ∀u, v ∈W1,p
0 (a, Ω). (13)

The assertion below provides a key tool for investigating problems (1) and (2).

Proposition 4. Assume (H1)–(H3). If un ⇀ u in W1,p
0 (a, Ω), it holds that

lim
n→∞
〈N f (un), un − u〉

W1,p
0 (a,Ω)

= 0. (14)

Proof. Recalling the convention made in the beginning of this section, (10) entails

θ′ = max

{
γ,
(

p∗s
α

)′
,
(

ps

β

)′}
. (15)

By (H3) we have γ < p∗s ,

(
p∗s
α

)′
=

p∗s
α

p∗s
α − 1

=
p∗s

p∗s − α
< p∗s ,

(
ps

β

)′
=

ps
β

ps
β − 1

=
ps

ps − β
<

ps

ps − ps
(p∗s )′

=
(p∗s )′

(p∗s )′ − 1
= p∗s .

Hence, (15) yields 1 < θ′ < p∗s and we can apply the Rellich–Kondrachov compact
embedding theorem to deduce that the embedding W1,ps(Ω) ↪→ Lθ′(Ω) is compact, which
results in un → u in Lθ′(Ω).

Since (13) implies that

|〈N f (un), un − u〉W1,p(a,Ω)| ≤ ‖N f (un,∇un)‖Lθ(Ω)‖un − u‖Lθ′ (Ω). (16)
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and Lemma 1 ensures that {N f (un,∇un)} is bounded in Lθ(Ω), from (16) we arrive at (14),
as desired.

4. Solvability and Approximation for the Degenerate Elliptic Problem (1)

The object of this section is to develop an approach based on finite dimensional
approximations for problem (1).

Since the Banach space W1,p
0 (a, Ω) is separable (see Section 2), there exists a Galerkin

basis for it. This amounts to saying that there is a sequence {Xn} of vector subspaces of
W1,p

0 (a, Ω) such that

(i) dim(Xn) < ∞, ∀n;
(ii) Xn ⊂ Xn+1, ∀n;
(iii)

⋃

n
Xn = W1,p

0 (a, Ω).

We fix such a sequence of subspaces {Xn}. Each approximate problem on Xn will be
resolved by means of a consequence of Brouwer’s fixed point theorem.

Proposition 5. Assume the conditions (H1)–(H3) and in addition

(H4). there exists ρ ∈ L1(Ω) and constants d1 > 0 and d2 > 0 provided λ−1
1 d1 + d2 < 1, where

λ1 denotes the first eigenvalue of −∆a
p on W1,p

0 (a, Ω), such that

f (x, t, ξ)t ≤ ρ(x) + d1|t|p + d2a(x)|ξ|p (17)

for a.e x ∈ Ω and all (t, ξ) ∈ R×RN .

Then for each n there exists un ∈ Xn such that

〈−(∆a
p + ∆b

q)(un), v〉
W1,p

0 (a,Ω)
=
∫

Ω
f (x, un(x),∇un(x))v(x)dx, ∀v ∈ Xn. (18)

Proof. For each n, consider the continuous map An : Xn → X∗n defined by

〈An(u), v〉Xn = 〈−(∆a
p + ∆b

q)(u), v〉
W1,p

0 (a,Ω)
−
∫

Ω
f (x, u(x),∇u(x))v(x)dx, ∀v ∈ Xn.

The definition of the operator An, (17) and (5) lead to

〈An(v), v〉Xn =
∫

Ω
(a(x)|∇v|p + b(x)|∇v|q − f (x, v,∇v)v)dx

≥ ‖v‖p

W1,p
0 (a,Ω)

− ‖ρ‖L1(Ω) − d1‖v‖p
Lp(Ω)

− d2‖v‖p

W1,p
0 (a,Ω)

≥ (1− d1λ−1
1 − d2)‖v‖p

W1,p
0 (a,Ω)

− ‖ρ‖L1(Ω), ∀v ∈ Xn.

Thanks to the assumption 1− d1λ−1
1 − d2 > 0 in (H4), it follows that

〈An(v), v〉Xn ≥ 0 whenever v ∈ Xn with ‖v‖
W1,p

0 (a,Ω)
= R

provided R = R(n) > 0 is sufficiently large. In view of the fact that Xn is a finite dimen-
sional space, by a well-known consequence of Brouwer’s fixed point theorem (see, e.g., [10]
(p. 37)) there exists un ∈ Xn solving the equation An(un) = 0. This means exactly that
un ∈ Xn is a solution for problem (18), which completes the proof.

We are in a position to state our main result on problem (1).
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Theorem 1. Assume that the conditions (H1)–(H4) are fulfilled. Then, the sequence {un}, with
un ∈ Xn constructed in Proposition 5, contains a subsequence which is strongly convergent in
W1,p

0 (a, Ω) to a weak solution of problem (1) meaning that
∫

Ω
(a(x)|∇u|p−2∇u + b(x)|∇u|q−2∇u)∇vdx =

∫

Ω
f (x, u,∇u)vdx (19)

for all v ∈W1,p
0 (a, Ω).

Proof. We claim that the sequence {un} built in Proposition 5 is bounded in W1,p
0 (a, Ω).

Acting with v = un in (18) gives

‖un‖p

W1,p
0 (a,Ω)

+ ‖un‖q

W1,q
0 (a,Ω)

=
∫

Ω
f (x, un,∇un)undx.

Then, through (17) and (5) we obtain

‖un‖p

W1,p
0 (a,Ω)

≤ ‖ρ‖L1(Ω) + d1‖u‖p
Lp(Ω)

+ d2‖u‖p

W1,p
0 (a,Ω)

≤ ‖ρ‖L1(Ω) + (d1λ−1
1 + d2)‖u‖p

W1,p
0 (a,Ω)

.

Thanks to λ−1
1 d1 + d2 < 1, as known from hypothesis (H4), the claim is verified.

Recall from Proposition 1 that W1,p
0 (a, Ω) is a uniformly convex Banach space, so it is

reflexive. Hence, the bounded sequence {un} possesses a subsequence denoted again {un}
such that for some u ∈W1,p

0 (a, Ω) it holds un ⇀ u in W1,p
0 (a, Ω).

Proposition 3 and Lemma 1 ensure that the operators ∆a
p + ∆b

q : W1,p
0 (a, Ω) →

W1,p
0 (a, Ω)∗ and N f : W1,p

0 (a, Ω) → W1,p
0 (a, Ω)∗ are bounded. Then, in view of the re-

flexivity of W1,p
0 (a, Ω) along a relabeled subsequence, one has

−(∆a
p + ∆b

q)(un)− N f (un) ⇀ η in W1,p
0 (a, Ω)∗ (20)

for some η ∈W1,p
0 (a, Ω)∗.

Let us prove that η = 0. For v ∈ ⋃
n

Xn choose m with v ∈ Xm. According to

Proposition 5 and property (ii) in the definition of Galerkin basis, we may apply (18) for all
n ≥ m, which reads as

〈−(∆a
p + ∆b

q)(un)− N f (un), v〉
W1,p

0 (a,Ω)
= 0 for all n ≥ m.

Letting n→ ∞ enables us to derive from (20) that

〈η, v〉
W1,p

0 (a,Ω)
= 0, ∀v ∈

⋃

n
Xn.

The property (iii) in the definition of Galerkin basis {Xn} highlights the density of the
set

⋃
n

Xn in W1,p
0 (a, Ω). As η vanishes on

⋃
n

Xn, it follows that η = 0.

Therefore, (20) becomes

−(∆a
p + ∆b

q)(un)− N f (un) ⇀ 0 in W1,p
0 (a, Ω)∗. (21)

In particular, we have

lim
n→∞
〈−(∆a

p + ∆b
q)(un)− N f (un), u〉

W1,p
0 (a,Ω)

= 0. (22)
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Now, we return to (18) and insert v = un, obtaining

〈−(∆a
p + ∆b

q)(un)− N f (un), un〉W1,p
0 (a,Ω)

= 0, ∀n,

which in conjunction with (22) yields

lim
n→∞
〈−(∆a

p + ∆b
q)(un)− N f (un), un − u〉

W1,p
0 (a,Ω)

= 0.

Taking into account Proposition 4, this amounts to saying that

lim
n→∞
〈−(∆a

p + ∆b
q)(un), un − u〉

W1,p
0 (a,Ω)

= 0.

Consequently, the sequence {un} satisfies (8). We are thus allowed to apply Proposition 3
which provides the strong convergence un → u in W1,p

0 (a, Ω).
Using the continuity of the nonlinear operators ∆a

p + ∆b
q : W1,p

0 (a, Ω)→W1,p
0 (a, Ω)∗

and N f : W1,p
0 (a, Ω) → W1,p

0 (a, Ω)∗ as known by Proposition 2 and Lemma 1, we infer

from the strong convergence un → u in W1,p
0 (a, Ω) that

−(∆a
p + ∆b

q)(un)− N f (un)→ −(∆a
p + ∆b

q)(u)− N f (u) in W1,p
0 (a, Ω)∗.

A simple comparison with (21) confirms that

−(∆a
p + ∆b

q)(u)− N f (u) = 0,

which is just (19). The proof is complete.

5. Resolving the Non-Elliptic Problem (2)

Due to the total lack of ellipticity of the competing (p, q)-Laplacian ∆a
p − ∆b

q with
weights a ∈ L1(Ω) and b ∈ L1(Ω) as introduced in (7), i.e., the differential operator
div(a(x)|∇u|p−2∇u− b(x)|∇u|q−2∇u), when the weights a(x) and b(x) are positive, we
are not able to prove the existence of a weak solution for problem (2) in the weak sense.
For this reason, we seek a solution in the following generalized sense.

Definition 1. An element u ∈W1,p
0 (a, Ω) is called a generalized solution to problem (2) if there

exists a sequence {un} ⊂W1,p
0 (a, Ω) such that

(j) un ⇀ u in W1,p
0 (Ω);

(jj) for every v ∈W1,p
0 (a, Ω), it holds that

lim
n→∞

∫

Ω
((a(x)|∇un|p−2∇un − b(x)|∇un|q−2∇un)∇v− f (x, un,∇un)v)dx = 0;

(jjj)

lim
n→∞

∫

Ω
((a(x)|∇un|p−2∇un − b(x)|∇un|q−2∇un)∇(un − u)dx = 0.

Our result for the non-elliptic problem (2) is as follows.

Theorem 2. Assume for 1 < q < p < +∞ that the positive weights a ∈ L1(Ω) and b ∈ L1(Ω)
and the Carathéodory function f : Ω×R×RN → R that the conditions (H1)–(H4) hold. Then,
there exists at least a generalized solution u ∈W1,p

0 (a, Ω) of problem (2) in the sense of Definition 1.
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Proof. The proof is carried over along the pattern of Theorem 1. Fix a Galerkin basis {Xn}
of W1,p

0 (a, Ω), i.e., a sequence of finite dimensional vector subspaces of W1,p
0 (a, Ω) such

that the properties (i)–(iii) in Section 4 hold.
We claim that for each n there exists un ∈ Xn such that
∫

Ω
((a(x)|∇un|p−2∇un − b(x)|∇un|q−2∇un)∇v− f (x, un,∇un)v)dx = 0, ∀v ∈ Xn. (23)

To this end, define the continuous map Bn : Xn → X∗n by

〈Bn(u), v〉Xn =
∫

Ω
((a(x)|∇u|p−2∇u− b(x)|∇u|q−2∇u)∇v− f (x, u,∇u)v)dx

for all u, v ∈ Xn. The continuous embedding W1,p(a, Ω) ↪→W1,q(b, Ω) (see Proposition 2),
(17) and (5) imply that

〈Bn(v), v〉Xn ≥ (1− d1λ−1
1 − d2)‖v‖p

W1,p
0 (a,Ω)

− C‖v‖q

W1,p
0 (a,Ω)

− ‖ρ‖L1(Ω), ∀v ∈ Xn.

with a constant C > 0. By the assumption 1− d1λ−1
1 − d2 > 0 in (H4) and the fact that

p > q, it turns out

〈Bn(v), v〉Xn ≥ 0 for all v ∈ Xn with ‖v‖
W1,p

0 (a,Ω)
= R

if R = R(n) > 0 is sufficiently large. According to condition (i) in the definition of
Galerkin basis, the space Xn is finite dimensional. This enables us to apply a well-known
consequence of Brouwer’s fixed point theorem (see, e.g., [10] (p. 37)) obtaining a un ∈ Xn
with Bn(un) = 0. Therefore, we obtain (23), thus proving the claim.

Next, we show that the sequence {un} is bounded in W1,p
0 (a, Ω). Since un ∈ Xn, we

can take v = un as a test function in (23), where

‖un‖p

W1,p
0 (a,Ω)

= ‖un‖q

W1,q
0 (a,Ω)

+
∫

Ω
f (x, un,∇un)undx. (24)

The continuous embedding W1,p(a, Ω) ↪→W1,q(b, Ω) in Proposition 2, in conjunction
with (17) and (5), ensures the estimate

‖un‖p

W1,p
0 (a,Ω)

≤ C‖un‖q

W1,p
0 (a,Ω)

+ ‖ρ‖L1(Ω) + d1‖u‖p
Lp(Ω)

+ d2‖u‖p

W1,p
0 (a,Ω)

≤ C‖un‖q

W1,p
0 (a,Ω)

+ ‖ρ‖L1(Ω) + (d1λ−1
1 + d2)‖u‖p

W1,p
0 (a,Ω)

,

with a constant C > 0. On account of p > q and assumption λ−1
1 d1 + d2 < 1 in (H4), we

conclude that the sequence {un} is bounded in W1,p
0 (a, Ω).

Proposition 1 guarantees the reflexivity of the space W1,p
0 (a, Ω). We are thus allowed

to extract a subsequence still denoted as {un} such that un ⇀ u in W1,p
0 (Ω) for some

u ∈W1,p
0 (a, Ω). The requirement (j) in Definition 1 is fulfilled.

Equality (23) expresses that

〈−∆a
p(un) + ∆b

q(un)− N f (un), v〉
W1,p

0 (a,Ω)
= 0, ∀v ∈ Xn. (25)

Inserting v = un in (25) leads to

〈−∆a
p(un) + ∆b

q(un)− N f (un), un〉W1,p
0 (a,Ω)

= 0, ∀n. (26)

The sequence {(−∆a
p + ∆b

q − N f )(un)} is bounded in W1,p
0 (a, Ω)∗ because the nonlin-

ear operators ∆a
p, ∆b

q, N f : W1,p
0 (a, Ω)→ W1,p

0 (a, Ω)∗ are bounded. Due to the reflexivity of
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the space W1,p
0 (Ω)∗, we can pass to a relabeled subsequence such that for a ζ ∈W1,p

0 (Ω)∗

it holds that

(−∆a
p + ∆b

q − N f )(un) ⇀ ζ in W1,p
0 (Ω)∗. (27)

Let v ∈ Xm for some m. Assertion (ii) in the definition of Galerkin basis renders v ∈ Xn
for every n ≥ m. Then, (25) and (27) imply

〈ζ, v〉
W1,p

0 (a,Ω)
= 0.

By (iii) in the definition of Galerkin basis {Xn}, the set
⋃
n

Xn is dense in W1,p
0 (a, Ω).

Therefore, ζ = 0, so that (27) becomes

(−∆a
p + ∆b

q − N f )(un) ⇀ 0 in W1,p
0 (Ω)∗,

which establishes property (jj) in Definition 1.
Setting v = u in (jj) provides

lim
n→∞
〈−∆a

p(un) + ∆b
q(un)− N f (un), u〉

W1,p
0 (a,Ω)

= 0,

which, with (24), produces

lim
n→∞
〈−∆a

p(un) + ∆b
q(un)− N f (un), un − u〉

W1,p
0 (a,Ω)

= 0. (28)

Proposition 4 and (28) ensure that

lim
n→∞
〈−∆a

p(un) + ∆b
q(un), un − u〉

W1,p
0 (a,Ω)

= 0

which shows the validity of part (jjj) in Definition 1. Summarizing, u ∈ W1,p
0 (a, Ω) is a

generalized solution to problem (2) in the sense of Definition 1.

Remark 1. The notion of a generalized solution can be introduced for problem (2), too. Pre-
cisely, u ∈ W1,p

0 (a, Ω) is called a generalized solution to problem (1) if there exists a sequence
{un} ⊂W1,p

0 (a, Ω) such that (j) in Definition 1 holds with

(jj)′ for every v ∈W1,p
0 (a, Ω) one has

lim
n→∞

∫

Ω
((a(x)|∇un|p−2∇un + b(x)|∇un|q−2∇un)∇v− f (x, un,∇un)v)dx = 0;

(jjj)′′with u ∈W1,p
0 (a, Ω) in (j),

lim
n→∞

∫

Ω
((a(x)|∇un|p−2∇un + b(x)|∇un|q−2∇un)∇(un − u)dx = 0.

In the case of problem (1), u ∈W1,p
0 (a, Ω) is a generalized solution if and only if it is a weak

solution in the sense of (19). Indeed, if u ∈ W1,p
0 (a, Ω) is a weak solution to problem (1), then

the constant sequence {un = u} ⊂ W1,p
0 (a, Ω) verifies (j), (jj)’, (jjj)”; thus, u is a generalized

solution. Conversely, let u ∈ W1,p
0 (a, Ω) be a generalized solution for (1) with the sequence

{un} ⊂W1,p
0 (a, Ω) satisfying (j), (jj)’, (jjj)”. Condition (jjj)” reads as

lim
n→∞
〈−(∆a

p + ∆b
q)(un), un − u〉

W1,p
0 (a,Ω)

= 0.
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By (j) and Proposition 3 we deduce that un → u in W1,p
0 (Ω). Then from (jj)’ we get (19),

where u is a weak solution of problem (1).

6. An Application

The goal of this section is to illustrate the effective applicability of our results. For
the sake of simplicity, we focus on problems of types (1) and (2) on the unit open ball
B = {x ∈ R3 : |x| < 1} in R3 and for degenerated and competing (3, 2)-Laplacians
with weights.

Consider the Dirichlet problems





−div(|x|r|∇u|∇u + (1− |x|2)h∇u) = g(x, u) + k0
|x|ru
1+u2 |∇u|µ − k1u|∇u|ν in B

u = 0 on ∂B

(29)

and




−div(|x|r|∇u|∇u− (1− |x|2)h∇u) = g(x, u) + k0
|x|ru
1+u2 |∇u|µ − k1u|∇u|ν in B

u = 0 on ∂B

(30)

on B, with constants r ∈ (0, 3
2 ), h ≥ 0, k0 ∈ |0, 1), k1 ≥ 0, µ ∈ [0, 5

3 ), ν ∈ [0, 5
6 ), and a

Carathéodory function g : Ω×R→ R satisfying

|g(x, t)| ≤ a0t2 + b0 for a.e x ∈ Ω, ∀t ∈ R,

with constants a0 ≥ 0 and b0 ≥ 0 provided (a0 + b0)λ
−1
1 + k0 < 1, where λ1 represents

the first eigenvalue of −∆a
3 on W1,3

0 (a, B) with a(x) = |x|r. Notice that (29) and (30) are
particular cases of problems (1) and (2), respectively, with N = 3, p = 3, q = 2, Ω = B,
a(x) = |x|r, b(x) = (1− |x|2)h and

f (x, t, ξ) = g(x, t) + k0
|x|rt

1 + t2 |ξ|
µ − k1t|ξ|ν.

Let us check the conditions (H1)–(H4). Condition (H1) requires having a−s = |x|−rs ∈
L1(B) for some s ∈

(
max

{
N
p , 1

p−1

}
,+∞

)
= (1,+∞), which amounts to choosing 1 < s < 3

r .

Taking into account that r ∈ (0, 3
2 ), condition (H1) is fulfilled for instance with s = 2, a choice

that we keep in the sequel.
Since 2r < 3, we have

a−
q

p−q b
p

p−q = |x|−2r(1− |x|2)3h ∈ L1(B),

therefore, assumption (H2) is verified. For s = 2, it holds ps = ps/(s + 1) = 2, so we are in
the situation of N = 3 > ps = 2, where p∗s = Nps

N−ps
= 6, so (p∗s )′ =

6
5 and ps

(p∗s )′
= 5

3 .
We note that

| f (x, t, ξ)| ≤ a0t2 + b0 + k0|x|r|ξ|µ + k1|t||ξ|ν

≤ a0t2 + b0 + k0|ξ|µ +
k1

2
(t2 + |ξ|2ν)

≤ b0 + k0 +
k1

2
+ (a0 +

k1

2
)t2 + (k0 +

k1

2
)|ξ|γ

for a.e x ∈ B and all (t, ξ) ∈ R×R3, where

γ := max{µ, 2ν} < 5
3
=

ps

(p∗s )′
.
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Therefore assumption (H3) is satisfied with σ(x) = b0 + k0 +
k1
2 , c1 = a0 +

k1
2 , c2 = k0 +

k1
2 ,

α = 2 and β = γ. We also derive

f (x, t, ξ)t = g(x, t)t + k0
|x|rt2

1 + t2 ||
µ − k1t2|ξ|ν

≤ a0|t|3 + b0|t|+ k0|x|r|ξ|µ
≤ b0 + k0 + (a0 + b0)|t|3 + k0|x|r|ξ|3

for a.e x ∈ B and all (t, ξ) ∈ R× R3. Assumption (H4) is verified with ρ(x) = b0 + k0,
d1 = a0 + b0 and d2 = k0 having been supposed that λ−1

1 (a0 + b0) + k0 < 1.
Since the assumptions (H1)-(H4) are satisfied, Theorems 1 and 2 can be applied to

ensure the existence of a weak solution to problem (29) and of a generalized solution to
problem (30). The weak solution to problem (29) can be approximated as described in
Theorem 1.
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Abstract: This paper investigates the problem of the global directed dynamic behaviors of a Lotka-
Volterra competition-diffusion-advection system between two organisms in heterogeneous environ-
ments. The two organisms not only compete for different basic resources, but also the advection and
diffusion strategies follow the dispersal towards a positive distribution. By virtue of the principal
eigenvalue theory, the linear stability of the co-existing steady state is established. Furthermore, the
classification of dynamical behaviors is shown by utilizing the monotone dynamical system theory.
This work can be seen as a further development of a competition-diffusion system.
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1. Introduction

In the past few decades, the dynamic behaviors of competition-diffusion systems
(see [1]) in homogeneous or heterogeneous environments have been extensively studied.
Until 2017, He and Ni [2,3] studied the dynamics of two organisms by changing their
random diffusion coefficients, resource carrying capacity and competitiveness, and they
also described the global dynamics of two organisms. Their research has made outstanding
contributions to the competition-diffusion systems. For the competition model of two
organisms, either both organisms survive or win with the extinction of the other organ-
isms (see [4–6]). In 2019, Du et al. [7,8] studied a Lotka-Volterra competition system with
periodic habitat advection. From a biological point of view, this pulsating travel front
provided a way for two competing species to interact in heterogeneous habitats. Based on
the assumption that the resource function in spatial variables is decreasing, Lou et al. [9]
described the competition between two aquatic organisms with different diffusion strate-
gies for the same resource in the Lotka-Volterra reaction-diffusion-advection system in
2019. Md. Kamrujjaman [10] studied the impact of diffusion strategies on the outcome
of competition between two populations while the species are distributed according to
their respective carrying capacities in competition-diffusion systems. However, in the
competition-diffusion-advection systems, the study of different species with different dis-
tribution functions will be more complex. Tang and Chen [11] and Xu et al. [12] studied the
population dynamics of competition between two organisms from the perspective of river
ecology in 2020. One interesting feature of their system was that the boundary conditions
at the upstream end and downstream end can represent the net loss of individuals. In some
cases, both organisms leave the site of competition, neither coexisting nor becoming extinct.
Such an environment is important enough to demonstrate how organisms change their
density and survival time in competition (see [13]). In 2021, Ma and Guo [14] described the
feature of the coincidence of bifurcating coexistence steady-state solution branches and the
effect of advection on the stability of the bifurcating solution. However, it is worthwhile
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to point out that all the aforementioned works focus on the global dynamic behaviors of
competition-diffusion systems (see [10,15,16]) or advection systems (see [17,18]), in which
the diffusion rates and spatial carrying capacity are changed, or the periodic habitat of
advection systems is studied, or the upstream and downstream boundary conditions
are changed.

Motivated by the effort of the aforementioned studies, we investigate the problem
of the global directed dynamic behaviors of a Lotka-Volterra advection system between
two organisms in heterogeneous environments, where two organisms are competing
for different fundamental resources, their advection and diffusion strategies follow the
dispersal towards a positive distribution, and the functions of inter-specific competition
ability are variable.

Hence, we discuss the following global dynamics of the advection system:




Ut =∇· [κ1(x)∇( U
Q(x) )− µ1(x) U

Q(x)∇ω1(x)] + U[r1(x)−U − ρ2(x)V],

in Ω×R+,
Vt =∇· [κ2(x)∇( V

Q(x) )− µ2(x) V
Q(x)∇ω2(x)] + V[r2(x)− ρ1(x)U− V],

in Ω×R+,

κ1(x) ∂
∂n (

U
Q )− µ1(x)U

Q
∂ω1(x)

∂n = 0, on ∂Ω×R+,

κ2(x) ∂
∂n (

V
Q )− µ2(x)V

Q
∂ω2(x)

∂n = 0, on ∂Ω×R+,

U(x, 0) = U0(x) ≥, 6≡ 0, in Ω,
V(x, 0) = V0(x) ≥, 6≡ 0, in Ω,

(1)

where U(x, t) and V(x, t) are the population densities of biological organisms, location
x in Ω and time t > 0, which are supposed to be nonnegative; κ1(x), κ2(x) > 0 correspond
to the dispersal rates of two competing organisms U and V, respectively. ∇ is the gradient
operator. µ1(x), µ2(x) > 0 correspond to the advection rates of two competing organisms
U and V, and ω1(x), ω2(x) ∈ C2(Ω) are the nonconstant functions and represent the
advective direction. The intrinsic growth rates of the two competing organisms are bounded
functions r1(x) and r2(x), respectively, two positive distributions are Q(x). ρ1(x), ρ2(x)
> 0 show the inter-specific competition ability. The habitat Ω is a bounded smooth domain
in RN , 1 ≤ N ∈ Z; n denotes the outward unit normal vector on the boundary ∂Ω. For the
sake of simplicity, we can suppose the initial data U0 and V0 not identically zero. The
system (1) satisfies no-flux boundary conditions.

When κ1(x) = κ1, κ2(x) = κ2, µ1(x) = µ1, µ2(x) = µ2, Q(x) ≡ 1, ρ1(x) = ρ1, ρ2(x) =
ρ2, ω1(x) = ω2(x), the system (1) becomes the advection system studied by Zhou and
Xiao [19]:





Ut = κ1∆U − µ1∇ · [U∇ω(x)] + U[r1(x)−U − ρ2V], in Ω×R+,
Vt = κ2∆V − µ2∇ · [V∇ω(x)] + V[r2(x)− ρ1U −V], in Ω×R+,

κ1
∂U
∂n − µ1U ∂ω(x)

∂n = 0, on ∂Ω×R+,

κ2
∂V
∂n − µ2V ∂ω(x)

∂n = 0, on ∂Ω×R+,
U(x, 0) = U0(x) ≥, 6≡ 0, in Ω,
V(x, 0) = V0(x) ≥, 6≡ 0, in Ω,

(2)

where κ1, κ2, µ1, µ2, ρ1 and ρ2 are positive constants. ∆ = ∑N
i=1

∂2

∂x2
i

is the usual Laplace

operator. If µ1, µ2 > 0, readers can take a look at the relevant literature [20] and for the case
µ1 > 0 = µ2, please see the references [21–25].

If µ1 = µ2 = 0, the system (2) becomes a diffusion model (see [2,3,5,26]):
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



Ut = κ1∆U + U[r1(x)−U −V], in Ω×R+,
Vt = κ2∆V + V[r2(x)−U −V], in Ω×R+,
∂U
∂n = ∂V

∂n = 0, on ∂Ω×R+,
U(x, 0) = U0(x) ≥, 6≡ 0, V(x, 0) = V0(x) ≥, 6≡ 0, in Ω.

(3)

According to the research of the above models, the purpose of our paper is to deal with
a more broader model (1) in a high spatial dimensions. In this system, we consider that
the diffusion and advection strategies follow the dispersal towards a positive distribution,
growth rates and competitiveness of the two organisms are different. Thus, we have the
following basic assumptions in this paper.

(A1)
µ1(x)
κ1(x) ω1(x)− µ2(x)

κ2(x) ω2(x) := ζ1ω1(x)− ζ2ω2(x) ≥ 0, Λ := min
x∈Ω

eζ2ω2(x)−ζ1ω1(x), ζ1

and ζ2 are positive constants;
(A2) (ρ1(x), ρ2(x)) ∈ ΠΛ := {(ρ1(x), ρ2(x)) : ρ1(x), ρ2(x) > 0, ρ1(x)ρ2(x) ≤ Λ};
(A3) r1(x) > 0, r2(x) > 0 in L∞(Ω);

(A4) Q(x) > 0 is nonconstant, and Q(x)
r1(x) , Q(x)

r2(x) are also nonconstant.

Conditions (A3)− (A4) ensure that the distribution of resources is heterogeneous for
two species and the positivity is imposed here to guarantee the existence of two semi-trivial
steady states for later discussion convenience. Under the conditions of (A1)− (A4), we
show a complete classification of the global dynamics of the system (1). The rest of this
paper is arranged as follows. In Section 2, we mainly do some preparatory work. Some
related properties of the system (1) are deduced from the properties of a single organisms
model (4). Besides, some lemmas are proved. In Section 3, we investigate our main results.
By using principal eigenvalue theory, we obtain the linear stability of coexisting steady
states (see Theorem 2). Then, the most important thing is that in virtue of the monotone
dynamical system theory (see [4]), we show the classification of global dynamic behaviors
(see Theorem 3). A discussion on the main results and problems that deserve future
investigation is presented in Section 4.

2. Preliminaries

In order to describe our main results, we show a competition-diffusion-advection
system for a single organisms as follows:





Ut = ∇ · [κ(x)∇( U
Q(x) )− µ(x) U

Q(x)∇ω(x)] + U[r(x)−U], in Ω×R+,

κ(x) ∂
∂n (

U
Q )− µ(x)U

Q
∂ω(x)

∂n = 0, on ∂Ω×R+,

U(x, 0) = U0(x) ≥, 6≡ 0, in Ω,

(4)

where κ(x) > 0, µ(x) > 0, Q(x) > 0 and r(x) > 0, r(x) is bounded. According to the
relevant description in [27] and the case that r(x) > 0, there is a unique positive steady state
θd,Q,µ,r in the system (4). If we apply this result to the system (1) and the conditions (A3)−
(A4), there are two semi-trivial steady states (θκ1,Q,µ1,r1 , 0) and (0, θκ2,Q,µ2,r2), respectively.

Lemma 1. Assume that κ(x) > 0, µ(x) > 0, Q(x) > 0 and r(x) > 0, r(x) is bounded.
The elliptic boundary value Problem:

{
∇ ·

[
κ(x)∇( θ

Q(x) )− µ(x) θ
Q(x)∇ω(x)

]
+ θ[r(x)− θ] = 0, in Ω,

κ(x) ∂
∂n (

θ
Q )− µ(x) θ

Q
∂ω(x)

∂n = 0, on ∂Ω,
(5)

has a unique positive solution denoted by θ.
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Proof. It is known in [27] that the problem (5) admits a solution and the solution is positive,
denoted by θ, owning to the positivity of κ(x), µ(x), Q(x), r(x). Next, assume that θ1, θ2
are any two positive solutions of (5) and 0 < θ1 ≤ θ2. It is not difficult to see that

κ∇( θ

Q
)− µ

θ

Q
∇ω = κe

µ
κ ω
[
∇(e−

µ
κ ω θ

Q
)
]
.

Then

∫
∇ ·

{
κe

µ
κ ω
[
∇(e−

µ
κ ω θ1

Q
)
]}

(e−
µ
κ ω θ2

Q
)dx

=−
∫

κe
µ
κ ω
[
∇(e−

µ
κ ω θ1

Q
)
][
∇(e−

µ
κ ω θ2

Q
)
]

dx

=−
∫
[r− θ1]e−

µ
κ ω θ1θ2

Q
dx

=−
∫
[r− θ2]e−

µ
κ ω θ1θ2

Q
dx. (6)

We deduce
∫
[θ1 − θ2]e−

µ
κ ω θ1θ2

Q
dx = 0.

Therefore, θ1 = θ2.

To give a complete classification of the global dynamic system (1), we define

(κ1, κ2, µ1, µ2) ∈ Γ := R+ ×R+ ×R+ ×R+.

Based on the approach in [2], we define

ΣU := {(κ1, κ2, µ1, µ2) ∈ Γ : (θκ1,Q,µ1,r1 , 0) is linearly stable};
ΣV := {(κ1, κ2, µ1, µ2) ∈ Γ : (0, θκ2,Q,µ2,r2) is linearly stable};
Σ− := {(κ1, κ2, µ1, µ2) ∈ Γ : (θκ1,Q,µ1,r1 , 0) and(0, θκ2,Q,µ2,r2) are linearly unstable}. (7)

We first recall the well-known Krein-Rutman Theorem:

Theorem 1 (Krein-Rutman Theorem [28]). Let X be a Banach space, K ⊂ X a total cone and
T : X → X a compact linear operator that is positive (i.e., T(K) ⊂ K) with positive spectral
radius r(T). Then r(T) is an eigenvalue with an eigenvector u ∈ K \ 0 : Tu = r(T)u. Moreover,
r(T∗) = r(T) is an eigenvalue of T∗ with an eigenvector u∗ ∈ K∗.

In order to better describe the linear stability of semi-trivial steady states, we give the
definition of elliptic eigenvalue problem:

{
∇ · [κ(x)∇( φ

Q )− µ(x) φ
Q∇ω(x)] + h(x)φ + σφ = 0, in Ω,

κ(x) ∂
∂n (

φ
Q )− µ(x) φ

Q
∂ω(x)

∂n = 0, on ∂Ω,
(8)

where κ(x) > 0, µ(x) > 0, Q(x) > 0 and h(x) ∈ L∞(Ω). Let

Aφ = ∇ · [κ(x)∇( φ

Q
)− µ(x)

φ

Q
∇ω(x)] + h(x)φ.

Since A is uniformly strongly elliptic operator, we declare that the operator A satisfies
the conditions in Theorem 1. An eigenvalue σ1 of the problem (8) is called a principal
eigenvalue if σ1 ∈ R and for any eigenvalue σ with σ 6= σ1, we have Re σ > σ1. Hence,
the problem (8) has a principal eigenvalue, denoted by σ1(κ, Q, µ, h), and its corresponding
eigenfuntion φ(κ, Q, µ, h) > 0 in Ω. The principal eigenvalue is expressed as
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σ1(κ, Q, µ, h) = inf
0 6=φ∈H1(Ω)

∫
κe

µ
κ ω [∇(e− µ

κ ω φ
Q )]2 dx−

∫
h · e− µ

κ ω φ2

Q dx
∫

e−
µ
d ω φ2

Q dx
. (9)

Next, we give a useful lemma related to eigenvalue comparison results, which is used
for Lemma 3 and Theorem 3.

Lemma 2 ([5]). If h1(x) ≤ h2(x) within Ω, then σ1(κ, Q, µ, h1) ≥ σ1(κ, Q, µ, h2) and the
equality holds if and only if h1(x) ≡ h2(x) in Ω.

According to the description of theory of monotone semi-flow in the literature [6],
let X denote the standard Banach space consisting of all continuous functions from Ω to
R, i.e., X := C(Ω), and X+ be the set of all non-negative continuous functions from Ω to
R+ ∪ 0. Define K := X+ × (−X+) as the usual cone for the study of competitive systems
with nonempty interior. Then we define the notion of linear stability of a given steady state
(U, V). Linearizing the steady state problem of (1) at (U, V), we obtain





∇ · [κ1(x)∇( ϕ
Q(x) )− µ1(x) ϕ

Q(x)∇ω1(x)] + [r1(x)−U − ρ2(x)V]ϕ

−U[ϕ + ρ2(x)ψ] + λϕ = 0, in Ω,
∇ · [κ2(x)∇( ψ

Q(x) )− µ2(x) ψ
Q(x)∇ω2(x)] + [r2(x)− ρ1(x)U −V]ψ

−V[ρ1(x)ϕ + ψ] + λψ = 0, in Ω,

κ1(x) ∂
∂n (

ϕ
Q )− µ1(x) ϕ

Q
∂ω1(x)

∂n = 0, on ∂Ω,

κ2(x) ∂
∂n (

ψ
Q )− µ2(x) ψ

Q
∂ω2(x)

∂n = 0, on ∂Ω.

(10)

Similar to the scalar problem (8), we can define the principal eigenvalue for the
system (10), that is, an eigenvalue λ1 of the problem (10) is called a principal eigenvalue if
λ1 ∈ R and for any eigenvalue λ with λ 6= λ1, we have Re λ > λ1. Based on the approach
in [6], by using Theorem 1, the problem (10) has a principal eigenvalue λ1 ∈ R. In fact,
we can select the corresponding eigenfunction (ϕ1, ψ1), which satisfies ϕ1 > 0 > ψ1 in Ω.
Here, for the convenience of readers to better understand the problem (10), we provide a
simple illustration. Let us do this simple transformation

Φ = e−
µ1
κ1

ω1 ϕ and Ψ = −e−
µ2
κ2

ω2 ψ,

then the problem (10) can be changed to




∇[κ1(x)∇( Φ
Q(x) )] + µ1(x)∇ω1(x) · ∇[ Φ

Q(x) ] + [r1(x)− 2U − ρ2(x)V]Φ

+ρ2(x)Ue(ζ2ω2(x)−ζ1ω1(x))Ψ + λΦ = 0, in Ω,
∇[κ2(x)∇( Ψ

Q(x) )] + µ2(x)∇ω2(x) · ∇[ Ψ
Q(x) ] + ρ1(x)Ve(ζ1ω1(x)−ζ2ω2(x))Φ

+[r2(x)− ρ1(x)U − 2V]Ψ + λΨ = 0, in Ω,
∂

∂n (
Φ
Q ) = ∂

∂n (
Ψ
Q ) = 0, on ∂Ω,

(11)

which is a linear cooperative elliptic system. Suppose now L is the elliptic operator, let

LΦ =∇[κ1(x)∇( Φ

Q(x)
)] + µ1(x)∇ω1(x) · ∇[ Φ

Q(x)
] + [r1(x)− 2U − ρ2(x)V]Φ,

LΨ =∇[κ2(x)∇( Ψ
Q(x)

)] + µ2(x)∇ω2(x) · ∇[ Ψ
Q(x)

] + [r2(x)− ρ1(x)U − 2V]Ψ.

According to [28,29], the problem (11) has Cα(Ω) coefficients and is strictly uniformly
elliptic in the bounded domain Ω which has C2,α boundary. Let K be the positive cone
in X := C1,α

0 (Ω) consisting of nonnegative functions. For any Φ1, Ψ1 ∈ X, then we can
deduce that T : X → X defined by T(Φ1, Ψ1) = (Φ, Ψ) is a positive compact linear
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operator. By applying Theorem 1 for positive compact linear operators and the Neumann
type boundary condition, the problem (11) admits a principal eigenvalue λ1 ∈ R, and the
corresponding eigenfunction (Φ, Ψ) can be chosen to satisfy Φ ≥ 0 and Ψ ≥ 0 in Ω.
Notice that (Φ, Ψ) is the solution of the problem (11). Moreover, since the off-diagonal
elements ρ2(x)Ue(ζ2ω2(x)−ζ1ω1(x)) and ρ1(x)Ve(ζ1ω1(x)−ζ2ω2(x)) are strictly positive in Ω, it
can be further concluded that λ1 is simple and it is the unique eigenvalue corresponding
to a pair of strictly positive eigenfunctions, i.e., Φ > 0 and Ψ > 0 in Ω. In fact, we have
Φ > 0 and Ψ > 0 in Ω due to Hopf boundary lemma, which in turn allows us to choose
ϕ > 0 > ψ in Ω. See [30] using semi-group theory and [31] using maximum principle, [1,6]
for detailed explanation. For the principal eigenvalue theory of general linear cooperative
elliptic systems, we refer the interested readers to [29]. If λ 6= λ1 is an eigenvalue of (10)
and the boundary condition is Neumann type, then Re λ > λ1 in the coexistence case.

Based on [26], (Corollary 2.10), the following lemma is about the linear stability of
(θκ1,Q,µ1,r1 , 0) and (0, θκ2,Q,µ2,r2).

Lemma 3. The linear stability of (θκ1,Q,µ1,r1 , 0), (0, θκ2,Q,µ2,r2) and (0, 0) in the system (1) are de-
termined by the sign of min

{
σ1(κ1, Q, µ1, r1), σ1(κ2, Q, µ2, r2)

}
, σ1(κ2, Q, µ2, r2 − ρ1θκ1,Q,µ1,r1)

and σ1(κ1, Q, µ1, r1 − ρ2θκ2,Q,µ2,r2).

Proof. For the linear stability of (θκ1,Q,µ1,r1 , 0), when (U, V) = (θκ1,Q,µ1,r1 , 0) in (10), we have





∇ · [κ1(x)∇( ϕ
Q(x) )− µ1(x) ϕ

Q(x)∇ω1(x)] + [r1(x)− 2θκ1,Q,µ1,r1 ]ϕ

+λϕ = θκ1,Q,µ1,r1 ρ2(x)ψ, in Ω,
∇ · [κ2(x)∇( ψ

Q(x) )− µ2(x) ψ
Q(x)∇ω2(x)] + [r2(x)− ρ1(x)θκ1,Q,µ1,r1 ]ψ

+λψ = 0, in Ω,

κ1(x) ∂
∂n (

ϕ
Q )− µ1(x) ϕ

Q
∂ω1(x)

∂n = 0, on ∂Ω,

κ2(x) ∂
∂n (

ψ
Q )− µ2(x) ψ

Q
∂ω2(x)

∂n = 0, on ∂Ω.

(12)

Let λ be an principal eigenvalue of (12) with the eigenfunction (ϕ, ψ). We get

λ = min
{

σ1(κ1, Q, µ1, r1 − 2θκ1,Q,µ1,r1), σ1(κ2, Q, µ2, r2 − ρ1θκ1,Q,µ1,r1)
}

. (13)

If ψ 6= 0, then λ belonging to an eigenvalue of the second equation in (12), is real and
the inequality λ ≥ σ1(κ2, Q, µ2, r2 − ρ1θκ1,Q,µ1,r1) holds. Perhaps, if ψ = 0, then ϕ 6= 0 and
λ is an eigenvalue of the first equation, we get

{
∇ · [κ1(x)∇( ϕ

Q(x) )− µ1(x) ϕ
Q(x)∇ω1(x)] + [r1(x)− 2θκ1,Q,µ1,r1 ]ϕ + λϕ = 0, in Ω,

κ1(x) ∂
∂n (

ϕ
Q )− µ1(x) ϕ

Q
∂ω1(x)

∂n = 0, on ∂Ω.
(14)

Due to the fact that λ is real and satisfies λ ≥ σ1(κ1, Q, µ1, r1 − 2θκ1,Q,µ1,r1). It follows

λ ≥ min
{

σ1(κ1, Q, µ1, r1 − 2θκ1,Q,µ1,r1), σ1(κ2, Q, µ2, r2 − ρ1θκ1,Q,µ1,r1)
}

.

If now σ1(κ1, Q, µ1, r1 − 2θκ1,Q,µ1,r1) ≤ σ1(κ2, Q, µ2, r2 − ρ1θκ1,Q,µ1,r1), letting ϕ be the
first eigenfunction corresponding to σ1(κ1, Q, µ1, r1 − 2θκ1,Q,µ1,r1), then σ1(κ1, Q, µ1, r1 −
2θκ1,Q,µ1,r1) is an eigenvalue of (12) with the eigenfunction (ϕ1, 0), which deduces λ =
σ1(κ1, Q, µ1, r1 − 2θκ1,Q,µ1,r1).

Suppose that σ1(κ1, Q, µ1, r1 − 2θκ1,Q,µ1,r1) > σ1(κ2, Q, µ2, r2 − ρ1θκ1,Q,µ1,r1). Let ψ be
the first eigenfunction corresponding to σ1(κ2, Q, µ2, r2−ρ1θκ1,Q,µ1,r1), then σ1(κ2, Q, µ2, r2−
ρ1θκ1,Q,µ1,r1) is an eigenvalue of (12) with the eigenfunction (ϕ, ψ) = (ϕ∗, ψ), that means
λ = σ1(κ2, Q, µ2, r2 − ρ1θκ1,Q,µ1,r1). Here ϕ∗ satisfies
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



∇ · [κ1(x)∇( ϕ∗
Q(x) )−µ1(x) ϕ∗

Q(x)∇ω1(x)] + [r1(x)− 2θκ1,Q,µ1,r1 ]ϕ
∗

+σ1(κ2, Q, µ2, r2 − ρ1θκ1,Q,µ1,r1)ϕ∗ = θκ1,Q,µ1,r1 ρ2(x)ψ, in Ω,

κ1(x) ∂
∂n (

ϕ∗
Q )− µ1(x) ϕ∗

Q
∂ω1(x)

∂n = 0, on ∂Ω.

(15)

The existence of ϕ∗ is inferred from

σ1(κ1, Q, µ1, r1 − 2θκ1,Q,µ1,r1 + σ1(κ2, Q, µ2, r2 − ρ1θκ1,Q,µ1,r1))

=σ1(κ1, Q, µ1, r1 − 2θκ1,Q,µ1,r1)− σ1(κ2, Q, µ2, r2 − ρ1θκ1,Q,µ1,r1) > 0.

So our claim is right. Owing to (6) and (9), it is inferred that σ1(κ1, Q, µ1, r1 −
θκ1,Q,µ1,r1) = 0. Hence, according to Lemma 2, we gain

σ1(κ1, Q, µ1, r1 − 2θκ1,Q,µ1,r1) > σ1(κ1, Q, µ1, r1 − θκ1,Q,µ1,r1) = 0,

then λ has the same sign as the first eigenvalue σ1(κ2, Q, µ2, r2 − ρ1θκ1,Q,µ1,r1). Applying
the definition of λ and linear stability, we deduce that the linear stability of (θκ1,Q,µ1,r1 , 0) is
determined by the sign of σ1(κ2, Q, µ2, r2 − ρ1θκ1,Q,µ1,r1).

Through completely similar arguments, we demonstrate that the stability of (0, 0) and
(0, θκ2,Q,µ2,r2), is determined by min

{
σ1(κ1, Q, µ1, r1), σ1(κ2, Q, µ2, r2)

}
, σ1(κ1, Q, µ1, r1 − ρ2

θκ2,Q,µ2,r2) respectively.

Remark 1. From the variational characteristics of the first eigenvalue, we can see that (0, 0) is
linearly unstable for any κ1(x), κ2(x), µ1(x), µ2(x), ρ2(x), ρ1(x) > 0.

Therefore, we give equivalent descriptions of (7) below:

ΣU :={(κ1, κ2, µ1, µ2) ∈ Γ : σ1(κ2, Q, µ2, r2 − ρ1θκ1,Q,µ1,r1) > 0};
ΣV :={(κ1, κ2, µ1, µ2) ∈ Γ : σ1(κ1, Q, µ1, r1 − ρ2θκ2,Q,µ2,r2) > 0};
Σ− :={(κ1, κ2, µ1, µ2) ∈ Γ : σ1(κ2, Q, µ2, r2 − ρ1θκ1,Q,µ1,r1) < 0 and

σ1(κ1, Q, µ1, r1 − ρ2θκ2,Q,µ2,r2) < 0}.

The neutrally stable case is defined as follows

ΣU,0 :={(κ1, κ2, µ1, µ2) ∈ Γ : σ1(κ2, Q, µ2, r2 − ρ1θκ1,Q,µ1,r1) = 0};
ΣV,0 :={(κ1, κ2, µ1, µ2) ∈ Γ : σ1(κ1, Q, µ1, r1 − ρ2θκ2,Q,µ2,r2) = 0};
Σ0,0 :={(κ1, κ2, µ1, µ2) ∈ Γ : σ1(κ2, Q, µ2, r2 − ρ1θκ1,Q,µ1,r1)

= σ1(κ1, Q, µ1, r1 − ρ2θκ2,Q,µ2,r2) = 0}.

By the definition, it is easy to see Σ0,0 =ΣU,0 ∩ ΣV,0.
In the following, “g.a.s” is used to mean that the steady state is globally asymptotically

stable among all non-negative and not identically zero initial conditions.

Lemma 4 ([5]). For any κ1, κ2, µ1, µ2 > 0, assume that (A1)− (A4) hold and every coexistence
steady state of the system (1), if it exists, is asymptotically stable. Then one of the following
alternatives holds:

(i) There exists a unique coexistence steady state of (1) that is g.a.s.
(ii) The system (1) has no coexistence steady state and either one of (θκ1,Q,µ1,r1 , 0) or (0, θκ2,Q,µ2,r2) is

g.a.s, while the other is unstable.
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3. Main Results

In this section, we present the results which are related to the co-existence steady state
and the classification of global dynamic behaviors of the system (1).

Theorem 2. Suppose that (A1) − (A4) hold. For any (κ1, κ2, µ1, µ2) ∈ Γ \ Σ0,0, then every
co-existence steady state of the system (1), if exists, is linearly stable, i.e., λ1 > 0.

Theorem 3. Suppose that (A1)− (A4) hold. Then we have the mutually disjoint decomposition
of Γ:

Γ = (ΣU ∪ ΣU,0 \ Σ0,0) ∪ (ΣV ∪ ΣV,0 \ Σ0,0) ∪ Σ− ∪ Σ0,0. (16)

Moreover, the following statements hold for the system (1):

(i) For all (κ1, κ2, µ1, µ2) ∈ (ΣU ∪ ΣU,0 \ Σ0,0), (θκ1,Q,µ1,r1 , 0) is g.a.s;
(ii) For all (κ1, κ2, µ1, µ2) ∈ (ΣV ∪ ΣV,0 \ Σ0,0), (0, θκ2,Q,µ2,r2) is g.a.s;
(iii) For all (κ1, κ2, µ1, µ2) ∈ Σ−, the system (1) has a unique coexistence steady state that is g.a.s;
(iv) For all (κ1, κ2, µ1, µ2) ∈ Σ0,0, θκ1,Q,µ1,r1 ≡ ρ2(x)θκ2,Q,µ2,r2 in Ω and the system (1) has a

compact global attractor consisting of a continuum of steady states

{
(
η(x)θκ1,Q,µ1,r1 , (1− η(x))

θκ1,Q,µ1,r1

ρ2(x)
)

: η(x) ∈ [0, 1]}

connecting with two semi-trivial steady states.

3.1. Co-Existence Steady State

In order to prove Theorem 2, we assume that (U, V) is the co-existence steady state of
the following system (1):




∇ · [κ1(x)∇( U
Q(x) )− µ1(x) U

Q(x)∇ω1(x)] + U[r1(x)−U − ρ2(x)V] = 0, in Ω,

∇ · [κ2(x)∇( V
Q(x) )− µ2(x) V

Q(x)∇ω2(x)] + V[r2(x)− ρ1(x)U −V] = 0, in Ω,

κ1(x) ∂
∂n (

U
Q )− µ1(x)U

Q
∂ω1(x)

∂n = 0, on ∂Ω,

κ2(x) ∂
∂n (

V
Q )− µ2(x)V

Q
∂ω2(x)

∂n = 0, on ∂Ω.

(17)

Similar to the problem (10), then we get the linear eigenvalue model by linearize
system (1) at (U, V),





∇ · [κ1(x)∇( ϕ
Q(x) )− µ1(x) ϕ

Q(x)∇ω1(x)] + [r1(x)−U − ρ2(x)V]ϕ

−U[ϕ + ρ2(x)ψ] + λϕ = 0, in Ω,
∇ · [κ2(x)∇( ψ

Q(x) )− µ2(x) ψ
Q(x)∇ω2(x)] + [r2(x)− ρ1(x)U −V]ψ

−V[ρ1(x)ϕ + ψ] + λψ = 0, in Ω,

κ1(x) ∂
∂n (

ϕ
Q )− µ1(x) ϕ

Q
∂ω1(x)

∂n = 0, on ∂Ω,

κ2(x) ∂
∂n (

ψ
Q )− µ2(x) ψ

Q
∂ω2(x)

∂n = 0, on ∂Ω.

(18)

According to the problem (8) and using Theorem 1, we can deduce that the problem
(18) has a principal eigenvalue λ1. Moreover, we can choose the corresponding eigenfunc-
tion (ϕ, ψ), it satisfies ϕ > 0 > ψ in Ω.

Now, we are ready to discuss Theorem 2.
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Proof of Theorem 2. Obviously, as long as we can obtain λ1 > 0 when (κ1, κ2, µ1, µ2) ∈
Γ \ Σ0,0. Multiplying the first equation in (18) and (17) by U

Q(x) and ϕ
Q(x) , respectively,

and subtracting the obtained equations, we obtain

[
∇
(
κ1∇(

ϕ

Q
)− µ1

ϕ
Q∇ω1

)]U
Q −

[
∇
(
κ1∇(

U
Q
)− µ1

U
Q∇ω1

)] ϕ
Q

−U2

Q [ϕ + ρ2(x)ψ] = − λ1Uϕ
Q . (19)

In the similar way, it can be derived from the second equation in (17) and (18) that

[
∇
(
κ2∇(

ψ

Q
)− µ2

ψ
Q∇ω2

)]V
Q −

[
∇
(
κ2∇(

V
Q
)− µ2

V
Q∇ω2

)] ψ
Q

−V2

Q [ρ1(x)ϕ + ψ] = − λ1Vψ
Q . (20)

Furthermore, multiplying (19) by e−
µ1
κ1

ω1 · ϕ2

U2 , then we integrate over Ω and deduce
(for simplicity, we replace

∫
Ω with

∫
)

λ1

∫
e−

µ1
κ1

ω1 ϕ3

UQ
dx

=−
∫ [
∇
(
κ1∇(

ϕ

Q
)− µ1

ϕ

Q
∇ω1

)]
e−

µ1
κ1

ω1 ϕ2

UQ
dx

+
∫ [
∇
(
κ1∇(

U
Q
)− µ1

U
Q
∇ω1

)]
e−

µ1
κ1

ω1 ϕ3

U2Q
dx

+
∫

e−
µ1
κ1

ω1 ϕ2

Q
[ϕ + ρ2(x)ψ]dx

=
∫ [

κ1∇(
ϕ

Q
)− µ1

ϕ

Q
∇ω1

][
∇ · (e−

µ1
κ1

ω1 ϕ2

UQ
)
]

dx

−
∫ [

κ1∇(
U
Q
)− µ1

U
Q
∇ω1

][
∇ · (e−

µ1
κ1

ω1 ϕ3

U2Q
)
]

dx

+
∫

e−
µ1
κ1

ω1 ϕ2

Q
[ϕ + ρ2(x)ψ]dx

:=I1 − I2 + I3.

(21)

By using the similarly method for the Equation (20), we get

λ1

∫
e−

µ2
κ2

ω2 ψ3

VQ
dx

=−
∫ [
∇
(
κ2∇(

ψ

Q
)− µ2

ψ

Q
∇ω2

)]
e−

µ2
κ2

ω2 ψ2

VQ
dx

+
∫ [
∇
(
κ2∇(

V
Q
)− µ2

V
Q
∇ω2

)]
e−

µ2
κ2

ω2 ψ3

V2Q
dx

+
∫

e−
µ2
κ2

ω2 ψ2

Q
[ρ1(x)ϕ + ψ]dx

=
∫ [

κ2∇(
ψ

Q
)− µ2

ψ

Q
∇ω2

][
∇ · (e−

µ2
κ2

ω2 ψ2

VQ
)
]

dx

(22)

−
∫ [

κ2∇(
V
Q
)− µ2

V
Q
∇ω2

][
∇ · (e−

µ2
κ2

ω2 ψ3

V2Q
)
]

dx

+
∫

e−
µ2
κ2

ω2 ψ2

Q
[ρ1(x)ϕ + ψ]dx

:=J1 − J2 + J3.
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We now simplify the formulas I1, I2, J1 and J2. Then we find

I1 :=
∫ [

κ1∇(
ϕ

Q
)− µ1

ϕ

Q
∇ω1

][
∇ · (e−

µ1
κ1

ω1 ϕ2

UQ
)
]

dx

=
∫

e−
µ1
κ1

ω1 [κ1∇(
ϕ

Q
)− µ1

ϕ

Q
∇ω1][

2ϕU∇ϕ− ϕ2∇U
U2Q

]dx

−
∫

µ1

κ1

ϕ2

UQ
e−

µ1
κ1

ω1 [κ1∇(
ϕ

Q
)− µ1

ϕ

Q
∇ω1] · [∇ω1]dx

−
∫

ϕ2

UQ2 e−
µ1
κ1

ω1 [κ1∇(
ϕ

Q
)− µ1

ϕ

Q
∇ω1][∇Q]dx

=
∫

e−
µ1
κ1

ω1 ϕ3

UQ2 [κ1∇(
ϕ

Q
)

Q
ϕ
− µ1∇ω1][2

∇ϕ

ϕ
− ∇U

U
]dx

−
∫

µ1

κ1

ϕ3

UQ2 e−
µ1
κ1

ω1 [κ1∇(
ϕ

Q
)

Q
ϕ
− µ1∇ω1] · [∇ω1]dx

−
∫

ϕ3

UQ3 e−
µ1
κ1

ω1 [κ1∇(
ϕ

Q
)

Q
ϕ
− µ1∇ω1][∇Q]dx

:=∆1 − ∆2 − ∆3,

and

I2 :=
∫ [

κ1∇(
U
Q
)− µ1

U
Q
∇ω1

][
∇ · (e−

µ1
κ1

ω1 ϕ3

U2Q
)
]

dx

=
∫

e−
µ1
κ1

ω1 [κ1∇(
U
Q
)− µ1

U
Q
∇ω1][

3ϕ2U2∇ϕ− ϕ32U∇U
U4Q

]dx

−
∫

µ1

κ1

ϕ3

U2Q
e−

µ1
κ1

ω1 [κ1∇(
U
Q
)− µ1

U
Q
∇ω1] · [∇ω1]dx

−
∫

ϕ3

U2Q2 e−
µ1
κ1

ω1 [κ1∇(
U
Q
)− µ1

U
Q
∇ω1][∇Q]dx

=
∫

e−
µ1
κ1

ω1 ϕ3

UQ2 [κ1∇(
U
Q
)

Q
U
− µ1∇ω1][3

∇ϕ

ϕ
− 2
∇U
U

]dx

−
∫

µ1

κ1

ϕ3

UQ2 e−
µ1
κ1

ω1 [κ1∇(
U
Q
)

Q
U
− µ1∇ω1] · [∇ω1]dx

−
∫

ϕ3

UQ3 e−
µ1
κ1

ω1 [κ1∇(
U
Q
)

Q
U
− µ1∇ω1][∇Q]dx

:=∆4 − ∆5 − ∆6.
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Next, we have

∆1 − ∆4

=
∫

e−
µ1
κ1

ω1 ϕ3

UQ2 [κ1∇(
ϕ

Q
)

Q
ϕ
− µ1∇ω1][2

∇ϕ

ϕ
− ∇U

U
]dx

−
∫

e−
µ1
κ1

ω1 ϕ3

UQ2 [κ1∇(
U
Q
)

Q
U
− µ1∇ω1][3

∇ϕ

ϕ
− 2
∇U
U

]dx

=
∫

κ1e−
µ1
κ1

ω1 ϕ3

UQ2 {[∇(
ϕ

Q
)

Q
ϕ
][2
∇ϕ

ϕ
− ∇U

U
]− [∇(U

Q
)

Q
U
][3
∇ϕ

ϕ
− 2
∇U
U

]}dx

+
∫

e−
µ1
κ1

ω1 ϕ3

UQ2 [µ1∇ω1][
∇ϕ

ϕ
− ∇U

U
]dx

=
∫

κ1e−
µ1
κ1

ω1 ϕ3

UQ2 {[
∇ϕ

Q
− ϕ∇ϕ

Q2 ]
Q
ϕ
[2
∇ϕ

ϕ
− ∇U

U
]− [
∇U
Q
− U∇Q

Q2 ]
Q
U
[3
∇ϕ

ϕ

− 2
∇U
U

]}dx +
∫

e−
µ1
κ1

ω1 ϕ3

UQ2 [µ1∇ω1][
∇ϕ

ϕ
− ∇U

U
]dx

=
∫

2κ1e−
µ1
κ1

ω1 ϕ3

UQ2 (
∇ϕ

ϕ
− ∇U

U
)2 dx

+
∫

κ1e−
µ1
κ1

ω1 ϕ3

UQ3 [
∇ϕ

ϕ
− ∇U

U
][∇Q]dx

+
∫

e−
µ1
κ1

ω1 ϕ3

UQ2 [µ1∇ω1][
∇ϕ

ϕ
− ∇U

U
]dx.

(23)

By the similar method, we deduce that

∆2 − ∆5 =
∫

e−
µ1
κ1

ω1 ϕ3

UQ2 [µ1∇ω1][
∇ϕ

ϕ
− ∇U

U
]dx, (24)

and

∆3 − ∆6 =
∫

κ1e−
µ1
κ1

ω1 ϕ3

UQ3 [
∇ϕ

ϕ
− ∇U

U
][∇Q]dx. (25)

Thus

I1 − I2 =[∆1 − ∆4]− [∆2 − ∆5]− [∆3 − ∆6]

=
∫

2κ1e−
µ1
κ1

ω1 ϕ3

UQ2 (
∇ϕ

ϕ
− ∇U

U
)2 dx.

(26)

By a similar method, one obtains

J1 − J2 =
∫

2κ2e−
µ2
κ2

ω2 ψ3

VQ2 (
∇ψ

ψ
− ∇V

V
)2 dx. (27)

Replace (21) and (22) with (26) and (27), respectively. Multiplying (22) by ρ2(x)3 and
subtracting it from (21), we can obtain
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λ1

∫
[e−

µ1
κ1

ω1 ϕ3

UQ
− e−

µ2
κ2

ω2 ρ2(x)3ψ3

VQ
]dx

=
∫

2κ1e−
µ1
κ1

ω1 ϕ3

UQ2 (
∇ϕ

ϕ
− ∇U

U
)2 dx +

∫
e−

µ1
κ1

ω1 ϕ2

Q
[ϕ + ρ2(x)ψ]dx

−
∫

2κ2e−
µ2
κ2

ω2 ρ2(x)3ψ3

VQ2 (
∇ψ

ψ
− ∇V

V
)2dx

−
∫

e−
µ2
κ2

ω2 ρ2(x)2ψ2

Q
[ρ1(x)ρ2(x)ϕ + ρ2(x)ψ]dx

≥
∫

e−
µ1
κ1

ω1 ϕ2

Q
[ϕ + ρ2(x)ψ]dx−

∫
e−

µ2
κ2

ω2 ρ2(x)3ψ3

Q
dx

−
∫

e−
µ1
κ1

ω1 ρ2(x)2ψ2 ϕ

Q
[ρ1(x)ρ2(x)e(

µ1
κ1

ω1− µ2
κ2

ω2)]dx

≥
∫

e−
µ1
κ1

ω1 ϕ2

Q
[ϕ + ρ2(x)ψ]dx−

∫
e−

µ1
κ1

ω1 ρ2(x)3ψ3

Q
dx

−
∫

e−
µ1
κ1

ω1 ρ2(x)2ψ2 ϕ

Q
dx

=
∫

e−
µ1
κ1

ω1 1
Q
[ϕ + ρ2(x)ψ]2[ϕ− ρ2(x)ψ]dx ≥ 0,

(28)

where we use the facts (A1), (A2) and ϕ > 0 > ψ in Ω. So, λ1 > 0.
Next, we will prove that λ1 = 0 can not happen. According to (28), we infer that

λ1 = 0 if and only if

ρ1(x)ρ2(x) = 1,
µ1

κ1
ω1 =

µ2

κ2
ω2,
∇ϕ

ϕ
=
∇U
U

,
∇ψ

ψ
=
∇V
V

, ϕ = −ρ2(x)ψ, (29)

which means that

∇U
U

=
∇V
V

,

i.e.,

∇[lnU] = ∇[lnV].

Then, one obtains

U = dV for some constant d > 0. (30)

In addition, by applying (30) to (17), and the uniqueness of the positive steady state of
the system (4), it can be concluded that

(1 +
ρ2(x)

d
)U = θκ1,Q,µ1,r1 and (ρ1(x)d + 1)V = θκ2,Q,µ2,r2 .

Noting that ρ1(x)ρ2(x) = 1, we deduce

θκ1,Q,µ1,r1

θκ2,Q,µ2,r2

=
(1 + ρ2(x)

d )U
(ρ1(x)d + 1)V

=
U + ρ2(x)V
ρ1(x)U + V

= ρ2(x) =
1

ρ1(x)
. (31)

Based on (31), one can easily check

σ1(κ2, Q, µ2, r2 − ρ1θκ1,Q,µ1,r1) = σ1(κ2, Q, µ2, r2 − θκ2,Q,µ2,r2) = 0,

and
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σ1(κ1, Q, µ1, r1 − θκ1,Q,µ1,r1) = σ1(κ1, Q, µ1, r1 − ρ2θκ2,Q,µ2,r2) = 0.

According to the assumption (κ1, κ2, µ1, µ2) /∈ Σ0,0, we get λ1 6= 0. Therefore,
λ1 > 0.

3.2. Classification of the Global Dynamics

In this subsection, we are ready to discuss the complete global dynamic behaviors of
the system (1).

Proof of Theorem 3. According to the proof procedure (see [2,5]), this proof can be divided
into two steps.

Step 1. On the proof of the disjoint decomposition in (16).
Obviously, we can get the decomposition in (16). According to the relevant conclusion

and definitions, we only need to prove

(ΣU ∪ ΣU,0 \ Σ0,0) ∩ (ΣV ∪ ΣV,0 \ Σ0,0) = ∅. (32)

By Lemma 3, the linear stability of (θκ1,Q,µ1,r1 , 0), (0, θκ2,Q,µ2,r2) can be determined by
the sign of σ1(κ2, Q, µ2, r2− ρ1θκ1,Q,µ1,r1), σ1(κ1, Q, µ1, r1− ρ2θκ2,Q,µ2,r2) respectively. For the
sake of convenience of in writing, let

θκ1,Q,µ1,r1 := θ1, σ1(κ2, Q, µ2, r2 − ρ1θκ1,Q,µ1,r1) := σ1(θ
∗
1 ),

θκ2,Q,µ2,r2 := θ2, σ1(κ1, Q, µ1, r1 − ρ2θκ2,Q,µ2,r2) := σ1(θ
∗
2 ).

According to the properties of the variational characterization and (6), we obtain

σ1(θ
∗
2 ) = inf

0 6=φ∈H1(Ω)

∫
κ1e

µ1
κ1

ω1 [∇(e−
µ1
κ1

ω1 φ
Q )]2 dx−

∫
[r1 − ρ2(x)θ2]e

− µ1
κ1

ω1 φ2

Q dx
∫

e−
µ1
κ1

ω1 φ2

Q dx

≤
∫

κ1e
µ1
κ1

ω1 [∇(e−
µ1
κ1

ω1 θ1
Q )]2 dx−

∫
[r1 − ρ2(x)θ2]e

− µ1
κ1

ω1 θ2
1

Q dx
∫

e−
µ1
κ1

ω1 θ1
2

Q dx

=

∫
e−

µ1
κ1

ω1 θ2
1

Q [ρ2(x)θ2 − θ1]dx
∫

e−
µ1
κ1

ω1 θ2
1

Q dx
,

(33)

and

σ1(θ
∗
1 ) = inf

0 6=φ∈H1(Ω)

∫
κ2e

µ2
κ2

ω2 [∇(e−
µ2
κ2

ω2 φ
Q )]2 dx−

∫
[r2 − ρ1(x)θ1]e

− µ2
κ2

ω2 φ2

Q dx
∫

e−
µ2
κ2

ω2 φ2

Q dx

≤
∫

κ2e
µ2
κ2

ω2 [∇(e−
µ2
κ2

ω2 θ2
Q )]2 dx−

∫
[r2 − ρ1(x)θ1]e

− µ2
κ2

ω2 θ2
2

Q dx
∫

e−
µ2
κ2

ω2 θ2
2

Q dx

=

∫
e−

µ2
κ2

ω2 θ2
2

Q [ρ1(x)θ1 − θ2]dx
∫

e−
µ2
κ2

ω2 θ2
2

Q dx
.

(34)

Since 0 < ρ1(x)ρ2(x) ≤ 1, combining with (33) and (34) together, we have

165



Axioms 2021, 10, 195

σ1(θ
∗
2 ) ·

∫
e−

µ1
κ1

ω1 θ2
1

Q
dx + σ1(θ

∗
1 ) ·

∫
e−

µ2
κ2

ω2 ρ2(x)3θ2
2

Q
dx

≤
∫

e−
µ1
κ1

ω1 θ2
1

Q
[ρ2(x)θ2 − θ1]dx−

∫
e−

µ2
κ2

ω2 ρ2(x)3θ3
2

Q
dx

+
∫

e−
µ1
κ1

ω1 ρ2(x)2θ2
2θ1

Q
[ρ1(x)ρ2(x)e(

µ1
κ1

ω1− µ2
κ2

ω2)]dx

≤
∫

e−
µ1
κ1

ω1 θ2
1

Q
[ρ2(x)θ2 − θ1]dx−

∫
e−

µ1
κ1

ω1 ρ2(x)3θ3
2

Q
dx

+
∫

e−
µ1
κ1

ω1 ρ2(x)2θ2
2θ1

Q
dx

=−
∫

e−
µ1
κ1

ω1 1
Q
[ρ2(x)θ2 − θ1]

2[θ1 + ρ2(x)θ2]dx

≤0,

(35)

where all the inequalities become equalities if and only if

ρ1(x)ρ2(x) = 1,
µ1

κ1
ω1 =

µ2

κ2
ω2 and θκ1,Q,µ1,r1 ≡ ρ2(x)θκ2,Q,µ2,r2 in Ω.

It follows from (35) that the conclusion (32) holds.
Step 2. On the proof of the statements (i)− (iv).
Firstly, we will prove the statements (i) − (iii) hold. In consideration of (16) in

Theorem 3 and (35) in step 1, we see that for any (κ1, κ2, µ1, µ2) ∈ (Γ \ Σ0,0), there are five
possibilities as follows:

(b1) (κ1, κ2, µ1, µ2) ∈ ΣU, i.e., (θκ1,Q,µ1,r1 , 0) is linearly stable, (0, θκ2,Q,µ2,r2) is linearly unstable;

(b2) (κ1, κ2, µ1, µ2) ∈ ΣV , i.e., (θκ1,Q,µ1,r1 , 0) is linearly unstable, (0, θκ2,Q,µ2,r2) is linearly
stable;

(b3) (κ1, κ2, µ1, µ2) ∈ Σ−, i.e., both (θκ1,Q,µ1,r1 , 0) and (0, θκ2,Q,µ2,r2) are linearly unstable;

(b4) (κ1, κ2, µ1, µ2) ∈ ΣU,0 \ Σ0,0, i.e., (θκ1,Q,µ1,r1 , 0) is neutrally stable, (0, θκ2,Q,µ2,r2) is lin-
early unstable;

(b5) (κ1, κ2, µ1, µ2) ∈ ΣV,0 \ Σ0,0, i.e., (0, θκ2,Q,µ2,r2) is neutrally stable, (θκ1,Q,µ1,r1 , 0) is
linearly unstable.

By Lemma 4, we immediately deduce the following conclusion:
(θκ1,Q,µ1,r1 , 0) and (0, θκ2,Q,µ2,r2) are g.a.s based on the assumptions (b1) and (b2), re-

spectively, and there is a unique co-existence steady state under the condition (b3).
We now claim that there is no coexistence steady state under the condition (b4) or the

condition (b5). Then we can infer that (θκ1,Q,µ1,r1 , 0) and (0, θκ2,Q,µ2,r2) are also g.a.s based
on the assumptions (b4) and (b5), respectively, from Lemma 4.

We only need to verify the above statement for the case (b4). Indeed, if the system (1)
has a co-existence steady state (Ũ, Ṽ) for some (κ1, κ2, µ1, µ2) = (κ̃1, κ̃2, µ̃1, µ̃2) ∈ ΣU,0 \Σ0,0
and (Ũ, Ṽ) satisfies




∇ · [κ̃1(x)∇( Ũ
Q̃(x)

)− µ̃1(x) Ũ
Q̃(x)
∇ω1(x)] + Ũ[r1(x)− Ũ − ρ2(x)Ṽ] = 0, in Ω,

∇ · [κ̃2(x)∇( Ṽ
Q̃(x)

)− µ̃2(x) Ṽ
Q̃(x)
∇ω2(x)] + Ṽ[r2(x)− ρ1(x)Ũ − Ṽ] = 0, in Ω,

[κ̃1(x) ∂
∂n (

Ũ
Q̃
)− µ̃1(x) Ũ

Q̃
∂ω1(x)

∂n ] |∂Ω= [κ̃2(x) ∂
∂n (

Ṽ
Q̃
)− µ̃2(x) Ṽ

Q̃
∂ω2(x)

∂n ] |∂Ω= 0.

(36)

We have

σ1(κ̃2, Q̃, µ̃2, r2 − ρ1θκ̃1,Q̃,µ̃1,r1
) = 0 and σ1(κ̃1, Q̃, µ̃1, r1 − ρ2θκ̃2,Q̃,µ̃2,r2

) < 0. (37)
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Define the operator G : R+ ×R+ ×M1 ×M1 →M2 ×M2

G : ($1, $2, w1, w2) 7−→
(

κ̃1∆(w1
Q )− µ̃1∇ · [w1

Q ∇ω1] + w1[r1 − w1 − $2w2]

κ̃2∆(w2
Q )− µ̃2∇ · [w2

Q ∇ω2] + w2[r2 − $1w1 − w2]

)
,

with

M1 := {ϕ ∈W2,p(Ω) : [κ̃1
∂

∂n
(

ϕ

Q
)− µ̃1(

ϕ

Q
)

∂ω1

Q
] |∂Ω= 0}, M2 := Lp(Ω), p > N.

From (36), G(ρ1(x), ρ2(x), Ũ, Ṽ) = 0 and Theorem 2, it yields that

∂G($1, $2, w1, w2)

∂(w1, w2)
|($1,$2,w1,w2)=(ρ1(x),ρ2(x),Ũ,Ṽ) is invertible.

Applying implicit function theorem, one gets ($1, $2) is closed to (ρ1(x), ρ2(x)). We
have a positive solution (Ũ, Ṽ) to the equation G($1, $2, w1, w2) = 0. Let us choose ($1, $2),
which implies (the solution corresponding to ($1, $2) is denoted by (U, V))

$1 > ρ1(x), 0 < $2 < ρ2(x) and $1 · $2 ≤ Λ. (38)

Let us see the following auxiliary problem





Ut = ∇ · [κ̃1(x)∇(U
Q )− µ̃1(x)U

Q∇ω1(x)] + U[r1(x)−U − $2V] = 0, in Ω×R+,

Vt = ∇ · [κ̃2(x)∇(V
Q )− µ̃2(x)V

Q∇ω2(x)] + V[r2(x)− $1U −V] = 0, in Ω×R+,

[κ̃1(x) ∂
∂n (

U
Q )− µ̃1(x)U

Q
∂ω1(x)

∂n ] |∂Ω= 0,

[κ̃2(x) ∂
∂n (

V
Q )− µ̃2(x)V

Q
∂ω2(x)

∂n ] |∂Ω= 0,

(39)

which has the same semi-trivial steady states (θκ̃1,Q̃,µ̃1,r1
, 0) and (0, θκ̃2,Q̃,µ̃2,r2

). From (37),
(38) and Lemma 2, it then follows that

σ1(κ̃2, Q̃, µ̃2, r2 − $1θκ̃1,Q̃,µ̃1,r1
) > 0 and σ1(κ̃1, Q̃, µ̃1, r1 − $2θκ̃2,Q̃,µ̃2,r2

) < 0. (40)

According to the case (b1), (θκ1,Q,µ1,r1 , 0) is also g.a.s in the system (39) which contra-
dicts with the existence of (U, V). Therefore, there is no coexistence steady state under the
condition (b4). Similarly, we can get the conclusion that there is also no coexistence steady
state under the condition (b5). The above descriptions of the cases (b1)− (b5) represent
the expected results described in the statements (i)− (iii).

Secondly, we prove the statement (iv). We will show

Σ0,0 = Σ∼:={(κ1, κ2, µ1, µ2) ∈ Γ : ρ1(x)ρ2(x)=1, θκ1,Q,µ1,r1 ≡ ρ2(x)θκ2,Q,µ2,r2 in Ω}. (41)

It makes the same description of Σ0,0, which means the expected result in the state-
ment (iv).

Let (κ1, κ2, µ1, µ2) ∈ Σ∼, then

ρ1(x)ρ2(x) = 1 and θκ1,Q,µ1,r1 ≡ ρ2(x)θκ2,Q,µ2,r2 in Ω.

Based on the proof of Theorem 2, we get

σ1(κ2, Q, µ2, r2 − ρ1θκ1,Q,µ1,r1) = σ1(κ1, Q, µ1, r1 − ρ2θκ2,Q,µ2,r2) = 0, (42)

which implies Σ∼ ⊂ Σ0,0. When (42) holds, the last three inequalities in (35) become
equalities, we have
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ρ1(x)ρ2(x) = 1, θκ1,Q,µ1,r1 ≡ ρ2(x)θκ2,Q,µ2,r2 in Ω,

which shows Σ0,0 ⊂ Σ∼. Hence, the equality (41) is confirmed.
Let (κ1, κ2, µ1, µ2) ∈ Σ0,0 and (U, V) be the corresponding coexistence steady state

of (1). We claim that U
V ≡ constant. Let λ1 be a principal eigenvalue for (U, V). Moreover,

we choose the corresponding eigenfunction (ϕ, ψ), which satisfies ϕ > 0 > ψ in Ω and
‖ϕ‖2

2 + ‖ψ‖2
2 = 1. In order to prove it, it is enough to show that (29) holds. Suppose that

(29) is not true. Then (28) means λ1 > 0. Similar to the proof of the case (b4), we get (29)
holds, i.e., U

V ≡ constant. This yields that

(U, V) =
(
η(x)θκ1,Q,µ1,r1 , (1− η(x))

θκ1,Q,µ1,r1

ρ2(x)
)

: η(x) ∈ [0, 1].

Therefore, we conclude that for any (κ1, κ2, µ1, µ2) ∈ Σ0,0, the set of equilibria of (1) is

{(0, 0)} ∪ {
(
η(x)θκ1,Q,µ1,r1 , (1− η(x))

θκ1,Q,µ1,r1

ρ2(x)
)

: η(x) ∈ [0, 1]},

where (0, 0) is a repeller by Remark 1. Then each solution of (1) converges to a single

equilibrium {
(
η(x)θκ1,Q,µ1,r1 , (1− η(x))

θκ1,Q,µ1,r1
ρ2(x)

)
: η(x) ∈ [0, 1]}.

4. Discussion

In this paper, by using principal eigenvalue theory and monotone dynamical system
theory, we mainly analyzed the global directed dynamic behaviors of a Lotka-Volterra
competition-diffusion-advection system between two organisms in heterogeneous environ-
ments. The two organisms compete for different fundamental resources, their advection
and diffusion strategies follow a positive diffusion distribution, the functions of inter-
specific competition ability are variable. Our work can be seen as a further development
of Wang [5] for the competition-diffusion system, where we bring new ingredients in the
arguments to overcome the difficulty caused by the involvement of advection.

In the future, exploring the global directed dynamic behaviors under the condition of cross-
diffusion may be an interesting research point. We leave this challenge to future investigations.
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