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as those encountered in quantum field theory. Detailed analyses are provided in Quantum Hydrodynamics of Spinning Particles in Electromagnetic and Torsion Fields [5] and Search for Manifestations of Spin-Torsion Coupling [6] by M. Trukhanova and co-workers, where axial vector spin-torsion coupling is investigated in general contexts, and additional effects of the torsion field are presented. A similarly general approach is also followed by C. Diether III and J. Christian in On the Role of Einstein-Cartan Gravity in Fundamental Particle Physics [7], where the authors examine the way in which torsion induces self-interactions for spinors that could balance the repulsive electrostatic forces of fermions. On the opposite side of the spectrum of applications, G. Milton in A Possible Explanation of Dark Matter and Dark Energy Involving a Vector Torsion Field [8] presents a model of torsion in gravity that could explain the dark sector of our Universe. Along the very same line, A. Ivanov and $M$. Wellenzohn tackle the problem of identifying the scalar field responsible for dark energy with the chameleon field in Can a Chameleon Field Be Identified with Quintessence? [9]. Finally, P. Asimakis and co-workers compare non-standard theories, such as types of teleparallel gravity against nucleosynthesis, in Big Bang Nucleosynthesis Constraints on $f(T, T G)$-Gravity [10].

With the last three papers on the dark sector and the previous three about the effects of torsion in particle physics, it is difficult to point to the direction in which torsion might make itself manifest. Every direction is open, and each is worthy of attention. For the purist, however, a spin density that is given by the Dirac field constitutes a very natural paradigm, and therefore I would be inclined to say that the phenomenologist might find the applications to quantum mechanics and particle physics to be those with higher discovery potential. However, as I said, every direction is open.

If, instead, you are a mathematical physicist, you may find Quantum Hydrodynamics of Spinning Particles in Electromagnetic and Torsion Fields [5] quite intriguing in its way of re-writing the full spinor theory in a form that is more suitable for formal manipulation, since in it the Dirac field is interpreted as a special type of spin fluid.

Those of you who are not new to torsion gravity may remember that a quarter of a century ago there was another Special Issue on torsion published by the Annales de la Fondation Louis de Broglie [11]. I authored a paper in that Special Issue and it pleases me immensely to be the Editor of the present Special Issue. However, for all the rest, the authorship has completely changed. Aside for me, not a single author from then has contributed now and this pleases me greatly too. It means that the torsion community is in constant renewal, with more ideas coming out afresh every year. It is my hope that younger generations will fuel the debate more than ever before.

But enough with the summary-you now know what you need to find the article that tickles your curiosity...
... Or just read them all to have a fair overview of the current state of torsion today.
Funding: This research received no external funding.
Conflicts of Interest: The authors declare no conflict of interest.
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#### Abstract

In this work, we present the general differential geometry of a background in which the space-time has both torsion and curvature with internal symmetries being described by gauge fields, and that is equipped to couple spinorial matter fields having spin and energy as well as gauge currents: torsion will turn out to be equivalent to an axial-vector massive Proca field and, because the spinor can be decomposed in its two chiral projections, torsion can be thought as the mediator that keeps spinors in stable configurations; we will justify this claim by studying some limiting situations. We will then proceed with a second chapter, where the material presented in the first chapter will be applied to specific systems in order to solve problems that seems to affect theories without torsion: hence the problem of gravitational singularity formation and positivity of the energy are the most important, and they will also lead the way for a discussion about the Pauli exclusion principle and the concept of macroscopic approximation. In a third and final chapter, we are going to investigate, in the light of torsion dynamics, some of the open problems in the standard models of particles and cosmology which would not be easily solvable otherwise.
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## 1. Introduction

In fundamental theoretical physics, there are a number of principles that are assumed, and, among them, one of the most important is the principle of covariance, stating that the form of physical laws must be independent from the coordinate system employed to write them. Covariance is mathematically translated into the instruction that such physical laws have to be written in tensorial forms.

On the other hand, because physical laws describe the shape and evolution of fields, differential operators must be used; because of covariance, all derivatives in the field equations have to be covariant: thus covariant derivatives must be defined. In its most general form, the covariant derivative of, say, a vector, is given by

$$
D_{\alpha} V^{v}=\partial_{\alpha} V^{v}+V^{\sigma} \Gamma_{\sigma \alpha}^{v}
$$

where the object $\Gamma_{\nu \sigma}^{\alpha}$ is called connection, it is defined in terms of the transformation law needed for the derivative to be fully covariant, and it has three indices: the upper index and the lower index on the left are the indices involved in the shuffling of the components of the vector, whereas the lower index on the right is the index related to the coordinate with respect to which the derivative is calculated eventually. Hence, there appears to be a clear distinction in the roles played by the left and the right of the lower indices, and therefore the connection cannot be taken to have any kind of symmetry property for indices transposition involving the two lower indices at all.

The fact that, in the most general case, the connection has no specific symmetry implies that the antisymmetric part of the connection is not zero, and it turns out to be a tensor: this is what is known as torsion tensor.

The circumstance for which the torsion tensor is not zero does not follow from arguments of generality alone, but also from explicit examples: for instance, torsion does
describe some essential properties of Lie groups, as it was discussed by Cartan [1-4]. Car$\tan$ has been the first who pioneered into the study of torsion, and this is the reason why today torsion is also known as the Cartan tensor.

When back at the end of the 19th century, Ricci-Curbastro and Levi-Civita developed absolute differential calculus, or tensor calculus, they did it by assuming zero torsion to simplify computations, and the geometry they eventually obtained was entirely based on the existence of a Riemann metric: this is what we call Riemann geometry. Nothing in this geometry is spoiled by letting torsion take its place in it, the only difference being that now the metric would be accompanied by torsion as the fundamental objects of the geometry: the final setting is what is called Riemann-Cartan geometry.

Granted that, from a general mathematical perspective, torsion is present, one may wonder if there can be physical reasons for torsion to be zero. Physical arguments to prove that torsion must equal zero were indeed proposed in the past. However, none of them appeared to be free of fallacies or logical inconsistencies. A complete list with detailed reasons for their failure can be found in [5].

That torsion should not be equal to zero even in physical contexts is again quite general. In fact, by writing the RC geometry in anholonomic bases, the torsion can be seen as the strength of the potential arising from gauging the translation group, much in the same way in which the curvature is the strength of the potential arising from gauging the rotation group, as shown by Sciama and Kibble [6,7]. What Sciama and Kibble proved was that torsion is not just a tensor that could be added, but a tensor that must be added, besides curvature, in order to have the possibility to completely describe translations, besides rotations, in a full Poincaré gauge theory of physics [8].

At the beginning of the 20th century, when Einstein developed his theory of gravity, he did it by assuming zero torsion because, when torsion vanishes, the Ricci tensor is symmetric and therefore it can be consistently coupled to the symmetric energy tensor, realizing the identification between the space-time curvature, and its energy content expressed by Einstein field equations: this is the basic spirit of Einstein gravity. Today, we know that in physics there is also another quantity of interest called spin, and that, in its presence, the energy is no longer symmetric, so nowadays having a non-symmetric Ricci tensor besides a Cartan tensor would allow for a more exhaustive coupling in gravity, where the curvature would still be coupled to the energy but now torsion would be coupled to the spin: such a scheme would realize the identification between the space-time curvature and its energy content expressed by Einstein field equations and the identification between space-time torsion and its spin content expressed by the Sciama-Kibble field equations as the Einstein-Sciama-Kibble torsion gravity.

The ESK theory of gravity is thus the most complete theory describing the dynamics of the space-time, and, because torsion is coupled to the spin in the same spirit in which curvature is coupled to energy, then it is the theory of space-time in which the coupling to its matter content is achieved most exhaustively. The central point of the situation is therefore brought to the question asking whether there actually exists something possessing both spin and energy as a form of matter, which can profit from the setting that is provided by the ESK gravity.

As a matter of fact, such a theory not only exists, but it is also very well known, the Dirac spinorial field theory.

With so much insight, it is an odd circumstance that there be still such a controversy about the role of torsion besides that of curvature in gravity, and there may actually be several reasons for it. The single most important one may be that Einstein gravity was first published in the year 1916 when no spin was known and, despite being then insightful to set the torsion tensor to zero, when Dirac came with a theory of spinors comprising an intrinsic spin in 1928, the successes of Einstein theory of gravity were already too great to make anyone wonder about the possibility of modifying it.

Of course, this is no scientific reason to hinder research, but, sociologically, it can be easy to understand why one would not lightly go to look beyond something good,
especially today that the successes of the Einstein theory of gravitation have become practically complete.

In the present report, we would like to change this tendency by considering torsion in gravity coupled to spinor fields and showing all advantages that we can get, from theoretical consistency, to phenomenological applications.

Thus, in a second chapter, we will investigate the theoretical advantages obtained from the torsion-spin interactions. These will span from the revision of the Hawking-Penrose theorem about the inevitability of gravitational singularity formation to some discussion about the positivity of the energy, passing through the Pauli exclusion principle and the concept of macroscopic approximation.

In a third and final chapter, we are going to employ the presented theory to assess some of the known open problems in the standard models of particles and cosmology.

## One: Fundamental Theory

The first chapter will be about presenting the fundamental theory, and it will be divided into three sections: in the first section, we will define all the kinematic quantities and see how they can be dynamically coupled. It will be followed by a second section in which we will deepen the study about what is torsion and the spinor fields and the way they interact. A third section will be about studying limiting situations that can allow us to get even more information about the torsion-spin coupling.

## 2. Torsion Gravity for Spinor Fields

In this first section, we introduce the physical theory that will be our reference throughout the entire work: we start with the most general geometric introduction of the kinematic quantities. In addition, we will continue by establishing their link in terms of dynamical field equations.

### 2.1. Geometry and Its Matter Content

To build the geometric background on which to define kinematic fields, we start with the symmetry principle at the basis of any theory in physics: covariance under the most general transformation of coordinates. We will see in what way from such a general environment a natural definition of matter field will spontaneously emerge.

### 2.1.1. Tensor and Gauge Fields

The principle of covariance under the most general transformation of coordinates is possible one of the most self-evident principles in all of physics: it states that our way of writing equations might a priori be conditioned in principle by the coordinates we choose, but observable properties should not feel affected by coordinate artifacts brought by us. This means that of all possible manners we have to write physics, there must be one that is not influenced by any choice of coordinates, or in other words, this specific way of writing physics has to be invariant between different coordinate systems.

To see how this is possible, we start with the following definition. Suppose that a certain physical quantity can be described in terms of the object $T_{\rho \ldots \zeta}^{\alpha \ldots \sigma}$ such that it is written as $T_{\rho \ldots . \zeta}^{\alpha \ldots \sigma}(x)$ with respect to coordinates $x$, and it is written as $T_{\rho \ldots \zeta}^{\alpha \ldots \ldots}\left(x^{\prime}\right)$ with respect to coordinates $x^{\prime}$ in general, and suppose that

$$
T_{\rho \ldots \zeta}^{\prime \alpha \ldots \sigma}=\frac{\partial x^{\beta}}{\partial x^{\prime \rho}} \cdots \frac{\partial x^{\theta}}{\partial x^{\prime \zeta}} \frac{\partial x^{\prime \alpha}}{\partial x^{v}} \cdots \frac{\partial x^{\prime \sigma}}{\partial x^{\tau}} T_{\beta \ldots \theta}^{\nu \ldots \tau}
$$

where $x^{\prime}=x^{\prime}(x)$ determines the passage from the first to the second system of coordinates. If this happens, such a quantity is called a tensor. Now, suppose that one specific property of this quantity be described as

$$
T_{\beta \ldots \theta}^{v \ldots \tau}=0
$$

in the first system of coordinates. According to the above definition, then, we have that

$$
\begin{gathered}
T_{\rho \ldots \zeta}^{\prime \alpha \ldots \sigma}=\frac{\partial x^{\beta}}{\partial x^{\prime \rho}} \ldots \frac{\partial x^{\theta}}{\partial x^{\prime \zeta}} \frac{\partial x^{\prime \alpha}}{\partial x^{v}} \ldots \frac{\partial x^{\prime \sigma}}{\partial x^{\tau}} T_{\beta \ldots \theta}^{v \ldots \tau}= \\
\quad=\frac{\partial x^{\beta}}{\partial x^{\prime \rho}} \ldots \frac{\partial x^{\theta}}{\partial x^{\prime \zeta}} \frac{\partial x^{\prime \alpha}}{\partial x^{v}} \ldots \frac{\partial x^{\prime \sigma}}{\partial x^{\tau}} 0 \equiv 0
\end{gathered}
$$

and thus

$$
T_{\rho \ldots \zeta}^{\prime \alpha \ldots \sigma}=0
$$

showing that the same property pertains to that quantity also in the second system of coordinates as well. In this way, we have that, if the property of a quantity is encoded as the vanishing of a tensor, then we can be certain that such a property pertains to that quantity regardless of the system of coordinates. In addition, this is just covariance.

The principle of covariance is therefore implemented in the geometry by the straightforward requirement that this geometry be written in terms of tensors. Therefore, let be given two systems of coordinates as $x$ and $x^{\prime}$ related by the most general coordinate transformation $x^{\prime}=x^{\prime}(x)$ and a set of functions of these coordinates written with respect to the first and the second system of coordinates as $T(x)$ and $T^{\prime}\left(x^{\prime}\right)$ and such that, for a coordinate transformation, they are related by

$$
\begin{equation*}
T_{\rho \ldots \zeta}^{\prime \alpha \ldots \sigma}=\operatorname{sign} \operatorname{det}\left(\frac{\partial x^{\prime}}{\partial x}\right) \frac{\partial x^{\beta}}{\partial x^{\prime \rho}} \ldots \frac{\partial x^{\theta}}{\partial x^{\prime \zeta}} \frac{\partial x^{\prime \alpha}}{\partial x^{v}} \ldots \frac{\partial x^{\prime \sigma}}{\partial x^{\tau}} T_{\beta \ldots \theta}^{v \ldots \tau} \tag{1}
\end{equation*}
$$

Then, this quantity is called tensor or pseudo-tensor, according to whether the sign of the determinant of such a transformation is positive or negative. For a tensor with at least two upper or two lower indices, we might switch the two indices obtaining a tensor called transposition of the original tensor in those two indices, and if it happens to be equal to the initial tensor up to the sign plus or minus, we say that the tensor is symmetric or antisymmetric in those two indices, respectively. Given a tensor with at least one upper and one lower index, we can consider one of the upper and one of the lower indices forcing them to have the same value and performing the sum over every possible value of those indices obtaining a tensor called contraction in those indices, and this process can be repeated until we reach a tensor whose contraction is zero, called irreducible. Particular cases are tensors having one index called vectors, while tensors without any index are called scalars. Tensors with the same index configuration can be summed and any two tensors can be multiplied in a component-by-component way, according to the usual rules of algebraic calculus as they are well known.

There is therefore no need to spend more time in the algebraic properties of tensors. However, differential properties of tensors need some deepening. The problem with differentiation applied to the case of tensors is that such an operation spoils the transformation law of a tensor in very general circumstances. Thus, if we want to construct an operation that is able to generalize the usual derivative up to a derivative that respects covariance, we must begin by noticing that, because a tensor is a set of fields, in general, it will have two types of variations: the first is due to the fact that tensors fields are fields, coordinates dependent, and so a local structure must be present as

$$
\begin{gathered}
{ }_{\text {local }} \Delta T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}=T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}\left(x^{\prime}\right)-T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}(x)= \\
=\partial_{\mu} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}(x) \delta x^{\mu}
\end{gathered}
$$

at the first order infinitesimal; the second is due to the fact that tensors fields are tensors, so a system of components, and thus a re-shuffling of the different components must be allowed according to

$$
\begin{aligned}
& \text { structure } \Delta T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}=T_{\beta_{1} \ldots \beta_{i}}^{\prime \alpha_{1} \ldots \alpha_{j}}-T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}= \\
& \quad=\left[\left(\delta \Gamma_{\theta}^{\alpha_{1}} T_{\beta_{1} \ldots \beta_{i}}^{\theta \ldots \alpha_{j}}+\ldots+\delta \Gamma_{\theta}^{\alpha_{j}} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1}}\right)-\right. \\
& \left.\quad-\left(\delta \Gamma_{\beta_{1}}^{\theta} T_{\theta \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}+\ldots+\delta \Gamma_{\beta_{i}}^{\theta} T_{\beta_{1} \ldots \theta \theta}^{\alpha_{1} \ldots \alpha_{j}}\right)\right]
\end{aligned}
$$

as the most general form in which this can be done while respecting the fact that the differential structure requires the linearity and the Leibniz rule, and again at the first order of infinitesimal. In full, we have

$$
\begin{gathered}
\Delta T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}={ }_{\text {local }} \Delta T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}+{ }_{\text {structure }} \Delta T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}= \\
=\partial_{\mu} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}(x) \delta x^{\mu}+ \\
+\left[\left(\delta \Gamma_{\theta}^{\alpha_{1}} T_{\beta_{1} \ldots \beta_{i}}^{\theta \ldots \alpha_{j}}+\ldots+\delta \Gamma_{\theta}^{\alpha_{j}} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} 1 .}\right)-\right. \\
\left.\quad-\left(\delta \Gamma_{\beta_{1}}^{\theta} T_{\theta \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}+\ldots+\delta \Gamma_{\beta_{i}}^{\theta} T_{\beta_{1} \ldots \theta}^{\alpha_{1} \ldots \alpha_{j}}\right)\right]
\end{gathered}
$$

at the first order infinitesimal. Thus, defining $\delta \Gamma_{\beta}^{\alpha}=\Gamma_{\beta \mu}^{\alpha} \delta x^{\mu}$ and dividing by $\delta x^{\mu}$, we obtain that

$$
\begin{gathered}
D_{\mu} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}=\partial_{\mu} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}+ \\
+\left(\Gamma_{\theta \mu}^{\alpha_{1}} T_{\beta_{1} \ldots \beta_{i}}^{\theta \ldots \alpha_{j}}+\ldots+\Gamma_{\theta \mu}^{\alpha_{j}} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \theta}\right)- \\
-\left(\Gamma_{\beta_{1} \mu}^{\theta} T_{\theta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}+\ldots+\Gamma_{\beta_{i} \mu}^{\theta} T_{\beta_{1} \ldots \theta}^{\alpha_{1} \ldots \alpha_{j}}\right)
\end{gathered}
$$

after taking the limit. This is the most general form of potential covariant derivative. To see that this derivative is indeed covariant, we have to require that $\Gamma_{\beta \mu}^{\alpha}$ transforms with a specific non-tensorial transformation law such as to compensate for the non-tensorial transformation law of the partial derivative. In the simplest case of one tensorial index, we have that the derivative is

$$
D_{\iota} V^{\alpha}=\partial_{\iota} V^{\alpha}+V^{\beta} \Gamma_{\beta \iota}^{\alpha}
$$

whose transformation law is given by

$$
\begin{gathered}
\frac{\partial x^{\beta}}{\partial x^{\prime} \beta^{\prime}} \frac{\partial x^{\prime \alpha^{\prime}}}{\partial x^{\alpha}}\left(\partial_{\beta} V^{\alpha}+V^{\rho} \Gamma_{\rho \beta}^{\alpha}\right)=\frac{\partial x^{\beta}}{\partial x^{\prime} \beta^{\prime}} \frac{\partial x^{\prime \alpha^{\prime}}}{\partial x^{\alpha}} D_{\beta} V^{\alpha}= \\
=\left(D_{\beta} V^{\alpha}\right)^{\prime}=\left(\partial_{\beta} V^{\alpha}+V^{\rho} \Gamma_{\rho \beta}^{\alpha}\right)^{\prime}=\partial_{\beta^{\prime}} V^{\alpha^{\prime}}+V^{\rho^{\prime}} \Gamma_{\rho^{\prime} \beta^{\prime}}^{\prime \prime}= \\
=\frac{\partial x^{\theta}}{\partial x^{\prime} \beta^{\prime}} \frac{\partial}{\partial x^{\theta}}\left(\frac{\partial x^{\prime \alpha^{\prime}}}{\partial x^{\alpha}} V^{\alpha}\right)+\frac{\partial x^{\prime \rho^{\prime}}}{\partial x^{\rho}} V^{\rho} \Gamma_{\rho^{\prime} \beta^{\prime}}^{\prime \alpha^{\prime}}= \\
=\frac{\partial x^{\theta}}{\partial x^{\prime \beta^{\prime}}} \frac{\partial x^{\prime \alpha^{\prime}}}{\partial x^{\alpha}} \frac{\partial V^{\alpha}}{\partial x^{\theta}}+\frac{\partial x^{\theta}}{\partial x^{\prime \beta^{\prime}}} \frac{\partial}{\partial x^{\theta}} \frac{\partial x^{\prime x^{\prime}}}{\partial x^{\alpha}} V^{\alpha}+\frac{\partial x^{\prime \rho^{\prime}}}{\partial x^{\rho}} V^{\rho} \Gamma_{\rho^{\prime} \beta^{\prime}}^{\prime \alpha^{\prime}}
\end{gathered}
$$

in which terms with the derivatives disappear. Then,

$$
\frac{\partial x^{\beta}}{\partial x^{\prime} \beta^{\prime}} \frac{\partial x^{\prime \alpha^{\prime}}}{\partial x^{\alpha}} V^{\rho} \Gamma_{\rho \beta}^{\alpha}=\frac{\partial x^{\theta}}{\partial x^{\prime \beta^{\prime}}} \frac{\partial}{\partial x^{\theta}} \frac{\partial x^{\prime \alpha^{\prime}}}{\partial x^{\alpha}} V^{\alpha}+\frac{\partial \partial^{\prime \rho^{\prime}}}{\partial x^{\rho}} V^{\rho} \Gamma_{\rho^{\prime} \beta^{\prime}}^{\prime \alpha^{\prime}}
$$

and since this has to hold for any vector

$$
\frac{\partial x^{\beta}}{\partial x^{\prime} \beta^{\prime}} \frac{\partial x^{\prime \alpha^{\prime}}}{\partial x^{\alpha}} \Gamma_{\rho \beta}^{\alpha}=\frac{\partial x^{\theta}}{\partial x^{\prime} \beta^{\prime}} \frac{\partial}{\partial x^{\theta}} \frac{\partial x^{\prime \alpha^{\prime}}}{\partial x^{\rho}}+\frac{\partial x^{\prime \rho^{\prime}}}{\partial x^{\rho}} \Gamma_{\rho^{\prime} \beta^{\prime}}^{\prime \alpha^{\prime}}
$$

which is the non-tensorial transformation that the set of coefficients $\Gamma_{\rho \beta}^{\alpha}$ must have to ensure that the full derivative transforms as a tensor in this very specific case with a vector field. However, quite remarkably, the very same non-tensorial transformation of $\Gamma_{\rho \beta}^{\alpha}$ can be used for each term in the most general form of derivative for a generic tensor, and so the obtained result is completely general.

The set of coefficients $\Gamma_{\rho \beta}^{\alpha}$ have no specific symmetry properties in the lower indices, and consequently we have that we can write

$$
\Gamma_{\mu \nu}^{\alpha} \equiv \frac{1}{2}\left(\Gamma_{\mu \nu}^{\alpha}+\Gamma_{\nu \mu}^{\alpha}\right)+\frac{1}{2}\left(\Gamma_{\mu \nu}^{\alpha}-\Gamma_{\nu \mu}^{\alpha}\right)
$$

where the transformation properties of the full object is inherited by the first part, which is symmetric in the two lower indices, and it can be indicated as

$$
\Lambda_{\mu \nu}^{\alpha}=\frac{1}{2}\left(\Gamma_{\mu \nu}^{\alpha}+\Gamma_{\nu \mu}^{\alpha}\right)
$$

while the second part

$$
Q^{\alpha}{ }_{\mu \nu}=\Gamma_{\mu \nu}^{\alpha}-\Gamma_{\nu \mu}^{\alpha}
$$

transforms as a tensor such that $Q^{\alpha}{ }_{\mu \nu}=-Q^{\alpha}{ }_{\nu \mu}$, meaning that it is antisymmetric in its second pair of indices. Thus,

$$
\Gamma_{\mu \nu}^{\alpha}=\Lambda_{\mu \nu}^{\alpha}+\frac{1}{2} Q^{\alpha}{ }_{\mu \nu}
$$

in the most general case. As in the covariant derivatives, the connection enters linearly, and the splitting in symmetric and antisymmetric parts sums up to a linear combination of the tensor $Q^{\alpha}{ }_{\mu \nu}$ plus the terms linear in the symmetric connection, which therefore forms yet another type of covariant derivative that is defined according to

$$
\begin{gathered}
\nabla_{\mu} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}=\partial_{\mu} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}+ \\
+\left(\Lambda_{\theta \mu}^{\alpha_{1}} T_{\beta_{1} \ldots \beta_{i}}^{\theta \ldots \alpha_{j}}+\ldots+\Lambda_{\theta \mu}^{\alpha_{j}} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \theta}\right)- \\
-\left(\Lambda_{\beta_{1} \mu}^{\theta} T_{\theta \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}+\ldots+\Lambda_{\beta_{i} \mu}^{\theta} T_{\beta_{1} \ldots \theta}^{\alpha_{1} \ldots \alpha_{j}}\right)
\end{gathered}
$$

and in it the fact that the symmetric connection is indeed symmetric allows for particularly simplified expressions in some special cases. For instance, taking the symmetric covariant derivative of a tensor with all lower indices gives

$$
\nabla_{\mu} T_{\beta_{1} \ldots \beta_{i}}=\partial_{\mu} T_{\beta_{1} \ldots \beta_{i}}-\Lambda_{\beta_{1} \mu}^{\theta} T_{\theta \ldots \beta_{i}}-\ldots-\Lambda_{\beta_{i} \mu}^{\theta} T_{\beta_{1} \ldots \theta}
$$

which is particularly interesting because we see that the symmetric connection always saturates the same index in the upper position, so that, if we further specialize onto the case in which the tensor is completely antisymmetric, we obtain that

$$
\begin{gathered}
\nabla_{[\mu} T_{\beta \ldots \rho]}=\nabla_{\mu} T_{\beta \ldots \rho}-\nabla_{\beta} T_{\mu \ldots \rho}+\ldots-\nabla_{\rho} T_{\beta \ldots \mu}= \\
=\partial_{\mu} T_{\beta \ldots \rho}-\Lambda_{\beta \mu}^{\sigma} T_{\sigma \ldots \rho}-\ldots-\Lambda_{\rho \mu}^{\sigma} T_{\beta \ldots \sigma}- \\
\quad-\partial_{\beta} T_{\mu \ldots \rho}+\Lambda_{\mu \beta}^{\sigma} T_{\sigma \ldots \rho}+\ldots+\Lambda_{\rho \beta}^{\sigma} T_{\mu \ldots \sigma}+\ldots \\
\ldots-\partial_{\rho} T_{\beta \ldots \mu}+\Lambda_{\beta \rho}^{\sigma} T_{\sigma \ldots \mu}+\ldots+\Lambda_{\mu \rho}^{\sigma} T_{\beta \ldots \sigma}= \\
=\partial_{\mu} T_{\beta \ldots \rho}-\partial_{\beta} T_{\mu \ldots \rho}+\ldots-\partial_{\rho} T_{\beta \ldots \mu}=\partial_{[\mu} T_{\beta \ldots \rho]}
\end{gathered}
$$

where all symmetric connections cancelled off leaving an expression written only in terms of partial derivatives but that is a completely antisymmetric covariant derivative in the most general case. This is a very peculiar property of tensors having all lower indices and being completely antisymmetric in all of these indices, and there is an entire domain related to this type of tensors and covariant derivatives, in which tensors are known as forms and
the covariant derivatives are part of what is known as exterior calculus. Nevertheless, we will not discuss it here because we do not want to introduce even further mathematical concepts and after all forms and exterior derivatives are nothing but a specific type of tensors. We encourage the interested readers to study this domain on their own.

Thus, to summarize what we have done, we have that the set of functions $\Gamma_{\alpha \beta}^{\rho}$ transforming as

$$
\begin{equation*}
\Gamma_{\sigma \tau}^{\prime \rho}=\left(\Gamma_{\mu v}^{\alpha}-\frac{\partial x^{\alpha}}{\partial x^{\prime \kappa}} \frac{\partial^{2} x^{\prime \kappa}}{\partial x^{v} \partial x^{\mu}}\right) \frac{\partial x^{\prime \rho}}{\partial x^{\alpha}} \frac{\partial x^{\mu}}{\partial x^{\prime \sigma}} \frac{\partial x^{v}}{\partial x^{\prime \tau}} \tag{2}
\end{equation*}
$$

is called connection, and it can be decomposed as

$$
\begin{equation*}
\Gamma_{\alpha \beta}^{\rho}=\Lambda_{\alpha \beta}^{\rho}+\frac{1}{2} Q_{\alpha \beta}^{\rho} \tag{3}
\end{equation*}
$$

where $\Lambda_{\alpha \beta}^{\rho}$ is a set of functions transforming according to the law of a connection but which are symmetric in the two lower indices called symmetric connection and

$$
\begin{equation*}
Q_{\alpha \beta}^{\rho}=\Gamma_{\alpha \beta}^{\rho}-\Gamma_{\beta \alpha}^{\rho} \tag{4}
\end{equation*}
$$

which is a tensor antisymmetric in the two lower indices called torsion tensor. In terms of the connection, we may write the covariant derivative in the most general case as

$$
\begin{align*}
D_{\mu} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}= & \partial_{\mu} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}+\sum_{k=1}^{k=j} \Gamma_{\sigma \mu}^{\alpha_{k}} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \ldots \alpha_{j}}- \\
& -\sum_{k=1}^{k=i} \Gamma_{\beta_{k} \mu}^{\sigma} T_{\beta_{1} \ldots \sigma \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}} \tag{5}
\end{align*}
$$

decomposing as

$$
\begin{align*}
D_{\mu} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}= & \nabla_{\mu} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}+\frac{1}{2} \sum_{k=1}^{k=j} Q_{\sigma \mu}^{\alpha_{k}} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \ldots \alpha_{j}}- \\
& -\frac{1}{2} \sum_{k=1}^{k=i} Q_{\beta_{k} \mu}^{\sigma} T_{\beta_{1} \ldots \sigma \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}} \tag{6}
\end{align*}
$$

with spurious terms linear in the torsion tensor and

$$
\begin{align*}
\nabla_{\mu} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}= & \partial_{\mu} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}+\sum_{k=1}^{k=j} \Lambda_{\sigma \mu}^{\alpha_{k}} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}- \\
& -\sum_{k=1}^{k=i} \Lambda_{\beta_{k} \mu}^{\sigma} T_{\beta_{1} \ldots \sigma \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}} \tag{7}
\end{align*}
$$

which is the covariant derivative calculated with respect to the symmetric connection. If we apply the last definition to the particular case of tensors with all lower indices and being completely antisymmetric, we get

$$
\begin{equation*}
\nabla_{[v} T_{\alpha \ldots \sigma]}=\partial_{[v} T_{\alpha \ldots \sigma]} \equiv(\partial T)_{v \alpha \ldots \sigma}, \tag{8}
\end{equation*}
$$

which is still a tensor and such that it is completely antisymmetric called a covariant curl of the tensor field. When in the covariant derivative of a tensor with at least one upper index we contract the index of derivation with an upper index of the tensor field, we get what is known as covariant divergence in that index of the tensor field.

When we have introduced the concept of tensor, it naturally emerged that, in the definition, two types of indices were present, upper and lower, reflecting the fact that a tensor could transform according to two type of transformations, direct and inverse. However, these two types of transformation are two different forms of the same transformation, and so one should expect that the two types of indices be two different arrangements of the same system of components. Thus, there should be no difference in content if we move a given index up or down at will.

What this implies is that it should be possible to move indices up and down without losing or adding anything to the information content: this can be done by considering the

Kronecker tensor $\delta_{v}^{\alpha}$ and postulating the existence of two tensors $g_{\alpha \nu}$ and $g^{\alpha v}$ in general. Then, we can define the operation of raising and lowering of tensorial indices by considering that $A^{\pi} g_{\pi v}$ and $A_{\pi} g^{\pi v}$ are tensors that are related to the initial ones but with the index lowered and raised, respectively, and so we may define these two tensors as $A_{\pi} g^{\pi v} \equiv A^{v}$ and $A^{\pi} g_{\pi v} \equiv A_{\nu}$ as the same tensors but with the index moved in a different position with respect to the initial one. While it is certainly useful to have the possibility to perform such an operation, we also have to consider that such an operation has a two-fold ambiguity concerning the fact that, besides the contractions $A_{\pi} g^{\pi v} \equiv A^{v}$ and $A^{\pi} g_{\pi v} \equiv A_{v}$, we may have the contractions $A_{\pi} g^{v \pi} \equiv A^{v}$ and $A^{\pi} g_{v \pi} \equiv A_{v}$ too. In addition, we may decide to raise the previously lowered index to the initial position or lower the previously raise index to the initial position, so that the above ambiguity becomes four-fold with $A_{\pi} g^{\pi v} g_{\sigma v} \equiv A_{\sigma}$ and $A_{\pi} g^{v \pi} g_{\sigma v} \equiv A_{\sigma}$ as well as $A_{\pi} g^{\pi v} g_{v \sigma} \equiv A_{\sigma}$ and $A_{\pi} g^{v \pi} g_{v \sigma} \equiv A_{\sigma}$ as equally good possibilities that may be considered. On the other hand, requiring that raising one index up and then lowering that index down give back the initial tensor in all of the four possibilities leads to the following relationships

$$
\begin{array}{ll}
A_{\mu}\left(g^{\mu \sigma} g_{\sigma \kappa}-\delta_{\kappa}^{\mu}\right)=0 & A_{\mu}\left(g^{\sigma \mu} g_{\sigma \kappa}-\delta_{\kappa}^{\mu}\right)=0 \\
A_{\mu}\left(g^{\mu \sigma} g_{\kappa \sigma}-\delta_{\kappa}^{\mu}\right)=0 & A_{\mu}\left(g^{\sigma \mu} g_{\kappa \sigma}-\delta_{\kappa}^{\mu}\right)=0
\end{array}
$$

for any possible tensor $A_{\mu}$, so that

$$
\begin{array}{ll}
\left(g^{\mu \sigma} g_{\sigma \kappa}-\delta_{\kappa}^{\mu}\right)=0 & \left(g^{\sigma \mu} g_{\sigma \kappa}-\delta_{\kappa}^{\mu}\right)=0 \\
\left(g^{\mu \sigma} g_{\kappa \sigma}-\delta_{\kappa}^{\mu}\right)=0 & \left(g^{\sigma \mu} g_{\kappa \sigma}-\delta_{\kappa}^{\mu}\right)=0
\end{array}
$$

identically. Taking the differences

$$
\begin{array}{ll}
g^{\mu \sigma}\left(g_{\sigma \kappa}-g_{\kappa \sigma}\right)=0 & \left(g^{\sigma \mu}-g^{\mu \sigma}\right) g_{\sigma \kappa}=0 \\
g^{\sigma \mu}\left(g_{\sigma \kappa}-g_{\kappa \sigma}\right)=0 & \left(g^{\sigma \mu}-g^{\mu \sigma}\right) g_{\kappa \sigma}=0
\end{array}
$$

we may work out that

$$
\begin{aligned}
& g_{\alpha \kappa}=g_{\kappa \alpha} \\
& g^{\alpha \kappa}=g^{\kappa \alpha}
\end{aligned}
$$

together with the condition

$$
g^{\sigma \mu} g_{\kappa \sigma}=\delta_{\kappa}^{\mu}
$$

meaning that, seen as matrices, they are symmetric and one the inverse of the other, and so, in particular, they are non-degenerate, as it has been demonstrated in [9]. This implies that what has been introduced to raise lower or lower upper indices has all the features of a metric and therefore these two tensors can also be identified with the metric of the space-time. We remark that this is exactly the opposite to the normal approach, where the metric is postulated, and then it is realized that it can be used to move up and down indices of tensors. The equivalence of these two a priori unrelated operations looks profound.

The metric determinant $\operatorname{det}\left(g_{\mu \nu}\right)=g$ can never be zero, but it follows the transformation law

$$
g^{\prime}=\operatorname{det}\left|\frac{\partial x}{\partial x^{\prime}}\right|^{2} g
$$

which is not the transformation law for a tensor. However, it can still be used to form a very important tensor as in the following. Consider in fact the non-tensorial quantity that is given by $\epsilon_{i_{1} i_{2} i_{3} i_{4}}$ such that it is equal to the unity for an even permutation of (1234) and minus the unity for an odd permutation of (1234) and zero for a sequence that is not a permutation of (1234) at all. As this set of coefficients is completely antisymmetric with a
number of indices that is equal to the dimension, we have that it has only one independent component, transforming as

$$
\frac{\partial x^{i_{1}}}{\partial x^{i_{1}^{\prime}}} \frac{\partial x^{i_{2}}}{\partial x^{\prime i_{2}^{\prime}}} \frac{\partial x^{i_{i}}}{\partial x^{\prime \prime}} \frac{\partial x_{3}^{i_{4}}}{\partial x^{i_{4}^{\prime}}} i_{i_{1} i_{2} i_{3} i_{4}}=\epsilon_{i_{1}^{\prime} i_{2}^{\prime} i_{3}^{\prime} i_{4}^{\prime}} \alpha
$$

for a given $\alpha$ function to be determined. In addition, because the determinant of any generic matrix can always be written in terms of these coefficients according to the expression given by $\operatorname{det} M=\Sigma_{i_{j}} \epsilon_{i_{1} i_{2} i_{3} i_{4}} M^{1 i_{1}} M^{2 i_{2}} M^{3 i_{3}} M^{4 i_{4}}$, then

$$
\operatorname{det} \frac{\partial x}{\partial x^{\prime}}=\frac{\partial x^{i_{1}}}{\partial x^{\prime 1}} \frac{\partial x^{i} 2}{\partial x^{2}} \frac{\partial x^{3} 3}{\partial x^{3}} \frac{\partial x^{i}}{\partial x^{\prime 4}} \epsilon_{i_{1} i_{2} i_{3} i_{4}}=\epsilon_{1234} \alpha=\alpha
$$

furnishing the $\alpha$ function. Thus, we have

$$
\epsilon_{i_{1}^{\prime} i_{2}^{\prime} i_{3}^{\prime} i_{4}^{\prime}}=\operatorname{det} \frac{\partial x^{\prime}}{\partial x} \frac{\partial x^{i_{1}}}{\partial x^{i_{1}^{\prime}}} \frac{\partial x^{i_{2}}}{\partial x^{i_{2}^{\prime}}} \frac{\partial x^{i_{i}}}{\partial x^{\prime i_{3}^{\prime}}} \frac{\partial x^{i_{4}}}{\partial x^{i_{4}^{\prime}}} \epsilon_{i_{1} i_{2} i_{3} i_{4}}
$$

which is non-tensorial, but its non-tensoriality perfectly matches that of the determinant of the metric. Therefore, we have that they compensate in the combined form

$$
\left(g^{\frac{1}{2}} \epsilon_{\alpha v \sigma \tau}\right)^{\prime}=\operatorname{sign} \operatorname{det}\left|\frac{\partial x^{\prime}}{\partial x}\right| \frac{\partial x^{\beta}}{\partial x^{\prime} \alpha} \frac{\partial x^{\mu}}{\partial x^{\prime \prime}} \frac{\partial x^{\theta}}{\partial x^{\prime \sigma}} \frac{\partial x^{\rho}}{\partial x^{\prime \tau}}\left(g^{\frac{1}{2}} \epsilon_{\beta \mu \theta \rho}\right),
$$

which is in fact the transformation that defines a pseudo-tensorial field. Notice, however, that, if we were to define the tensor with all lower indices as

$$
\varepsilon_{\alpha v \sigma \tau}=\epsilon_{\alpha v \sigma \tau}|g|^{\frac{1}{2}}
$$

the correspondent tensor with all upper indices would be given according to the following expression:

$$
\varepsilon^{\alpha v \sigma \tau}=\epsilon^{\alpha \nu \sigma \tau}|g|^{-\frac{1}{2}}
$$

in order for it to be consistently defined. This difference is necessary, as it can be seen from the fact that the quantity

$$
\varepsilon^{i_{1} i_{2} i_{3} i_{4}} \varepsilon_{j_{1} j_{2} j_{3} j_{4}}=-\operatorname{det}\left|\begin{array}{cccc}
\delta_{j_{1}}^{i_{1}} & \delta_{j_{1}}^{i_{2}} & \delta_{j_{1}}^{i_{3}} & \delta_{j_{1}}^{i_{4}} \\
\delta_{j_{1}}^{i_{1}} & \delta_{j_{2}}^{i_{2}} & \delta_{j_{2}}^{i_{3}} & \delta_{j_{2}}^{i_{4}} \\
\delta_{j_{1}}^{i_{1}} & \delta_{j_{2}}^{i_{2}} & \delta_{j_{3}}^{i_{3}} & \delta_{j_{3}}^{i_{4}} \\
j_{3} & j_{3} & j_{3} & i_{j_{2}}^{i_{2}} \\
\delta_{j_{4}}^{i_{3}} & \delta_{j_{4}}^{i_{4}} & j_{j_{4}} & \delta_{j_{4}}
\end{array}\right|
$$

as it is very easy to check by performing a straightforward substitution and making all the direct calculations.

To summarize, the object $\delta_{\alpha}^{\beta}$ that is unity or zero according to whether the value of its indices is equal or not is the unity tensor mentioned. We assume the existence of two tensors $g_{\alpha \kappa}$ and $g^{\alpha \kappa}$ symmetric and such that

$$
\begin{equation*}
g^{\sigma \mu} g_{\kappa \sigma}=\delta_{\kappa}^{\mu} \tag{9}
\end{equation*}
$$

called metric tensors. In addition, we define

$$
\delta_{j_{0} j_{1} j_{2} j_{3}}^{i_{0} i_{1} i_{3}}=\operatorname{det}\left|\begin{array}{cccc}
\delta_{j_{0}}^{i_{0}} & \delta_{j_{0}}^{i_{1}} & \delta_{j_{0}}^{i_{2}} & \delta_{j_{0}}^{i_{3}}  \tag{10}\\
\delta_{j_{1}}^{i_{0}} & \delta_{j_{1}}^{i_{1}} & \delta_{j_{1}}^{i_{2}} & \delta_{j_{1}}^{i_{1}} \\
\delta_{j_{2}}^{i_{0}} & \delta_{j_{2}}^{i_{1}} & \delta_{j_{2}}^{i_{2}} & \delta_{j_{2}}^{i_{3}} \\
\delta_{j_{3}}^{i_{0}} & \delta_{j_{3}}^{i_{1}} & \delta_{j_{3}}^{i_{2}} & \delta_{j_{3}}^{i_{3}}
\end{array}\right|
$$

as a completely antisymmetric unity tensor. The quantity given by $\epsilon_{i_{0} i_{1} i_{2} i_{3}}$ equal to the unity, minus unity, or zero according to whether $\left(i_{0} i_{1} i_{2} i_{3}\right)$ is an even, odd, or not a permutation of (0123) can be taken with the determinant of the metric $\operatorname{det}\left(g_{\mu \nu}\right)=g$ to define

$$
\begin{equation*}
\varepsilon^{\alpha v \sigma \tau}=\epsilon^{\alpha v \sigma \tau}|g|^{-\frac{1}{2}} \tag{11}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\varepsilon_{\alpha v \sigma \tau}=\epsilon_{\alpha v \sigma \tau}|g|^{\frac{1}{2}} \tag{12}
\end{equation*}
$$

which are completely antisymmetric and such that

$$
\begin{equation*}
\varepsilon^{i_{0} i_{1} i_{2} i_{3}} \varepsilon_{j_{0} j_{1} j_{2} j_{3}}=-\delta_{j_{0} j_{1} j_{2} j_{3}}^{i_{0} i_{1} i_{2} i_{3}} \tag{13}
\end{equation*}
$$

called completely antisymmetric pseudo-tensors. When a tensor with at least one index is multiplied by the metric tensor and the index is contracted with one index of the metric tensor, the result is a tensor in which the index has been vertically moved. In particular, if a tensor that is completely antisymmetric in $k$ indices is multiplied by the completely antisymmetric pseudo-tensors and the $k$ indices of the tensor are contracted with $k$ indices of the completely antisymmetric pseudo-tensors, the result is a pseudo-tensor antisymmetric in $(4-k)$ indices called dual.

We are now at a point where we have defined for tensors a covariant operation that respects all rules of differentiation as well as the tensorial structure and an operation for the vertical re-configuration of tensorial indices, and we may wonder what happens when both operations are taken in parallel. More precisely, if the vertical index configuration cannot change the information content of a tensor, then this must be true for any tensor, and, in particular, if the tensor is the covariant derivative of some other tensor. Consequently, it must be possible to define

$$
g^{\alpha \beta} D_{\mu} T_{\beta \rho \sigma \ldots \theta}^{v \ldots \ldots}=D_{\mu} T_{\rho \sigma \ldots \theta}^{\alpha v \ldots \zeta}
$$

which therefore implies

$$
\begin{gathered}
D_{\mu} T_{\rho \sigma \ldots \theta}^{\alpha \nu \ldots \zeta}=D_{\mu}\left(g^{\alpha \beta} T_{\beta \rho \sigma \ldots \theta}^{\nu \ldots . .}\right)=D_{\mu} g^{\alpha \beta} T_{\beta \rho \sigma \ldots \theta}^{\nu \ldots \zeta}+ \\
+g^{\alpha \beta} D_{\mu} T_{\beta \rho \sigma \ldots \theta}^{v \ldots \zeta}
\end{gathered}
$$

so that we are left with the equation

$$
D_{\mu} g^{\alpha \beta} T_{\beta \rho \sigma \ldots \theta}^{v \ldots .}=0
$$

for any tensor, implying $D_{\mu} g^{\alpha \beta}=0$ as well. This means that the metric tensor is covariantly constant. Conditions of vanishing of the covariant derivative of the metric tensor mean that the irrelevance of the indices disposition must be valid regardless of the differential order of the tensor. If we were to follow the common approach defining the metric first, these conditions would mean that the metric structure and the local structure will have to be independent. This is reasonable since, if a vector is constant, its norm should be constant too. It is interesting to notice that, since we have two types of covariant derivatives and because the present arguments hold, regardless of the specific covariant derivative, then we have to assume that both covariant derivatives of the metric tensor vanish as $D_{\mu} g_{\alpha \beta}=\nabla_{\mu} g_{\alpha \beta}=0$ in general. In particular, we have that $D_{\theta} \varepsilon_{\alpha \beta \mu \nu}=\nabla_{\theta} \varepsilon_{\alpha \beta \mu v}=0$ hold as well. If we are insisting that this happen, then there are very remarkable consequences that follow. To see this, expand

$$
0=D_{\rho} g_{\alpha \beta}=\partial_{\rho} g_{\alpha \beta}-g_{\alpha \mu} \Gamma_{\beta \rho}^{\mu}-g_{\mu \beta} \Gamma_{\alpha \rho}^{\mu}
$$

and take the three different indices permutations combined together with the definition of torsion to get

$$
\begin{gathered}
\Gamma_{\alpha \beta}^{\rho}=\frac{1}{2} Q_{\alpha \beta}^{\rho}+\frac{1}{2}\left(Q_{\alpha \beta}^{\rho}+Q_{\beta \alpha}{ }^{\rho}\right)+ \\
\quad+\frac{1}{2} g^{\rho \mu}\left(\partial_{\beta} g_{\alpha \mu}+\partial_{\alpha} g_{\mu \beta}-\partial_{\mu} g_{\alpha \beta}\right)
\end{gathered}
$$

in which $Q_{\rho \alpha \sigma}$ is the torsion tensor antisymmetric in the two lower indices, while $\left(Q_{\alpha \beta \rho}+\right.$ $\left.Q_{\beta \alpha \rho}\right)$ is a tensor symmetric in those indices, whereas the remaining coefficients written in terms of the partial derivatives of the metric tensor transform as a connection and they are symmetric in those very indices. This expression shows that the most general connection can be decomposed in terms of the torsion plus a symmetric connection, as we already knew from expression (3), but, in addition, it tells us the explicit form of $\Lambda_{\alpha \beta}^{\rho}$ as given by a symmetric combination of two torsions plus a symmetric connection entirely written in terms of the metric. It is essential to note that, if we want all possible connections to give rise to covariant derivatives, which, once applied onto the metric, give zero, then we have to restrict the torsion to verify

$$
Q_{\alpha \beta \rho}=-Q_{\beta \alpha \rho}
$$

spelling its complete antisymmetry [10]. The condition of metric-compatible connection extended to all connections implies the torsion to be completely antisymmetric, once again establishing a link between two structures that are a priori unrelated. The complete antisymmetry of torsion is equivalent to the existence of a single symmetric part of the connection, and therefore to the existence of a unique connection writable in terms of the metric alone. It is a remarkable fact that the torsion tensor could be reduced to be completely antisymmetric by employing a number of unrelated arguments as those presented in [11-14] and, although torsion might well not display such a symmetry, it is certainly intriguing to argue what the consequences are of this condition. We will see that some of these consequence are of paramount importance next.

Thus, we summarize by saying that the torsion tensor with all lower indices is taken to be completely antisymmetric and therefore it is possible to write it according to

$$
\begin{equation*}
Q_{\alpha \sigma v}=\frac{1}{6} W^{\mu} \varepsilon_{\mu \alpha \sigma v} \tag{14}
\end{equation*}
$$

in terms of the $W^{\mu}$ pseudo-vector, therefore called the torsion pseudo-vector, while the connection

$$
\begin{equation*}
\Lambda_{\alpha \beta}^{\rho}=\frac{1}{2} g^{\rho \mu}\left(\partial_{\beta} g_{\alpha \mu}+\partial_{\alpha} g_{\mu \beta}-\partial_{\mu} g_{\alpha \beta}\right) \tag{15}
\end{equation*}
$$

is symmetric and written entirely in terms of the partial derivatives of the metric tensor and, for this reason called the metric connection, so that

$$
\begin{equation*}
\Gamma_{\alpha \beta}^{\rho}=\frac{1}{2} g^{\rho \mu}\left[\left(\partial_{\beta} g_{\alpha \mu}+\partial_{\alpha} g_{\mu \beta}-\partial_{\mu} g_{\alpha \beta}\right)+\frac{1}{6} W^{v} \varepsilon_{v \mu \alpha \beta}\right] \tag{16}
\end{equation*}
$$

is the most general connection and such a decomposition is equivalent to the validity of the following conditions:

$$
\begin{align*}
\nabla_{\theta} \varepsilon_{\alpha \beta \mu \nu} & \equiv D_{\theta} \varepsilon_{\alpha \beta \mu \nu}=0  \tag{17}\\
\nabla_{\mu} g_{\alpha \beta} & \equiv D_{\mu} g_{\alpha \beta}=0 \tag{18}
\end{align*}
$$

called metric-compatibility conditions for the connection.
Thus far, we have defined tensors and the properties compatible with the derivation. It is now the time to see what happens when we go to a following order derivative.

We may proceed to calculate the commutator of two derivatives, which in the particular case of vectors is

$$
\begin{gathered}
{\left[D_{\alpha}, D_{\beta}\right] T^{\sigma}=\left(\Gamma_{\alpha \beta}^{\rho}-\Gamma_{\beta \alpha}^{\rho}\right) D_{\rho} T^{\sigma}+} \\
+\left(\partial_{\alpha} \Gamma_{\kappa \beta}^{\sigma}-\partial_{\beta} \Gamma_{\kappa \alpha}^{\sigma}+\Gamma_{\kappa \beta}^{\rho} \Gamma_{\rho \alpha}^{\sigma}-\Gamma_{\kappa \alpha}^{\rho} \Gamma_{\rho \beta}^{\sigma}\right) T^{\kappa}
\end{gathered}
$$

with no second derivatives. The only derivative term left is proportional to the torsion tensor $Q_{\mu \alpha}^{\rho}$ plus another

$$
G_{\kappa \alpha \beta}^{\sigma}=\partial_{\alpha} \Gamma_{\kappa \beta}^{\sigma}-\partial_{\beta} \Gamma_{\kappa \alpha}^{\sigma}+\Gamma_{\kappa \beta}^{\rho} \Gamma_{\rho \alpha}^{\sigma}-\Gamma_{\kappa \alpha}^{\rho} \Gamma_{\rho \beta}^{\sigma}
$$

which, although written in terms of the connection alone, is a tensor. With these expressions, we have

$$
\left[D_{\alpha}, D_{\beta}\right] T^{\sigma}=Q_{\alpha \beta}^{\rho} D_{\rho} T^{\sigma}+G_{\kappa \alpha \beta}^{\sigma} T^{\kappa}
$$

giving the commutator of vectors in particular. As it has been done for the connection and the most general covariant derivative, the interesting thing is that the definition of tensor $G_{\kappa \alpha \beta}^{\sigma}$ can be used in the most general case of the commutator of covariant derivatives. We also have

$$
\begin{aligned}
(\partial \partial T)_{\alpha \beta \rho \ldots \mu}=\partial_{[\alpha}(\partial T)_{\beta \rho \ldots \mu]} & =\partial_{[\alpha} \partial_{[\beta} T_{\rho \ldots \mu]]}= \\
=\partial_{[\alpha} \partial_{\beta} T_{\rho \ldots \mu]} & =0
\end{aligned}
$$

because partial derivatives always commute and therefore their commutator is always zero. Before we have had the opportunity to briefly talk about external calculus, where the external derivatives are used to calculate the border of a manifold, and the above expression refers to the fact that the border has a border that vanishes, or that there is no border of a border. Once again, apart from curiosity, there is no need to deepen these concepts in the following.

To summarize, from the connection, we may calculate

$$
\begin{equation*}
G^{\sigma}{ }_{\kappa \alpha \beta}=\partial_{\alpha} \Gamma_{\kappa \beta}^{\sigma}-\partial_{\beta} \Gamma_{\kappa \alpha}^{\sigma}+\Gamma_{\rho \alpha}^{\sigma} \Gamma_{\kappa \beta}^{\rho}-\Gamma_{\rho \beta}^{\sigma} \Gamma_{\kappa \alpha}^{\rho} \tag{19}
\end{equation*}
$$

which is a tensor antisymmetric in the last two indices and verifying the following cyclic permutation condition

$$
\begin{gather*}
D_{\kappa} Q^{\rho}{ }_{\mu \nu}+D_{\nu} Q^{\rho}{ }_{\kappa \mu}+D_{\mu} Q^{\rho}{ }_{\nu \kappa}+ \\
+Q^{\pi}{ }_{\nu \kappa} Q^{\rho}{ }_{\mu \pi}+Q^{\pi}{ }_{\mu v} Q^{\rho}{ }_{\kappa \pi}+Q^{\pi}{ }_{\kappa \mu} Q^{\rho}{ }_{v \pi}-  \tag{20}\\
-G^{\rho}{ }_{\kappa \nu \mu}-G^{\rho}{ }_{\mu \kappa v}-G^{\rho}{ }_{\nu \mu \kappa} \equiv 0
\end{gather*}
$$

called the curvature tensor and decomposable as

$$
\begin{align*}
G^{\sigma}{ }_{\kappa \alpha \beta} & =R^{\sigma}{ }_{\kappa \alpha \beta}+\frac{1}{2}\left(\nabla_{\alpha} Q^{\sigma}{ }_{\kappa \beta}-\nabla_{\beta} Q^{\sigma}{ }_{\kappa \alpha}\right)+ \\
& +\frac{1}{4}\left(Q^{\sigma}{ }_{\rho \alpha} Q^{\rho}{ }_{\kappa \beta}-Q^{\sigma}{ }_{\rho \beta} Q^{\rho}{ }_{\kappa \alpha}\right) \tag{21}
\end{align*}
$$

in terms of torsion and

$$
\begin{equation*}
R^{\sigma}{ }_{\kappa \alpha \beta}=\partial_{\alpha} \Lambda_{\kappa \beta}^{\sigma}-\partial_{\beta} \Lambda_{\kappa \alpha}^{\sigma}+\Lambda_{\rho \alpha}^{\sigma} \Lambda_{\kappa \beta}^{\rho}-\Lambda_{\rho \beta}^{\sigma} \Lambda_{\kappa \alpha}^{\rho} \tag{22}
\end{equation*}
$$

as a tensor antisymmetric in the last two indices and such that it verifies the cyclic permutation condition

$$
\begin{equation*}
R^{\rho}{ }_{\kappa \nu \mu}+R^{\rho}{ }_{\mu \kappa \nu}+R_{\nu \mu \kappa}^{\rho} \equiv 0 \tag{23}
\end{equation*}
$$

called metric curvature tensor. By employing torsion and curvature, it is possible to demonstrate that we have

$$
\begin{gather*}
{\left[D_{\mu}, D_{\nu}\right] T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}=Q^{\eta}{ }_{\mu \nu} D_{\eta} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \alpha_{j}}+} \\
+\sum_{k=1}^{k=j} G^{\alpha_{k}}{ }_{\sigma \mu \nu} T_{\beta_{1} \ldots \beta_{i}}^{\alpha_{1} \ldots \sigma \alpha_{j}}-  \tag{24}\\
-\sum_{k=1}^{k=i} G_{\beta_{k} \mu \nu}^{\sigma} T_{\beta_{1} \ldots \sigma \ldots \beta_{i}}^{\alpha_{1}}
\end{gather*}
$$

as the expression for commutator of covariant derivatives of the tensor field. In particular, we have that

$$
\begin{equation*}
\partial \partial T=0 \tag{25}
\end{equation*}
$$

which is valid in the most general circumstance.
We have the validity of the following decomposition

$$
\begin{gather*}
R_{\kappa \rho \alpha \mu}=\frac{1}{2}\left(\partial_{\alpha} \partial_{\rho} g_{\mu \kappa}-\partial_{\mu} \partial_{\rho} g_{\kappa \alpha}+\partial_{\mu} \partial_{\kappa} g_{\alpha \rho}-\partial_{\kappa} \partial_{\alpha} g_{\mu \rho}\right)+ \\
+\frac{1}{4} g^{\sigma v}\left[\left(\partial_{\rho} g_{\alpha \nu}+\partial_{\alpha} g_{\rho v}-\partial_{\nu} g_{\rho \alpha}\right)\left(\partial_{\kappa} g_{\mu \sigma}+\partial_{\mu} g_{\kappa \sigma}-\partial_{\sigma} g_{\kappa \mu}\right)-\right.  \tag{26}\\
\left.\quad-\left(\partial_{\rho} g_{\mu \nu}+\partial_{\mu} g_{\rho v}-\partial_{\nu} g_{\rho \mu}\right)\left(\partial_{\kappa} g_{\alpha \sigma}+\partial_{\alpha} g_{\kappa \sigma}-\partial_{\sigma} g_{\kappa \alpha}\right)\right]
\end{gather*}
$$

showing the antisymmetry also in the first two indices as well as the symmetry involving all four indices

$$
\begin{equation*}
R_{\rho \kappa \mu \nu}=R_{\mu v \rho \kappa} \tag{27}
\end{equation*}
$$

and, as a consequence, the metric curvature tensor has one independent contraction $R_{\mu \sigma}=R^{\rho}{ }_{\mu \rho \sigma}$, which is symmetric and called Ricci metric curvature tensor with contraction $R=R_{\mu \sigma} g^{\mu \sigma}$ called Ricci metric curvature scalar, so that, with torsion, we can write

$$
\begin{gather*}
G_{\kappa \rho \alpha \mu}=\frac{1}{2}\left(\partial_{\alpha} \partial_{\rho} g_{\mu \kappa}-\partial_{\mu} \partial_{\rho} g_{\kappa \alpha}+\partial_{\mu} \partial_{\kappa} g_{\alpha \rho}-\partial_{\kappa} \partial_{\alpha} g_{\mu \rho}\right)+ \\
+\frac{1}{4} g^{\sigma v}\left[\left(\partial_{\rho} g_{\alpha \nu}+\partial_{\alpha} g_{\rho v}-\partial_{\nu} g_{\rho \alpha}\right)\left(\partial_{\kappa} g_{\mu \sigma}+\partial_{\mu} g_{\kappa \sigma}-\partial_{\sigma} g_{\kappa \mu}\right)-\right. \\
\left.-\left(\partial_{\rho} g_{\mu \nu}+\partial_{\mu} g_{\rho \nu}-\partial_{\nu} g_{\rho \mu}\right)\left(\partial_{\kappa} g_{\alpha \sigma}+\partial_{\alpha} g_{\kappa \sigma}-\partial_{\sigma} g_{\kappa \alpha}\right)\right]+  \tag{28}\\
+\frac{1}{12} \nabla^{\eta} W^{\sigma}\left(g_{\alpha \eta} \varepsilon_{\sigma \kappa \rho \mu}-g_{\mu \eta} \varepsilon_{\sigma \kappa \rho \alpha}\right)+\frac{1}{144}\left[W_{\sigma} W^{\sigma}\left(g_{\mu \rho} g_{\alpha \kappa}-g_{\mu \kappa} g_{\alpha \rho}\right)+\right. \\
\left.+\left(W_{\alpha} W_{\rho} g_{\mu \kappa}-W_{\mu} W_{\rho} g_{\alpha \kappa}+W_{\mu} W_{\kappa} g_{\alpha \rho}-W_{\alpha} W_{\kappa} g_{\mu \rho}\right)\right]
\end{gather*}
$$

showing the antisymmetry in the first two indices, and, as a consequence, it has one independent contraction chosen as $G_{\mu \sigma}=G^{\rho}{ }_{\mu \rho \sigma}$ called Ricci curvature tensor whose contraction $G=G_{\mu \sigma} g^{\mu \sigma}$ is called Ricci curvature scalar.

In addition, finally, we may consider the cyclic permutation of commutator of commutators of covariant derivatives and see that the results are geometric identities.

In general, we have that we can write

$$
\begin{gather*}
D_{\mu} G^{v}{ }_{\iota \kappa \rho}+D_{\kappa} G^{v}{ }_{\iota \rho \mu}+D_{\rho} G^{\nu}{ }_{\iota \mu \kappa}+ \\
+G^{v}{ }_{\iota \beta \mu} Q^{\beta}{ }_{\rho \kappa}+G^{\iota \beta \kappa}{ }_{\iota \beta} Q_{\mu \rho}^{\beta}+G^{v}{ }_{\iota \beta \rho} Q^{\beta}{ }_{\kappa \mu} \equiv 0 \tag{29}
\end{gather*}
$$

for torsion and curvature valid as a geometric identity.
Thus far, we have introduced the concept of tensor and the way to move its indices, which we recall were coordinate indices. Coordinate indices are important since they are the type of indices involved in differentiation. However, on the other hand, tensors in coordinate indices always feel the specificity of the coordinate system. Tensorial equations do remain formally the same in all coordinate system, but the tensors themselves change in content while changing the coordinate system. The only types of tensors which, also in content, remain the same in all of the coordinate systems are the tensors that are identically equal to zero and the scalars. Zero tensors offer little information, but scalars can be
used to build a formalism in which tensors can be rendered, both in form and in content, completely invariant. This formalism is known as Lorentz formalism.

In Lorentz formalism, the idea is that of introducing a basis of vectors $\xi_{a}^{\alpha}$ having two types of indices: one type of indices (Greek) is the usual coordinate index referring to the component of the vector, whereas the other type of indices (Latin) is a new Lorentz index referring to which vector of the basis we are considering. Under the point of view of coordinate transformations, the coordinate index ensures the transformation law of a vector, but clearly the other index ensures some different type of transformation that we will next find to be a Lorentz transformation.

Consider, for example, the tensor given by $T_{\alpha \sigma}$ and multiply it by two of the vectors $\xi_{a}^{\alpha}$ of the basis contracting the coordinate indices together: so $T_{\alpha \sigma} \xi_{a}^{\alpha} \xi_{s}^{\sigma}=T_{a s}$ is an object that according to a coordinate transformation law does not transform at all, thus it is completely invariant, and this is exactly what we wanted. For one tensor with upper indices, the procedure would be the same but just made in terms of the covectors $\xi_{\alpha}^{a}$ as clear. Converting a coordinate index to a Lorentz index and then back to the coordinate index requires that $\xi_{b}^{\alpha} \xi_{\alpha}^{c}=\delta_{b}^{c}$ and $\xi_{k}^{\alpha} \xi_{\sigma}^{k}=\delta_{\sigma}^{\alpha}$ as a simple consistency condition. Finally, the operation for moving Lorentz indices is performed in terms of the metric tensor in Lorentz form $g_{\alpha \sigma} \tilde{\xi}_{a}^{\alpha} \xi_{s}^{\sigma}=g_{a s}$, but, because we can always ortho-normalize the basis, the metric tensor in Lorentz form is just the Minkowskian matrix $g_{a s}=\eta_{a s}$ as it is well known indeed. Once the basis $\xi_{a}^{\sigma}$ is assigned, we may pass to another basis $\xi_{a}^{\prime \sigma}$ linked to the initial according to the transformation $\xi_{a}^{\prime \sigma}=\Lambda_{a}^{b} \xi_{b}^{\sigma}$ with $\Lambda_{a}^{b}$ chosen as to preserve the structure of the Minkowskian matrix and so such that it has to yield $\eta=\Lambda \eta \Lambda^{T}$ known as Lorentz transformation and justifying the name of the formalism.

In conclusion, after that, the coordinate tensors are converted into the Lorentz tensors, they are scalars under a general coordinate transformation but tensors under the Lorentz transformations. In doing so, we have converted the most general formalism into an equivalent formalism in which, however, the structure of the transformation now is very specific, and it can be made explicit. It is, in fact, known from the theory of Lie groups that any continuous transformation is writable according to

$$
\Lambda=e^{\frac{1}{2} \sigma^{a b}} \theta_{a b}
$$

in which $\theta_{a b}=-\theta_{b a}$ are the parameters while $\sigma_{a b}=-\sigma_{b a}$ are the generators and which verify specific commutation relationships that depend on the specific transformation alone. In the case of Lorentz transformation, it is known that we have six parameters and six generators given by

$$
\left(\sigma_{a b}\right)_{j}^{i}=\delta_{a}^{i} \eta_{j b}-\delta_{b}^{i} \eta_{j a}
$$

and verifying

$$
\left[\sigma_{a b}, \sigma_{c d}\right]=\eta_{a d} \sigma_{b c}-\eta_{a c} \sigma_{b d}+\eta_{b c} \sigma_{a d}-\eta_{b d} \sigma_{a c}
$$

in general. While the generators are peculiar of this so-called real representation, the commutations relationship are meant to be a general character of the Lorentz transformation. As such, they will always be the same for any representation of Lorentz transformations. This shall be the Lorentz transformation that we will employ next.

We may condense everything into the following statements, starting from the fact that given a Lorentz transformation $\Lambda$ the set of functions $T_{r_{1} \ldots r_{j}}^{a_{1} \ldots a_{j}}$ transforming as

$$
\begin{equation*}
T_{r_{1}^{\prime} \ldots r_{n}^{\prime}}^{\prime a_{1}^{\prime} \ldots a_{m}^{\prime}}=\left(\Lambda^{-1}\right)_{r_{1}^{\prime} \ldots}^{r_{1}} \ldots\left(\Lambda^{-1}\right)_{r_{n}^{\prime}}^{r_{n}}(\Lambda)_{a_{1} \ldots}^{a_{1}^{\prime}}(\Lambda)_{a_{m}}^{a_{m}^{\prime}} T_{r_{1} \ldots r_{n}}^{a_{1} \ldots a_{m}} \tag{30}
\end{equation*}
$$

is a tensor in Lorentz formalism. Compared to the coordinate formalism, symmetry properties and contractions, as well as all algebraic operations, are given analogously.

However, again, Lorentz transformations can be local and so differential operations must be defined by introducing a connection. As we have done before, the connection must be introduced in general in terms of its transformation.

Therefore, once again, we summarize by saying that the set of functions $\Omega_{b \mu}^{a}$ such that, under a general coordinate transformation, transforming as a lower Greek index vector and under a Lorentz transformation transforming as

$$
\begin{equation*}
\Omega_{b^{\prime} v}^{\prime a^{\prime}}=\Lambda_{a}^{a^{\prime}}\left[\Omega_{b v}^{a}-\left(\Lambda^{-1}\right)_{k}^{a}\left(\partial_{v} \Lambda\right)_{b}^{k}\right]\left(\Lambda^{-1}\right)_{b^{\prime}}^{b} \tag{31}
\end{equation*}
$$

is called spin connection, and no decomposition nor in particular any torsion can be defined as no transposition of indices of different types is defined. With it, we have

$$
\begin{align*}
D_{\mu} T_{r_{1} \ldots r_{j}}^{a_{1} \ldots a_{j}}= & \partial_{\mu} T_{r_{1} \ldots r_{j}}^{a_{1} \ldots a_{i}}+\sum_{k=1}^{k=i} \Omega_{p \mu}^{a_{k}} T_{r_{1} \ldots r_{j}}^{a_{1} \ldots a_{i}}- \\
& -\sum_{k=1}^{k=j} \Omega_{r_{k} \mu}^{p} T_{r_{1} \ldots p \ldots r_{j}}^{a_{1} \ldots a_{i}} \tag{32}
\end{align*}
$$

as covariant derivative of tensors in Lorentz formalism.
As we have anticipated, the passage to this formalism is done with the $\tilde{\xi}_{\sigma}^{a}$ and $\xi_{a}^{\sigma}$ vectors while the vertical movement of Latin indices is done with the $\eta^{a b}$ matrix.

Thus, the passage from general coordinate formalism to the Lorentz formalism is made via the introduction of the bases of vectors $\xi_{\sigma}^{a}$ and $\xi_{a}^{\sigma}$ dual of one another

$$
\begin{align*}
& \xi_{\mu}^{a} \xi_{r}^{\mu}=\delta_{r}^{a}  \tag{33}\\
& \xi_{\mu}^{a} \xi_{a}^{\rho}=\delta_{\mu}^{\rho} \tag{34}
\end{align*}
$$

called tetrad fields and such that they verify the pair of ortho-normality conditions given by

$$
\begin{align*}
& g^{\alpha \sigma} \xi_{\alpha}^{a} \xi_{\sigma}^{b}=\eta^{a b}  \tag{35}\\
& g_{\alpha \sigma} \xi_{a}^{\alpha} \xi_{b}^{\sigma}=\eta_{a b} \tag{36}
\end{align*}
$$

as $\eta$ are the Minkowskian matrices, preserved by Lorentz transformations. With the dual bases, ortho-normal with respect to the Minkowskian matrices, we can take a tensor in coordinate formalism with at least one Greek index and multiply it by the basis contracting one Greek index with the Greek index of the bases therefore obtaining the tensor in Lorentz formalism with a Latin index, and with a vertical movement of Latin indices which is performed in terms of the Minkowskian matrix as it is expected.

Notice that, if these two formalisms are perfectly equivalent, then their covariant derivatives should be equivalent and in particular we should be able from the most general connection to derive the spin connection. Upon requiring that $D_{\mu} \xi_{a}^{\alpha}=0$ as well as $D_{\mu} \eta_{a b}=0$, we have exactly this.

In fact, in terms of the most general coordinate connection and tetrad fields, we can always write

$$
\begin{equation*}
\Omega_{b \mu}^{a}=\xi_{b}^{v} \xi_{\rho}^{a}\left(\Gamma_{v \mu}^{\rho}-\xi_{k}^{\rho} \partial_{\mu} \xi_{v}^{k}\right) \tag{37}
\end{equation*}
$$

antisymmetric in the Lorentz indices and such that, from it, we can derive the torsion tensor according to

$$
\begin{equation*}
Q^{a}{ }_{\mu \nu}=-\left(\partial_{\mu} \xi_{\nu}^{a}-\partial_{\nu} \xi_{\mu}^{a}+\xi_{v}^{b} \Omega_{b \mu}^{a}-\xi_{\mu}^{b} \Omega_{b v}^{a}\right) \tag{38}
\end{equation*}
$$

as it is easy to see, and we have that conditions (37) and $\Omega_{a b \mu}=-\Omega_{b a \mu}$ are respectively equivalent to

$$
\begin{gather*}
D_{\mu} \xi_{\alpha}^{r}=0  \tag{39}\\
D_{\mu} \eta_{a b}=0 \tag{40}
\end{gather*}
$$

as general coordinate-Lorentz compatibility conditions.
In Lorentz formalism, from the spin connection, we get

$$
\begin{equation*}
G_{b \alpha \beta}^{a}=\partial_{\alpha} \Omega_{b \beta}^{a}-\partial_{\beta} \Omega_{b \alpha}^{a}+\Omega_{k \alpha}^{a} \Omega_{b \beta}^{k}-\Omega_{k \beta}^{a} \Omega_{b \alpha}^{k} \tag{41}
\end{equation*}
$$

as the curvature tensor. Then, we have that

$$
\begin{gather*}
{\left[D_{\mu}, D_{\nu}\right] T^{r_{1} \ldots r_{j}}=Q^{\eta}{ }_{\mu \nu} D_{\eta} T^{r_{1} \ldots r_{j}}+} \\
+\sum_{k=1}^{k=j} G^{r_{k}}{ }_{p \mu v} T^{r_{1} \ldots p \ldots r_{j}} \tag{42}
\end{gather*}
$$

is the general coordinate covariant commutator of covariant derivatives of the tensor field in Lorentz formalism.

As it should be expected by now, we have that

$$
\begin{equation*}
G_{b \mu \nu}^{a}=\xi_{\alpha}^{a} \xi_{b}^{\beta} G_{\beta \mu \nu}^{\alpha} \tag{43}
\end{equation*}
$$

showing that the curvature tensor in Lorentz formalism is antisymmetric both in coordinate indices and in Lorentz indices, and so as a consequence the curvature also in this formalism has the same independent contractions which are therefore $G_{b \sigma}=G_{b \rho \sigma}^{a} \tilde{\xi}_{a}^{\rho}$ for the Ricci curvature tensor and $G=G_{a \sigma} \xi_{p}^{\sigma} \eta^{a p}$ for the Ricci curvature scalar.

After index renaming, we get

$$
\begin{gather*}
D_{\mu} G^{a}{ }_{j \kappa \rho}+D_{\kappa} G^{a}{ }_{j \rho \mu}+D_{\rho} G^{a}{ }_{j \mu \kappa}+ \\
+G^{a}{ }_{j \beta \mu} Q^{\beta}{ }_{\rho \kappa}+G^{a}{ }_{j \beta \kappa} Q^{\beta}{ }_{\mu \rho}+G^{a}{ }_{j \beta \rho} Q^{\beta}{ }_{\kappa \mu} \equiv 0 \tag{44}
\end{gather*}
$$

with curvature in Lorentz form as a geometric identity.
In this way, we conclude the introduction of the most general covariant formalism with the further conversion into the specific Lorentz formalism, in which the Lorentz transformation has been made explicit in terms of its real representation. We will soon see that another representation is possible. However, before this, we introduce gauge fields.

Our main goal is going to be focusing on the fact that fields may be complex, and so it makes sense to ask what symmetries can be established for these fields: if a field is complex, there arises the issue of phase transformations and, correspondingly, it is possible to construct a calculus that is in all aspects analogous to the one we just built.

Thus, given a real function $\alpha$, we have that a complex field that transforms according to the transformation

$$
\begin{equation*}
\phi^{\prime}=e^{i q \alpha} \phi \tag{45}
\end{equation*}
$$

is called gauge field of q charge, with algebraic operations defined as for geometric tensors.
Let it be given a covector field $A_{v}$ such that, for a phase transformation, it transforms according to the law

$$
\begin{equation*}
A_{v}^{\prime}=A_{v}-\partial_{\nu} \alpha \tag{46}
\end{equation*}
$$

then this vector is called gauge potential. With it,

$$
\begin{equation*}
D_{\mu} \phi=\partial_{\mu} \phi+i q A_{\mu} \phi \tag{47}
\end{equation*}
$$

is said to be the gauge derivative of the gauge field.
For the gauge fields, we may introduce the operation of complex conjugation without the necessity of introducing any additional structure, and hence, for a gauge field of $q$ charge, the complex conjugate gauge field has $-q$ charge.

There is no decomposition of the gauge potential into more fundamental elements. In fact, complex conjugation is compatible with gauge derivatives automatically.

From the gauge connection, we define

$$
\begin{equation*}
F_{\alpha \beta}=\partial_{\alpha} A_{\beta}-\partial_{\beta} A_{\alpha} \tag{48}
\end{equation*}
$$

that is such that $F=\partial A$ and so it is a tensor which is antisymmetric and invariant by a gauge transformation called gauge strength. With it, we have that

$$
\begin{equation*}
\left[D_{\mu}, D_{v}\right] \phi=i q F_{\mu v} \phi \tag{49}
\end{equation*}
$$

is the commutator of gauge derivatives of gauge fields.
Clearly, the gauge strength cannot be decomposed in terms of more fundamental underlying structures.

Furthermore, we have that

$$
\begin{equation*}
\partial_{v} F_{\alpha \sigma}+\partial_{\sigma} F_{v \alpha}+\partial_{\alpha} F_{\sigma v}=0 \tag{50}
\end{equation*}
$$

or equivalently $\partial F=0$ as a gauge geometric identity.
There is a point that needs to be elucidated regarding the definition of the Maxwell strength. As this expression can be generalized up to

$$
F_{\alpha \beta}=\nabla_{\alpha} A_{\beta}-\nabla_{\beta} A_{\alpha}
$$

then one may wonder if some non-minimal coupling could be invoked to write it as

$$
F_{\alpha \beta}^{\prime}=D_{\alpha} A_{\beta}-D_{\beta} A_{\alpha}=\nabla_{\alpha} A_{\beta}-\nabla_{\beta} A_{\alpha}+Q_{\alpha \beta \beta} A^{\rho}
$$

which would violate gauge invariance. Therefore, which one between $F_{\alpha \beta}$ and $F_{\alpha \beta}^{\prime}$ should be considered? The answer is actually quite simple conceptually, and it is that, in a theory of electrodynamics established within a purely geometric context, the Maxwell strength is not just a curl of a vector but the specific curl of a vector that comes as the formal expression of the curvature of two covariant derivatives. In this sense, it is clear that $F_{\alpha \beta}^{\prime}$ as compared to $F_{\alpha \beta}$ has a lesser geometric meaning. Moreover, the form $F_{\alpha \beta}$ is also the one for which the geometric identities (50) called Cauchy identities are valid. In addition, so this is the only form that will interest us in the following.

This concludes the introduction of gauge fields, based on a parallel with geometric tensor. We shall now move to a following part in which these two formalisms will be merged into a single one known as spinorial formalism.

### 2.1.2. Spinorial Fields

In the previous parts, we have introduced tensor fields and the way to pass from coordinate into Lorentz indices, specifying that, with such a conversion, we also had the conversion of the most general coordinate transformation into the specific Lorentz transformation: the advantage of this specific Lorentz transformation is that, although it had been introduced in real representation, nevertheless, it can also be written in other representations like most notably the complex representation. In such representation, we will see that gauge fields find place naturally.

In order to find a Lorentz transformation in complex representation, we specify that these transformations are classified by semi-integer labels known as spin, and here we consider the simplest $\frac{1}{2}$-spin case: so, for the complex generators, we select those whose irreducible form is given in terms of two-dimensional matrices. General results from the theory of Lie groups tell us that the Lorentz transformation can be written according to the following form:

$$
\mathbf{\Lambda}=e^{\frac{1}{2} \sigma^{a b}} \theta_{a b}
$$

where $\theta^{a b}=-\theta^{b a}$ are the parameters as given above and $\sigma_{a b}=-\sigma_{b a}$ are the generators verifying

$$
\left[\sigma_{a b}, \sigma_{c d}\right]=\eta_{a d} \sigma_{b c}-\eta_{a c} \sigma_{b d}+\eta_{b c} \sigma_{a d}-\eta_{b d} \sigma_{a c}
$$

as commutation relationships. The actual form for these Lorentz generators in the case of the complex irreducible two-dimensional matrices is known to be given in terms of the Pauli matrices

$$
\sigma^{1}=\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right) \quad \sigma^{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right) \quad \sigma^{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

according to

$$
\begin{gathered}
\sigma_{ \pm}^{0 A}= \pm \frac{1}{2} \sigma^{A} \\
\sigma_{A B}=-\frac{i}{2} \varepsilon_{A B C} \sigma^{C}
\end{gathered}
$$

as a straightforward check would demonstrate. We notice that, in the passage from real to complex representation, a two-fold multiplicity has arisen since two opposite expressions are possible for the boosts and thus for the Lorentz transformation in full. This ambiguity can be overcome by having these two irreducible two-dimensional generators merged into a single reducible four-dimensional generators

$$
\begin{aligned}
\sigma^{0 A} & =\frac{1}{2}\left(\begin{array}{cc}
-\sigma^{A} & 0 \\
0 & \sigma^{A}
\end{array}\right) \\
\sigma_{A B} & =-\frac{i}{2} \varepsilon_{A B C}\left(\begin{array}{cc}
\sigma^{C} & 0 \\
0 & \sigma^{C}
\end{array}\right)
\end{aligned}
$$

which still verify the Lorentz commutation algebra. Such a merging also has the advantage that, with four-dimensional matrices, it is possible to introduce

$$
\begin{gathered}
\left(\begin{array}{ll}
0 & \mathbb{I} \\
\mathbb{I} & 0
\end{array}\right)=\gamma^{0} \\
\left(\begin{array}{cc}
0 & \sigma^{K} \\
-\sigma^{K} & 0
\end{array}\right)=\gamma^{K}
\end{gathered}
$$

in terms of which the four-dimensional generators are

$$
\sigma^{a b}=\frac{1}{4}\left[\gamma^{a}, \gamma^{b}\right]
$$

and where

$$
\left\{\gamma^{a}, \gamma^{b}\right\}=2 \eta^{a b} \mathbb{I}
$$

in terms of the Minkowskian matrix. This way of writing four-dimensional matrices constitutes an advantage because we can see a manifest $(1+3)$-dimensional space-time form in the last two expressions. Then, it is possible to employ these last two expressions to derive a whole list of useful identities involving these matrices. To begin, we have

$$
\sigma_{a b}=-\frac{i}{2} \varepsilon_{a b c d} \pi \sigma^{c d}
$$

which implicitly defines the $\pi$ matrix. This matrix is the one usually indicated like a gamma with an index five as originally it was used to study five-dimensional theories, but, because we will always be in the space-time, the index five for us has no meaning and
so we will use a notation with no index at all. Notice that, with this definition, we have extinguished all possible matrices since the matrices

$$
\begin{array}{lllll}
\mathbb{I} & \gamma^{a} & \boldsymbol{\sigma}^{a b} & \gamma^{a} \boldsymbol{\pi} & \pi
\end{array}
$$

are 16 linearly independent matrices spanning the space of four-dimensional matrices, and so they form a basis for such a space. These matrices are called Clifford matrices and they will have great importance. We have that

$$
\begin{gathered}
\gamma_{0} \gamma_{a}^{\dagger} \gamma_{0}=\gamma_{a} \\
\gamma_{0} \sigma_{a b}^{\dagger} \gamma_{0}=-\sigma_{a b} \\
\pi^{\dagger}=\pi
\end{gathered}
$$

specifying the behavior of the Clifford matrices under conjugation. By direct inspection, one can easily see that

$$
\gamma_{a} \gamma_{b}=\eta_{a b} \mathbb{I}+2 \sigma_{a b}
$$

as well as

$$
\gamma_{i} \gamma_{j} \gamma_{k}=\gamma_{i} \eta_{j k}-\gamma_{j} \eta_{i k}+\gamma_{k} \eta_{i j}+i \varepsilon_{i j k q} \pi \gamma^{q}
$$

showing that products of, however, many gamma matrices can always be reduced to the product of at most two of them. Therefore, there is no need to compute the product of three or more gamma matrices. Because $\varepsilon_{0123}=1$, we have $\pi=i \gamma^{0} \gamma^{1} \gamma^{2} \gamma^{3}$ and so

$$
\begin{aligned}
& \left\{\pi, \gamma_{a}\right\}=0 \\
& {\left[\pi, \sigma_{a b}\right]=0}
\end{aligned}
$$

as expected. In fact, this representation is reducible, and then Schur's lemma ensures us that there must exist one matrix different from the identity commuting with all the generators of the group. By working with all the previous identities, one can find

$$
\begin{gathered}
{\left[\gamma_{i}, \sigma_{j k}\right]=\gamma_{k} \eta_{i j}-\gamma_{j} \eta_{i k}} \\
\left\{\gamma_{i}, \sigma_{j k}\right\}=i \varepsilon_{i j k q} \pi \gamma^{q}
\end{gathered}
$$

and similarly

$$
\begin{gathered}
\left\{\sigma_{a b}, \sigma_{c d}\right\}=\frac{1}{2}\left(\eta_{a d} \eta_{b c} \mathbb{I}-\eta_{a c} \eta_{b d} \mathbb{I}+i \varepsilon_{a b c d} \boldsymbol{\pi}\right) \\
{\left[\sigma_{a b}, \sigma_{c d}\right]=\eta_{a d} \sigma_{b c}-\eta_{a c} \sigma_{b d}+\eta_{b c} \sigma_{a d}-\eta_{b d} \sigma_{a c}}
\end{gathered}
$$

as other fundamental identities. The list may go on, but, for our purposes, there is no need to reach products with more gamma matrices. The last identity tells us that the $\sigma_{a b}$ matrices are the generators of the Lorentz algebra as expected. As already said, the parameters are the same we had in the Lorentz formalism since real and complex representations are merely two different forms of the same transformation. This transformation is thus given by

$$
\boldsymbol{\Lambda}=e^{\frac{1}{2} \sigma^{a b}} \theta_{a b}
$$

in its most general form. However, in view of studying complex fields, we know that the complex phase transformation $e^{i q \alpha}$ must also be introduced. Therefore, we have

$$
\Lambda e^{i q \alpha}=e^{\left(\frac{1}{2} \sigma^{a b} \theta_{a b}+i q \alpha \mathbb{I}\right)}=S
$$

as the Lorentz-phase transformation in its most complete form possible. This form is also called spinorial transformation. It is what we will employ to define the spinorial fields $\psi$ as
the column of four complex functions that are scalars for coordinate transformations while transforming according to $\psi^{\prime}=\boldsymbol{S} \psi$ under the spinorial transformations.

We may now summarize by saying that, given the most general spinorial transformation $S$, the column and row of complex scalars $\psi$ and $\bar{\psi}$ transforming as

$$
\begin{equation*}
\psi^{\prime}=\boldsymbol{S} \psi \quad \bar{\psi}^{\prime}=\bar{\psi} \boldsymbol{S}^{-1} \tag{51}
\end{equation*}
$$

are called spinorial fields. Operations of sum and product respect spinor transformation.
As above, the transformation $S$ is local and so we have to introduce the spinorial connection defined in terms of the transformation law that guarantees the derivative to be covariant for general spinorial transformations.

Therefore, we have that the coefficients $\Omega_{v}$ transforming according to

$$
\begin{equation*}
\mathbf{\Omega}_{v}^{\prime}=\boldsymbol{S}\left(\boldsymbol{\Omega}_{v}-\boldsymbol{S}^{-1} \partial_{v} S\right) S^{-1} \tag{52}
\end{equation*}
$$

are called spinorial connection. Once the spinorial connection is assigned, we have that

$$
\begin{equation*}
\boldsymbol{D}_{\mu} \psi=\partial_{\mu} \psi+\boldsymbol{\Omega}_{\mu} \psi \quad \boldsymbol{D}_{\mu} \bar{\psi}=\partial_{\mu} \bar{\psi}-\bar{\psi} \boldsymbol{\Omega}_{\mu} \tag{53}
\end{equation*}
$$

are the covariant derivatives of the spinorial fields.
We now give a list of properties of the Clifford matrices.
We have that the Clifford matrices $\gamma^{a}$ such that

$$
\begin{equation*}
\boldsymbol{\Lambda} \boldsymbol{\gamma}^{b} \boldsymbol{\Lambda}^{-1} \equiv\left(\Lambda^{-1}\right)_{a}^{b} \gamma^{a} \tag{54}
\end{equation*}
$$

verify the anticommutation relationships

$$
\begin{equation*}
\left\{\gamma_{a}, \gamma_{b}\right\}=2 \eta_{a b} \mathbb{I} \tag{55}
\end{equation*}
$$

so that we can define the matrices $\sigma_{a b}$ as

$$
\begin{equation*}
\sigma_{a b}=\frac{1}{4}\left[\gamma_{a}, \gamma_{b}\right] \tag{56}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{a b}=-\frac{i}{2} \varepsilon_{a b c d} \pi \sigma^{c d} \tag{57}
\end{equation*}
$$

for the $\pi$ matrix to be implicitly defined. Then,

$$
\begin{gather*}
\gamma_{0} \gamma_{a}^{\dagger} \gamma_{0}=\gamma_{a}  \tag{58}\\
\gamma_{0} \sigma_{a b}^{\dagger} \gamma_{0}=-\sigma_{a b}  \tag{59}\\
\pi^{\dagger}=\pi \tag{60}
\end{gather*}
$$

alongside the square properties

$$
\begin{align*}
\gamma_{a} \gamma^{a} & =4 \mathbb{I}  \tag{61}\\
\sigma_{a b} \sigma^{a b} & =-3 \mathbb{I}  \tag{62}\\
\pi^{2} & =\mathbb{I} \tag{63}
\end{align*}
$$

together with the anticommutation properties

$$
\begin{gather*}
\left\{\boldsymbol{\pi}, \gamma_{a}\right\}=0  \tag{64}\\
\left\{\gamma_{i}, \sigma_{j k}\right\}=i \varepsilon_{i j k q} \pi \boldsymbol{\gamma}^{q} \tag{65}
\end{gather*}
$$

and the commutation properties

$$
\begin{gather*}
{\left[\pi, \sigma_{a b}\right]=0}  \tag{66}\\
{\left[\gamma_{a}, \sigma_{b c}\right]=\eta_{a b} \gamma_{c}-\eta_{a c} \gamma_{b}}  \tag{67}\\
{\left[\sigma_{a b}, \sigma_{c d}\right]=\eta_{a d} \sigma_{b c}-\eta_{a c} \sigma_{b d}+\eta_{b c} \sigma_{a d}-\eta_{b d} \sigma_{a c}} \tag{68}
\end{gather*}
$$

as well as

$$
\begin{gather*}
\gamma_{a} \gamma_{b}=\eta_{a b} \mathbb{I}+2 \sigma_{a b}  \tag{69}\\
\gamma_{i} \gamma_{j} \gamma_{k}=\gamma_{i} \eta_{j k}-\gamma_{j} \eta_{i k}+\gamma_{k} \eta_{i j}+i \varepsilon_{i j k g} \pi \gamma^{q} \tag{70}
\end{gather*}
$$

all being spinorial identities. Employing $\gamma_{0}$, we can define

$$
\begin{equation*}
\bar{\psi}=\psi^{\dagger} \gamma_{0} \quad \gamma_{0} \bar{\psi}^{\dagger}=\psi \tag{71}
\end{equation*}
$$

as the spinor conjugation. In particular, we have

$$
\begin{align*}
& \boldsymbol{\pi}_{L}=\frac{1}{2}(\mathbb{I}-\boldsymbol{\pi})  \tag{72}\\
& \boldsymbol{\pi}_{R}=\frac{1}{2}(\mathbb{I}+\boldsymbol{\pi}) \tag{73}
\end{align*}
$$

as left-handed/right-handed chiral projectors. They verify

$$
\begin{align*}
& \pi_{L}^{\dagger}=\pi_{L}  \tag{74}\\
& \pi_{R}^{\dagger}=\pi_{R} \tag{75}
\end{align*}
$$

alongside

$$
\begin{align*}
& \pi_{L}^{2}=\pi_{L}  \tag{76}\\
& \pi_{R}^{2}=\pi_{R} \tag{77}
\end{align*}
$$

together with

$$
\begin{equation*}
\pi_{L} \pi_{R}=\pi_{R} \pi_{L}=0 \tag{78}
\end{equation*}
$$

and such that

$$
\begin{equation*}
\pi_{L}+\pi_{R}=\mathbb{I} \tag{79}
\end{equation*}
$$

in general. We can also define

$$
\begin{array}{ll}
\pi_{L} \psi=\psi_{L} & \bar{\psi} \pi_{R}=\bar{\psi}_{L} \\
\pi_{R} \psi=\psi_{R} & \bar{\psi} \pi_{L}=\bar{\psi}_{R} \tag{81}
\end{array}
$$

and

$$
\begin{equation*}
\bar{\psi}_{L}+\bar{\psi}_{R}=\bar{\psi} \quad \psi_{L}+\psi_{R}=\psi \tag{82}
\end{equation*}
$$

as left-handed/right-handed chiral parts. With the pair of conjugate spinors, we define the bi-linear spinorial quantities according to

$$
\begin{gather*}
2 \bar{\psi} \sigma^{a b} \pi \psi=\Sigma^{a b}  \tag{83}\\
2 i \bar{\psi} \sigma^{a b} \psi=M^{a b}  \tag{84}\\
\bar{\psi} \gamma^{a} \pi \psi=S^{a}  \tag{85}\\
\bar{\psi} \gamma^{a} \psi=U^{a}  \tag{86}\\
i \bar{\psi} \pi \psi=\Theta  \tag{87}\\
\bar{\psi} \psi=\Phi \tag{88}
\end{gather*}
$$

such that they are all real tensor quantities. From them,

$$
\begin{align*}
& \psi \bar{\psi} \equiv \frac{1}{4} \Phi \mathbb{I}+\frac{1}{4} U_{a} \gamma^{a}+\frac{i}{8} M_{a b} \sigma^{a b}- \\
& \quad-\frac{1}{8} \Sigma_{a b} \sigma^{a b} \pi-\frac{1}{4} S_{a} \gamma^{a} \pi-\frac{i}{4} \Theta \pi \tag{89}
\end{align*}
$$

from which we get the relationships

$$
\begin{gather*}
2 U_{\mu} S_{v} \sigma^{\mu v} \pi \psi+U^{2} \psi=0  \tag{90}\\
i \Theta S_{\mu} \gamma^{\mu} \psi+\Phi S_{\mu} \gamma^{\mu} \pi \psi+U^{2} \psi=0 \tag{91}
\end{gather*}
$$

and

$$
\begin{equation*}
U_{a} \gamma^{a} \psi=-S_{a} \gamma^{a} \pi \psi=(\Phi \mathbb{I}+i \Theta \pi) \psi \tag{92}
\end{equation*}
$$

as well as the relationships

$$
\begin{align*}
\Sigma^{a b} & =-\frac{1}{2} \varepsilon^{a b i j} M_{i j}  \tag{93}\\
M^{a b} & =\frac{1}{2} \varepsilon^{a b i j} \Sigma_{i j} \tag{94}
\end{align*}
$$

and

$$
\begin{gather*}
M_{a b} \Phi-\Sigma_{a b} \Theta=U^{j} S^{k} \varepsilon_{j k a b}  \tag{95}\\
M_{a b} \Theta+\Sigma_{a b} \Phi=U_{[a} S_{b]} \tag{96}
\end{gather*}
$$

with

$$
\begin{align*}
M_{i k} U^{i} & =\Theta S_{k}  \tag{97}\\
\Sigma_{i k} U^{i} & =\Phi S_{k}  \tag{98}\\
M_{i k} S^{i} & =\Theta U_{k}  \tag{99}\\
\Sigma_{i k} S^{i} & =\Phi U_{k} \tag{100}
\end{align*}
$$

and also

$$
\begin{gather*}
\frac{1}{2} M_{a b} M^{a b}=-\frac{1}{2} \Sigma_{a b} \Sigma^{a b}=\Phi^{2}-\Theta^{2}  \tag{101}\\
U_{a} U^{a}=-S_{a} S^{a}=\Theta^{2}+\Phi^{2}  \tag{102}\\
\frac{1}{2} M_{a b} \Sigma^{a b}=-2 \Theta \Phi  \tag{103}\\
U_{a} S^{a}=0 \tag{104}
\end{gather*}
$$

called Fierz re-arrangements of spinor fields. If both scalars $\Theta$ and $\Phi$ do not vanish identically, we can always find a special frame where the most general spinor is written as

$$
\psi=\phi e^{-\frac{i}{2} \beta \pi} e^{-i \alpha}\left(\begin{array}{l}
1  \tag{105}\\
0 \\
1 \\
0
\end{array}\right)
$$

up to the reversal of the third axis and up to the discrete transformation $\psi \rightarrow \pi \psi$ and called polar form. From this, we can write

$$
\begin{align*}
& \Sigma^{a b}=2 \phi^{2}\left(\cos \beta u^{[a} s^{b]}-\sin \beta u_{j} s_{k} \varepsilon^{j k a b}\right)  \tag{106}\\
& M^{a b}=2 \phi^{2}\left(\cos \beta u_{j} s_{k} \varepsilon^{j k a b}+\sin \beta u^{[a} s^{b]}\right) \tag{107}
\end{align*}
$$

in terms of

$$
\begin{align*}
S^{a} & =2 \phi^{2} S^{a}  \tag{108}\\
U^{a} & =2 \phi^{2} u^{a} \tag{109}
\end{align*}
$$

and

$$
\begin{align*}
& \Theta=2 \phi^{2} \sin \beta  \tag{110}\\
& \Phi=2 \phi^{2} \cos \beta \tag{111}
\end{align*}
$$

showing that the fields $\phi$ and $\beta$ are a scalar and a pseudo-scalar, respectively. Then,

$$
\begin{gather*}
u_{a} u^{a}=-s_{a} s^{a}=1  \tag{112}\\
u_{a} s^{a}=0 \tag{113}
\end{gather*}
$$

showing that the normalized velocity vector $u^{a}$ and the normalized spin axial-vector $s^{a}$ possess three independent components each. This means that $\phi$ and $\beta$ are the only true real scalar degrees of freedom and called module and Yvon-Takabayashi angle. The reader interested in details for all these statements can have a look at [15].

The conditions of compatibility now read $\boldsymbol{D}_{\mu} \gamma_{a}=0$ in general: if the spinorial matrix also has a tensorial index, the covariant derivative is to be completed to the form

$$
\boldsymbol{D}_{\mu} \boldsymbol{B}_{a}=\partial_{\mu} \boldsymbol{B}_{a}-\boldsymbol{B}_{b} \Omega_{a \mu}^{b}+\left[\boldsymbol{\Omega}_{\mu}, \boldsymbol{B}_{a}\right]
$$

which can be taken for the gamma matrix and hence implementing the above condition, and recalling that these matrices in Lorentz indices are constants, yields

$$
-\gamma_{b} \Omega_{a \mu}^{b}+\left[\boldsymbol{\Omega}_{\mu}, \gamma_{a}\right]=0
$$

as a relation among connections. By writing a general

$$
\mathbf{\Omega}_{\mu}=a \Omega_{\mu}^{i j} \sigma_{i j}+A_{\mu}
$$

and plugging it into the above relation, we obtain that

$$
-\gamma_{b} \Omega_{k \mu}^{b}+a \Omega_{\mu}^{i j}\left[\sigma_{i j}, \gamma_{k}\right]+\left[\boldsymbol{A}_{\mu}, \gamma_{k}\right]=0
$$

and with $\left[\sigma_{i j}, \gamma_{k}\right]=\eta_{k j} \gamma_{i}-\eta_{k i} \gamma_{j}$ we get $a=1 / 2$ and

$$
\left[A_{\mu}, \gamma_{s}\right]=0
$$

telling that $\boldsymbol{A}_{\mu}$ must commute with all gamma matrices, and thus, with all possible matrices, implying that it must be proportional to the identity matrix. Writing it as

$$
A_{\mu}=\left(p C_{\mu}+i b A_{\mu}\right) \mathbb{I},
$$

it is possible to see that, for $b=q$, it is possible to interpret the vector $A_{\mu}$ as the gauge potential. Because the other term is related to conformal transformations, which are not symmetries in our case, we set $p=0$ in general. Then, we have that, all considered, we may write the expression

$$
\mathbf{\Omega}_{\mu}=\frac{1}{2} \Omega_{\mu}^{i j} \sigma_{i j}+i q A_{\mu} \mathbb{I}
$$

as the most general form of spinorial connection.
To summarize, we have that the most general spinorial connection is given by

$$
\begin{equation*}
\mathbf{\Omega}_{\mu}=\frac{1}{2} \Omega_{a b \mu} \sigma^{a b}+i q A_{\mu} \mathbb{I} \tag{114}
\end{equation*}
$$

in terms of the generator-valued spin connection and the gauge potential, and this is equivalent to the fact that the spinorial covariant derivatives of the gamma matrices are

$$
\begin{equation*}
\boldsymbol{D}_{\mu} \gamma_{a}=0 \tag{115}
\end{equation*}
$$

vanishing identically, as it is quite straightforward to see.
We have that, from the spinorial connection, we define

$$
\begin{equation*}
\boldsymbol{F}_{\alpha \beta}=\partial_{\alpha} \boldsymbol{\Omega}_{\beta}-\partial_{\beta} \boldsymbol{\Omega}_{\alpha}+\left[\boldsymbol{\Omega}_{\alpha}, \boldsymbol{\Omega}_{\beta}\right] \tag{116}
\end{equation*}
$$

as the spinorial curvature. With it,

$$
\begin{equation*}
\left[\boldsymbol{D}_{\mu}, \boldsymbol{D}_{v}\right] \psi=Q^{\alpha}{ }_{\mu \nu} \boldsymbol{D}_{\alpha} \psi+\boldsymbol{F}_{\mu \nu} \psi \tag{117}
\end{equation*}
$$

as commutator of covariant derivatives of spinor fields.
Correspondingly, the curvature is decomposable as

$$
\begin{equation*}
\boldsymbol{F}_{\mu \nu}=\frac{1}{2} G_{a b \mu v} \sigma^{a b}+i q F_{\mu v} \mathbb{I} \tag{118}
\end{equation*}
$$

with the curvature tensor and gauge strength.
For a final step, we have

$$
\begin{gather*}
D_{\mu} \boldsymbol{F}_{\kappa \rho}+D_{\kappa} \boldsymbol{F}_{\rho \mu}+D_{\rho} \boldsymbol{F}_{\mu \kappa}+ \\
+\boldsymbol{F}_{\beta \mu} Q^{\beta}{ }_{\rho \kappa}+\boldsymbol{F}_{\beta \kappa} Q^{\beta}{ }_{\mu \rho}+\boldsymbol{F}_{\beta \rho} Q^{\beta}{ }_{\kappa \mu} \equiv 0 \tag{119}
\end{gather*}
$$

as spinorial geometrical identities holding in general.
We conclude with some fundamental comments: the first and most important one is about the fact that so far we have encountered three types of transformation laws: the first type was the most general coordinate transformation; the second type was the gauge transformation; the third type was the specific Lorentz transformation, which was given in real representation for tensors and complex representation for spinors. The coordinate transformation is known as passive transformation; the Lorentz transformation in real representation as well as the Lorentz transformation in complex representation merged with the gauge transformation that is the spinor transformation, are known altogether as active transformations. Because they have the very same parameters, we then have that both active transformations have to be performed simultaneously.

Another interesting comment is on the connections and how they are built: the torsion tensor, when the metric tensor is used, gives the connection (16); this connection, when the dual bases of tetrad fields are employed, gives the spin connection (37); this spin connection,
when the gamma matrices and their commutators are considered, with the gauge potential, when multiplied by the identity matrix, give the spinorial connection (114). Remarkably, all fields fit within the most general spinorial connection, with no room for anything else: this circumstance can be seen as a sort of geometric unification of all the physical fields that are involved. On the other hand, however, in order to see it that way, we have to wait until we interpret these geometric quantities.

A final comment regards the structure of the covariant commutator (117), in which, by interpreting the covariant derivative as the covariant generators of translations, one sees that the completely antisymmetric torsion plays the role that in Lie group theory is played by the completely antisymmetric structure coefficients; we also recall to the reader that, in the curvature, there appear sigma matrices which are the generators of the Lorentz transformations and therefore of the space-time rotations. An additional interpretation that can be assigned to the covariant commutator is that, when a field is moved around, it would fail to go back to the starting point and have the initial orientation. A position mismatch is measured by torsion and a directional mismatch is measured by curvature, and this is why torsion is also said to describe the dislocations while curvature is also said to describe the disclinations of a round trip. This shows intuitively that both torsion and curvature have to be accounted for the most general description of space-time.

For some introduction to the general theory of spinors and their classifications, we refer the readers to $[16,17]$.

## Geometry and Matter in Interaction

Now that, in terms of general symmetry arguments, we have completed the definitions of all geometric quantities for the kinematic background, the next step is to have them coupled to one another in order to assign their dynamics.

### 2.1.3. Covariant Field Equations

When in 1916 Einstein wanted to construct the theory of gravitation, the idea he wished to follow was inspired geometrically, based on the principle of equivalence.

The principle of equivalence states the equivalence at a local level between inertia and gravitation, in the sense that locally inertial and gravitational forces can simulate one another so well that, when both present, their effects can be made to cancel: it can be stated by saying that one can always find a system of coordinates in which locally the accelerations due to gravitation are negligible.

On the other hand, one can demonstrate a theorem originally due to Weyl whose statement sounds analogous: it states that one can always find a system of coordinates in which in a point the symmetric part of the connection vanishes.

In the previous sections, we have discussed in what way the condition of complete antisymmetry of torsion gives rise to a unique symmetric part of the connection, thus removing any possible ambiguity in the implementation of Weyl theorem: hence, for a completely antisymmetric torsion, the Weyl theorem is the mathematical implementation of the principle of equivalence insofar as the acceleration due to gravitation is encoded within the symmetric connection. A unique symmetric connection corresponds to a uniquely defined gravitational field as our physical intuition would suggest. Furthermore, the single symmetric connection is entirely written in terms of the derivatives of the metric, and therefore, if the gravitational field is encoded within the symmetric connection, then the gravitational potential is encoded within the metric tensor.

The metric tensor is a tensor, but it cannot vanish and none of its derived scalar is non-trivial, and the connection is not a tensor, so they will always depend on the choice of coordinates: hence, the information about gravity will always be intertwined with inertial information, which is not a surprise, since after all we know, they are locally indistinguishable. On the other hand, we wish to have a way to tell gravity apart from inertial information, and, to do that, it is necessary to take a less local level, then considering the Riemann curvature tensor: if gravity is contained in the metric tensor as well as in
the connection, then it is contained in the Riemann curvature tensor too, but the Riemann curvature tensor is a tensor from which non-trivial scalars can be derived or which can be vanished, and this is what makes it able to discriminate gravity from inertial forces. If the metric is Minkowskian and the connection is zero, we cannot know whether this is because gravity is absent or compensated by inertial forces, and, similarly, if the metric is not Minkowskian and the connection is not zero, we cannot know whether this is because gravity is present or simulated by inertial forces as above. However, if the Riemann curvature tensor is zero, we know it is because gravity is absent, and, if the Riemann curvature tensor is not zero, we know gravity is present in general terms. This has to be so, as there can not be any compensation due to inertial forces since there can be no inertial forces, within the Riemann curvature tensor.

Therefore, the principle of equivalence is the manifestation of the interpretative principle telling that gravitation is geometrized, and this is so as a consequence of the fact that gravity alone is contained in the Riemann curvature.

This statement has to be taken into account together with the parallel fact that, in Einstein relativity, the mass is a form of energy, as it is very well known indeed.

Putting the two things together, it becomes clear that the gravitational field equations that were given in terms of a second-order differential operator of the gravitational potential proportional to the mass density have to be considered as an approximated form of a more general set of gravitational field equations given by a certain linear combination of the curvature proportional to the energy.

The energy density is a tensor having two indices and therefore the curvature we are looking for must have two indices as well, which tells that we need the contraction of the Riemann curvature given by the Ricci curvature.

In 1916, all matter forms that were known consisted of macroscopic fluids, scalars, and electro-dynamic fields, all of which have an energy density symmetric in the two indices. This may be a problem as the Ricci curvature is not symmetric.

In addition, this is where Einstein assumption of the vanishing torsion came about: assuming torsion to be equal to zero meant that a specific linear combination of the Ricci curvatures were symmetric, and thus proportional to the energy.

To see this, consider identity (29) in the case in which torsion vanishes. Its full contraction gives, in the most general case, the following identity:

$$
\nabla_{\mu}\left(R^{\mu v}-\frac{1}{2} g^{\mu v} R-g^{\mu v} \Lambda\right)=0
$$

where the object in parenthesis is symmetric indeed, and so it can be taken to be proportional to the energy density.

Now, Einstein geometrical insight is expressed by the gravitational field equations

$$
\begin{equation*}
R^{\mu \nu}-\frac{1}{2} g^{\mu \nu} R-g^{\mu \nu} \Lambda=\frac{1}{2} k E^{\mu v} \tag{120}
\end{equation*}
$$

called Einstein field equations: from them, it follows that the energy density verifies $E^{\mu \nu}=E^{\nu \mu}$ and $\nabla_{\mu} E^{\mu \nu}=0$ as is well known.

Therefore, Einstein field equations are the most general linear combination of curvatures for which geometric identities imply the validity of the symmetry and conservation law for the energy of matter. In this sense, the field equations are established on the bases of their conservation laws, themselves obtained from geometric identities, and this is what represents the Einstein spirit of geometrization-at least in the most general case without torsion.

Then, one might wonder what happens if torsion were not neglected.
The first thing we would have to keep in mind is that, in this case, geometry would provide both a curvature and a torsion tensor. The second point to be retained is that the Einsteinian gravitational theory is based on the fact that the curvature tensor is sourced by the energy. Putting things together, we should expect in the presence of torsion that
there be another conserved quantity in parallel to the energy and another field equation coupling such a conserved quantity to the torsion tensor itself.

Such a quantity, however, is already at hand.
In 1928, Dirac was the first to describe a system of matter fields, named spinors, which possessed an energy together with a spin, and this is the quantity we are seeking.

In a torsional completion of the theory of gravitation, matter fields described by both an energy and a spin can naturally find a place when the spin is coupled to torsion much in the same way in which the energy is coupled to curvature. For such a theory, the full system of field equations is given by the spin-torsion field equations, which simply spell the proportionality between torsion and spin, called Sciama-Kibble field equations, alongside the curvature-energy field equations, which are formally the same as in Einstein gravity, and therefore still called Einstein field equations. Altogether, they are known under the name of Einstein-Sciama-Kibble ESK field equations [18-20].

However, contrary to what is believed, the ESK field equations are actually not the most general either because, while torsion and gravitation are independent, their field equations have the same coupling constant, and this accounts for an arbitrary restriction.

If we want independent fields to have independent coupling to their independent sources, we must find a way to obtain the ESK field equations generalized so that the two coupling constants are different.

We will not spend time on the mathematical details of this generalization, but the interested reader can find such generalized system of field equations in the case of two different coupling constants in [21].

However, then again, this is not still the most general system of field equations because the torsion tensor enters algebraically in its coupling to the spin density tensor.

As mentioned, the above system of field equations has the feature that torsion and spin are algebraically related and this constitutes a conceptual problem because in the case in which the spin density were to vanish, then torsion would vanish too, with no possibility to propagate, and hence the torsion tensor would be unphysical.

That the torsion-spin coupling is algebraic might not be seen as a problem because also the curvature-energy coupling is algebraic, but there are reasons for this situation not be to entirely analogous: the most important is that the torsion that enters in the field equations is the general Cartan torsion, with the consequence that, if the spin density were to be vanishing everywhere the Cartan torsion would be vanishing as well, but the curvature that enters the field equations is the Ricci curvature and not the Riemann curvature, with the consequence that, even if the energy density were to be vanishing everywhere, the Ricci curvature would also be vanishing, but this would not imply that the Riemann curvature would be equal to zero, and gravity may still be present.

In addition, the curvature has an internal structure given in terms of first-order derivatives of the connection and thus in terms of second-order derivatives of the metric tensor, so that there exists a dynamics for the gravitational field, unlike for torsion.

If we desire that the torsion dynamics be implemented in the theory, then we have to look for dynamical terms in the torsion-spin field equations, and also for torsional contribution in all of the other field equations as well.

We specify that our main goal is following the Einstein spirit of geometrization, and, in order to do so, we are going to obtain the field equations for the theory in a genuinely geometric way by finding the most general form of the field equations that is compatible with the constraints given by underlying geometric identities.

In order to construct the most general system of field equations, we are going to start by distinguishing them into two different types: the field equations for the geometrymatter coupling, which shall be written in the form of second-order derivatives of the metric and torsion and also gauge potentials equal to sources given by the energy and spin and also the current of fields; and the matter field equations, which will be written in the form of a first-order differential operator containing metric and torsion and gauge potentials acting on the spinor field and equalling the spinor field itself. This discrimination
comes from the fact that, on the one hand, it is possible to employ spinors to construct sources for the tensor and gauge field equations, but, on the other hand, it is not possible to use tensor and gauge fields to build sources of the spinorial field equations. In the spinorial field equations, the derivatives of the spinor field must be proportional to the spinor field itself. This discrimination between the form of geometric and matter field equations is therefore intrinsic to the structure of the fields we use.

We start by considering the fact that field equations for the metric have to be in the form of some derivative of the metric equal to some source: because the covariant derivative of the metric tensor vanishes identically, then any dynamics of the metric can only be described in terms of the partial derivatives of the metric, or, equivalently, by the metric connection (15). Again, the metric connection is not a tensor, and the only way we have from the symmetric connection to form a tensor is to take another partial derivative, therefore forming the metric curvature tensor as given by (22). As Equation (27) shows, the metric curvature tensor is one peculiar combination of second-order partial derivatives of the metric, that is, arguments of symmetry under the most general coordinate transformations force at least second-order derivatives of the metric in the differential field equations. Then, arguments of simplicity would require that we do not take any further differential structure. In the following, we will see that second-order derivatives in the metric field equations endow them with a character that no other field equation will have, rendering them somewhat peculiar indeed.

For the moment, what we have established is that the metric field equations will have to be given in the form of some combination of the metric curvature tensor, and to see what combination, we start from considering that, if the leading term were to be given by the Riemann metric curvature tensor $R^{\alpha \tau \sigma v}$, then the vacuum equations would reduce to the condition of vanishing of Riemann metric curvature tensor, so that they would imply that there only be the trivial metric. Hence, if we want non-trivial metrics to be possible in vacuum, then the Riemann metric curvature tensor must appear contracted as the Ricci metric curvature tensor $R^{\alpha \mu}$ for leading term, and of course we may have contractions such as the Ricci metric curvature scalar $R g_{\alpha \mu}$ or even $\Lambda g_{\alpha \mu}$ as sub-leading terms in general: as we have already seen above, the most general form of linear combination of curvatures in the field equations is given by (120), in which the only constant $\Lambda$ is still undetermined, and it will remain undetermined since there is no way to fix it on geometrical grounds. Thus, we might well think of it as a generic integration constant, which can always be added and whose value cannot be fixed.

We now turn our attention to the other field equations, for which the covariant derivatives of the fields will not be identically zero.

The field equations for the torsion have to be in the form of covariant derivatives of the torsion axial-vector equal to some source: taking covariant derivatives of the torsion axial-vector implies that we will have to write the field equation in the form of the covariant divergence of the torsion axial-vector equal to a source constituted by a pseudo-scalar field, but the temporal derivative will be specified for the temporal component of the torsion axial-vector solely. In addition, thus, we must take two covariant derivatives of the torsion axial-vector as a leading term.

To assess what are the most general field equations for the torsion axial-vector, we consider that the leading term given in the form of two covariant derivatives of the torsion axial-vector $\nabla_{\sigma} \nabla_{\alpha} W_{\rho}$ is to be such that one of the indices of the derivatives has to be contracted yielding the two forms $\nabla_{\sigma} \nabla^{\sigma} W_{\rho}$ and $\nabla_{\rho} \nabla_{\sigma} W^{\sigma}$ as leading terms: sub-leading terms may be added eventually and so we may establish the most general form of field equations as

$$
\begin{gathered}
2 \Pi \nabla_{\sigma} \nabla^{\sigma} W^{\eta}-2 H \nabla^{\eta} \nabla_{\rho} W^{\rho}- \\
-V \nabla_{\alpha} W_{\nu} W_{\rho} \varepsilon^{\alpha \nu \rho \eta}-U W^{\alpha} W_{\alpha} W^{\eta}- \\
-2 L R^{\eta \rho} W_{\rho}+2 N R W^{\eta}+P W^{\eta}=\kappa S^{\eta}
\end{gathered}
$$

where $S^{\alpha}$ will have to be fixed on general grounds.
This general field equation can be restricted with the Velo-Zwanziger method [22,23]. Thus, taking its divergence

$$
\begin{gathered}
2(\Pi-H) \nabla_{\eta} \nabla^{\eta} \nabla_{\rho} W^{\rho}+ \\
+V \nabla_{\eta} \nabla_{\alpha} W_{\nu} W_{\rho} \varepsilon^{\eta \alpha v \rho}+ \\
+V \nabla_{\alpha} W_{v} \nabla_{\eta} W_{\rho} \varepsilon^{\eta \alpha v \rho}- \\
-2\left[U W^{\rho} W^{\eta}+(L-\Pi) R^{\eta \rho}\right] \nabla_{\eta} W_{\rho}+ \\
+(2 N-L+\Pi) \nabla_{\eta} R W^{\eta}- \\
-\left(U W^{\alpha} W_{\alpha}-2 N R-P\right) \nabla_{\eta} W^{\eta}=\kappa \nabla_{\eta} S^{\eta}
\end{gathered}
$$

it becomes possible to see that there appears a third-order time derivative for the temporal component of the torsion axial-vector implying that the constraint obtained from the field equations would actually determine the time evolution of some components of the torsion axial-vector field. Since this would spoil a balance between the number of independent field equations and the amount of degrees of freedom of a given field, then no higher-order derivative terms must be produced in the constraints and thus we set $\Pi=H$ identically. Once this is done, there is no second-order derivative in time for any components of the field in the constraint, which is thus a true constraint, which substituted back into the field equations gives

$$
\begin{gathered}
2 H \nabla_{\sigma} \nabla^{\sigma} W^{\eta}-2 H\left(U W^{\alpha} W_{\alpha}-2 N R-P\right)^{-1} \cdot \\
\cdot \nabla^{\eta}\left[V \nabla_{\tau} \nabla_{\alpha} W_{\nu} W_{\rho} \varepsilon^{\tau \alpha \nu \rho}+V \nabla_{\alpha} W_{v} \nabla_{\tau} W_{\rho} \varepsilon^{\tau \alpha v \rho}-\right. \\
\quad-2\left[U W^{\rho} W^{\tau}+(L-H) R^{\tau \rho}\right] \nabla_{\tau} W_{\rho}+ \\
\left.+(2 N-L+H) \nabla_{\tau} R W^{\tau}-\kappa \nabla_{\tau} S^{\tau}\right]+ \\
+2 H \nabla^{\eta}\left(U W^{\alpha} W_{\alpha}-2 N R\right)\left(U W^{\alpha} W_{\alpha}-2 N R-P\right)^{-2} . \\
\cdot\left[V \nabla_{\tau} \nabla_{\alpha} W_{\nu} W_{\rho} \varepsilon^{\tau \alpha v \rho}+V \nabla_{\alpha} W_{\nu} \nabla_{\tau} W_{\rho} \varepsilon^{\tau \alpha v \rho}-\right. \\
\quad-2\left[U W^{\rho} W^{\tau}+(L-H) R^{\tau \rho}\right] \nabla_{\tau} W_{\rho}+ \\
\left.+(2 N-L+H) \nabla_{\tau} R W^{\tau}-\kappa \nabla_{\tau} S^{\tau}\right]- \\
\quad-V \nabla_{\alpha} W_{v} W_{\rho} \varepsilon^{\alpha v \rho \eta}-U W^{\alpha} W_{\alpha} W^{\eta}- \\
\quad-2 L R^{\eta \rho} W_{\rho}+2 N R W^{\eta}+P W^{\eta}=\kappa S^{\eta}
\end{gathered}
$$

which contains second-order time derivatives of all components of the torsion axial-vector, and therefore this is a true field equation. To check the propagation properties of the field, we consider its characteristic determinant

$$
\left(U W^{\alpha} W_{\alpha}-2 N R-P\right) n^{2}+2\left[U W^{\tau} W^{v}+(L-H) R^{\tau v}\right] n_{\tau} n_{v}=0
$$

and, by following the general discussion of Velo and Zwanziger, one can see that, in general, acausality may be possible unless we have $L=H$ and $N=U=0$ identically, in which case $n^{2}=0$ and thus causality is ensured. Notice that there are no constraints on $V$, which remains a free parameter.

Placing all constraints together gives field equations

$$
4 \nabla_{\rho}(\partial W)^{\rho \eta}-V W_{\rho}(\partial W)_{\alpha \nu} \varepsilon^{\rho \alpha \nu \eta}+2 P W^{\eta}=2 \kappa S^{\eta}
$$

because $H$ can be reabsorbed within a redefinition of all the other constants.
To proceed, we notice that, for the metric field equations, the source contribution from the torsion axial-vector field has to be built with no quartic torsion term because they would correspond to what in the torsion field equations are cubic torsion terms, which are absent, and no second derivatives of torsion because they would give rise to curvatures,
which cannot be present since they are already addressed. Thus, it is possible to come to the most general form of this contribution as the one given by

$$
\begin{gathered}
E^{\mu v}=a W^{\mu} W^{v}+b W^{2} g^{\mu v}+z\left(W^{v} W_{\rho}(\partial W)_{\alpha \sigma} \varepsilon^{\rho \alpha \sigma \mu}+\right. \\
\left.+W^{\mu} W_{\rho}(\partial W)_{\alpha \sigma} \varepsilon^{\rho \alpha \sigma v}\right)+y\left(\nabla_{\sigma} W^{\mu}(\partial W)^{\sigma v}+\nabla_{\sigma} W^{v}(\partial W)^{\sigma \mu}\right)+x \nabla^{\mu} W_{\sigma} \nabla^{v} W^{\sigma}+ \\
+w \nabla_{\sigma} W^{\mu} \nabla^{\sigma} W^{v}+v \nabla_{\alpha} W_{\sigma} \nabla^{\alpha} W^{\sigma} g^{\mu v}+u(\partial W)^{v \sigma}(\partial W)^{\mu}{ }_{\sigma}+t(\partial W)^{2} g^{\mu v}
\end{gathered}
$$

in terms of ten constants: because we know that $\nabla_{\nu} E^{\nu \mu}=0$ and because in vacuum the divergence of the torsion field equations gives

$$
4 P \nabla \cdot W+V(\partial W)_{\eta \rho}(\partial W)_{\alpha v} \varepsilon^{\eta \rho \alpha v}=0
$$

then one can easily see that it must be $V=z=v=0$ with $x=y=-w$ and $x+u=-4 t$ and together with $a=-2 b=2 t P$ which must hold identically.

We also notice that we must have $P=2 M^{2}$ because this is just the mass term of the torsion axial-vector field as it is well known.

The field equations for the gauge field are also in the form of covariant derivatives of the gauge potential equal to some source: nevertheless, taking derivatives of the gauge potential means that that we have to consider the gauge strength because this is the only term that is differential in the potential and which is still gauge invariant, but, since this is irreducible, any contraction of the gauge strength vanishes and therefore these terms alone cannot be not enough. Hence, we have to take one more covariant derivative of the gauge strength as a leading term.

The most general field equations for the gauge fields have a leading term in the form $\nabla_{\sigma} F_{\alpha \rho}$ and, after contraction, we get $\nabla_{\sigma} F^{\sigma \rho}$ as the leading term: then, we get

$$
\nabla_{\sigma} F^{\sigma \eta}-\frac{1}{12} B F_{\alpha v} W_{\rho} \varepsilon^{\alpha v \rho \eta}=q J^{\eta}
$$

in which the source $J^{\alpha}$ will have to be fixed as well.
The contribution from the gauge field is similarly built in terms of squares of the gauge strength strength, since any other term would violate gauge symmetry. Thus,

$$
E^{\mu v}=\alpha F^{\mu \rho} F_{\rho}^{v}+\beta F^{\alpha \pi} F_{\alpha \pi} g^{\mu v}
$$

in terms of two constants: again, because $\nabla_{\nu} E^{\nu \mu}=0$ and using the form of the electrodynamic field equations, we can see that $B=0$ and $\alpha=-4 \beta$ identically.

In the metric field equation, the contributions due to torsion and gauge fields are analogous, and torsion and gauge fields are independent, so we may normalize torsion and gauge fields with no loss of generality in order to have the two constants $t$ and $\beta$ with the same value, and it is still without losing generality that they can be reabsorbed in the $k$ constant. We notice that, in reabsorbing within a renaming of the constant $k$ the values of the constants $t$ and $\beta$, we did not lose any generality in their absolute value, but, in order not to lose any generality also for the sign, all constants would have to be positive, and this in general may not be the case: the reason why we did it anyway is that those constants are in front of torsion and gauge fields' energy contributions, which are positive defined. Of course, we might have assumed those constants to possess a generic sign, but, in the final form of the field equations, we would have discovered that those signs were positive, and thus we can assume this immediately with no loss of generality.

To proceed with the inclusion of matter fields, it is fundamental to notice that spinor fields are defined in terms of gamma matrices that can also be used in building fundamental quantities, whose employment allows for lowering the order of derivatives in all such quantities because every time covariance demands for a single covariant index to be present, and one gamma matrix can be used instead of one spinorial derivative.

The most general field equations for the spinor field have a leading term containing $\nabla_{\mu} \psi$ so that, after multiplying by the matrix $\gamma^{\nu}$, it is possible to contract the indices getting $\gamma^{\mu} \nabla_{\mu} \psi$ as a leading term: therefore, we may establish the most general form of field equations as

$$
i \gamma^{\mu} \nabla_{\mu} \psi-X W_{\sigma} \gamma^{\sigma} \pi \psi-m \psi=0
$$

where the imaginary unit has been placed because, in free cases, $i \gamma^{\mu} \nabla_{\mu} \psi-m \psi=0$ so that taking the square of the derivative gives $\nabla^{2} \psi+m^{2} \psi=0$, and $m$ can be interpreted as the mass term, which is what is expected. That is, the imaginary unit has to be interpreted as what ensures the mass of the field will behave as to provide non-imaginary contribution to the dynamics of the free field equations.

Then, we have to write the general form of their contribution in the metric field equations, and this can be constructed by employing no more than one spinorial derivative of the spinor field, since gamma matrices can be used to saturate indices: eventually,

$$
\begin{gathered}
E^{\rho \sigma}=\zeta\left[\nabla^{\rho}\left(\bar{\psi} \gamma^{\sigma} \psi\right)+\nabla^{\sigma}\left(\bar{\psi} \gamma^{\rho} \psi\right)\right]+ \\
+i \xi\left(\bar{\psi} \gamma^{\rho} \nabla^{\sigma} \psi-\nabla^{\sigma} \bar{\psi} \gamma^{\rho} \psi+\bar{\psi} \gamma^{\sigma} \nabla^{\rho} \psi-\nabla^{\rho} \bar{\psi} \gamma^{\sigma} \psi\right)+ \\
+\chi \nabla_{\alpha}\left(\bar{\psi} \gamma^{\alpha} \psi\right) g^{\rho \sigma}+\lambda i\left(\bar{\psi} \gamma^{\alpha} \nabla_{\alpha} \psi-\nabla_{\alpha} \bar{\psi} \gamma^{\alpha} \psi\right) g^{\rho \sigma}+ \\
+\tau\left(W^{\sigma} \bar{\psi} \gamma^{\rho} \pi \psi+W^{\rho} \bar{\psi} \gamma^{\sigma} \pi \psi\right)+v W_{\alpha} \bar{\psi} \gamma^{\alpha} \pi \psi g^{\sigma \rho}+\mu \bar{\psi} \psi g^{\rho \sigma}
\end{gathered}
$$

in general; the contribution as a source of the torsion field equations is the spin density of the material field, and it can be taken without any spinorial derivative at all when gamma matrices are considered, therefore obtaining that

$$
S^{\mu}=\omega \bar{\psi} \gamma^{\mu} \pi \psi
$$

also in general; the contribution as source of the gauge field equations is the current density of the material field, and similarly it is given according to

$$
J^{\rho}=p \bar{\psi} \gamma^{\rho} \psi
$$

again in the most general case: by considering again the divergences of all field equations and with the same reasoning as before, one can eventually see that $\zeta=0$ as well as $\mu=-2 \lambda m$ and $p=4 \xi$ with $\tau=-2 \xi X$ and $v=-2 \lambda X$ and also $\kappa \omega=2 \xi X$ identically.

Finally, we notice that, without affecting the metric or the torsion or the gauge fields, the spinor field may be renormalized in such a way that, without losing generality, we can always set $4 \xi=1$ and, as a consequence, it is possible to see that the full system of field equations has been completely determined.

It is constituted by the metric field equations given according to the expression

$$
\begin{gathered}
R^{\rho \sigma}-\frac{1}{2} R g^{\rho \sigma}-\frac{k}{2}\left[\frac{1}{4}(\partial W)^{2} g^{\rho \sigma}-(\partial W)^{\sigma \alpha}(\partial W)^{\rho}{ }_{\alpha}\right]- \\
-\frac{k}{2}\left(\frac{1}{4} F^{2} g^{\rho \sigma}-F^{\rho \alpha} F_{\alpha}^{\sigma}\right)-\frac{k}{2} M^{2}\left(W^{\rho} W^{\sigma}-\frac{1}{2} W^{2} g^{\rho \sigma}\right)- \\
-\Lambda g^{\rho \sigma}=\frac{1}{2} k\left[\frac{i}{4}\left(\bar{\psi} \gamma^{\rho} \nabla^{\sigma} \psi-\nabla^{\sigma} \bar{\psi} \gamma^{\rho} \psi+\bar{\psi} \gamma^{\sigma} \nabla^{\rho} \psi-\nabla^{\rho} \bar{\psi} \gamma^{\sigma} \psi\right)-\right. \\
\left.-\frac{1}{2} X\left(W^{\sigma} \bar{\psi} \gamma^{\rho} \pi \psi+W^{\rho} \bar{\psi} \gamma^{\sigma} \pi \psi\right)\right]
\end{gathered}
$$

and the torsion field equations given according to

$$
\nabla_{\rho}(\partial W)^{\rho \mu}+M^{2} W^{\mu}=X \bar{\psi} \gamma^{\mu} \pi \psi
$$

with gauge field equations given by

$$
\nabla_{\sigma} F^{\sigma \mu}=q \bar{\psi} \gamma^{\mu} \psi
$$

as the form that is usually known, while the matter field equations are

$$
i \gamma^{\mu} \nabla_{\mu} \psi-X W_{\sigma} \gamma^{\sigma} \pi \psi-m \psi=0
$$

with parameters $\Lambda$ and $M$ and also $m$ describing intrinsic properties of metric and torsion and also spinor fields, while parameters $k, X$, and $q$ are the constants that measure the strength with which metric, torsion, and gauge fields couple to energy, spin, and current.

It is possible to write the above system of coupled field equations into the system of coupled field equations with respect to which all the torsionless derivatives and curvatures are the torsionful derivatives and curvatures.

Thus, we can give the full system of field equations as the torsion-spin and the curvature-energy field equations as

$$
\begin{equation*}
D_{[\rho} D^{\sigma} Q_{\mu v] \sigma}+Q_{\eta[\mu \nu} G_{\rho] \sigma} g^{\sigma \eta}-G_{\sigma[\rho} Q_{\mu v] \eta} g^{\sigma \eta}+M^{2} Q_{\rho \mu \nu}=\frac{1}{12} S_{\rho \mu v} \tag{121}
\end{equation*}
$$

and

$$
\begin{align*}
& G^{\rho \sigma}-\frac{1}{2} G g^{\rho \sigma}-18 k\left[\frac{1}{3} D_{\alpha} D^{[\alpha} D_{\pi} Q^{\rho \sigma] \pi}-\frac{1}{3} D_{\alpha} D_{\eta} Q^{\eta \pi[\alpha} Q^{\rho \sigma] v} g_{v \pi}-\right. \\
& -\frac{1}{3} Q^{\rho \eta \varphi} D^{[\sigma} D_{\pi} Q^{\eta \varphi] \pi}-\frac{1}{3} Q^{\sigma \eta \varphi} D^{[\rho} D_{\pi} Q^{\eta \varphi] \pi}+\frac{1}{2} D^{\pi} D_{\tau} Q^{\tau \mu \nu} Q_{\pi \mu \nu} g^{\rho \sigma}+ \\
& +\frac{1}{4} D_{\pi} Q^{\pi \mu \nu} D^{\tau} Q_{\tau \mu \nu} g^{\rho \sigma}-D_{\pi} Q^{\pi \mu \rho} D^{\tau} Q_{\tau \mu}^{\sigma}-\frac{1}{3} D_{\eta} Q^{\eta \pi \alpha} D_{\alpha} Q^{\rho \sigma}{ }_{\pi}+  \tag{122}\\
& \left.+\frac{1}{3}\left(Q^{\rho \eta \varphi} D_{\tau} Q^{\tau \pi \sigma}+Q^{\sigma \eta \varphi} D_{\tau} Q^{\tau \pi \rho}\right) Q^{\eta \varphi}{ }_{\pi}\right]-\frac{1}{2} k\left(\frac{1}{4} F^{2} g^{\rho \sigma}-F^{\rho \alpha} F_{\alpha}^{\sigma}\right)- \\
& -\left(12 k M^{2}+1\right)\left(\frac{1}{2} D_{\alpha} Q^{\alpha \rho \sigma}-\frac{1}{4} Q^{\rho \alpha \pi} Q^{\sigma}{ }_{\alpha \pi}+\frac{1}{8} Q^{2} g^{\rho \sigma}\right)-\Lambda g^{\rho \sigma}=\frac{1}{2} k T^{\rho \sigma}
\end{align*}
$$

called Sciama-Kibble field equations and Einstein field equations and they come alongside the gauge-current field equations

$$
\begin{equation*}
D_{\sigma} F^{\sigma \mu}+\frac{1}{2} F_{\alpha v} Q^{\alpha v \mu}=J^{\mu} \tag{123}
\end{equation*}
$$

called Maxwell field equations, where the sources are given by the spin and the energy

$$
\begin{equation*}
S^{\rho \mu v}=-8 X \frac{i}{4} \bar{\psi}\left\{\gamma^{\rho}, \sigma^{\mu v}\right\} \psi \tag{124}
\end{equation*}
$$

and

$$
\begin{align*}
& T^{\rho \sigma}=\frac{i}{2}\left(\bar{\psi} \gamma^{\rho} \boldsymbol{D}^{\sigma} \psi-\boldsymbol{D}^{\sigma} \bar{\psi} \gamma^{\rho} \psi\right)+(8 X+1) D_{\alpha}\left(\frac{i}{4} \bar{\psi}\left\{\gamma^{\alpha}, \sigma^{\rho \sigma}\right\} \psi\right)+ \\
& +\frac{1}{2}(8 X+1) Q^{\rho \mu \nu} \frac{i}{4} \bar{\psi}\left\{\gamma^{\sigma}, \sigma_{\mu \nu}\right\} \psi-(8 X+1) Q^{\sigma \mu \nu} \frac{i}{4} \bar{\psi}\left\{\gamma^{\rho}, \sigma_{\mu \nu}\right\} \psi \tag{125}
\end{align*}
$$

alongside the current

$$
\begin{equation*}
J^{\mu}=q \bar{\psi} \gamma^{\mu} \psi \tag{126}
\end{equation*}
$$

given in terms of the matter field. They come alongside the spinorial field equation

$$
\begin{equation*}
i \gamma^{\mu} \boldsymbol{D}_{\mu} \psi-i\left(X+\frac{1}{8}\right) Q_{\nu \tau \alpha} \gamma^{\nu} \gamma^{\tau} \gamma^{\alpha} \psi-m \psi=0 \tag{127}
\end{equation*}
$$

called Dirac spinorial field equations, which decompose according to

$$
\begin{gather*}
\frac{i}{2}\left(\bar{\psi} \gamma^{\mu} \boldsymbol{D}_{\mu} \psi-\boldsymbol{D}_{\mu} \bar{\psi} \gamma^{\mu} \psi\right)-\left(X+\frac{1}{8}\right) Q^{\pi \tau \eta} S^{\sigma} \varepsilon_{\pi \tau \eta \sigma}-m \Phi=0  \tag{128}\\
D_{\mu} U^{\mu}=0  \tag{129}\\
\frac{i}{2}\left(\bar{\psi} \gamma^{\mu} \boldsymbol{\pi} D_{\mu} \psi-\boldsymbol{D}_{\mu} \bar{\psi} \gamma^{\mu} \boldsymbol{\pi} \psi\right)-\left(X+\frac{1}{8}\right) Q^{\pi \tau \eta} U^{\sigma} \varepsilon_{\pi \tau \eta \sigma}=0 \tag{130}
\end{gather*}
$$

$$
\begin{gather*}
D_{\mu} S^{\mu}-2 m \Theta=0  \tag{131}\\
i\left(\bar{\psi} D^{\alpha} \psi-D^{\alpha} \bar{\psi} \psi\right)-D_{\mu} M^{\mu \alpha}+\left(2 X+\frac{1}{4}\right) \varepsilon_{\pi \tau \eta \sigma} Q^{\pi \tau \eta} \Sigma^{\sigma \alpha}-2 m U^{\alpha}=0  \tag{132}\\
D_{\alpha} \Phi-2\left(\bar{\psi} \sigma_{\mu \alpha} D^{\mu} \psi-D^{\mu} \bar{\psi} \sigma_{\mu \alpha} \psi\right)+\left(2 X+\frac{1}{4}\right) \Theta Q^{\pi \tau \eta} \varepsilon_{\pi \tau \eta \alpha}=0  \tag{133}\\
D_{\nu} \Theta-2 i\left(\bar{\psi} \sigma_{\mu \nu} \pi D^{\mu} \psi-D^{\mu} \bar{\psi} \sigma_{\mu \nu} \pi \psi\right)-\left(2 X+\frac{1}{4}\right) \Phi Q^{\pi \tau \eta} \varepsilon_{\pi \tau \eta \nu}+2 m S_{v}=0  \tag{134}\\
\left(D_{\alpha} \bar{\psi} \pi \psi-\bar{\psi} \pi D_{\alpha} \psi\right)+D^{\mu} \Sigma_{\mu \alpha}+\left(2 X+\frac{1}{4}\right) \varepsilon^{\pi \tau \eta \mu} Q_{\pi \tau \eta} M_{\mu \alpha}=0  \tag{135}\\
D^{\mu} \rho^{\rho} \varepsilon_{\mu \rho \alpha \nu}+i\left(\bar{\psi} \gamma_{[\alpha} D_{v]} \psi-D_{[\nu} \bar{\psi} \gamma_{\alpha]} \psi\right)+\left(2 X+\frac{1}{4}\right) Q^{\pi \tau \eta} \varepsilon_{\pi \tau \eta[\alpha} S_{v]}=0  \tag{136}\\
D^{[\alpha} U^{v]}-i \varepsilon^{\alpha v \mu \rho}\left(D_{\mu} \bar{\psi} \gamma_{\rho} \pi \psi-\bar{\psi} \gamma_{\rho} \pi D_{\mu} \psi\right)-\left(12 X+\frac{3}{2}\right) Q^{\alpha v \rho} U_{\rho}-2 m M^{\alpha v}=0 \tag{137}
\end{gather*}
$$

which are altogether equivalent to the Dirac spinor field equations and called Gordon decompositions. Spin, energy, and current verify

$$
\begin{equation*}
D_{\rho} S^{\rho \mu v}+\frac{1}{2} T^{[\mu v]} \equiv 0 \tag{138}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{\mu} T^{\mu v}+T_{\rho \beta} Q^{\rho \beta v}-S_{\mu \rho \beta} G^{\mu \rho \beta v}+J_{\rho} F^{\rho v} \equiv 0 \tag{139}
\end{equation*}
$$

alongside

$$
\begin{equation*}
D_{\rho} J^{\rho}=0 \tag{140}
\end{equation*}
$$

satisfied in the most general case.
Intriguingly, we notice that, in the spinor field equations, the mass appears linearly, and thus it may be positive as well as negative, and therefore it is possible to have two different types of spinor field equations. Such possibility is clear because, if $m \rightarrow-m$ is accompanied by the discrete transformation $\psi \rightarrow \pi \psi$, then the system of field equations is invariant, and, consequently, any solutions of the first are also a solution of the second. The fact that we may have two different spinor field equations is translated into the fact that we may have two different solutions linked by $\psi \rightarrow \pi \psi$ in general.

The full system of field equations is invariant under the transformation of parity reflection [24], and it is the most general under the restriction of being at the least-order differential form [25]. What this means is that arguments of compatibility with covariance, generality, and having field equations at their least-order derivative are enough to lead to the above physical field equations. In addition, this is true regardless of the principle of equivalence. The principle of equivalence might have been a guide for Einstein from a historical perspective, but mathematically there is no need for it. Its role is reduced to that of an interpretative principle telling us that the metric is what encodes the information about gravitation. Moreover, it is common knowledge of Einsteinian gravity that, when Einstein field equations are linearized and taken in the static case and for small velocities, they reduce to Newton equations, in which the time-time component of the metric is witnessed to be the Newtonian gravitational potential. Henceforth, the principle of equivalence can be abandoned. Certainly, this principle may give important insights, but it can be equally well disregarded, as the interpretation of gravity within the metric tensor naturally emerges from specific limits of the Einstein field equations and these come from arguments of simplicity, generality, and compatibility with identities proper to the underlying geometric structure.

## 3. Torsion-Spin Interactions

In this second section, we will consider the above physical field equations in order to investigate their properties: the idea will be to write them in an equivalent but somewhat clearer manner. We will end with general remarks about the interaction of geometry with its material content.

### 3.1. Torsion and Spinor Decomposition

To have the physical field equations converted in more manageable forms, we will decompose all quantities that can be decomposed into more fundamental ones: we will separate torsion from all torsionless quantities in all the covariant derivatives and curvature tensors. Finally, the spinor field will also be decomposed into its two irreducible chiral projections and elementary degrees of freedom.

### 3.1.1. Torsion as Axial-Vector Massive Field

Among all geometric fields, torsion has a special property indeed. The gauge potential is a gauge field for phase transformations, and the metric tensor can be considered a gauge field for coordinate transformations, so both are always depending on the phase or the coordinate system, while torsion is a tensor that does not have any relation with such properties. Thus, torsion can be split from gauge and metric connections, with all the covariant derivatives and curvatures being written as covariant derivatives and curvatures with no torsion but with all the torsion terms appearing as independent.

To have the most general connection decomposed into the simplest symmetric connection plus torsion terms, we only need to substitute (16) in (37), and this in (114).

Thus, the system of field equations reduces to

$$
\begin{equation*}
\nabla_{\rho}(\partial W)^{\rho \mu}+M^{2} W^{\mu}=X \bar{\psi} \gamma^{\mu} \pi \psi \tag{141}
\end{equation*}
$$

and

$$
\begin{gather*}
R^{\rho \sigma}-\frac{1}{2} R g^{\rho \sigma}-\Lambda g^{\rho \sigma}=\frac{k}{2}\left[\frac{1}{4} F^{2} g^{\rho \sigma}-F^{\rho \alpha} F^{\sigma}{ }_{\alpha}+\right. \\
+\frac{1}{4}(\partial W)^{2} g^{\rho \sigma}-(\partial W)^{\sigma \alpha}(\partial W)^{\rho}{ }_{\alpha}+M^{2}\left(W^{\rho} W^{\sigma}-\frac{1}{2} W^{2} g^{\rho \sigma}\right)+  \tag{142}\\
+\frac{i}{4}\left(\bar{\psi} \gamma^{\rho} \nabla^{\sigma} \psi-\nabla^{\sigma} \bar{\psi} \gamma^{\rho} \psi+\bar{\psi} \gamma^{\sigma} \nabla^{\rho} \psi-\nabla^{\rho} \bar{\psi} \gamma^{\sigma} \psi\right)- \\
\left.-\frac{1}{2} X\left(W^{\sigma} \bar{\psi} \gamma^{\rho} \pi \psi+W^{\rho} \bar{\psi} \gamma^{\sigma} \pi \psi\right)\right]
\end{gather*}
$$

for the torsion-spin and curvature-energy coupling, and

$$
\begin{equation*}
\nabla_{\sigma} F^{\sigma \mu}=q \bar{\psi} \gamma^{\mu} \psi \tag{143}
\end{equation*}
$$

for the gauge-current coupling. Then, we also have that

$$
\begin{equation*}
i \gamma^{\mu} \nabla_{\mu} \psi-X W_{\sigma} \gamma^{\sigma} \pi \psi-m \psi=0 \tag{144}
\end{equation*}
$$

for the spinor field equations.
If we take the divergence of (141) and contract (142), we obtain the constraints

$$
\begin{equation*}
M^{2} \nabla_{\mu} W^{\mu}=2 X m i \bar{\psi} \pi \psi \tag{145}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{2}{k} R+\frac{8}{k} \Lambda-M^{2} W^{2}=-m \bar{\psi} \psi \tag{146}
\end{equation*}
$$

where (144) has been used.
It is now possible to interpret torsion: just a quick look at the torsion-spin and curvature-energy field equations simply reveals that torsion is an axial-vector massive field verifying Proca field equations with corresponding energy and torsional-spin coupling
within the gravitational field equations [26]. With this insight, one might now wonder if there really was the necessity to go through the trouble of insisting on the presence of torsion if all comes to the presence of an axial-vector massive field, asking why we could not simply impose torsion equal to zero and then allowing an axial-vector massive field to be included into the theory. The answer is that, although mathematically it is equivalent to follow both approaches, conceptually the former approach is the most straightforward construction in which all quantities are defined and all relationships are built in the most general manner, while, on the other hand, the latter approach would be afflicted by a number of arbitrary assumptions. If this latter approach were the one to be followed, we would have to justify why torsion albeit in general present should be removed, why, among all fields that could be included, we pick precisely a vector field with pseudotensorial properties, and why it would have to be massive, and hence resulting into an approach having three unjustified assumptions in alternative to the other approach in which assumptions are either justified or not assumed at all. In order to avoid this high degree of arbitrariness, we prefer to follow the approach that we actually followed here. This leads after all to the presence of an axial-vector massive field. Then, if in some part of the theory, there were to appear new physics that could somehow be reconducted to an axial-vector massive field, we would know that these effects would emerge from the existence of torsion. In fact, such effects might be something that we have already observed, even if we ignored that they could come from the torsion tensor.

## Spinors as Sum of Chiral Parts

Analogously to the covariant decomposition of torsion, there is also a perfectly covariant split of the spinor field into its two chiral parts according to (80) and (81) and therefore in its degrees of freedom as expressed by (105).

When (105) is plugged into the Gordon decompositions, we obtain the polar forms of the Gordon decompositions, among which we find the following two equations:

$$
-X W_{\mu}-\frac{1}{4} g_{\mu \nu} \varepsilon^{v \rho \sigma \alpha} \partial_{\rho} \xi_{\sigma}^{k} \xi_{\alpha}^{j} \eta_{j k}-(\nabla \alpha-q A)^{\iota} u_{\left[s_{\mu}\right.} s_{\mu]}+s_{\mu} m \cos \beta+\frac{1}{2} \nabla_{\mu} \beta=0
$$

and

$$
s_{\mu} m \sin \beta-(\nabla \alpha-q A)^{\rho} u^{v} s^{\alpha} \varepsilon_{\mu \rho v \alpha}+\frac{1}{2}|\xi|^{-1} \xi_{\mu}^{k} \partial_{\alpha}\left(|\xi| \xi_{k}^{\alpha}\right)+\nabla_{\mu} \ln \phi=0
$$

which are very special since we can show that these two expressions imply the spinor field Equations (144): in fact, by employing the above pair of equations, we have that

$$
\begin{gathered}
i \gamma^{\mu} \nabla_{\mu} \psi-X W_{\sigma} \gamma^{\sigma} \pi \psi-m \psi= \\
=(\nabla \alpha-q A)^{\iota}\left(i \gamma^{\mu} u^{v} s^{\alpha} \varepsilon_{\mu l v \alpha}+u_{[l} s_{\mu]} \gamma^{\mu} \pi+\gamma_{l}\right) \psi- \\
-m\left(i s_{\mu} \gamma^{\mu} \sin \beta+s_{\mu} \gamma^{\mu} \pi \cos \beta+\mathbb{I}\right) \psi
\end{gathered}
$$

and then, using $(90,91)$, we get

$$
i \gamma^{\mu} \nabla_{\mu} \psi-X W_{\sigma} \gamma^{\sigma} \pi \psi-m \psi=0
$$

which is the Dirac spinor field Equation (144) as expected.
Therefore, we may summarize by saying that the Dirac spinorial field equation are equivalent to the equations

$$
\begin{equation*}
\nabla_{\mu} \beta-2 X W_{\mu}-\frac{1}{2} g_{\mu \nu} \varepsilon^{v \rho \sigma \alpha} \partial_{\rho} \xi_{\sigma}^{k} \tilde{\xi}_{\alpha}^{j} \eta_{j k}-2(\nabla \alpha-q A)^{\iota} u_{[l} s_{\mu]}+2 m s_{\mu} \cos \beta=0 \tag{147}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla_{\mu} \ln \phi^{2}+|\xi|^{-1} \xi_{\mu}^{k} \partial_{\alpha}\left(|\xi| \xi_{k}^{\alpha}\right)-2(\nabla \alpha-q A)^{\rho} u^{v} s^{\alpha} \varepsilon_{\mu \rho v \alpha}+2 m s_{\mu} \sin \beta=0 \tag{148}
\end{equation*}
$$

in the most general case that is possible.

Thus, we interpret spinor fields in this way: despite being fundamental, spinor fields are reducible, constituted from two chiral parts. Their independence is measured by the YvonTakabayashi angle describing internal dynamics of the spinor field. The module describes the overall matter distribution. These are the two degrees of freedom of the spinor field, with all space-time derivatives of these two degrees of freedom specified by (147) and (148) [27].

### 3.2. Torsion-Spinor Interactions

We now have all elements to deepen the investigation about the interaction between geometry and matter.

### 3.2.1. Torsion-Spinor Binding

In the recent parts, we have seen that (145) and (146) provide very simply links between geometrical structures and the bi-linear spinorial scalars. In addition, (147) and (148) constitute some form of dynamical conditions upon such spinorial scalars.

We have in fact that (145) and (146) can be written as

$$
\begin{equation*}
M^{2} \nabla_{\mu} W^{\mu}=4 X m \phi^{2} \sin \beta \tag{149}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{2}{k} R+\frac{8}{k} \Lambda-M^{2} W^{2}=-2 m \phi^{2} \cos \beta \tag{150}
\end{equation*}
$$

linking torsion and curvature to Yvon-Takabayashi angle and module, these last being subject to

$$
\begin{equation*}
\nabla_{\mu} \beta-2 X W_{\mu}-\frac{1}{2} g_{\mu \nu} \varepsilon^{v \rho \sigma \alpha} \partial_{\rho} \xi_{\sigma}^{k} \xi_{\alpha}^{j} \eta_{j k}-2(\nabla \alpha-q A)^{\iota} u_{[l} s_{\mu]}+2 m s_{\mu} \cos \beta=0 \tag{151}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla_{\mu} \ln \phi^{2}+|\xi|^{-1} \xi_{\mu}^{k} \partial_{\alpha}\left(|\xi| \xi_{k}^{\alpha}\right)-2(\nabla \alpha-q A)^{\rho} u^{v} s^{\alpha} \varepsilon_{\mu \rho v \alpha}+2 m s_{\mu} \sin \beta=0 \tag{152}
\end{equation*}
$$

as dynamical conditions. Therefore, by solving these last equations, we can always integrate spinor fields as all their degrees of freedom can be tied to torsion and curvature.

This is remarkable because it shows that formally the spinorial degrees of freedom can always be replaced by quantities related to the underlying geometric structure.

To conclude this part, we will give a few more results starting from the introduction of the potentials

$$
\begin{equation*}
K_{\mu}=2 X W_{\mu}+\frac{1}{2} g_{\mu \nu} \varepsilon^{v \rho \sigma \alpha} \partial_{\rho} \xi_{\sigma}^{k} \xi_{\alpha}^{j} \eta_{j k}+2(\nabla \alpha-q A)^{\iota} u_{[l} s_{\mu]} \tag{153}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{\mu}=-|\xi|^{-1} \xi_{\mu}^{k} \partial_{\alpha}\left(|\xi| \xi_{k}^{\alpha}\right)+2(\nabla \alpha-q A)^{\rho} u^{v} s^{\alpha} \varepsilon_{\mu \rho v \alpha} \tag{154}
\end{equation*}
$$

in terms of which we have

$$
\begin{equation*}
\nabla_{\mu} \beta-K_{\mu}+s_{\mu} 2 m \cos \beta=0 \tag{155}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla_{\mu} \ln \phi^{2}-G_{\mu}+s_{\mu} 2 m \sin \beta=0 \tag{156}
\end{equation*}
$$

as the Dirac equations in polar form. From these, we get

$$
\begin{equation*}
\left|\nabla \frac{\beta}{2}\right|^{2}-m^{2}-\phi^{-1} \nabla^{2} \phi+\frac{1}{2}\left(\nabla G+\frac{1}{2} G^{2}-\frac{1}{2} K^{2}\right)=0 \tag{157}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla_{\mu}\left(\phi^{2} \nabla^{\mu} \frac{\beta}{2}\right)-\frac{1}{2}(\nabla K+K G) \phi^{2}=0 \tag{158}
\end{equation*}
$$

as a Hamilton-Jacobi equation and a continuity equation.
Alternatively, we may define

$$
\begin{equation*}
\frac{1}{2}\left(\nabla_{\mu} \beta-2 X W_{\mu}-\frac{1}{2} g_{\mu \nu} \varepsilon^{v \rho \sigma \alpha} \partial_{\rho} \xi_{\sigma}^{k} \xi_{\alpha}^{j} \eta_{j k}\right)=Y_{\mu} \tag{159}
\end{equation*}
$$

and

$$
\begin{equation*}
-\frac{1}{2}\left[\nabla_{\mu} \ln \phi^{2}+|\xi|^{-1} \xi_{\mu}^{k} \partial_{\alpha}\left(|\xi| \xi_{k}^{\alpha}\right)\right]=Z_{\mu} \tag{160}
\end{equation*}
$$

in terms of which

$$
\begin{equation*}
Y_{\mu}-(\nabla \alpha-q A)^{\iota} u_{[\iota} s_{\mu]}+m s_{\mu} \cos \beta=0 \tag{161}
\end{equation*}
$$

and

$$
\begin{equation*}
Z_{\mu}-(\nabla \alpha-q A)^{\rho} u^{v} s^{\alpha} \varepsilon_{\mu \rho v \alpha}+m s_{\mu} \sin \beta=0 \tag{162}
\end{equation*}
$$

as Dirac equations in polar form. Then, defining

$$
\begin{equation*}
P_{v}=\nabla_{v} \alpha-q A_{v} \tag{163}
\end{equation*}
$$

as the momentum, we have that

$$
\begin{equation*}
P^{v}=m \cos \beta u^{v}+Y_{\mu} u^{\left[u^{v}\right.}{ }^{v]}+Z_{\mu} s_{\rho} u_{\sigma} \varepsilon^{\mu \rho \sigma v} \tag{164}
\end{equation*}
$$

giving its explicit form in terms of mass and velocity but also in terms of the YvonTakabayashi angle and spin as well as the potentials given in the (159) and (160) above.

There is a very important point to be clarified regarding the spinorial active transformations acting on spinorial fields. Consider the rotations around the third axis and the spinors in polar form (105): despite the fact that these spinors are aligned along the axis around which we perform the above rotation, that rotation does not leave them unchanged (as we have for vectors). This might already sound problematic, but, in addition, we also have that, when such a rotation is given for an angle $\theta=2 \pi$, it is $\Lambda=-\mathbb{I}$ implying that the spinor would not go back to the initial configuration (as we have when we perform a passive rotation). This too sounds peculiar. Thus, we might ask, is there any intuitive way to see things under which these odd behaviors would look natural? First of all, we have to take into account the fact that the rotation is an active rotation, and therefore an operation that, keeping fixed the space-time, moves the spinor. Then, we have to keep in mind that spinors are more sensitive than vectors to the structure of the space-time, as if anchored instead of being free to slide in it. Thus, for a given active rotation around a certain axis, a vector behaves like a pole, and, if aligned to the axis of rotation, it would be left unchanged as a whole. For the same active rotation, however, spinors would behave as a pole with a flag, so, even if aligned to the axis of rotation, they would be left unchanged almost fully but not quite entirely. They would indeed behave as if the rotation was taking place on a Möbius band. One way to picture them would be that of the belt trick, or the spinning plates, as described in [28].

We have shown that there is a duplicity in the spinorial structure made clear from the fact that spinors were defined up to the $\psi \rightarrow \pi \psi$ discrete transformation, or from the fact that the combined $\psi \rightarrow \pi \psi$ and $m \rightarrow-m$ is one symmetry of the physical field equations. Such duplicity may suggest a form of matter/antimatter duality [29,30].

Physical effects and phenomenological implications provided by a torsion tensor with a dynamical axial-vector field have also been recently presented in [31].

## 4. Limiting Situations

In this third section, we will consider the above theory in some specific cases so to deepen their examination: we will first consider what happens as a consequence of the fact that torsion is an axial-vector field with mass and in addition we will discuss what happens as a consequence of the fact that also the spinor field is massive. Eventually, we will see what happens in the complementary situation in which masslessness will allow another symmetry.

### 4.1. Massive Cases

We start from the analysis of the consequences of massive torsion: assuming also that the torsion mass is quite large, we will study the effective approximation. Finally, some comments about low-speed conditions will be given from the perspective of the non-relativistic limit.

### 4.1.1. Effective Approximation

To begin our investigation, we remark that torsion had a first property that was unlike what any other space-time or gauge fields had, and that it comes as a general feature of the geometry and not from a symmetry principle, with the consequence that there is no symmetry protecting it from being massive. Thus, the torsional field Equations (141) are such that, in the presence of a massive field, they can be taken in the approximation in which the dynamical term is negligible compared to the mass term. Thus, we may write

$$
\begin{equation*}
M^{2} W^{\mu} \approx X \bar{\psi} \gamma^{\mu} \pi \psi \tag{165}
\end{equation*}
$$

yielding an algebraic equation that can be used to have torsion substituted in all other field equations in terms of the spin of the spinor, so that all torsional contributions can effectively be converted into spin-spin interactions.

This is the so-called effective approximation.
Let us now move back to the physical field equations, which consist of expressions (141)-(144). These equations, by employing the variational formalism, can be derived from a dynamical action whose Lagrangian is

$$
\begin{align*}
\mathscr{L}=- & \frac{1}{4}(\partial W)^{2}+\frac{1}{2} M^{2} W^{2}-\frac{1}{k} R-\frac{2}{k} \Lambda-\frac{1}{4} F^{2}+ \\
& +i \bar{\psi} \gamma^{\mu} \nabla_{\mu} \psi-X \bar{\psi} \gamma^{\mu} \pi \psi W_{\mu}-m \bar{\psi} \psi \tag{166}
\end{align*}
$$

where torsion is already decomposed. Equivalently,

$$
\begin{gather*}
\mathscr{L}=-\frac{1}{4}(\partial W)^{2}+\frac{1}{2} M^{2} W^{2}-\frac{1}{k} R-\frac{2}{k} \Lambda-\frac{1}{4} F^{2}+ \\
+i \bar{\psi}_{L} \gamma^{\mu} \nabla_{\mu} \psi_{L}+i \bar{\psi}_{R} \gamma^{\mu} \nabla_{\mu} \psi_{R}+  \tag{167}\\
+X \bar{\psi}_{L} \gamma^{\mu} \psi_{L} W_{\mu}-X \bar{\psi}_{R} \gamma^{\mu} \psi_{R} W_{\mu}- \\
-m \bar{\psi}_{R} \psi_{L}-m \bar{\psi}_{L} \psi_{R}
\end{gather*}
$$

in which the chiral split is already done.
In effective approximation, the Lagrangian becomes

$$
\begin{gather*}
\mathscr{L}_{\text {effective }}=-\frac{1}{k} R-\frac{2}{k} \Lambda-\frac{1}{4} F^{2}+ \\
+i \bar{\psi} \gamma^{\mu} \nabla_{\mu} \psi+\frac{1}{2} \frac{X^{2}}{M^{2}} \bar{\psi} \gamma^{\mu} \psi \bar{\psi} \gamma_{\mu} \psi-m \bar{\psi} \psi \tag{168}
\end{gather*}
$$

where (102) was used. Equivalently,

$$
\begin{gather*}
\mathscr{L}_{\text {effective }}=-\frac{1}{k} R-\frac{2}{k} \Lambda-\frac{1}{4} F^{2}+ \\
+i \bar{\psi}_{L} \gamma^{\mu} \nabla_{\mu} \psi_{L}+i \bar{\psi}_{R} \gamma^{\mu} \nabla_{\mu} \psi_{R}+  \tag{169}\\
+\frac{X^{2}}{M^{2}} \bar{\psi}_{L} \gamma^{\mu} \psi_{L} \bar{\psi}_{R} \gamma_{\mu} \psi_{R}- \\
-m \bar{\psi}_{R} \psi_{L}-m \bar{\psi}_{L} \psi_{R}
\end{gather*}
$$

which is exactly the Lagrangian of the Nambu-Jona-Lasinio model [32,33].
As (102) shows, it is precisely the axial-vector nature of the field that produces the inversion of the sign of the potential, making the contact interaction attractive.

In addition, as it is clear, such an interaction takes place between two chiral projections.
In fact, general knowledge of the NJL model shows that the torsionally-induced spin-spin contact interaction is an attraction between the two chiral parts of the spinor.

We recall that the role of the Higgs boson is analogous.
This is not surprising since the torsion-spin coupling is the axial-vector analog of the scalar Yukawa coupling. In fact, if the effective Lagrangian (168) is further re-arranged in terms of (102), it can be put in the form

$$
\begin{gather*}
\mathscr{L}_{\text {effective }}^{\text {spinor }}=i \bar{\psi} \gamma^{\mu} \nabla_{\mu} \psi+ \\
+\frac{1}{2} \frac{X^{2}}{M^{2}}\left(|\bar{\psi} \psi|^{2}+|i \bar{\psi} \pi \psi|^{2}\right)-m \bar{\psi} \psi \tag{170}
\end{gather*}
$$

as the Lagrangian of the spinor field complemented with the torsionally-induced spincontact interactions. On the other hand, in the standard model of particle physics [34], we might take into account the Lagrangian for the electron in the presence of the Higgs interaction alone. If the Higgs is taken in effective approximation, we have

$$
\begin{equation*}
M^{2} H \approx-\frac{\gamma}{2} \bar{e} e \tag{171}
\end{equation*}
$$

which is analogous to (165) in scalar form. Plugging it into the standard model Lagrangian gives

$$
\begin{equation*}
\mathscr{L}_{\text {effective }}^{\text {electron }}=i \bar{e} \gamma^{\mu} \nabla_{\mu} e+\frac{\gamma^{2}}{4 M^{2}}|\bar{e} e|^{2}-m \bar{e} e \tag{172}
\end{equation*}
$$

for the electronic field with the Higgs-induced interaction. The comparison between (170) and (172) shows that

$$
\begin{gather*}
\mathscr{V}_{\text {effective }}^{\text {spinor }}=-\frac{1}{2} \frac{X^{2}}{M^{2}}\left(|\bar{\psi} \psi|^{2}+|i \bar{\psi} \pi \psi|^{2}\right)  \tag{173}\\
\mathscr{V} \text { effectron }=-\frac{\gamma^{2}}{4 M^{2}}|\bar{e} e|^{2} \tag{174}
\end{gather*}
$$

meaning that torsion gives a self-interaction with a scalar part and a pseudo-scalar part, so spin dependent, while the Higgs gives rise to a scalar self-interaction only. Apart from this, they are both attractive and occur between the chiral parts.

From the Lagrangian (170), we extract the potential

$$
\begin{equation*}
\mathscr{V}=-\frac{X^{2}}{2 M^{2}}\left(|\bar{\psi} \psi|^{2}+|i \bar{\psi} \pi \psi|^{2}\right) \tag{175}
\end{equation*}
$$

which is negative, as expected for attractive interactions, and so the energy is the kinetic energy plus the potential energy, given by the general expression according to

$$
\begin{equation*}
\mathscr{E}=\mathscr{K}-\frac{X^{2}}{2 M^{2}}\left(|\bar{\psi} \psi|^{2}+|i \bar{\psi} \pi \psi|^{2}\right) \tag{176}
\end{equation*}
$$

and we recall that all quantities are densities. In fact, a straightforward dimensional analysis shows that we have

$$
\begin{equation*}
E=K-\frac{X^{2}}{2 M^{2}} \frac{1}{V} \tag{177}
\end{equation*}
$$

having interpreted $|\bar{\psi} \psi|^{2}+|i \bar{\psi} \pi \psi|^{2}=V^{-2}$ as inverse volume, which is reasonable at least on dimensional grounds. On the other hand, it is possible to compute what turns out to be the expression for the internal energy of a van der Waals gas with negative pressure, given by

$$
\begin{equation*}
U=T-C^{2} \frac{1}{V} \tag{178}
\end{equation*}
$$

in terms of a generic constant $C$, as it is known from general thermodynamic arguments.
Because thermodynamically the kinetic energy can be interpreted as the temperature, and of course the energy is the internal energy, then the formal similarities of these two apparently unrelated expressions are striking.

In this thermodynamic analogy, we have that the single spinor field can be seen as a matter distribution behaving in the same way in which a van der Waals attractive gas with attractive intermolecular forces would [35].

Consider now the pair of second-order derivative Equations (157) and (158) with $K_{\mu} \approx 2 X W_{\mu}$ and $G_{\mu} \approx 0$ and implement the torsion effective approximation: (157) becomes

$$
\begin{gather*}
\nabla^{2} \phi-4 X^{4} M^{-4} \phi^{5}+2 X^{2} M^{-2} K \cdot s \phi^{3}- \\
-|\nabla \beta / 2|^{2} \phi+m^{2} \phi=0 \tag{179}
\end{gather*}
$$

with a quintic potential. We see that such a nonlinear potential is attractive.
Summarizing, in the effective approximation, torsional interactions give rise to a contact force much in the same way in which the Higgs field would, with these two forces being similarly attractive and chiral. In addition, we have seen that the torsional potential would also be analogous to the internal energy of an attractive van der Waals gas.

Consequently, insofar as this effective approximation holds, there is a clear indication that torsion is a sort of internal binding force, a tension, localizing the spinor.

### 4.1.2. Non-Relativistic Limit

In the initial section in which we introduced kinematic quantities, it was clear that tensors and gauge fields were characterized by general definition while spinors were defined in a way that was strongly dependent on the background being a ( $1+3$ )-dimensional space-time. Therefore, in such a space-time, the spinorial transformation law has a total of six parameters while spinor fields defined in terms of this transformation have a total of eight real components, and we have seen how to remove six components from the spinor field leaving it with two physical degrees of freedom.

However, now one might wonder what would happen when we consider the nonrelativistic limit. In such a limit of small velocities, boosts can no longer be viable transformation laws and so time gets frozen, reducing the background to effectively be a three-dimensional space. In this case, spinorial transformation laws would possess a total of three parameters while spinor fields defined by this transformation would have four real components, so that we could remove three of the components from the spinor, hence leaving it with only one physical degree of freedom and nothing more.

To be mathematically precise, in the $(1+3)$-dimensional space-time, the spinor can always be written as (105) like

$$
\psi=\phi e^{-i \alpha}\left(\begin{array}{c}
e^{\frac{i}{2} \beta}  \tag{180}\\
0 \\
e^{-\frac{i}{2} \beta} \\
0
\end{array}\right)
$$

in the representation we used throughout this presentation, called chiral representation, with Yvon-Takabayashi angle expressed in terms of imaginary exponentials. It is, however, possible to introduce another representation in which the Yvon-Takabayashi is expressed
in terms of real circular functions, called standard representation, obtained via the unitary transformation

$$
\boldsymbol{U}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
\mathbb{I} & \mathbb{I}  \tag{181}\\
-\mathbb{I} & \mathbb{I}
\end{array}\right)
$$

which operates on gamma matrices to give

$$
\begin{align*}
\gamma^{0} & =\left(\begin{array}{cc}
\mathbb{I} & 0 \\
0 & -\mathbb{I}
\end{array}\right)  \tag{182}\\
\gamma^{K} & =\left(\begin{array}{cc}
0 & \sigma^{K} \\
-\sigma^{K} & 0
\end{array}\right) \tag{183}
\end{align*}
$$

so that

$$
\begin{gather*}
\sigma^{0 A}=\frac{1}{2}\left(\begin{array}{cc}
0 & \sigma^{A} \\
\sigma^{A} & 0
\end{array}\right)  \tag{184}\\
\sigma_{A B}=-\frac{i}{2} \varepsilon_{A B C}\left(\begin{array}{cc}
\sigma^{C} & 0 \\
0 & \sigma^{C}
\end{array}\right) \tag{185}
\end{gather*}
$$

and on spinors to give

$$
\psi=\sqrt{2} \phi e^{-i \alpha}\left(\begin{array}{c}
\cos \frac{\beta}{2}  \tag{186}\\
0 \\
-i \sin \frac{\beta}{2} \\
0
\end{array}\right)
$$

in general. In $(1+3)$-dimensional space-times, spinors can always be written as above.
In three-dimensional space, the spinor can always be written according to

$$
\begin{equation*}
\psi=\phi e^{-i \alpha}\binom{1}{0} \tag{187}
\end{equation*}
$$

and the representation is unique.
Upon comparison, it becomes easy to see that the non-relativistic limit requires a small spatial part of the velocity $u^{a}$ but also a small Yvon-Takabayashi angle $\beta$ and, when this is accomplished, we have that, in standard representation, the spinor reduces to the form

$$
\psi=\sqrt{2} \phi e^{-i \alpha}\left(\begin{array}{l}
1  \tag{188}\\
0 \\
0 \\
0
\end{array}\right)
$$

where the lower component has vanished, and the upper component has reduced to

$$
\begin{equation*}
\psi=\phi e^{-i \alpha}\binom{1}{0} \tag{189}
\end{equation*}
$$

up to an overall constant, which is irrelevant.
It is also worth noticing that, so far, we have been able to obtain a procedure of nonrelativistic limit that involves no definition of momentum. However, if the momentum in (163) is considered, we would see that only in the case in which all spin contributions are negligible can the explicit form of the momentum (164) reduce to

$$
\begin{equation*}
P^{v} \approx m \cos \beta u^{v} \tag{190}
\end{equation*}
$$

so that the non-relativistic limit is given as a small spatial part of $P^{a}$ as commonly used.

Therefore, we have that the non-relativistic limit is implemented by the requirement that, when written in standard representation, the spinor loses its lower component

$$
\psi \rightarrow \sqrt{2} \phi e^{-i \alpha}\left(\begin{array}{l}
1  \tag{191}\\
0 \\
0 \\
0
\end{array}\right)
$$

and this is why this component is called small component.
Equivalently, we have that the conditions

$$
\begin{gather*}
u^{a} \rightarrow\left(\begin{array}{c}
\frac{1}{0} \\
0 \\
0
\end{array}\right)  \tag{192}\\
\beta \rightarrow 0 \tag{193}
\end{gather*}
$$

are what implements the non-relativistic limit.
In addition, additionally, if the spin is negligible, then

$$
P^{a} \rightarrow\left(\begin{array}{c}
m  \tag{194}\\
0 \\
0 \\
0
\end{array}\right)
$$

is the final form of non-relativistic limit, and the one that is normally employed.
We notice that, because $u^{a}$ is the velocity and, as we said, $\beta$ is already linked to the internal dynamics, then, in a non-relativistic limit, the spinor loses both the overall and the internal motions, which is intuitive. In addition, it is remarkable that the spinorial lower component is connected to Zitterbewegung effects which are yet another signature of internal dynamics [36]. There seems to be a very tight relation linking the Yvon-Takabayashi angle with effects of Zitterbewegung as manifestations of internal dynamics for the Dirac spinorial matter fields in general [37].

### 4.2. Massless Case

In this part, we will study the complementary situation given when both torsion and spinors are massless.

## Ultra-Relativistic Limit

Let us now consider what happens when torsion as well as the Dirac spinor are both massless. The torsional field Equations (141) become

$$
\begin{equation*}
\nabla_{\rho}(\partial W)^{\rho \mu}=X \bar{\psi} \gamma^{\mu} \pi \psi \tag{195}
\end{equation*}
$$

which are analogous to the electro-dynamic field equations apart from the fact that these above are parity-odd. This aside, both are vector field equations in a massless case, and, as such, we should expect some symmetry to be present. The full Lagrangian in the case of masslessness also for the spinor field is given by the following:

$$
\begin{gather*}
\mathscr{L}_{\text {massless }}=-\frac{1}{4}(\partial W)^{2}-\frac{1}{k} R-\frac{2}{k} \Lambda-\frac{1}{4} F^{2}+ \\
+i \bar{\psi}_{L} \gamma^{\mu} \nabla_{\mu} \psi_{L}+i \bar{\psi}_{R} \gamma^{\mu} \nabla_{\mu} \psi_{R}+  \tag{196}\\
+X \bar{\psi}_{L} \gamma^{\mu} \psi_{L} W_{\mu}-X \bar{\psi}_{R} \gamma^{\mu} \psi_{R} W_{\mu}
\end{gather*}
$$

as it is straightforward to see.

This is invariant for the transformation

$$
\begin{equation*}
W_{v}^{\prime}=W_{v}-\partial_{v} \omega \tag{197}
\end{equation*}
$$

with

$$
\begin{equation*}
\psi_{L}^{\prime}=e^{-i X \omega} \psi_{L} \quad \psi_{R}^{\prime}=e^{i X \omega} \psi_{R} \tag{198}
\end{equation*}
$$

or in compact form

$$
\begin{equation*}
\psi^{\prime}=e^{i X \omega \pi} \psi \tag{199}
\end{equation*}
$$

known as chiral gauge transformation.
Additionally, expression (105) can also be written as

$$
\psi=\phi e^{-i \alpha} e^{-\frac{i}{2} \beta \pi}\left(\begin{array}{l}
1  \tag{200}\\
0 \\
1 \\
0
\end{array}\right)
$$

and, from this expression, it is clear that it is always possible to perform a chiral gauge transformation taking the local parameter to be $\beta=2 X \omega$ and leaving

$$
\psi^{\prime}=\phi e^{-i \alpha}\left(\begin{array}{l}
1  \tag{201}\\
0 \\
1 \\
0
\end{array}\right)
$$

in terms of the module alone: this has to be expected, as symmetries come with redundant information that can be removed by reducing the fields, and because in this case the chiral symmetry is an additional symmetry with one parameter, we have to expect that one degree of freedom be removed. It is clear that the only degree of freedom to remain is the one that cannot be removed in any way whatsoever that is the module.

Because in the massless approximation the two chiral Lagrangians become separable, the two chiral projections are independent, and therefore the Yvon-Takabayashi angle can be vanished, since it carries no information.

This is yet another fact that supports the evidence for which the Yvon-Takabayashi angle can be related to internal dynamics and Zitterbewegung for spinor fields.

In addition, this is possible because of the attractiveness that characterizes the axialvector massive torsion mediation of the chiral mutual interaction within the spinor field.

If torsion were not an axial-vector, the chiral interaction would not be attractive, and, if such an attraction were not massive enough, it would not be sufficiently strong to grant stability for the bound-state spinorial field itself.

### 4.3. Two: Basic Applications

This second chapter will be about applying the above theory to solve or discuss fundamental problems in modern physics: in the first section, we will tackle the problem of gravitational singularity formation. In the second section, we will discuss the problem of positivity of energy.

## 5. Consequences of Spin

In this first section, our main goal is to take into account the problem of the formation of gravitational singularities and face it in terms of the modifications brought by the presence of torsion interacting with spinors. Some comments on the Pauli exclusion principle will be made.

### 5.1. Singularity Avoidance

If we consider Einstein gravity on its own, it is remarkably difficult to overestimate its success. From planetary precession, through gravitational waves, to black holes, there is not a single prediction that has not been corroborated yet. In fact, if Dark Matter is just another form of matter, there is not a single effect, whether predicted or not, that has never been confirmed so far. Nevertheless, there is a black spot, theoretically.

The Hawking-Penrose theorem is a very general result showing how, under very general conditions on energy, gravitationally-induced singularities form. If true, such a result would constitute an indication that Einstein gravitation has to be generalized, or at least included in an extended framework. There are, in fact, several attempts at extended models, whether they are simple extensions of Einstein gravity, or major revisions of all Einstein concepts of a geometric theory in itself. All these models and theories are certainly worth our attention. However, at times, the solution to a given puzzle might well be much closer than expected. If we wish to try a solution that is based on the physics we already have, the most straightforward possibility is to use the torsion tensor.

Employing torsion to solve this problem has already been done [38]. However, contrary to the expectation that torsion could solve or at least alleviate this issue, Kerlick found that the issue was actually worsened. This way was then abandoned.

Nevertheless, to a more attentive examination, we may find a possible way out. A closer look at the reasons why torsion would enhance the formation of singularities will reveal that the gravitational field is increased because, in the energy density, there are positive contributions coming from the fact that torsional effects for the spin contact interaction of spinors are taken to be repulsive.

This happens to be the case because Kerlick considers the simplest generalization of Einstein gravity, the original Einstein-Sciama-Kibble theory, where torsion is tied to the spin in terms of the Newton gravitational constant.

However, as discussed above, a more general theory of torsion would, first of all, involve a torsion-spin coupling that is not the Newton gravitational constant, but which can be any possible constant and in particular a constant with the opposite sign. In addition, secondly, in the most general case in which torsion propagates, in the effective approximation, the torsion-spin coupling constant has an opposite sign necessarily.

In fact, in this case, in effective approximation, we found that we do have an attractive torsion effect, resulting in a negative potential in the energy density, decreasing gravitation and making the singularity formation avoidable.

Indeed, the torsional contribution could provide such a negative potential that the whole energy may turn negative, the gravitational field may turn repulsive, and singularity formation would be avoided necessarily.

To put words into expressions, take (142) contracted as

$$
\begin{equation*}
-R-4 \Lambda=\frac{k}{2}\left(-M^{2} W^{2}+m \Phi\right) \tag{202}
\end{equation*}
$$

and plug this back into the original equations to get

$$
\begin{align*}
R^{\rho \sigma}+\Lambda g^{\rho \sigma}= & \frac{k}{2}\left[\frac{1}{4} F^{2} g^{\rho \sigma}-F^{\rho \alpha} F_{\alpha}^{\sigma}+\frac{1}{4}(\partial W)^{2} g^{\rho \sigma}-(\partial W)^{\sigma \alpha}(\partial W)^{\rho}{ }_{\alpha}+M^{2} W^{\rho} W^{\sigma}+\right. \\
& +\frac{i}{4}\left(\bar{\psi} \gamma^{\rho} \nabla^{\sigma} \psi-\nabla^{\sigma} \bar{\psi} \gamma^{\rho} \psi+\bar{\psi} \gamma^{\sigma} \nabla^{\rho} \psi-\nabla^{\rho} \bar{\psi} \gamma^{\sigma} \psi\right)-  \tag{203}\\
& \left.-\frac{1}{2} X\left(W^{\sigma} S^{\rho}+W^{\rho} S^{\sigma}\right)-\frac{1}{2} m \Phi g^{\rho \sigma}\right]
\end{align*}
$$

equivalent to those in the original form. For the singularity theorem in Einstein gravity, we have that the condition

$$
\begin{equation*}
R^{\rho \sigma} u_{\rho} u_{\sigma} \geqslant 0 \tag{204}
\end{equation*}
$$

must be verified, and, when this is the case, then singularity formation will become inevitable. With no cosmological constant and neglecting electro-dynamics, we obtain that the condition to have singularity formation reads

$$
\begin{gather*}
{\left[\frac{1}{4}(\partial W)^{2} g^{\rho \sigma}-(\partial W)^{\sigma \alpha}(\partial W)^{\rho}{ }_{\alpha}+\frac{i}{2}\left(\bar{\psi} \gamma^{\rho} \nabla^{\sigma} \psi-\nabla^{\sigma} \bar{\psi} \gamma^{\rho} \psi\right)+\right.} \\
\left.+M^{2} W^{\rho} W^{\sigma}-X W^{\sigma} S^{\rho}-\frac{1}{2} m \Phi g^{\rho \sigma}\right] u_{\rho} u_{\sigma} \geqslant 0 \tag{205}
\end{gather*}
$$

and this is what we have to study.
In effective approximation, it becomes

$$
\begin{equation*}
\frac{i}{2}\left(\bar{\psi} \gamma^{0} \nabla_{0} \psi-\nabla_{0} \bar{\psi} \gamma^{0} \psi\right)-\frac{1}{2} m \Phi \geqslant 0 \tag{206}
\end{equation*}
$$

and because (144) in the effective approximation is

$$
\begin{equation*}
i \gamma^{0} \nabla_{0} \psi+i \vec{\gamma} \cdot \vec{\nabla} \psi-\frac{X^{2}}{M^{2}} S_{\sigma} \gamma^{\sigma} \pi \psi-m \psi=0 \tag{207}
\end{equation*}
$$

we may use this in the above to get

$$
\begin{equation*}
\frac{i}{2}(\vec{\nabla} \bar{\psi} \cdot \vec{\gamma} \psi-\bar{\psi} \vec{\gamma} \cdot \vec{\nabla} \psi)+\frac{X^{2}}{M^{2}} S_{\sigma} S^{\sigma}+\frac{1}{2} m \Phi \geqslant 0 \tag{208}
\end{equation*}
$$

whose structure is similar to the condition of Kerlick but with the sign of the nonlinear interaction inverted. We may now follow Kerlick argument by neglecting the derivative term, and, by employing (102), we get that

$$
\begin{equation*}
-4 \frac{X^{2}}{M^{2}} \phi^{4}+m \phi^{2} \cos \beta \geqslant 0 \tag{209}
\end{equation*}
$$

which for for large densities are be violated, and quite easily too.
Therefore, because of the torsion-spin coupling, the energy condition is not verified and gravitational singularity formation is no longer a necessity [39].

We already said that torsion in effective approximation generates interactions which, without the spin-dependent part, are similar to what we would get by using the Higgs potential. Therefore, it is not surprising that singularity avoidance could be achieved also by the Higgs [40]. The difference is in the mass scale: the Higgs potential can only be used to avoid singularities in black holes, as it does not work before symmetry breaking, while torsion can be used to avoid singularities for black holes and the big bang, since torsion is always a massive field even prior to any mass generation mechanism.

Notice that this mechanism is proper to the Einsteinian gravitation. In fact, in order for this mechanism to work, one must have a theory in which gravitation can become repulsive if the energy density switches sign and in which the energy density is allowed to switch its overall sign. None of this would ever be possible in a theory of gravitation in which the source is not the energy but the mass, since the mass can never be negative.

### 5.2. Pauli Exclusion

The above-commented mechanism with which one may avoid the formation of singularity at a gravitational level is reminiscent of the degeneracy pressure encountered in the usual treatment of neutron stars. Consequently, the correlated Pauli exclusion principle comes to the mind. Such a principle stems from the fact that, in the construction of electronic levels, obtained by solving the non-relativistic matter field equations in a Coulomb potential, the solutions are given in terms of a quantum number $n$ giving the energy level of the external shell, accounting for a total of $n^{2}$ electrons. However, the number of observed electrons $2 n^{2}$ and hence there must be a two-fold degeneracy. This means that solutions of the matter field equation come in pairs of two, so that each electronic shell can be filled twice by the same state. The exclusion principle presented in this way is the original form by Pauli. Pauli's initial idea to assign a two-fold degeneracy was most straightforwardly that of introducing the concept of spin: the connection is very simple, based on the fact
that irreducible representations of particles of spin $s$ have exactly $d=2 s+1$ independent components. For particles of $\operatorname{spin} s=1 / 2$, this means $d=2 / 2+1=2$ components, so that it is possible to think that these two components be precisely the two states that account for the double state of multiplicity. Mathematically, this can be seen from the fact that the spinor field has, for each chiral part, two components. Indeed, recalling (105), we have that spinor fields can be written as

$$
\psi=\phi e^{-i \alpha} e^{-\frac{i}{2} \beta \pi}\left(\begin{array}{l}
1  \tag{210}\\
0 \\
1 \\
0
\end{array}\right) \quad \text { and } \quad \psi=\phi e^{-i \alpha} e^{-\frac{i}{2} \beta \pi}\left(\begin{array}{l}
0 \\
1 \\
0 \\
1
\end{array}\right)
$$

where the first is a spin-up (spin $+1 / 2$ ) eigenstate while the second is a spin-down (spin $-1 / 2$ ) eigenstate. These are the two opposite-spin eigenvalues of the same eigenspinor. As a consequence of this structure, superposition of two opposite-spin spinors is allowed and thus, if the two initial spinors are solutions, then also their superposition is another solution. This mechanism is indeed what happens in the hydrogen atom.

Nevertheless, the Pauli exclusion principle is not only this. Such a principle must also include a mechanism for which no more than two states can superpose. Quantum mechanics does not solve this problem. In quantum field theory, however, a solution is proposed, and the commonly accepted paradigm is described by the spin-statistic theorem: this theorem says that in a theory that is Lorentz covariance and causal, with positive norms and energies, half-integer spin particles cannot occupy more than one state at a time (while integer spin particles can). However, for this result to take place, the theorem must engage, and this is subject to the conditions granted by its hypotheses. In a classical theory of fields, Lorentz covariance and causality are ensured, but positive norms and energies are not. In fact, we have seen that negative energies are not only possible but also needed to ensure the mechanism to avoid the formation of singularities.

It so appears that the exclusion principle and singularity avoidance can not both be implemented in the same framework. In addition, usually, the common behavior is that of implementing the spin-statistic theorem and leaving the singularity formation unsolved. However, one can instead consider the complementary position of ensuring singularity avoidance and leave the Pauli exclusion open.

However, in a theory where spinors interact with torsion, we have seen that, in effective approximation, the torsionally-induced spin-contact interactions of the spinor give rise to self-interactions for the spinor field. These nonlinear contributions in the matter field equations are enough to ensure that no superposition of two identical solutions can also be a solution. This entails the exclusion principle.

Notice that, in case the two solutions are not identical, that is, if the two solutions correspond to opposite spins, their superposition is allowed by the double-valuedness that characterizes the spinorial fields in general cases.

## 6. Conditions on Energy

In this second section, we intend to deepen the investigation of the problem of the positive energies. We conclude with comments on the macroscopic approximation.

### 6.1. Positive Energy

In the development of field theories, it is not uncommon for some properties to be present in a given approximation but not in the full theory. Thus, particles behave in a certain manner in classical mechanics and very differently in quantum mechanics, and quantum particles behave in a given way in quantum mechanics and rather differently in the relativistic version of quantum mechanics.

Following a bottom-up approach in terms of successive generalizations, fewer and fewer properties will be found within the most general theory that is possible. There is, however, a property that does not appear to follow such a pattern, which is the energy.

From classical mechanics to quantum mechanics, to relativistic quantum mechanics, to relativistic quantum mechanics of spinning fields, the energy of a particle is always taken to be positive, either because it is proven positive, or because we force it to be positive by correcting the theory in an appropriate way.

Forcing the energy to be positive does have a number of consequences, not only for the interpretation, but also to obtain results like the spin-statistic theorem as discussed above. However, we have seen that the exclusion principle can also be entailed in a different manner, and there should be no surprise in finding a generalization of field the theory in which some energies happen to be negative after all.

Allowing negative energies has considerable advantages too, not only for the fact that the mathematics tells us that they are possible, but also to obtain results like the avoidance of singularities as we had discussed before.

Just the same, even assuming that energies can be negative, we have that they will have to turn out to be positive in those approximations in which we know they are.

To see this is in fact the case, let us consider the energy given as the right-hand side of (142), and that is

$$
\begin{gather*}
T^{\rho \sigma}=\frac{1}{4} F^{2} g^{\rho \sigma}-F^{\rho \alpha} F_{\alpha}^{\sigma}+ \\
+\frac{1}{4}(\partial W)^{2} g^{\rho \sigma}-(\partial W)^{\sigma \alpha}(\partial W)^{\rho}{ }_{\alpha}+ \\
+M^{2}\left(W^{\rho} W^{\sigma}-\frac{1}{2} W^{2} g^{\rho \sigma}\right)+  \tag{211}\\
+\frac{i}{4}\left(\bar{\psi} \gamma^{\rho} \nabla^{\sigma} \psi-\nabla^{\sigma} \bar{\psi} \gamma^{\rho} \psi+\bar{\psi} \gamma^{\sigma} \nabla^{\rho} \psi-\nabla^{\rho} \bar{\psi} \gamma^{\sigma} \psi\right)- \\
-\frac{1}{2} X\left(W^{\sigma} \bar{\psi} \gamma^{\rho} \pi \psi+W^{\rho} \bar{\psi} \gamma^{\sigma} \pi \psi\right)
\end{gather*}
$$

in general. In particular, as the electro-dynamic and torsional contributions are positive, we will consider only

$$
\begin{align*}
& E^{\rho \sigma}=\frac{i}{4}\left(\bar{\psi} \gamma^{\rho} \nabla^{\sigma} \psi-\nabla^{\sigma} \bar{\psi} \gamma^{\rho} \psi+\right. \\
& \left.+\bar{\psi} \gamma^{\sigma} \nabla^{\rho} \psi-\nabla^{\rho} \bar{\psi} \gamma^{\sigma} \psi\right)-  \tag{212}\\
& -\frac{1}{2} X\left(W^{\sigma} \bar{\psi} \gamma^{\rho} \pi \psi+W^{\rho} \bar{\psi} \gamma^{\sigma} \pi \psi\right)
\end{align*}
$$

as pure spinorial contribution and which is not positive.
To better see this, we go in the frame where the spinor assumes the polar form (105) in which

$$
\begin{gather*}
E_{\rho \sigma}=\phi^{2}\left[P_{\sigma} u_{\rho}+P_{\rho} u_{\sigma}+\right. \\
+\left[\frac{1}{4}\left(\Omega^{i j}{ }_{\sigma} \varepsilon_{\rho i j k}+\Omega_{\rho}^{i j}{ }_{\rho} \varepsilon_{\sigma i j k}\right) \eta^{k a}+\right.  \tag{213}\\
\left.\left.+\xi_{\rho}^{a}(\nabla \beta / 2-X W)_{\sigma}+\xi_{\sigma}^{a}(\nabla \beta / 2-X W)_{\rho}\right] s_{a}\right]
\end{gather*}
$$

whose time-time component is not positive defined as the straightforward check would immediately show.

In it, the momentum is given by (164) as

$$
\begin{equation*}
P^{v}=m \cos \beta u^{v}+Y_{\mu} u^{\left[\mu_{s} v\right]}+Z_{\mu} s_{\rho} u_{\sigma} \varepsilon^{\mu \rho \sigma v} \tag{214}
\end{equation*}
$$

whose time component is also not positive defined.
However, if we could justify the assumption in terms of which we neglect all contributions coming from the spin, then the energy would reduce to

$$
\begin{equation*}
E_{00}=2 \phi^{2} P_{0} u_{0} \tag{215}
\end{equation*}
$$

for the time-time component.

The momentum becomes

$$
\begin{equation*}
P^{0}=m \cos \beta u^{0} \tag{216}
\end{equation*}
$$

for the time component.
Therefore, if now the Yvon-Takabayashi angle vanishes, then the energy is ensured to be positive defined.

Summarizing, we can say that, if

$$
\begin{gather*}
\beta \rightarrow 0  \tag{217}\\
s_{a} \rightarrow 0 \tag{218}
\end{gather*}
$$

then the energy of spinor fields is necessarily positive [41].
These two conditions together condense a very simple situation, as we are going to discuss in what follows.

### 6.2. Macroscopic Limit

In the previous part, we have discussed how the energy is positive if $\beta \rightarrow 0$ and $s_{a} \rightarrow 0$ happen to occur.

To understand the meaning of these conditions, let us consider again the field equations for the gravitational field and for electro-dynamics (142) and (143) and compute the divergences: they are respectively given by

$$
\begin{gather*}
\nabla_{\rho}\left[\frac{1}{4} F^{2} g^{\rho \sigma}-F^{\rho \alpha} F_{\alpha}^{\sigma}+\right. \\
+\frac{1}{4}(\partial W)^{2} g^{\rho \sigma}-(\partial W)^{\sigma \alpha}(\partial W)_{\alpha}^{\rho}+ \\
+M^{2}\left(W^{\rho} W^{\sigma}-\frac{1}{2} W^{2} g^{\rho \sigma}\right)+  \tag{219}\\
+\frac{i}{4}\left(\bar{\psi} \gamma^{\rho} \nabla^{\sigma} \psi-\nabla^{\sigma} \bar{\psi} \gamma^{\rho} \psi+\bar{\psi} \gamma^{\sigma} \nabla^{\rho} \psi-\nabla^{\rho} \bar{\psi} \gamma^{\sigma} \psi\right)- \\
\left.-\frac{1}{2} X\left(W^{\sigma} \bar{\psi} \gamma^{\rho} \pi \psi+W^{\rho} \bar{\psi} \gamma^{\sigma} \pi \psi\right)\right]=0
\end{gather*}
$$

and

$$
\begin{equation*}
\nabla_{\mu}\left(\bar{\psi} \gamma^{\mu} \psi\right)=0 \tag{220}
\end{equation*}
$$

identically, as we already know from the first chapter.
By substituting the polar form (105) and implementing the above conditions $\beta \rightarrow 0$ and $s_{a} \rightarrow 0$, we get

$$
\begin{equation*}
\nabla_{\rho}\left(\frac{1}{4} F^{2} g^{\rho \sigma}-F^{\rho \alpha} F_{\alpha}^{\sigma}+2 m \phi^{2} u^{\rho} u^{\sigma}\right)=0 \tag{221}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla_{\mu}\left(2 \phi^{2} u^{\mu}\right)=0 \tag{222}
\end{equation*}
$$

as it is straightforward to see.
Evaluating the divergence of the former and employing the latter, we obtain the expression

$$
\begin{equation*}
-2 q \phi^{2} u^{\alpha} F_{\alpha}^{\sigma}+2 m \phi^{2} u^{\rho} \nabla_{\rho} u^{\sigma}=0 \tag{223}
\end{equation*}
$$

having used the Maxwell field equations.
After the necessary simplifications, we get

$$
\begin{equation*}
m u^{\rho} \nabla_{\rho} u^{\sigma}=q F^{\sigma \alpha} u_{\alpha} \tag{224}
\end{equation*}
$$

which is just the Newton law in the presence of Lorentz force.
This is what we have in macroscopic approximation.

Thus, we can interpret $\beta \rightarrow 0$ and $s_{a} \rightarrow 0$ as the conditions that implement the known macroscopic approximation.

This is reasonable because vanishing the internal dynamics and all information about internal structures essentially means that we are considering situations where internal contributions are concealed within the spinorial field, which means we are in macroscopic approximation.

Spinor fields have energy density that can be negative as a consequence of all contributions of spin and internal dynamics, and it is only when these are hidden that the positivity of the energy density is also ensured for spinors.

### 6.3. Three: Special Models

This third and last chapter will be about the application of the above theory for phenomenological cases: we will in fact consider what the effects are of torsion for the two standard models of particles and cosmology.

## 7. Particles and Cosmology

In the first chapter, we have encountered the theorem of the polar form, which specified that, if both scalars $\Theta$ and $\Phi$ do not vanish identically, then we can always find special frames where the most general spinor is as in (105).

However, what if $\Theta=\Phi \equiv 0$ everywhere? The answer to this question has already been given in [15], and it is that we could still find a special frame in which the most general spinor can be written in some type of polar form.

Specifically, if $\Theta=\Phi \equiv 0$, then we can always find special frames where the most general spinor is given by

$$
\psi=\frac{1}{\sqrt{2}}\left(\mathbb{I} \cos \frac{\alpha}{2}-\pi \sin \frac{\alpha}{2}\right)\left(\begin{array}{l}
1  \tag{225}\\
0 \\
0 \\
1
\end{array}\right)
$$

up to the reversal of the third axis.
Spinor fields undergoing these constraints are called flag-dipoles, and they contain two special cases: one with constraint $S^{a}=0$ and called flagpoles, written as

$$
\psi=\frac{1}{\sqrt{2}}\left(\begin{array}{l}
1  \tag{226}\\
0 \\
0 \\
1
\end{array}\right)
$$

up to the reversal of the third axis and extinguishing the class of Majorana spinors; the other with a constraint given by $M^{a b}=0$ and called dipoles, written as

$$
\psi=\left(\begin{array}{l}
1  \tag{227}\\
0 \\
0 \\
0
\end{array}\right)
$$

up to the reversal of the third axis and the switch between chiral parts and accounting for the Weyl spinors.

Therefore, as it can be seen quite clearly, Majorana as well as Weyl spinors can always be Lorentz transformed into a frame in which they remain with a fixed structure, and, consequently, they have no degree of freedom at all.

This may sound surprising, and thus we are going to give a direct proof of this statement for the Weyl spinors.

To do that, consider a general Weyl spinor, for instance left-handed, in the form

$$
\psi=\left(\begin{array}{c}
a e^{i \alpha} \\
b e^{i \beta} \\
0 \\
0
\end{array}\right)
$$

where the two complex components have been written in polar form. Consider now as Lorentz transformation the rotation of angle $\theta$ around the second axis given by

$$
\boldsymbol{\Lambda}_{R 2}=\left(\begin{array}{cccc}
\cos \theta / 2 & -\sin \theta / 2 & 0 & 0 \\
\sin \theta / 2 & \cos \theta / 2 & 0 & 0 \\
0 & 0 & \cos \theta / 2 & -\sin \theta / 2 \\
0 & 0 & \sin \theta / 2 & \cos \theta / 2
\end{array}\right)
$$

followed by the rotation of angle $\varphi$ around the third axis

$$
\boldsymbol{\Lambda}_{R 3}=\left(\begin{array}{cccc}
e^{i \varphi / 2} & 0 & 0 & 0 \\
0 & e^{-i \varphi / 2} & 0 & 0 \\
0 & 0 & e^{i \varphi / 2} & 0 \\
0 & 0 & 0 & e^{-i \varphi / 2}
\end{array}\right)
$$

applied to the spinor. The results are given by expression

$$
\begin{aligned}
\psi^{\prime}= & \left(\begin{array}{cccc}
\cos \theta / 2 & -\sin \theta / 2 & 0 & 0 \\
\sin \theta / 2 & \cos \theta / 2 & 0 & 0 \\
0 & 0 & \cos \theta / 2 & -\sin \theta / 2 \\
0 & 0 & \sin \theta / 2 & \cos \theta / 2
\end{array}\right) . \\
& \cdot\left(\begin{array}{cccc}
e^{i \varphi / 2} & 0 & 0 & 0 \\
0 & e^{-i \varphi / 2} & 0 & 0 \\
0 & 0 & e^{i \varphi / 2} & 0 \\
0 & 0 & 0 & e^{-i \varphi / 2}
\end{array}\right)\left(\begin{array}{c}
a e^{i \alpha} \\
b e^{i \beta} \\
0 \\
0
\end{array}\right)
\end{aligned}
$$

and that is

$$
\psi^{\prime}=\left(\begin{array}{c}
a \cos \theta / 2 e^{i \varphi / 2} e^{i \alpha}-b \sin \theta / 2 e^{-i \varphi / 2} e^{i \beta} \\
a \sin \theta / 2 e^{i \varphi / 2} e^{i \alpha}+b \cos \theta / 2 e^{-i \varphi / 2} e^{i \beta} \\
0 \\
0
\end{array}\right)
$$

after multiplication. The spin-down component is zero if

$$
a \sin \theta / 2 e^{i \varphi / 2} e^{i \alpha}+b \cos \theta / 2 e^{-i \varphi / 2} e^{i \beta}=0
$$

which can be worked out to be

$$
\frac{a}{b} e^{i(\alpha-\beta)}=-e^{-i \varphi} \cot \theta / 2
$$

splitting into

$$
\begin{gathered}
\cot \theta / 2=-a / b \\
\varphi=\beta-\alpha
\end{gathered}
$$

for the two angles. Thus, we can always find a combination of two rotations that brings the spin-down component to vanish identically. When this is done, we have

$$
\psi^{\prime}=\sqrt{a^{2}+b^{2}} e^{i(\beta+\alpha) / 2}\left(\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right)
$$

for spin-up Weyl spinors. With another rotation of angle $\zeta=\beta+\alpha$ around the third axis given as the above

$$
\boldsymbol{\Lambda}_{R 3}=\left(\begin{array}{cccc}
e^{-i \zeta / 2} & 0 & 0 & 0 \\
0 & e^{i \zeta / 2} & 0 & 0 \\
0 & 0 & e^{-i \zeta / 2} & 0 \\
0 & 0 & 0 & e^{i \zeta / 2}
\end{array}\right)
$$

the phase can also be vanished. Thus, we have

$$
\psi^{\prime \prime}=\sqrt{a^{2}+b^{2}}\left(\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right)
$$

and employing a boost of rapidity $\eta=\ln \left|a^{2}+b^{2}\right|$ along the third axis given by

$$
\boldsymbol{\Lambda}_{B 3}=\left(\begin{array}{cccc}
e^{-\eta / 2} & 0 & 0 & 0 \\
0 & e^{\eta / 2} & 0 & 0 \\
0 & 0 & e^{\eta / 2} & 0 \\
0 & 0 & 0 & e^{-\eta / 2}
\end{array}\right)
$$

the module is also removed, and we get

$$
\psi^{\prime \prime \prime}=\left(\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right)
$$

for the final form of the Weyl spinor. Obviously, the same would be true if we intended to keep only the spin-down component. In addition, of course, the same remains true for the right-handed case. This result for Weyl spinors is general.

Although more calculations would be needed, it would still be straightforward to see that, by employing exactly the same method, we would obtain exactly the same result also if we were to consider the Majorana spinors.

Such a result may be surprising, but it is a mathematical consequence of the definition of Majorana and Weyl spinors alone and therefore it is true in full generality.

Thus, these spinors do not have degrees of freedom.
If we take this to conclude that these spinors cannot be physical, then we are bound to accept that such spinors cannot form the matter content of any theory, in particular, the standard model of particle physics as we know.

This leaves us with a remarkable consequence: if these spinors, and in particular Weyl spinors, cannot be used in physics, and in particular in the standard model of particle physics, then we cannot employ neutrinos as defined at the moment. Neutrinos need be right-handed too, and, after the symmetry breaking, they must get a Dirac mass.

Because the charge count of the standard model cannot change, neutrinos are sterile.
We will next try to see what happens when sterile neutrinos with a Dirac mass term are then included. Of course, the first application is neutrino oscillations.

We now try to see what the effects of torsion can be. However, in order to do so, we have first to make one little digression in order to generalize the theory.

Throughout the entire presentation, we have been considering single spinor fields, but clearly the treatment of two spinor fields, or even more spinor fields, is doable, and it is achieved by replicating the spinor field Lagrangian as many times as the number of independent spinor fields.

For instance, in the case of two spinor fields, we have

$$
\begin{gather*}
\mathscr{L}=-\frac{1}{4}(\partial W)^{2}+\frac{1}{2} M^{2} W^{2}-\frac{1}{k} R-\frac{2}{k} \Lambda-\frac{1}{4} F^{2}+ \\
+i \bar{\psi}_{1} \gamma^{\mu} \nabla_{\mu} \psi_{1}+i \bar{\psi}_{2} \gamma^{\mu} \nabla_{\mu} \psi_{2}+  \tag{228}\\
-X_{1} \bar{\psi}_{1} \gamma^{\mu} \pi \psi_{1} W_{\mu}-X_{2} \bar{\psi}_{2} \gamma^{\mu} \pi \psi_{2} W_{\mu}+ \\
-m_{1} \bar{\psi}_{1} \psi_{1}-m_{2} \bar{\psi}_{2} \psi_{2}
\end{gather*}
$$

as it is reasonable to expect.
Taking the variation with respect to torsion gives

$$
\begin{align*}
\nabla_{v}(\partial W)^{v \mu} & +M^{2} W^{\mu}=X_{1} \bar{\psi}_{1} \gamma^{\mu} \pi \psi_{1}+ \\
& +X_{2} \bar{\psi}_{2} \gamma^{\mu} \pi \psi_{2} \tag{229}
\end{align*}
$$

as the torsion field equations with two sources.
In effective approximation, we obtain expressions

$$
\begin{equation*}
M^{2} W^{\mu} \approx X_{1} \bar{\psi}_{1} \gamma^{\mu} \pi \psi_{1}+X_{2} \bar{\psi}_{2} \gamma^{\mu} \pi \psi_{2} \tag{230}
\end{equation*}
$$

which can be plugged back into the Lagrangian giving

$$
\begin{align*}
& \mathscr{L}=-\frac{1}{k} R-\frac{2}{k} \Lambda-\frac{1}{4} F^{2}+i \bar{\psi}_{1} \gamma^{\mu} \nabla_{\mu} \psi_{1}+i \bar{\psi}_{2} \gamma^{\mu} \nabla_{\mu} \psi_{2}+ \\
& +\frac{1}{2}\left|\frac{X_{1}}{M}\right|^{2} \bar{\psi}_{1} \gamma^{\mu} \psi_{1} \bar{\psi}_{1} \gamma_{\mu} \psi_{1}+\frac{1}{2}\left|\frac{X_{2}}{M}\right|^{2} \bar{\psi}_{2} \gamma^{\mu} \psi_{2} \bar{\psi}_{2} \gamma_{\mu} \psi_{2}-  \tag{231}\\
& -\frac{X_{1}}{M} \frac{X_{2}}{M} \bar{\psi}_{1} \gamma^{\mu} \pi \psi_{1} \bar{\psi}_{2} \gamma_{\mu} \pi \psi_{2}-m_{1} \bar{\psi}_{1} \psi_{1}-m_{2} \bar{\psi}_{2} \psi_{2}
\end{align*}
$$

in which each spinor has self-interaction and between spinors there is mutual interaction.
The extension to three spinor fields, or $n$ spinor fields, is similar: there are $n$ selfinteractions, always attractive, and $\frac{1}{2} n(n-1)$ mutual interactions, being either attractive or repulsive according to $X_{i} X_{j}$ being positive or negative.

This extension is interesting for $n=3$ because this is the situation we have for neutrinos. By neglecting all the interactions apart from the effective interactions, and in them neglecting the self-interaction so to have only the mutual interactions, one may calculate the Hamiltonian

$$
\begin{equation*}
\mathscr{H}=\sum_{i j} \bar{v}_{i}\left(U_{i j}-X_{i} X_{j} \gamma^{\mu} \pi v_{i} \bar{v}_{j} \pi \gamma_{\mu}\right) v_{j} \tag{232}
\end{equation*}
$$

where the Latin indices run over the three labels associated with the three different flavors of neutrinos. Hence, the matrix $U_{i j}-X_{i} X_{j} \gamma^{\mu} \pi v_{i} \bar{v}_{j} \pi \gamma_{\mu}$ is the combination of the constant matrix $U_{i j}$ describing kinematic phases that arise from the mass terms, as usual, plus the field-dependent matrix $X_{i} X_{j} \gamma^{\mu} \pi v_{i} \bar{v}_{j} \pi \gamma_{\mu}$ describing the dynamical phases that arise from the torsionally-induced nonlinear potentials, those of the present theory.

Dealing with the nonlinear potentials is problematic, but, in reference [42], this problem is solved by taking neutrinos dense enough to make the torsion field background homogeneous and thus constant. The phase difference is

$$
\begin{equation*}
\Delta \Phi \approx\left(\frac{\Delta m^{2}}{2 E}+\frac{1}{4}\left|W^{0}-W^{3}\right|\right) L \tag{233}
\end{equation*}
$$

having assumed $W_{1}=W_{2}=0$ and where $L$ is the length of the oscillations. In [43], it was seen that (233) in the case in which the neutrino mass difference is small becomes

$$
\begin{equation*}
\Delta \Phi \approx\left(\Delta m^{2}+m \frac{X_{\mathrm{eff}}^{2}}{4 M^{2}}\left|\bar{v} \gamma_{\mu} v \bar{v} \gamma^{\mu} \nu\right|^{\frac{1}{2}}\right) \frac{L}{2 E} \tag{234}
\end{equation*}
$$

where $m$ is the value of the nearly-equal masses of neutrinos while $X_{\text {eff }}^{2}$ is a combination of the coupling constants and with the dependence $L / E$ as the ratio between length and energy of the oscillations, as it is expected.

The phase difference due to the oscillation has the kinematic contribution, as a difference of the squared masses, plus a dynamic contribution, proportional to the neutrino mass density distribution. The novelty torsion introduced is that, even in the case in which neutrino masses were to be non-zero but with insufficient non-degeneracy in mass spectrum, we might still have oscillations, and therefore an ampler margin of freedom before having some tension. Notice also that both $m$ and $X_{\text {eff }}^{2}$ depend on the masses and coupling constants of the two neutrinos involved so that they would be different for another pair of neutrinos, making it clear how the parameters of the oscillation depend on the specific pair of neutrinos, as it should be.

This is an immediate and clear effect that the neutrinos with Dirac mass term and interacting in terms of torsion give to us for some new physical insight beyond what is commonly expected from the standard model of particles.

What about the standard model of cosmology? To give an answer to this question, we move on to examine some consequences torsion may have for Dark Matter.

To begin with, we specify that, although we still do not exactly know what dark matter is, nevertheless it has to be a form of matter: albeit many models may fit galactic rotation curves, only dark matter as a real form of matter fits all galactic behaviors [44].

Hence, given dark matter as a form of matter, massive and weakly interacting, we will additionally take it to be described by $\frac{1}{2}$-spin spinor fields. This makes it possible to have the effects due to torsional interactions.

In reference [45], the torsional effects have been studied in a classical context to see how galactic dynamics could be modified by torsion, and, in [46], we have applied those results to the case in which torsion was coupled to spinors to see how galactic dynamics could be modified by torsion and how torsion could be sourced by dark matter.

Thus, here as before, torsion is not used as an alternative but as a correction over pre-existing physics. Having this in mind, we recall that, in [46], we showed how, if spinors are the source of torsion, the gravitational field in galaxies turns out to be increased: from (142), we see that, in the case of the effective approximation (165), we get

$$
\begin{equation*}
R^{\rho \sigma}-\frac{1}{2} R g^{\rho \sigma}-\Lambda g^{\rho \sigma}=\frac{k}{2}\left(E^{\rho \sigma}-\frac{1}{2} \frac{X^{2}}{M^{2}} S^{\mu} S_{\mu} g^{\rho \sigma}\right) \tag{235}
\end{equation*}
$$

showing that the spinor field with the torsionally-induced nonlinear interactions has an effective energy, which is written as the usual term plus a nonlinear contribution.

For this contribution, we have to recall that we are not considering a single spinor field, as we have done when in particle physics, but collective states of spinor fields, as it is natural to assume in cosmology, with the consequence that it is not possible to employ the re-arrangements we used before and thus $S^{\mu} S_{\mu}$ cannot be reduced. Generally, we do not know how to compute it, but, as the square of a density, it may be positive.

In Ref. [46], we have been discussing precisely what would happen if the spin density square happened to be positive, and we have found that the contribution to the energy would change the gravitational field as to allow for a constant behavior of the rotation curves of galaxies, discussing the value of the torsion-spin coupling constant that is required to fit the galactic observations.

The details of the calculations were based on the fact that in this occurrence and within the approximations of slow rotational velocity and weak gravitational field, the acceleration felt by a point-particle was given by

$$
\begin{equation*}
\operatorname{div} \vec{a} \approx-m \rho-K^{2} \rho^{2} \tag{236}
\end{equation*}
$$

in which the Newton gravitational constant has been normalized and where $K$ is the effective value of the torsional constant, with constant tangential velocity obtained for densities scaling down as $r^{-2}$ in general. In the standard approach to dark matter, there are only Newtonian source contributions scaling down as $r^{-1}$ and so a modification to the density distribution has to be devised, and it is the well known Navarro-Frenk-White profile. In the presence of torsional corrections, the Newtonian profile suffices because, even if the density drops as $r^{-1}$, it is squared in the torsional correction and the $r^{-2}$ drop is obtained. These similarities suggest that the torsion correction might be what gives the Navarro-Frenk-White profile. After all, the NFW profile is obtained in $n$-body dynamics as those assumed here provided that the $n$ spinors interact through torsion in terms of some axial-vector simplified model.

Nor is the idea of modeling dark matter, through the NFW profile, unexpected in terms of torsion, since this is precisely what a specific type of effective theories does.

In quite recent years, there has been a shift of approach in looking for physics beyond the standard model, and in particular dark matter. The new way of tackling the issue is based on the idea of studying all types of effective interactions that can be put in a Lagrangian, and, among all of them, there is the axial-vector spin-contact interaction.

However, in even more recent years, this approach has been generalized, shifting the attention from the effective interactions to the mediated interactions, known as simplified models [47]. However, the story does not change, since among all these there is the axial-vector mediated term

$$
\begin{equation*}
\Delta \mathscr{L}=-g \bar{\chi} \gamma^{\mu} \pi \chi B_{\mu} \tag{237}
\end{equation*}
$$

where $\chi$ is the dark matter particle and $B_{\mu}$ is the axial-vector mediator, and where the structure of the interaction is that of the torsion-spin coupling, as it should be quite easily recognizable for the reader at this moment.

When the standard model has been acknowledged to need a complementation, we have been striving to have it placed within a more general model, which should have also contained some new physics, and in particular dark matter. It has been the constant failure in this project that prompted us to reverse the strategy, pushing us to look for simplified models, namely models that can immediately describe dark matter, or in general new physics, and leaving the task of including them, together with the standard model, into a more general model for later, and better, times. If we were, therefore, to see that the dark matter, or generally some new physics, were actually described by one of these simplified models, the following step would be to include it beside the standard model within a more general model, and at this point it should be clear what is our ultimate claim for this entire section.

Our claim is that, if such a simplified model is the one described by the axial-vector mediator, then we will need not look very far, as the general model would be torsion.

We next move to study a more direct effect about a cosmological situation [48,49].
The problem is quite simply the fact that the cosmological constant has a measured value that, in natural units, is about one hundred and twenty orders of magnitude off of the theoretically predicted one. Normally, this would have made physicists reject the theories in which its value is calculated, but those theories are quantum field theory and the standard model, being very successful otherwise.

Philosophers may argue that, in the face of a bad result disproving a theory, there can be no good result that can support it: the history of physics is loaded with examples of good agreements between observations and predictions that were based on theories
later seen to be false. In addition, in this specific situation, the bad agreement is not only bad, but it is the worst in all of physics ever. Nowadays, the common behavior would be to claim that this is not really a bad agreement, since new physics might intervene to make the agreement acceptable. It does not take very experienced philosophers to see that this argument could always be invoked to push the problems under the carpet of an even higher energy frontier, and when this frontier will be unreachable, the predictivity of the theory will be annihilated. In this work, we try to embrace a philosophic approach, or merely be reasonable, admitting that such a discrepancy is lethal.

As a consequence, it follows that all theories predicting contributions to the cosmological constant must be dramatically re-adjusted. As we said above, these are the theory of quantum fields, with cosmological constant contributions due to zero-point energy, and the standard model, with cosmological constant contributions given by the same mechanism that gives mass to all fields and that is the spontaneous symmetry breaking.

As for the contribution coming from the general theory of quantum fields in terms of the zero-point energies, we have to recall that the zero-point energies are the result of quantization implemented with commutation relationships. In a normal-ordered quantum theory of fields, or simply in the classical theory of fields, zero-point energy does not appear, and thus no further contribution arises in the cosmological constant.

Leaving us without zero-point energy, it becomes necessary to find a way to compute the Casimir force without using any zero-point energy. It is worth remembering that Casimir forces derived from van der Waals forces was indeed the very first way to describe this phenomenon in the original paper by Casimir and Polder. A more recent account can be found in [50]. See also $[51,52]$.

As for the contribution of the standard model in terms of the mechanism of symmetry breaking, recall that, after the break-down of the symmetry, we have the generation of the masses of all particles interacting with the Higgs field plus that of an effective cosmological constant $\frac{1}{2} \lambda^{2} v^{4}$ with a value around $10^{120}$ in natural units. If this term is to disappear, we need to vanish either $\lambda$ or $v$, but, as vanishing the former would imply no symmetry breaking, the only possibility is to vanish $v$ so that symmetry breaking can still occur though not spontaneously. We may look for a dynamical symmetry breaking.

To begin our investigation, the very first thing we want to do is remark that, as the reader may have noticed, we never treated the scalar field. The reason was merely to keep an already heavy presentation from being heavier.

Still, it is now time to put in some scalar field. The scalar field complementing the Lagrangian (166) gives

$$
\begin{gather*}
\mathscr{L}=-\frac{1}{4}(\partial W)^{2}+\frac{1}{2} M^{2} W^{2}-\frac{1}{k} R-\frac{2}{k} \Lambda-\frac{1}{4} F^{2}+ \\
+i \bar{\psi} \gamma^{\mu} \nabla_{\mu} \psi+\nabla^{\mu} \phi^{\dagger} \nabla_{\mu} \phi-  \tag{238}\\
-X \bar{\psi} \gamma^{\mu} \pi \psi W_{\mu}-\frac{1}{2} \Xi \phi^{2} W^{2}-\Upsilon \bar{\psi} \psi \phi- \\
-m \bar{\psi} \psi+\mu^{2} \phi^{2}-\frac{1}{2} \lambda^{2} \phi^{4}
\end{gather*}
$$

where the $X, \Xi, Y$ are the constants related to torsion with spinor and scalar interactions.
It is quite interesting to notice that, within this complementation, there is also the term $\phi^{2} W^{2}$ coupling torsion to the scalar. This may look strange, since torsion is supposed to be sourced by the spin density, which is equal to zero for scalar fields. Therefore, we should expect to have torsion without a pure source of scalar fields, although we will have scalar contributions in torsion field equations.

In fact, upon variation of the Lagrangian, we obtain

$$
\begin{equation*}
\nabla_{\alpha}(\partial W)^{\alpha v}+\left(M^{2}-\Xi \phi^{2}\right) W^{v}=X \bar{\psi} \gamma^{v} \pi \psi \tag{239}
\end{equation*}
$$

in which there is indeed a scalar contribution, although in the form of an interaction giving an effective mass term.

There is, immediately, something rather striking about this expression: in a cosmic scenario, for a universe in an FLRW metric, we would have that the torsion, to respect the same symmetries of isotropy and homogeneity, would have to possess only the temporal component. However, in this case, the dynamical term would disappear leaving

$$
\begin{equation*}
\left(M^{2}-\Xi \phi^{2}\right) W^{v}=X \bar{\psi} \gamma^{v} \pi \psi \tag{240}
\end{equation*}
$$

as the torsion field equations we would have had in the effective limit, though now the result is exact. The source would have to be the sum of the spin density of all spinors in the universe, and because the spin vector points in all directions, statistically the source vanishes too and

$$
\begin{equation*}
\left(M^{2}-\Xi \phi^{2}\right) W^{v}=0 \tag{241}
\end{equation*}
$$

which tells us that, if torsion is present, then

$$
\begin{equation*}
M^{2}=\Xi \phi^{2} \tag{242}
\end{equation*}
$$

and, if $\Xi$ is positive, the scalar acquires the value

$$
\begin{equation*}
\phi^{2}=M^{2} / \Xi \tag{243}
\end{equation*}
$$

which is constant throughout the universe.
A constant scalar all over the universe is the condition needed for slow-roll in inflationary scenarios, and in this case there arises an effective cosmological constant

$$
\begin{equation*}
\Lambda_{\text {effective }}=\Lambda+\left.\left.\frac{1}{2}\left|\frac{\lambda}{2}\right| \frac{M}{\Xi}\right|^{2}\right|^{2} \tag{244}
\end{equation*}
$$

in the Lagrangian (238), driving the scale factor of the FLRW metric and therefore driving the inflation itself. Inflation will last, so long as symmetry conditions hold, but as the universe expands and the density of sources decreases, local anisotropies are no longer swamped, and their presence will spoil the symmetries that engaged the above mechanism, bringing inflation to an end [53].

As the universe expands in a non-inflationary scenario, the torsional field equation would no longer lose the dynamic term due to the symmetries, but it might still lose it due to the fact that massive torsion can have an effective approximation. In this case, we would still have

$$
\begin{equation*}
\left(M^{2}-\Xi \phi^{2}\right) W^{v} \approx X \bar{\psi} \gamma^{v} \pi \psi \tag{245}
\end{equation*}
$$

although only as an approximated form. We may plug it back into the initial Lagrangian (238) obtaining

$$
\begin{gather*}
\mathscr{L}=-\frac{1}{k} R-\frac{2}{k} \Lambda-\frac{1}{4} F^{2}+i \bar{\psi} \gamma^{\mu} \nabla_{\mu} \psi+\nabla^{\mu} \phi^{\dagger} \nabla_{\mu} \phi+ \\
+\frac{1}{2} X^{2}\left(M^{2}-\Xi \phi^{2}\right)^{-1} \bar{\psi} \gamma^{\nu} \psi \bar{\psi} \gamma_{v} \psi-  \tag{246}\\
-\Upsilon \bar{\psi} \psi \phi-m \bar{\psi} \psi+\mu^{2} \phi^{2}-\frac{1}{2} \lambda^{2} \phi^{4}
\end{gather*}
$$

as the resulting effective Lagrangian. The presence of an effective interaction involving spinors and scalars, having a structure much richer than that of the Yukawa interaction, is obvious. In addition, we observe that, if for vanishingly small scalar this reduces to the above effective interaction for spinors, in the presence of larger values for the scalar, it can even become singular. We might speculate that such a value is the maximum allowed for the scalar as the one at which the above mechanism of inflation takes place.

Consider now the case $\mu=0$ in the above Lagrangian.

The scalar potential is minimized by $\phi^{2}=v^{2}$ such that

$$
\begin{equation*}
\lambda^{2} v^{2}=\frac{1}{2} \Xi X^{2}\left(M^{2}-\Xi v^{2}\right)^{-2}\left|\bar{\psi} \gamma^{v} \psi \bar{\psi} \gamma_{v} \psi\right|_{\mathrm{v}} \tag{247}
\end{equation*}
$$

linking the square of the Higgs vacuum to the square of the density of the spinor vacuum. Therefore, the dynamical symmetry breaking mechanism occurs eventually.

This break-down of symmetry is a dynamical one because the vacuum is not a constant, but it is the vacuum expectation value of the spinor distribution.

After dynamical symmetry breaking is implemented in the Lagrangian, the effective cosmological constant is still proportional to the Higgs vacuum, but the Higgs vacuum is now proportional to the spinor vacuum. Where material distributions tend to zero, as we would have in cosmology the vacuum for the spinor trivializes, the vacuum for the Higgs trivializes as well and the cosmological constant is no longer generated [54].

The picture that emerges is one for which symmetry breaking is no longer a mechanism that happens throughout the universe but only when spinors are present, with the consequence that, if spinors are not present, the effective cosmological constant is similarly not present. The cosmological constant due to spontaneous symmetry breaking in the standard model is thus avoidable.

No zero-point energy leaves no contribution apart from those due to phase transitions, which can be quenched by a symmetry breaking that is not spontaneous but dynamical, and no effective cosmological constant arises.

In this third chapter, we presented and discussed the possible torsional dynamics in the cosmology and particle physics standard models. Now, it is time to pull together all the loose ends in order to display the general overview.

We have seen and stated repeatedly that torsion can be thought as an axial-vector massive field coupling to the axial-vector bi-linear spinor field according to the term

$$
\begin{equation*}
\Delta \mathscr{L}_{\text {interaction }}^{\mathrm{Q}-\text { spinor }}=-X \bar{\psi} \gamma^{\mu} \pi \psi W_{\mu} \tag{248}
\end{equation*}
$$

of which we have one for every spinor. Effective approximations involving two, three, or even more spinor fields have been discussed, with a particular care for the case of neutrino oscillations, for which we have detailed in what way the results of [42] can be generalized in order to have

$$
\begin{equation*}
\Delta \Phi \approx \frac{L}{2 E}\left(\Delta m^{2}+m \frac{X_{\text {eff }}^{2}}{4 M^{2}}\left|\bar{v} \gamma_{\mu} v \bar{v} \gamma^{\mu} \nu\right|^{\frac{1}{2}}\right) \tag{249}
\end{equation*}
$$

describing the phase difference for almost degenerate neutrino masses, as consisting of the $L / E$ dependence modulating the usual kinetic contribution, plus a new dynamic contribution, so that, even if the neutrino mass spectrum were to be degenerate, torsion would still induce an effective mechanism of oscillation. As these considerations have nothing special about neutrinos, and thus they may as well be extended to all leptons, we then proceeded in studying such extension. However, once the Lagrangian terms of the weak interaction after symmetry breaking and the torsion for an electron and a left-handed neutrino were taken in the effective approximation, we saw that, due to the cleanliness of the scattering and the precision of the measurements, the standard model correction induced by the torsion had to be very small, and, if this occurs because the torsion mass is large, then the effective approximation is no longer viable. We have then re-considered the case without effective approximations, allowing also for sterile right-handed neutrinos in order to maintain the feasibility of the dynamical neutrino oscillations discussed above, therefore reaching the general Lagrangian

$$
\begin{gather*}
\Delta \mathscr{L}_{\text {interaction }}^{\mathrm{Q} / \text { weak-spinor }}=-X_{e} \bar{e} \gamma^{\mu} \pi e W_{\mu}-X_{\nu} \bar{v} \gamma^{\mu} \pi \nu W_{\mu}+ \\
+\frac{g}{\sqrt{2}}\left(W_{\mu}^{-} \bar{v} \gamma^{\mu} e_{L}+W_{\mu}^{+} \bar{e}_{L} \gamma^{\mu} \nu\right)+  \tag{250}\\
+\frac{g}{\cos \theta} Z_{\mu}\left[\frac{1}{2}\left(\bar{v} \gamma^{\mu} \nu-\bar{e}_{L} \gamma^{\mu} e_{L}\right)+|\sin \theta|^{2} \bar{e} \gamma^{\mu} e\right]
\end{gather*}
$$

showing that, while the sterile right-handed neutrino is by construction insensitive to weak interactions, it is sensitive to the universal torsion interaction, suggesting that, to see torsional interactions, we must pass for neutrino physics.

After having extensively wandered in the microscopic domain of particle physics, we move to see what type of effect torsion might have for a macroscopic application of a yet unseen particle, dark matter, and we have seen that, in the case of effective approximation, the spinor source in the gravitational field equations becomes of the form

$$
\begin{equation*}
R^{\rho \sigma}-\frac{1}{2} R g^{\rho \sigma}-\Lambda g^{\rho \sigma}=\frac{k}{2}\left(E^{\rho \sigma}-\frac{1}{2} \frac{X^{2}}{M^{2}} S^{\mu} S_{\mu} g^{\rho \sigma}\right) \tag{251}
\end{equation*}
$$

showing that, if the spin density square happens to be positive, the contribution to the energy would change the gravitational field as to allow for a constant behavior of the rotation curves of galaxies. We have discussed that this behavior comes from having a matter density scaling according to $r^{-2}$ for large distances. Such behavior, usually, is granted by the Navarro-Frenk-White profile or, here, is due to the presence of torsion, suggesting that the NFW profile is just the manifestation of torsional interactions, and ultimately that dark matter may be described in terms of the axial-vector simplified model, sorting out one privileged type among all possible simplified models now in fashion in particle physics. Then, we proceeded to include into the picture also the scalar fields, getting

$$
\begin{gather*}
\mathscr{L}=-\frac{1}{4}(\partial W)^{2}+\frac{1}{2} M^{2} W^{2}-\frac{1}{k} R-\frac{2}{k} \Lambda-\frac{1}{4} F^{2}+ \\
+i \bar{\psi} \gamma^{\mu} \nabla_{\mu} \psi+\nabla^{\mu} \phi^{\dagger} \nabla_{\mu} \phi-  \tag{252}\\
-X \bar{\psi} \gamma^{\mu} \pi \psi W_{\mu}-\frac{1}{2} \Xi \phi^{2} W^{2}-\gamma \bar{\psi} \psi \phi- \\
-m \bar{\psi} \psi+\mu^{2} \phi^{2}-\frac{1}{2} \lambda^{2} \phi^{4}
\end{gather*}
$$

showing that, in general, the torsion, besides its coupling to the spinor, may also couple to the scalar, with the scalar behaving as a sort of correction to the mass of torsion and a kind of re-normalization factor in the torsion-spinor effective interactions. We discussed how, within a homogeneous isotropic universe, the torsion field equations grant the condition $M^{2}=\Xi \phi^{2}$ so that, if $\Xi$ were positive, then the scalar field would acquire a constant value, slow-roll will take place, and inflation could engage. After inflation has ended, torsion contributions to the scalar sector may induce a dynamical symmetry breaking. This may solve the cosmological constant problem in a new manner.

## 8. Conclusions

In this review, we have constructed the most general geometry with torsion as well as curvature, and, after having also introduced gauge fields in a similarly geometric manner, we have also built a genuinely geometric theory of spinor fields. We have seen how, under the assumption of being at the least-order derivative, the most general fully covariant system of field equations has been found for all physical fields in interaction. Separating torsion from all other fields and splitting spinor fields in their irreducible components allowed us to better see that torsion can be seen as an axial-vector massive field mediating the interaction between chiral projections. A formal integration of the spinorial degrees of freedom has also been discussed in some detail. Studying special situations, we have seen that the torsionally-induced spin-contact interactions are attractive. In addition, we have examined the conditions under which they can be removed with a choice of chiral gauge.

We have then seen that torsional effects for spinor fields can give rise to the conditions for which the gravitational singularities are no longer bound to form. We have hence established a parallel to the instance of the Pauli exclusion principle. We have discussed the problem of positive energies for spinors. In addition, we have determined the conditions under which positivity of the energy can be ensured.

Eventually, we have discussed problems inherent to the standard model of particles, specifically for neutrino oscillations and dark matter. In addition, we have commented on a possible solution to the cosmological constant problem.

In a geometry which, in its most general form, is naturally equipped with torsion, and for a physics which, for the most exhaustive form of coupling, has to couple the spin of matter, the fact that torsion couples to the spin of spinor material field distributions is just as well suited as a coupling can possibly be. In addition, its consequences about the stability of such field distributions are certainly worth receiving further attention.

In the standard model of particles, there are different facts to consider. Assuming the existence of right-handed sterile neutrinos, the torsion-spin coupling gives dynamic corrections to the oscillation pattern that can become important contributions if we were to see that the neutrino masses were too close to one another to fit the observed patterns. By assuming dark matter as constituted by a form of matter with spinorial structure, the torsion field, with its axial-vector massive character, might give rise to the known NFW profile. In cosmology, the most urgent of the problems is that of the cosmological constant, which can be solved, or at least quenched, by a theory in which spontaneous symmetry breaking is replaced by dynamical symmetry breaking, as is the case when torsion is allowed to interact through spinors with the scalar.

In the first two instances, that is, for the case of neutrino oscillations and dark matter, the new contributions are condensed in $\Delta \mathscr{L}=-X \bar{\psi} \gamma^{\mu} \pi \psi W_{\mu}$ as axial-vector coupling. In the last instance that is for the dynamical symmetry breaking, new physics are described in terms of the $\Delta \mathscr{L}=-X \bar{\psi} \gamma^{\mu} \pi \psi W_{\mu}-\frac{1}{2} \Xi \phi^{2} W^{2}$ contribution as what gives the torsion-spin and scalar interaction. These two potentials for torsion are the only two potentials that can be added into the Lagrangian within the restriction of renormalizability.

It is important to call attention to the fact that, as the general presentation goes, there are two ways to have torsion in differential geometry: the first is the one followed here, and it is the one more mathematical in essence, based on the general argument that torsion is present simply because there is no reason to set it to zero. The second one is more physical, based on the argument that torsion must be present since it necessarily arises after gauging translations much in the same way in which curvature is present as it arose after gauging rotations. In this approach, torsion and curvature are the Yang-Mills fields that inevitably emerge because we are considering the gauge theory of the full Poincaré group [55]. The usefulness of this approach has been remarkable in addressing problems related to supersymmetry, and especially supergravity. For more details, we refer the reader to [56,57], and in particular [58]. More recent papers that deal with torsion-gravity as a gauge theory are [59-61]. Still important is the work in [62].

This latter approach of gauging the full Poincaré group is based on the tetradic formalism, on which an overview by Tecchiolli can be found in this Special Issue [63].

Readers might not have failed to notice that there is a great absent in the presentation: field quantization, and there are reasons for it to be so. In spite of all successful predictions and precise measurements, it would not be a proper behavior to deny all mathematical problems the theory of quantum fields still has. From the fact that the equal-time commutator relations may not make sense at all [64] to the non-existence of interaction pictures [65], to mention only the most important of the problems, the rigorous mathematical treatment of quantum fields is yet to be achieved. What can torsion do for this? Honestly, it seems unlikely that any change in the field content can change things for the general structure of the theory from its roots. However, it may still be possible that, after all, torsion could address problems appearing later on in the development of the theory. For example, we have already discussed how torsion could be responsible for avoiding singularities in the case of spinor fields. This tells us that torsion may similarly be responsible for the fact that the elementary particles might not be point-like. If this were the case, then torsion would certainly have something to say about the problem of ultraviolet divergences. Torsion may be what gives a physical meaning to regularization and normalization, with the torsion mass giving the scale of the physical cut-off. There is still quite a way to go in fixing, or at least alleviating, the problems of the quantum field theoretical approach. It does not look unreasonable, however, that torsion might be there to help again.

Then, there are all the possible extensions. To begin, there is the fact that we wrote all field equations under the constraint of being at the least-order derivative possible. This requirement also coincides with renormalizability for all equations except those for gravity. If we wish to have renormalizability for all equations, then the gravitational field equations must be taken at the fourth-order derivative in the metric tensor [66]. This is certainly an opportunity for further research, especially for the effects torsion may have for the problems of singularity formation and positive energies. Another point needing some strengthening is related to the fact that torsion has always been taken completely antisymmetrically. Such a symmetry was duly justified in terms of fundamental arguments, and, for that matter, the completely antisymmetric torsion couples neatly with the completely antisymmetric spin of the Dirac field. However, if higher-spin fields were to be found or more general geometric backgrounds were to be needed, more general torsion would make their appearance in the theory. Studying what may be the role of a trace torsion or of the remaining irreducible torsion component is also an important task.

Regarding the mass generation of spinors through spin-torsion interactions, it is necessary to direct the attention toward [67-69], and recently [70].

Again, a recent work is that of Diether and Christian later in this Special Issue [71].
In particle physics more in general, high-energy experimental constraints on torsion have been placed, especially in [72-76]. Going to cosmology, dark matter has also been studied in the presence of torsion: after the already-mentioned [45], the reader may find it interesting to also have a look at [77-81]. As for the problem of singularity formation during the Big Bang, the following references may be of help [82-86].

More mathematical extensions have been addressed along the years in various manners. In fact, all possible alternatives and extensions of Einstein gravity can also be generalized for the torsional case: for instance, conformal gravity with torsion has been established in [87], while $f(R)$-types of torsion-gravity have been studied in [88]. As for the latter, the reader may also find the problem of junction conditions interesting [89].

For a review of such a problem, we invite the reader to the paper by Vignolo that can also be found later in this Special Issue [90].

From a purely mathematical, general point of view, interesting features of the torsional background in the presence of spinors have been investigated in [91,92].

The dynamics of the torsion field may also in principle allow the propagation of parity violating modes, although many constraints have been placed recently [93,94].

Anomalies and constraints on torsion were studied in [95,96].
The possibilities introduced by not neglecting torsion in gravity for Dirac fields can also be more mathematical in essence. Above all, it is paramount to mention all the exact solutions for the coupled system of field equations that may be found. In [97-99], we found exact solutions for the Dirac field in its own gravitational field. Including torsion in gravity and allowing the coupling to the spinor can only increase the interesting features that exact solutions could have. Of course, finding exact solutions for a system of interacting fields is a very difficult enterprise and so we must expect a slow evolution.

It is clearly impossible to draw a complete list of references. Nevertheless, those presented here, and their own references, might be taken as a fair list to help the reader.

We wish to conclude this exposition with one personal note on aesthetics. It is very often stated in philosophical debates that a theory is considered to be beautiful when it has some sense of inevitability built into itself. That is, a sense for which there is nothing that can be modified, or removed, from the theory without looking like a form of unnecessary assumption. We see torsion gravity precisely like that. Such a theory is formed by requiring that some very general principles of symmetry be respected for the four-dimensional continuum space-time. If these hypotheses are put in, they determine the development of the theory without anything else to be postulated. It is at this point therefore that a theory of gravity with no torsion, where we would remove an object that would otherwise be naturally present, has to be regarded as something arbitrary.

The most beautiful, in the sense of the most necessary, theory of gravity is the one in which torsion is allowed to occupy the place that is its own a priori.
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## 1. Introduction

Several open problems in modern physics at both ultraviolet and infrared scales seem to justify the need to enlarge or revise General Relativity (GR). For example, at astrophysical and cosmological scales, in order for observations to agree with the theoretical predictions of GR, it is necessary to assume the existence of the so-called dark matter and dark energy. But, up to now, at a fundamental level, no experimental evidence has been found to prove the existence of such unknown forms of matter and energy. This fact, together with other shortcomings of GR, represents the signal of a possible breakdown in our understanding of gravity; the possibility of developing extended or alternative theories of gravity is then to be seriously taken into account.

In the last thirty years [1,2], many extensions of GR have been actually proposed; among these, $f(R)$-gravity certainly remains one of the most direct and simplest [3-7]: it relies on the idea that the gravitational Lagrangian may depend on the Ricci scalar $R$ in a more general way than the linear one as it happens in the Einstein-Hilbert action. Recently, $f(R)$-gravity has received great interest in view of its successes in accounting for both cosmic speed-up and missing matter at cosmological and astrophysical scales, respectively (see, for example, [8-10]).

At the same time, including the torsion tensor among the geometrical attributes of space-time is another way to extend GR. Cartan was the first to introduce torsion in the geometrical background; after him, Sciama and Kibble embodied it within the framework of Einstein gravity implementing the idea that spin can be source of torsion as energy does for curvature [11-13]. The resulting theory, known as Einstein-Cartan-Sciama-Kibble (ECSK) theory, has been the first generalization of GR trying to take the spin of elementary fields into account, and it still remains one of the most serious attempts in this direction [14-16].

Following this paradigm, $f(R)$-gravity with torsion consists in one of the simplest extensions of the ECSK theory, just as purely metric $f(R)$-gravity is with respect to GR. The key idea is again that of replacing the Einstein-Hilbert Lagrangian with a non-linear function of the scalar curvature. A remarkable consequence of the non-linearity of the gravitational Lagrangian is that torsion can be non-zero even without the presence of spin, as long as the trace of the matter stress-energy tensor is not constant [17-21]. This is a noticeable difference with respect to ECSK theory, where instead torsion can exist only coupled to spin. It is known that torsion may give rise to singularity-free and accelerated cosmological models [22], and a torsion arising from the non-linearity of the gravitational Lagrangian function could amplify this effects and make them possible even in the absence of spin. This is a feature that makes $f(R)$-gravity with torsion interesting enough to be studied in depth.

Of course, in order for any physical theory to be viable, it has to possess an associated initial value problem correctly formulated in such a way that the dynamical evolution is uniquely determined and consistent with causality requirements. More specifically, the following properties have to hold: (i) small perturbations of the initial data have to generate small perturbations in the subsequent dynamics; (ii) changes of the initial data have to preserve the causal structure of the theory. The initial value problem of the theory is well-posed if both these requests are satisfied.

It is well known that GR has a well-posed initial value problem, so resulting in a stable theory with a robust causal structure [23-26]. In order to be considered as a viable extension of the Einstein theory, $f(R)$-gravity should also have such a feature.

About this, by taking advantage of the dynamical equivalence with $\mathrm{O}^{\prime}$ Hanlon theories [27], it is easily seen that purely metric $f(R)$-gravity possesses a well-posed Cauchy problem [28] regardless of the explicit form of the function $f(R)$.

As far as the theory with torsion is concerned, the issue is quite simple whenever the trace of the stress-energy tensor is constant: in this circumstance and in the absence of matter spin sources, in fact, the theory is equivalent to GR with or without a cosmological constant, depending on the explicit expression of the function $f(R)$. For instance, this is what happens in vacuo and in the case of coupling to electromagnetic or Yang-Mills fields. Instead, the coupling to other kinds of matter sources must be discussed carefully case by case. Here, we face the Cauchy problem in the presence of a perfect fluid or a Klein-Gordon scalar field. Making use of some different techniques, such as conformal transformations and dynamic equivalence with scalar-tensor theories, we formulate sufficient conditions to ensure that the related Cauchy problem is well-posed, also showing that there exist $f(R)$ functions that actually satisfy these requirements. The so-stated conditions can be adopted as a selection rule for viable $f(R)$-models with torsion.

Another important mathematical aspect concerning every theory of gravitation is related to the problem of matching different spacetimes like, for instance, joining together the interior with the exterior region of a relativistic stars. The requirements which have to be fulfilled to solder two different spacetimes are commonly known as junction conditions.

In GR, junction conditions have been investigated by different authors, including Lichnerowicz [29,30], Taub [31], Choquet-Bruhat [32] and Israel [33], and the solution of the problem is now very well known. In [34], the reader can find a very clear discussion about the topic.

On the contrary, at least in the authors' knowledge, very few works deal with junction conditions in ECSK theory: an analysis has been performed by Arkuszewski et al. [35], by means of the formalism of tensor-valued differential forms [36-38], while the same topic has been indirectly addressed by Bressange [39] following the same approach as in [34]. Concerning $f(R)$-gravity in purely metric formulation, a discussion of junction conditions has been proposed by Deruelle et al. [40] and Senovilla [41].

In this paper, we address the topic within the theory with torsion, analyzing the junction conditions for $f(R)$-gravity with torsion. Borrowing arguments and notations from [34], after formulating the junction conditions, we discuss their explicit form in the case of coupling to a Dirac field and a spin fluid. As we shall see, the resulting junction conditions are very similar to those existing in ECSK theory. However, this close similarity is only formal. Indeed, due to the contributions that the non linearity of the gravitational Lagrangian function $f(R)$ gives to the contortion tensor, the obtained junction conditions are seen to involve also the trace of the stress-energy tensor and its first derivatives evaluated on the separation hypersurface. This is a remarkable difference with respect to the ECSK theory, which translates into conditions also concerning the function $f(R)$. Therefore, as in the case of the Cauchy problem, the study of the junction conditions can help to distinguish viable from nonviable $f(R)$-models with torsion.

The layout of the paper is the following: In Section 2, we illustrate some generalities about $f(R)$-gravity with torsion. In Section 3, we address the Cauchy problem. In Section 4, we discuss the junction conditions. Finally, we devote Section 5 to conclusions. Throughout the paper, we use natural units ( $\hbar=c=8 \pi G=1$ ).

## 2. $f(R)$-Gravity with Torsion

In $f(R)$-gravity with torsion, the (gravitational) dynamical fields are given by a pseudo-Riemannian metric $g$ and a metric compatible linear connection $\Gamma$, defined on the space-time manifold $M$. The covariant derivative induced by connection $\Gamma$ is given by:

$$
\begin{equation*}
\nabla_{\partial_{i}} \partial_{j}=\Gamma_{i j}^{h} \partial_{h} \tag{1}
\end{equation*}
$$

The torsion and Riemann curvature tensors, induced by the dynamical connection $\Gamma$, are expressed as:

$$
\begin{gather*}
T_{i j}^{h}=\Gamma_{i j}^{h}-\Gamma_{j i}^{h}  \tag{2a}\\
R_{k i j}^{h}=\partial_{i} \Gamma_{j k}^{h}-\partial_{j} \Gamma_{i k}^{h}+\Gamma_{i p}^{h} \Gamma_{j k}^{p}-\Gamma_{j p}^{h} \Gamma_{i k}^{p} . \tag{2b}
\end{gather*}
$$

In view of the metric compatibility, the linear connection $\Gamma$ can be decomposed as [14,15]:

$$
\begin{equation*}
\Gamma_{i j}^{h}=\tilde{\Gamma}_{i j}^{h}-K_{i j}^{h} \tag{3}
\end{equation*}
$$

where:

$$
\begin{equation*}
K_{i j}^{h}:=\frac{1}{2}\left(-T_{i j}^{h}+T_{j}{ }_{i}{ }_{i}-T^{h}{ }_{i j}\right) \tag{4}
\end{equation*}
$$

is the so-called contorsion tensor, and $\tilde{\Gamma}_{i j}{ }^{h}$ is the Levi-Civita connection induced by the metric $g$.
The field equations are obtained by varying an action functional of the form:

$$
\begin{equation*}
\mathcal{A}(g, \Gamma)=\int\left(\sqrt{|g|} f(R)+\mathcal{L}_{m}\right) d s \tag{5}
\end{equation*}
$$

where $R(g, \Gamma)=g^{i j} R_{i j}$ (with $R_{i j}:=R^{h}{ }_{i h j}$ ) denotes the scalar curvature associated with the connection $\Gamma$. The field equations result in [18-20]:

$$
\begin{equation*}
f^{\prime}(R) R_{i j}-\frac{1}{2} f(R) g_{i j}=\mathcal{T}_{i j} \tag{6a}
\end{equation*}
$$

and:

$$
\begin{equation*}
T_{i j}^{h}=\frac{1}{2 f^{\prime}}\left(\frac{\partial f^{\prime}}{\partial x^{p}}+\mathcal{S}_{p q}^{q}\right)\left(\delta_{j}^{p} \delta_{i}^{h}-\delta_{i}^{p} \delta_{j}^{h}\right)+\frac{1}{f^{\prime}} \mathcal{S}_{i j}^{h}, \tag{6b}
\end{equation*}
$$

where $\mathcal{T}_{i j}$ and $\mathcal{S}_{i j}{ }^{h}$ denote the stress-energy and the spin density tensors, respectively. In Equation (6a), attention must be paid to the order of the indexes, because the Ricci and stress-energy tensors $R_{i j}$ and $\mathcal{T}_{i j}$ are not symmetric, in general.

It is worth noticing that, due to the independence between the metric tensor $g_{i j}$ and the dynamical linear connection $\Gamma_{i j}{ }^{h}$, the variation of the action functional (5) with respect to the metric tensor does not generate in Equation (6a) any term containing covariant derivatives of the scalar $f^{\prime}(R)$ (for details, see [18]); this is a remarkable difference with respect to the purely metric formulation of $f(R)$-gravity [2], and it has important consequences: for instance, the theory with torsion is not of fourth derivative order, as is the purely metric $f(R)$-theory. Taking the trace of Equation (6a) into account, we get relation:

$$
\begin{equation*}
f^{\prime}(R) R-2 f(R)=\mathcal{T} \tag{7}
\end{equation*}
$$

between the curvature scalar $R$ and the trace $\mathcal{T}$ of the stress-energy tensor.
From Equation (7), it is seen that if the trace $\mathcal{T}$ is constant, so $R$ is. Of course, the same conclusion holds when $\mathcal{T}_{i j}=0$. In such circumstances, the field equations of $f(R)$-gravity with torsion are seen to amount to the ones of Einstein-Cartan theory with (or without) cosmological constant if spin is present, or the ones of Einstein theory with (or without) cosmological constant in the absence of spin. This holds in general, with the exception of the particular case $\mathcal{T}=0$ and $f(R)=\alpha R^{2}$. In such a case, indeed, Equation (7) is a trivial identity, and it does not impose any restriction on the scalar curvature $R$.

Therefore, from now on, we shall systematically suppose that $\mathcal{T}_{i j}$ is not zero and $\mathcal{T}$ is not constant, as well as that the relation (7) is invertible. In this way, the curvature scalar $R$ can be thought as a suitable function of $\mathcal{T}$, namely:

$$
\begin{equation*}
R=R(\mathcal{T}) \tag{8}
\end{equation*}
$$

The relation (8) plays a crucial role for the formulation of $f(R)$-gravity with torsion presented in this paper, as well as in our previous works. About this, it is worth noticing that the trace equation (7) gives rise to an algebraic or transcendental relation between the curvature scalar and the stress-energy tensor trace, but it is not a differential relation (unlike what happens in the purely metric formulation of $f(R)$-gravity). Therefore, the Dini theorem is generally applicable, and the relation (8) can be (almost always) supposed to locally exist. This allows us to express the torsion as a function of the matter fields and, therefore, to separate purely metric contributions from torsional ones within the Einstein-like equations, exactly as it happens in ECSK theory.

Defining the scalar field:

$$
\begin{equation*}
\varphi(\mathcal{T}):=f^{\prime}(R(\mathcal{T})) \tag{9}
\end{equation*}
$$

we can rewrite Equation (6a) in the equivalent form:

$$
\begin{gather*}
R_{i j}-\frac{1}{2} R g_{i j}=\frac{1}{\varphi} \mathcal{T}_{i j}+\frac{1}{2 \varphi}\left(f(R(\mathcal{T}))-f^{\prime}(R(\mathcal{T})) R(\mathcal{T})\right) g_{i j},  \tag{10a}\\
T_{i j}^{h}=\frac{1}{2 \varphi}\left(\frac{\partial \varphi}{\partial x^{p}}+\mathcal{S}_{p q}^{q}\right)\left(\delta_{j}^{p} \delta_{i}^{h}-\delta_{i}^{p} \delta_{j}^{h}\right)+\frac{1}{\varphi} \mathcal{S}_{i j}^{h} \tag{10b}
\end{gather*}
$$

which will be used in the following discussion. Making use of Equations (3), (4) and (10b), we can express the contorsion tensor as:

$$
\begin{gather*}
K_{i j}^{h}=\hat{K}_{i j}^{h}+\hat{S}_{i j}^{h},  \tag{11a}\\
\hat{S}_{i j}^{h}:=\frac{1}{2 \varphi}\left(-\mathcal{S}_{i j}^{h}+\mathcal{S}_{j}^{h}{ }_{i}-\mathcal{S}_{i j}^{h}\right),  \tag{11b}\\
\hat{K}_{i j}^{h}:=-\hat{T}_{j} \delta_{i}^{h}+\hat{T}_{p} g^{p h} g_{i j},  \tag{11c}\\
\hat{T}_{j}:=\frac{1}{2 \varphi}\left(\frac{\partial \varphi}{\partial x^{j}}+\mathcal{S}_{j k}^{k}\right) . \tag{11d}
\end{gather*}
$$

Introducing the so-called torsion vector $T_{i}:=T_{i j}{ }^{j}$, we also mention the conservation laws [42]:

$$
\begin{gather*}
\nabla_{a} \mathcal{T}^{a i}+T_{a} \mathcal{T}^{a i}-\mathcal{T}_{c a} T^{i c a}-\frac{1}{2} \mathcal{S}_{s t a} R^{s t a i}=0  \tag{12a}\\
\nabla_{h} \mathcal{S}^{i j h}+T_{h} \mathcal{S}^{i j h}+\mathcal{T}^{i j}-\mathcal{T}^{j i}=0 \tag{12b}
\end{gather*}
$$

which have to be satisfied by the stress-energy and spin density tensors of the matter fields. In particular, we recall that Equation (12b) amount to the antisymmetric part of the Einstein-like Equation (10a).

In the case that the spin density tensor is zero, separating the Levi-Civita terms from the torsional ones, we can rewrite the Einstein-like field Equation (10a) in the form [18]:

$$
\begin{align*}
\tilde{R}_{i j}-\frac{1}{2} \tilde{R} g_{i j}=\frac{1}{\varphi} \mathcal{T}_{i j}+\frac{1}{\varphi^{2}}\left(-\frac{3}{2} \frac{\partial \varphi}{\partial x^{i}} \frac{\partial \varphi}{\partial x^{j}}\right. & +\varphi \tilde{\nabla}_{j} \frac{\partial \varphi}{\partial x^{i}}+\frac{3}{4} \frac{\partial \varphi}{\partial x^{h}} \frac{\partial \varphi}{\partial x^{k}} g^{h k} g_{i j} \\
& \left.-\varphi \tilde{\nabla}^{h} \frac{\partial \varphi}{\partial x^{h}} g_{i j}-V(\varphi) g_{i j}\right) \tag{13}
\end{align*}
$$

where the effective potential for the scalar field $\varphi$ :

$$
\begin{equation*}
V(\varphi):=\frac{1}{4}\left[\varphi F^{-1}\left(\left(f^{\prime}\right)^{-1}(\varphi)\right)+\varphi^{2}\left(f^{\prime}\right)^{-1}(\varphi)\right] \tag{14}
\end{equation*}
$$

has been introduced. In Equation (13), $\tilde{R}_{i j}, \tilde{R}$, and $\tilde{\nabla}$ denote, respectively, the Ricci tensor, the scalar curvature, and the covariant derivative associated with the Levi-Civita connection of the dynamical metric $g_{i j}$.

The Einstein-like Equation (13) (together with Equation (9)) are deducible from a scalar-tensor theory with Brans-Dicke parameter $\omega_{0}=-3 / 2$. This can be seen by recalling the action functional of a (purely metric) scalar-tensor theory:

$$
\begin{equation*}
\mathcal{A}(g, \varphi)=\int\left[\sqrt{|g|}\left(\varphi \tilde{R}-\frac{\omega_{0}}{\varphi} \varphi_{i} \varphi^{i}-U(\varphi)\right)+\mathcal{L}_{m}\right] d s \tag{15}
\end{equation*}
$$

where $\varphi$ is the scalar field, $\varphi_{i}:=\frac{\partial \varphi}{\partial x^{i}}$ and $U(\varphi)$ is the potential of $\varphi, \mathcal{L}_{m}\left(g_{i j}, \psi\right)$ is the matter Lagrangian, function of the metric and some other matter fields $\psi$, and $\omega_{0}$ is the so called Brans-Dicke parameter. By varying (15) with respect to the metric tensor and the scalar field, one gets the field equations:

$$
\begin{equation*}
\tilde{R}_{i j}-\frac{1}{2} \tilde{R} g_{i j}=\frac{1}{\varphi} \mathcal{T}_{i j}+\frac{\omega_{0}}{\varphi^{2}}\left(\varphi_{i} \varphi_{j}-\frac{1}{2} \varphi_{h} \varphi^{h} g_{i j}\right)+\frac{1}{\varphi}\left(\tilde{\nabla}_{j} \varphi_{i}-\tilde{\nabla}_{h} \varphi^{h} g_{i j}\right)-\frac{U}{2 \varphi} g_{i j} \tag{16}
\end{equation*}
$$

and:

$$
\begin{equation*}
\frac{2 \omega_{0}}{\varphi} \tilde{\nabla}_{h} \varphi^{h}+\tilde{R}-\frac{\omega_{0}}{\varphi^{2}} \varphi_{h} \varphi^{h}-U^{\prime}=0 \tag{17}
\end{equation*}
$$

where $\mathcal{T}_{i j}:=-\frac{1}{\sqrt{|g|}} \frac{\delta \mathcal{L}_{m}}{\delta g^{i j}}$ and $U^{\prime}:=\frac{d U}{d \varphi}$. By inserting the trace of Equation (16) into Equation (17), one gets the equation:

$$
\begin{equation*}
\left(2 \omega_{0}+3\right) \tilde{\nabla}_{h} \varphi^{h}=\mathcal{T}+\varphi U^{\prime}-2 U \tag{18}
\end{equation*}
$$

A direct comparison immediately shows that, for $\omega_{0}:=-\frac{3}{2}$ and $U(\varphi):=\frac{2}{\varphi} V(\varphi)$ (where $V(\varphi)$ is defined in Equation (14)), Equation (16) becomes formally identical to the Einstein-like Equation (13) for $f(R)$-gravity with torsion. Moreover, in such a circumstance, Equation (18) reduces to the algebraic equation:

$$
\begin{equation*}
\mathcal{T}+2 V^{\prime}(\varphi)-\frac{6}{\varphi} V(\varphi)=0 \tag{19}
\end{equation*}
$$

relating the matter trace $\mathcal{T}$ to the scalar field $\varphi$. In particular, it is easily seen that, under the condition $f^{\prime \prime} \neq 0$, Equation (19) represents exactly the inverse relation of (9), namely:

$$
\begin{equation*}
\mathcal{T}+2 V^{\prime}(\varphi)-\frac{6}{\varphi} V(\varphi)=0 \quad \Longleftrightarrow \quad \mathcal{T}=F^{-1}\left(\left(f^{\prime}\right)^{-1}(\varphi)\right) \tag{20}
\end{equation*}
$$

being $F^{-1}(X)=f^{\prime}(X) X-2 f(X)$. The conclusion follows that, when the matter Lagrangian does not depend on the dynamical connection (the dynamical connection does not couple with matter), $f(R)$-gravity with torsion is dynamically equivalent to a scalar-tensor theory with a Brans-Dicke parameter $\omega_{0}=-\frac{3}{2}$.

For later use, we also notice that field equations (13) can be simplified by rewriting them the Einstein frame. In fact, performing the conformal transformation:

$$
\begin{equation*}
\bar{g}_{i j}=\varphi g_{i j} . \tag{21}
\end{equation*}
$$

Equation (13) assumes the simpler form (see for example [18,43]):

$$
\begin{equation*}
\bar{R}_{i j}-\frac{1}{2} \bar{R} \bar{g}_{i j}=\frac{1}{\varphi} \mathcal{T}_{i j}-\frac{1}{\varphi^{3}} V(\varphi) \bar{g}_{i j}, \tag{22}
\end{equation*}
$$

where $\bar{R}_{i j}$ and $\bar{R}$ are, respectively, the Ricci tensor and the curvature scalar induced by the conformal metric $\bar{g}_{i j}$.

The relationships between the the conservation laws existing in the Jordan and those holding in the Einstein frame are clarified by the following results [44,45]:

Proposition 1. Equations (13), (14), (19) imply the standard conservation laws $\tilde{\nabla}^{j} \mathcal{T}_{i j}=0$.
Proposition 2. The condition $\tilde{\nabla}^{j} \mathcal{T}_{i j}=0$ is equivalent to the condition $\bar{\nabla}^{j} \overline{\mathcal{T}}_{i j}=0$, where $\overline{\mathcal{T}}_{i j}:=\frac{1}{\varphi} \mathcal{T}_{i j}-\frac{1}{\varphi^{3}} V(\varphi) \bar{g}_{i j}$ and $\bar{\nabla}$ denotes the covariant derivative associated to the conformal metric $\bar{g}_{i j}$.

## 3. The Cauchy Problem

First of all, we notice that, if the trace of the stress-energy tensor $\mathcal{T}$ is constant, $f(R)$-gravity with torsion reduces to GR with (or without) cosmological constant. Therefore, when this is the case, the Cauchy problem is well-formulated and well-posed [23,26,46]. For instance, this happens in vacuo and in the presence of electromagnetic (or also Yang-Mills) fields (if $f(R) \neq \alpha R^{2}$ ).

The situation is more complicated if $\mathcal{T} \neq$ const.: in such a circumstance, the theory no longer amounts to GR, so the classical Bruhat results [46] do not apply, and the well-formulation and well-posedness of the Cauchy problem is not automatically assured.

To overcome this issue, the Cauchy problem could be addressed by exploiting the dynamical equivalence with scalar-tensor theories with Brans-Dicke parameter $\omega_{0}=-\frac{3}{2}$. Unfortunately, here a difficulty occurs: The d'Alembertian $g^{p q} \nabla_{p} \nabla_{q} \varphi$ disappears from Equation (18), and we no longer have the possibility of deriving the expression of the d'Alembertian as a function of the dynamical variables and their derivatives up to the first-order. In other words, we cannot eliminate the second-order derivatives of the scalar field $\varphi$ from the Einstein-like Equation (16).

An alternative idea is to pass from the Jordan to the Einstein frame, making use of the conformal transformation technique. Following this approach, we can derive sufficient conditions for the well-posedness of the Cauchy problem for $f(R)$-gravity with torsion in the presence of a perfect fluid [44,47] or a Klein-Gordon scalar field [48]. Such conditions result in suitable requirements imposed on the function $f(R)$, so they can be assumed as a sort of selection rule for viable $f(R)$ models. In addition, we show that the function $f(R)=R+\alpha R^{2}$ satisfies the above mentioned conditions, in such a way that the set of viable $f(R)$ models is not empty.

### 3.1. The Cauchy Problem in Presence of a Perfect Fluid

We discuss the Cauchy problem in presence of a perfect fluid. As mentioned above, implementing a conformal transformation (21), we show that the initial value problem can be analyzed by applying the same results stated in $[23,24,46]$ for GR.

To start with, given the metric $g_{i j}$ of signature $(-+++)$ in the Jordan frame, let us consider a perfect fluid having stress-energy tensor of the form:

$$
\begin{equation*}
\mathcal{T}_{i j}=(\rho+p) U_{i} U_{j}+p g_{i j} \tag{23a}
\end{equation*}
$$

and undergoing the usual conservation laws:

$$
\begin{equation*}
\tilde{\nabla}_{j} \mathcal{T}^{i j}=0 \tag{23b}
\end{equation*}
$$

In Equation (23a), $\rho$ and $p$ are the matter-energy density and the pressure of the fluid, respectively, while $U_{i}$ denotes the components of the four velocity of the fluid (with $g^{i j} U_{i} U_{j}=-1$ ). Performing the conformal transformation (21), we rewrite the field equations in the Einstein frame as:

$$
\begin{equation*}
\bar{R}_{i j}-\frac{1}{2} \bar{R} \bar{g}_{i j}=\overline{\mathcal{T}}_{i j}, \tag{24a}
\end{equation*}
$$

and:

$$
\begin{equation*}
\bar{\nabla}_{j} \overline{\mathcal{T}}^{i j}=0, \tag{24b}
\end{equation*}
$$

where:

$$
\begin{equation*}
\overline{\mathcal{T}}_{i j}=\frac{1}{\varphi}(\rho+p) U_{i} U_{j}+\left(\frac{p}{\varphi^{2}}-\frac{V(\varphi)}{\varphi^{3}}\right) \bar{g}_{i j}, \tag{25}
\end{equation*}
$$

plays the role of the effective stress-energy tensor.
In view of Proposition 2, Equation (24b) is equivalent to Equation (23b). This is a crucial aspect for our discussion, allowing us to apply to the present case the results stated in [23,24,46]. To see this point, we first suppose that the scalar field $\varphi$ is positive, that is $\varphi>0$. The opposite case $\varphi<0$ differs from the former only for some technical aspects, and it will be briefly outlined after. Of course, it is implicitly assumed that $\varphi \neq 0$ at least in a neighborhood of the initial space-like surface.

Under the assumed conditions, the stress-energy tensor (25) can be rewritten in the form:

$$
\begin{equation*}
\overline{\mathcal{T}}_{i j}=\frac{1}{\varphi^{2}}(\rho+p) \bar{U}_{i} \bar{U}_{j}+\left(\frac{p}{\varphi^{2}}-\frac{V(\varphi)}{\varphi^{3}}\right) \bar{g}_{i j} \tag{26}
\end{equation*}
$$

where $\bar{U}_{i}=\sqrt{\varphi} U_{i}$ is the four velocity of the fluid in the Einstein frame. Introducing the effective mass-energy density:

$$
\begin{equation*}
\bar{\rho}:=\frac{\rho}{\varphi^{2}}+\frac{V(\varphi)}{\varphi^{3}} \tag{27a}
\end{equation*}
$$

and the effective pressure:

$$
\begin{equation*}
\bar{p}:=\frac{p}{\varphi^{2}}-\frac{V(\varphi)}{\varphi^{3}}, \tag{27b}
\end{equation*}
$$

we can express the stress-energy tensor (26) in the standard form:

$$
\begin{equation*}
\overline{\mathcal{T}}_{i j}=(\bar{\rho}+\bar{p}) \bar{U}_{i} \bar{U}_{j}+\bar{p} \bar{g}_{i j} . \tag{28}
\end{equation*}
$$

We notice that, given an equation of state of the form $\rho=\rho(p)$ and assuming that the relation (27b) is invertible ( $p=p(\bar{p})$ ), by composition with Equation (27a), we obtain an effective equation of state $\bar{\rho}=\bar{\rho}(\bar{p})$. Moreover, we recall that the explicit expressions of the scalar field $\varphi$ and the potential $V(\varphi)$ depend on the specific form of the function $f(R)$. As a consequence, the request that the relation (27b) is invertible together with the condition $\varphi>0$ (or, equivalently, $\varphi<0$ ) can be assumed as criteria for the viability of the functions $f(R)$, providing us with suitable selection rules for admissible gravitational Lagrangian function $f(R)$ (see also [9]).

After that, in order to discuss the Cauchy problem, we can follow step-by-step the Bruhat's arguments $[23,24,46]$. In particular, we recall that the Cauchy problem for the system of differential equations (24), with stress-energy tensor given by Equation (28) and equation of state $\bar{\rho}=\bar{\rho}(\bar{p})$, is well-posed if the condition:

$$
\begin{equation*}
\frac{d \bar{\rho}}{d \bar{p}} \geq 1 \tag{29}
\end{equation*}
$$

is satisfied. The requirement (29) is easily verified by means of the relation:

$$
\begin{equation*}
\frac{d \bar{\rho}}{d \bar{p}}=\frac{d \bar{\rho} / d p}{d \bar{p} / d p} \geq 1 \tag{30}
\end{equation*}
$$

together with expressions (27) and the equation of state $\rho=\rho(p)$. Once again, condition (30) depends on the expressions of $\varphi$ and $V(\varphi)$; thus, it is strictly related to the form of the function $f(R)$. Therefore, condition (30) represents a further criterion for the admissibility of $f(R)$-models.

For the sake of completeness, we conclude by outlining the case $\varphi<0$. Supposing again that the signature of the metric in the Jordan frame is $(-+++)$, the signature of the conformal metric is now $(+---)$, and the components of the four velocity of the fluid in the Einstein frame are $\bar{U}_{i}=\sqrt{-\varphi} U_{i}$. The effective stress-energy tensor is expressed as:

$$
\begin{equation*}
\overline{\mathcal{T}}_{i j}=-\frac{1}{\varphi^{2}}(\rho+p) \bar{U}_{i} \bar{U}_{j}+\left(\frac{p}{\varphi^{2}}-\frac{V(\varphi)}{\varphi^{3}}\right) \bar{g}_{i j}=(\bar{\rho}+\bar{p}) \bar{U}_{i} \bar{U}_{j}-\bar{p} \bar{g}_{i j}, \tag{31}
\end{equation*}
$$

where, as above, the quantities:

$$
\begin{equation*}
\bar{\rho}:=-\frac{\rho}{\varphi^{2}}-\frac{V(\varphi)}{\varphi^{3}} \tag{32a}
\end{equation*}
$$

and:

$$
\begin{equation*}
\bar{p}:=-\frac{p}{\varphi^{2}}+\frac{V(\varphi)}{\varphi^{3}} \tag{32b}
\end{equation*}
$$

represent the effective mass-energy and the effective pressure.
After that, everything proceeds again as in $[23,24,46]$, with the exception of a technical aspect: if $\rho$ and $p$ are positive, the quantity $r:=\bar{\rho}+\bar{p}=-\frac{\rho+p}{\varphi^{2}}$ is now negative. About this, the reader can easily verify that, with the choice $\log \left(-f^{-2} r\right)$ instead of $\log \left(f^{-2} r\right)$ as in $[23,24,46]$, the Bruhat's arguments apply equally well.

As a simple example, we consider the model $f(R)=R+\alpha R^{2}$ coupled with dust. In the Jordan frame, the matter stress-energy tensor is given by $\mathcal{T}_{i j}=\rho U_{i} U_{j}$, and the trace of the Einstein-like Equation (6a) yields the relation:

$$
\begin{equation*}
(1+2 \alpha R) R-2 R-2 \alpha R^{2}=-\rho \quad \Longleftrightarrow \quad R=\rho \tag{33}
\end{equation*}
$$

The scalar field (9) assumes the form:

$$
\begin{equation*}
\varphi(\rho)=f^{\prime}(R(\rho))=1+2 \alpha \rho . \tag{34}
\end{equation*}
$$

Taking into account small values of the density $\rho \ll 1$ (for instance, the present cosmological baryonic matter density) and choosing values of $|\alpha|$ not comparable with $1 / \rho$, we can reasonably suppose $\varphi>0$, independently of the sign of the parameter $\alpha$. We have to calculate the potential (14):

$$
\begin{equation*}
V(\varphi)=\frac{1}{4}\left[\varphi F^{-1}\left(\left(f^{\prime}\right)^{-1}(\varphi)\right)+\varphi^{2}\left(f^{\prime}\right)^{-1}(\varphi)\right] . \tag{35}
\end{equation*}
$$

To this end, since $\left(f^{\prime}\right)^{-1}(\varphi)=\rho$, from Equation (34) we get the relation:

$$
\begin{equation*}
\frac{1}{4} \varphi^{2}\left(f^{\prime}\right)^{-1}(\varphi)=\frac{1}{4}(1+2 \alpha \rho)^{2} \rho \tag{36}
\end{equation*}
$$

and considering that $F^{-1}(Y)=f^{\prime}(Y) Y-2 f(Y)$, we have the identities:

$$
\begin{equation*}
\frac{1}{4} F^{-1}\left(\left(f^{\prime}\right)^{-1}(\varphi)\right)=\frac{1}{4} F^{-1}(\rho)=-\rho \tag{37}
\end{equation*}
$$

and:

$$
\begin{equation*}
\frac{1}{4} \varphi F^{-1}\left(\left(f^{\prime}\right)^{-1}(\varphi)\right)=-\frac{(1+2 \alpha \rho) \rho}{4} \tag{38}
\end{equation*}
$$

We conclude that:

$$
\begin{equation*}
V(\varphi(\rho))=\frac{\alpha \rho^{2}(1+2 \alpha \rho)}{2} \tag{39}
\end{equation*}
$$

In the Einstein frame, the stress-energy tensor (26) is expressed as:

$$
\begin{equation*}
\overline{\mathcal{T}}_{i j}=\frac{\rho}{\varphi^{2}} \bar{U}_{i} \bar{U}_{j}-\frac{V(\varphi)}{\varphi^{3}} \bar{g}_{i j} . \tag{40}
\end{equation*}
$$

Tensor (40) can be considered as the stress-energy tensor of a perfect fluid with density and pressure given, respectively, by:

$$
\begin{equation*}
\bar{\rho}:=\frac{\rho}{\varphi^{2}}+\frac{V(\varphi)}{\varphi^{3}}=\frac{2 \rho+\alpha \rho^{2}}{2(1+2 \alpha \rho)^{2}} \tag{41a}
\end{equation*}
$$

and:

$$
\begin{equation*}
\bar{p}:=-\frac{V(\varphi)}{\varphi^{3}}=-\frac{\alpha \rho^{2}}{2(1+2 \alpha \rho)^{2}} \tag{41b}
\end{equation*}
$$

It is an easy matter to verify that the function (41b) is invertible. Indeed, for $\rho>0$, one has:

$$
\begin{equation*}
\frac{d \bar{p}}{d \rho}=-\frac{4 \alpha \rho}{4(1+2 \alpha \rho)^{3}} \neq 0 . \tag{42}
\end{equation*}
$$

In addition, we have:

$$
\begin{equation*}
\frac{d \bar{\rho}}{d \rho}=\frac{4-4 \alpha \rho}{4(1+2 \alpha \rho)^{3}} \tag{43}
\end{equation*}
$$

so that:

$$
\begin{equation*}
\frac{d \bar{\rho}}{d \bar{p}}=\frac{d \bar{\rho} / d p}{d \bar{p} / d p}=\frac{-1+\alpha \rho}{\alpha \rho} \geq 1 \quad \Longleftrightarrow \quad \alpha<0 \tag{44}
\end{equation*}
$$

With condition (29) satisfied, it is then proved that the model $f(R)=R+\alpha R^{2}$, with $\alpha<0$, possesses a well-posed Cauchy problem when coupled with dust.

### 3.2. The Cauchy Problem in the Presence of a Scalar Field

We take the coupling with a Klein-Gordon scalar field into account. Again, we give sufficient conditions for the well-posedness of the related Cauchy problem. To this end, let us denote by $\psi$ a Klein-Gordon scalar field with self-interacting potential $U(\psi)=\frac{1}{2} m^{2} \psi^{2}$. The corresponding stress-energy tensor is given by:

$$
\begin{equation*}
\mathcal{T}_{i j}=\frac{\partial \psi}{\partial x^{i}} \frac{\partial \psi}{\partial x^{j}}-\frac{1}{2} g^{i j}\left(\frac{\partial \psi}{\partial x^{p}} \frac{\partial \psi}{\partial x^{q}} g^{p q}+m^{2} \psi^{2}\right) . \tag{45}
\end{equation*}
$$

The associated Klein-Gordon equation is expressed as:

$$
\begin{equation*}
\tilde{\nabla}_{j} \frac{\partial \psi}{\partial x^{i}} g^{i j}=m^{2} \psi, \tag{46}
\end{equation*}
$$

where $\tilde{\nabla}$ denotes the Levi-Civita covariant derivative induced by the metric $g_{i j}$. The trace of tensor (45) is:

$$
\begin{equation*}
\mathcal{T}:=\mathcal{T}_{i j} g^{i j}=-\frac{\partial \psi}{\partial x^{p}} \frac{\partial \psi}{\partial x^{q}} g^{p q}-2 m^{2} \psi^{2} . \tag{47}
\end{equation*}
$$

The trace (47) depends explicitly on the metric tensor $g_{i j}$. Because of this, the conformal transformation cannot be applied directly to the field equations (13), with the scalar field $\varphi$ defined by (9). Indeed, if we proceed in this way, both the metric $g_{i j}$ and $\bar{g}_{i j}$ would appear in the conformally transformed equations (22). This difficulty can be overcome making use of the already mentioned
dynamical equivalence with $\omega_{0}=-\frac{3}{2}$ Brans-Dicke gravity. The idea is then to discuss the Cauchy problem for a $\omega_{0}=-\frac{3}{2}$ Brans-Dicke theory coupled with the given Klein-Gordon field $\psi$. The field equations of such a theory are the Einstein-like Equation (13), the Equation (19), and the Klein-Gordon Equation (46), where the scalar field $\varphi$ is a dynamical variable related to the trace $\mathcal{T}$ through Equation (19). After implementing the conformal transformation (21), the Einstein-like Equation (13) assumes the simpler form (22). At the same time, recalling the relation:

$$
\begin{equation*}
\bar{\Gamma}_{i j}^{h}=\tilde{\Gamma}_{i j}^{h}+\frac{1}{2 \varphi} \frac{\partial \varphi}{\partial x^{j}} \delta_{i}^{h}-\frac{1}{2 \varphi} \frac{\partial \varphi}{\partial x^{p}} g^{p h} g_{i j}+\frac{1}{2 \varphi} \frac{\partial \varphi}{\partial x^{i}} \delta_{j}^{h}, \tag{48}
\end{equation*}
$$

linking the Levi-Civita connection $\tilde{\Gamma}_{i j}{ }^{h}$ associated with the metric $g_{i j}$ to the Levi-Civita connection $\bar{\Gamma}_{i j}{ }^{h}$ induced by the conformal metric $\bar{g}_{i j}$, we can write the Klein-Gordon equation in terms of the conformal metric $\bar{g}_{i j}$ as:

$$
\begin{equation*}
-\frac{\partial \psi}{\partial x^{i}} \bar{g}^{i j} \frac{\partial \varphi}{\partial x^{j}}+\varphi \bar{\nabla}_{j} \frac{\partial \psi}{\partial x^{i}} \bar{g}^{i j}=m^{2} \psi, \tag{49}
\end{equation*}
$$

where $\bar{\nabla}_{j}$ indicates the covariant derivative associated with the conformal metric $\bar{g}_{i j}$. Analogously, we can express the trace $\mathcal{T}$ as function of $\bar{g}_{i j}$, that is:

$$
\begin{equation*}
\mathcal{T}=-\frac{\partial \psi}{\partial x^{p}} \frac{\partial \psi}{\partial x^{q}} \varphi \bar{g}^{p q}-2 m^{2} \psi^{2} . \tag{50}
\end{equation*}
$$

The relation corresponding to (19) now links the scalar field $\varphi$ to the Klein-Gordon field $\psi$, its partial derivatives $\frac{\partial \psi}{\partial x^{i}}$, and the conformal metric $\bar{g}_{i j}$. Moreover, as it has been already pointed out, the quantity:

$$
\begin{equation*}
\overline{\mathcal{T}}_{i j}:=\frac{1}{\varphi} \Sigma_{i j}-\frac{1}{\varphi^{3}} V(\varphi) \bar{g}_{i j}, \tag{51}
\end{equation*}
$$

represents an effective stress-energy tensor. On the other hand, the Klein-Gordon equation (46) implies the conservation laws $\tilde{\nabla}^{j} \mathcal{T}_{i j}=0$, thus also identifying $\bar{\nabla}^{j} \overline{\mathcal{T}}_{i j}=0$ (see Proposition 2). This is a key point, allowing us to making use of harmonic coordinates and then to apply similar arguments as in $[23,24,26]$.

More specifically, after rewriting the Einstein-like equations (22) in the equivalent form:

$$
\begin{equation*}
\bar{R}_{i j}=\overline{\mathcal{T}}_{i j}-\frac{1}{2} \overline{\mathcal{T}}_{g_{i j}}, \tag{52}
\end{equation*}
$$

we adopt harmonic coordinates obeying the condition:

$$
\begin{equation*}
\bar{\nabla}_{p} \bar{\nabla}^{p} x^{i}=-\bar{g}^{p q} \bar{\Gamma}_{p q}^{i}=0, \tag{53}
\end{equation*}
$$

in such a way that equations (52) can be expresed as (see, for example, [23,26]):

$$
\begin{equation*}
\bar{g}^{p q} \frac{\partial^{2} \bar{g}_{i j}}{\partial x^{p} \partial x^{q}}=f_{i j}(\bar{g}, \partial \bar{g}, \psi, \partial \psi), \tag{54}
\end{equation*}
$$

where $f_{i j}$ are suitable functions depending only on the metric $\bar{g}$, the scalar field $\psi$, and their first order derivatives.

In addition to this, we suppose that Equation (19) is solvable with respect to the variable $\varphi$, and then to derive from Equation (19) itself a function of the form:

$$
\begin{equation*}
\varphi=\varphi\left(\bar{g}, \psi, \frac{\partial \psi}{\partial x^{p}} \frac{\partial \psi}{\partial x^{q}} \bar{g}^{p q}\right), \tag{55}
\end{equation*}
$$

expressing the scalar field $\varphi$ as a suitable function of the metric $\bar{g}$, the Klein-Gordon field $\psi$, and its first order derivatives. We notice that, in view of Equation (50), the dependence of $\varphi$ on the derivatives of $\psi$ is necessarily of the form indicated in Equation (55). Once again, the solvability with respect the scalar field $\varphi$ to about Equation (19) depends on the explicit form of the potential $V(\varphi)$ which is defined in terms of the function $f(R)$ via the relation (14). Therefore, the possibility of solving Equation (19) with respect to $\varphi$ can be taken as a rule to select viable $f(R)$-models. Moreover, from Equation (55), we obtain the identity:

$$
\begin{equation*}
\frac{\partial \varphi}{\partial x^{i}}=\frac{\partial \varphi}{\partial\left(\frac{\partial \psi}{\partial x^{s}} \frac{\partial \psi}{\partial x^{t}} \bar{g}^{s t}\right)} 2 \frac{\partial \psi}{\partial x^{q}} \bar{g}^{p q} \frac{\partial^{2} \psi}{\partial x^{i} \partial x^{p}}+f_{i}(\bar{g}, \partial \bar{g}, \psi, \partial \psi) \tag{56}
\end{equation*}
$$

Inserting Equation (56) in Equation (49) and taking Equation (53) into account, we get the final form of the Klein-Gordon equation expressed as:

$$
\begin{equation*}
\left(\bar{g}^{i p}-\frac{2}{\varphi} \frac{\partial \varphi}{\partial\left(\frac{\partial \psi}{\partial x^{s}} \frac{\partial \psi}{\partial x^{t}} \bar{g}^{s t}\right)} \frac{\partial \psi}{\partial x^{j}} \bar{g}^{j i} \frac{\partial \psi}{\partial x^{q}} \bar{g}^{p q}\right) \frac{\partial^{2} \psi}{\partial x^{i} \partial x^{p}}=f(\bar{g}, \partial \bar{g}, \psi, \partial \psi) \tag{57}
\end{equation*}
$$

In Equations (56) and (57), $f_{i}$ and $f$ denote suitable functions of $\bar{g}_{i j}, \psi$, and their first order derivatives only.

Now, Equations (54) and (57) form a second order quasi-diagonal system of partial differential equations for the unknowns $\bar{g}_{i j}$ and $\psi$. The matrix of the principal parts of such a system is diagonal, and its elements are the differential operators:

$$
\begin{equation*}
\bar{g}^{p q} \frac{\partial^{2}}{\partial x^{p} \partial x^{q}}, \tag{58a}
\end{equation*}
$$

and:

$$
\begin{equation*}
\left(\bar{g}^{i p}-\frac{2}{\varphi} \frac{\partial \varphi}{\partial\left(\frac{\partial \psi}{\partial x^{s}} \frac{\partial \psi}{\partial x^{t}} \bar{g}^{s t}\right)} \frac{\partial \psi}{\partial x^{j}} \bar{g}^{j i} \frac{\partial \psi}{\partial x^{q}} \bar{g}^{p q}\right) \frac{\partial^{2}}{\partial x^{i} \partial x^{p}} . \tag{58b}
\end{equation*}
$$

The operator (58a) is the wave operator associated with the metric $\bar{g}_{i j}$, while the operator (58b) is very similar to the sound wave operator involved in the analysis of the Cauchy problem for GR coupled with an irrotational perfect fluid [23,46]. It follows that the Cauchy problem associated with the system of Equations (54) and (57) can be discussed borrowing arguments and results from [23,46]. More in detail, we recall that if the quadratic form associated with (58b) is of Lorentzian signature and, if the characteristic cone of the operator (58b) is exterior to the metric cone, the system (54) and (57) is causal and Leray hyperbolic [49,50]. Under these conditions, the associated Cauchy problem is well-posed in suitable Sobolev spaces. Still borrowing from [23,46], if the signature of $\bar{g}_{i j}$ is $(+---)$, the above mentioned conditions are satisfied whenever the vector $\frac{\partial \psi}{\partial x^{j}} \bar{g}^{i j}$ is timelike and the inequality:

$$
\begin{equation*}
-\frac{2}{\varphi} \frac{\partial \varphi}{\partial\left(\frac{\partial \psi}{\partial x^{s}} \frac{\partial \psi}{\partial x^{t}} \bar{g}^{s t}\right)} \geq 0 \tag{59}
\end{equation*}
$$

holds. Of course, when the signature of the metric $\bar{g}_{i j}$ is $(-+++)$, the sign of inequality (59) has to be inverted. As it has been already remarked, the function (55) depends on the potential (14), which is determined by the explicit form of the function $f(R)$. Therefore, we can adopt requirement (59) as a criterion to single out viable $f(R)$-models with torsion.

As an illustrative example, we consider again the model $f(R)=R+\alpha R^{2}$. From the relation $F^{-1}(X)=f^{\prime}(X) X-2 f(X)=-X$, the identity $\left(f^{\prime}\right)^{-1}(\varphi)=\frac{\varphi-1}{2 \alpha}$, and the expression (14), we easily obtain the effective potential:

$$
\begin{equation*}
V(\varphi)=\frac{1}{8 \alpha}(\varphi-1)^{2} \varphi \tag{60}
\end{equation*}
$$

Equation (60), together with Equations (19) and (50), yields:

$$
\begin{equation*}
\varphi=\frac{\left(\frac{1}{2 \alpha}+2 m^{2} \psi^{2}\right)}{\left(\frac{1}{2 \alpha}-\frac{\partial \psi}{\partial x^{s}} \frac{\partial \psi}{\partial x^{t}} \bar{g}^{s t}\right)}, \tag{61}
\end{equation*}
$$

which describes the scalar field $\varphi$ as a function of the metric $\bar{g}_{i j}$, the Klein-Gordon field $\psi$, and its first order derivatives. By deriving (61), we have:

$$
\begin{equation*}
\frac{\partial \varphi}{\partial\left(\frac{\partial \psi}{\partial x^{s}} \frac{\partial \psi}{\partial x^{t}} \bar{g}^{s t}\right)}=\frac{\varphi}{\left(\frac{1}{2 \alpha}-\frac{\partial \psi}{\partial x^{s}} \frac{\partial \psi}{\partial x^{t}} \bar{g}^{s t}\right)} \tag{62}
\end{equation*}
$$

If the metric $\bar{g}_{i j}$ has signature $(+---)$, we see that the requirement (59) is fulfilled if $\alpha<0$ and if $\bar{g}^{p q} \frac{\partial \psi}{\partial x^{q}}$ is a time-like vector field. On the contrary, when the signature of $\bar{g}_{i j}$ is $(-+++), \alpha$ has to be positive.

## 4. The Junction Conditions

In this section, we address the junction conditions issue within the framework of $f(R)$-gravity with torsion. As mentioned in the Introduction, the junction condition problem is crucial for any theory of gravitation; for instance, in order to join together the interior with the exterior region of a relativistic star, we need to know how matching different solutions of the field equations of the theory at a given hypersurface. After deriving general junction conditions, in order to highlight the main differences with respect to ECSK theory, we give two illustrative examples. For reasons of greater clarity and better readability, the proposed examples are presented in two separate subsections.

Let us consider a hypersurface $\Sigma$ which separates two different regions $\mathcal{M}^{+}$and $\mathcal{M}^{-}$of spacetime. To begin with, let us deal with the case in which the hypersurface $\Sigma$ is either timelike or spacelike; the case of null hypersurface will be discussed later. Let us denote by $\left(g_{i j}^{+}, \Gamma_{i j}^{+h}\right)$ and $\left(g_{i j}^{-}, \Gamma_{i j}^{-h}\right)$ two solutions of the field equations (10), defined in $\mathcal{M}^{+}$and $\mathcal{M}^{-}$, respectively. We want to discuss how to solder together at $\Sigma$ the two given Einstein-Cartan geometries, in order to obtain a unique solution of the field equations on the whole spacetime.

To this end, we refer $\Sigma$ to local coordinates $y^{A}(A=1, \ldots, 3)$, and we adopt a coordinate system $x^{i}$, locally overlapping both $\mathcal{M}^{+}$and $\mathcal{M}^{-}$in an open set containing $\Sigma$. After that, considering the arc length $s$ between any point $p \in \mathcal{M}$ and $\Sigma$ along the geodesic normal to $\Sigma$ (with respect to one of the two given metric tensors) and passing through $p$ itself, we define a function $s$ which, without loss of generality, can be set negative in $\mathcal{M}^{-}$, positive in $\mathcal{M}^{+}$, and equal to zero at $\Sigma$. Indicating by $n^{i}$ the unit normal (with respect to the chosen metric tensor) outgoing from $\Sigma$, one has the relations:

$$
\begin{equation*}
d x^{i}=n^{i} d s, \quad n_{i}=\epsilon \partial_{i} s \quad \text { and } \quad n^{i} n_{i}=\epsilon \tag{63}
\end{equation*}
$$

where $\epsilon=1$ if $\Sigma$ is spacelike, and $\epsilon=-1$ if $\Sigma$ is timelike. Moreover, given any geometric quantity $W$ defined on both sides of the hypersurface $\Sigma$, we denote by:

$$
\begin{equation*}
[W]:=W\left(\mathcal{M}^{+}\right)_{\mid \Sigma}-W\left(\mathcal{M}^{-}\right)_{\mid \Sigma} \tag{64}
\end{equation*}
$$

the jump of $W$ across $\Sigma$. The issue of matching different geometries at a given hypersurface $\Sigma$ is usually discussed in the framework of distribution-valued tensors [29,30,32,51,52]. In this regard, denoting by $\Theta(s)$ (with $\Theta(0):=1$ ) the Heaviside distribution, we introduce the following geometrical objects:

$$
\begin{gather*}
g_{i j}=\Theta(s) g_{i j}^{+}+(1-\Theta(s)) g_{i j}^{-},  \tag{65a}\\
\Gamma_{i j}^{h}=\Theta(s) \Gamma_{i j}^{+h}+(1-\Theta(s)) \Gamma_{i j}^{-h} \tag{65b}
\end{gather*}
$$

with the requirement that the quantities (65) define a solution of the field equations (10) in the distributional sense. To satisfy this request, the quantities (65) and all the the geometric quantities induced by them have to be well defined as distributions. In particular, this must apply to the Riemann and the Einstein tensors. Moreover, consistency between (65), (3) implies the identity:

$$
\begin{equation*}
\Gamma_{i j}^{h}=\Theta(s)\left(\tilde{\Gamma}_{i j}^{+h}-K_{i j}^{+h}\right)+[1-\Theta(s)]\left(\tilde{\Gamma}_{i j}^{-h}-K_{i j}^{-}{ }^{h}\right), \tag{66}
\end{equation*}
$$

where $\tilde{\Gamma}_{i j}{ }^{h}$ are the Christoffel coefficients associated with the metric (65a). By differentiating (65), we get the relations:

$$
\begin{gather*}
\partial_{k} g_{i j}=\Theta(s) \partial_{k} g_{i j}^{+}+(1-\Theta(s)) \partial_{k} g_{i j}^{-}+\epsilon \delta(s)\left[g_{i j}\right] n_{k},  \tag{67a}\\
\partial_{k} \Gamma_{i j}^{h}=\Theta(s) \partial_{k} \Gamma_{i j}^{+h}+(1-\Theta(s)) \partial_{k} \Gamma_{i j}^{-h}+\epsilon \delta(s)\left[\Gamma_{i j}^{h}\right] n_{k}, \tag{67b}
\end{gather*}
$$

where, referring the reader to $[31,51,52]$ and references therein for the definition of the Dirac $\delta$-function with support on the submanifold $\Sigma: s=0$, we have used the identities $\frac{\partial s}{\partial x^{i}}=\epsilon n_{i}$ and $\frac{d \Theta(s)}{d s}=\delta(s)$.

Making use of Equation (67), as well as of the identities $\Theta^{2}(s)=\Theta(s)$ and $\Theta(s)(1-\Theta(s))=0$, it is easily seen that the Levi-Civita contribution to the connection $\Gamma_{i j}{ }^{h}$ contains a singular term having expression:

$$
\begin{equation*}
\frac{1}{2} g_{\mid \Sigma}^{+h k}\left(\left[g_{i k}\right] n_{j}+\left[g_{j k}\right] n_{i}-\left[g_{i j}\right] n_{k}\right) \epsilon \delta(s) \tag{68}
\end{equation*}
$$

Requirement (65b) implies then the vanishing of the term (68); thus,

$$
\begin{equation*}
\left[g_{i j}\right]=0 \tag{69}
\end{equation*}
$$

amounting to the fact that the two metrics have to coincide on the hypersurface $\Sigma$. In addition, from Equation (67b), we get the expression of the Riemann tensor of the the connection (65b):

$$
\begin{equation*}
R_{q i j}^{p}=\Theta(s) R_{q i j}^{+p}+(1-\Theta(s)) R_{q i j}^{-p}+\delta(s) A_{q i j}^{p} \tag{70}
\end{equation*}
$$

where we have denoted by:

$$
\begin{equation*}
A_{q i j}^{p}:=\epsilon\left(\left[\Gamma_{j q}^{p}\right] n_{i}-\left[\Gamma_{i q}^{p}\right] n_{j}\right) \tag{71}
\end{equation*}
$$

the tensor connected with the presence of the $\delta$-function term in the Riemann tensor (70). Once again, decomposition (3) can be used, so that we can rewrite the tensor (71) as the sum:

$$
\begin{equation*}
A_{q i j}^{p}=\tilde{A}_{q i j}^{p}+\bar{A}_{q i j}^{p} \tag{72}
\end{equation*}
$$

where:

$$
\begin{equation*}
\tilde{A}_{q i j}^{p}=\epsilon\left(\left[\tilde{\Gamma}_{j q}^{p}\right] n_{i}-\left[\tilde{\Gamma}_{i q}^{p}\right] n_{j}\right) \tag{73}
\end{equation*}
$$

and:

$$
\begin{equation*}
\bar{A}_{q i j}^{p}=\epsilon\left(\left[-K_{j q}^{p}\right] n_{i}+\left[K_{i q}^{p}\right] n_{j}\right) \tag{74}
\end{equation*}
$$

are quantities related to the Levi-Civita and contortion, respectively.

The continuity of the metric tensor across the hypersurface $\Sigma$ implies that its derivatives may have discontinuities only along the normal direction. Then, there exists a tensor field on $\Sigma$ :

$$
\begin{equation*}
k_{i j}:=\epsilon\left[\partial_{h} g_{i j}\right] n^{h}, \tag{75}
\end{equation*}
$$

such that:

$$
\begin{equation*}
\left[\partial_{h} g_{i j}\right]=k_{i j} n_{h} \tag{76}
\end{equation*}
$$

From Equation (76), we get the expressions:

$$
\begin{equation*}
\left[\tilde{\Gamma}_{i j}{ }^{h}\right]=\frac{1}{2}\left(k^{h}{ }_{j} n_{i}+k^{h}{ }_{i} n_{j}-k_{i j} n^{h}\right), \tag{77}
\end{equation*}
$$

which, inserted into Equation (73), yield the explicit representation:

$$
\begin{equation*}
\tilde{A}^{p}{ }_{q i j}=\frac{\epsilon}{2}\left(k^{p}{ }_{j} n_{q} n_{i}-k_{i}^{p} n_{q} n_{j}-k_{q j} n^{p} n_{i}+k_{q i} n^{p} n_{j}\right) . \tag{78}
\end{equation*}
$$

By contraction of Equation (78), we have:

$$
\begin{equation*}
\tilde{A}_{q j}:=\tilde{A}_{q p j}^{p}=\frac{\epsilon}{2}\left(k^{p}{ }_{j} n_{q} n_{p}-k n_{q} n_{j}-k_{q j} \epsilon+k_{q p} n^{p} n_{j}\right) \tag{79}
\end{equation*}
$$

and:

$$
\begin{equation*}
\tilde{A}:=\tilde{A}^{q}{ }_{q}=\epsilon\left(k_{p q} n^{p} n^{q}-\epsilon k\right), \tag{80}
\end{equation*}
$$

with $k:=k_{i j} g^{i j}$. Making use of Equations (56), (80), we introduce the tensor:

$$
\begin{equation*}
\tilde{H}_{q j}=\tilde{A}_{q j}-\frac{1}{2} \tilde{A} g_{q j}=\frac{\epsilon}{2}\left(k^{p}{ }_{j} n_{q} n_{p}-k n_{q} n_{j}-k_{q j} \epsilon+k_{q p} n^{p} n_{j}\right)-\frac{\epsilon}{2}\left(k_{s t} n^{s} n^{t}-\epsilon k\right) g_{q j} \tag{81}
\end{equation*}
$$

which represents the $\delta$-function part of the Einstein tensor, generated by Levi-Civita connection. Tensor (81) is symmetric and tangent to the hypersurface $\Sigma$. In fact, it is a straightforward matter to verify that $\tilde{H}_{q j} n^{j}=0$. If we denote by $E_{A}^{i}:=\frac{\partial x^{i}}{\partial y^{A}}$, the tensor $\tilde{H}_{q j}$ can be expressed as $\tilde{H}^{q j}=\tilde{H}^{A B} E_{A}^{q} E_{B}^{j}$, with [34]:

$$
\begin{equation*}
\tilde{H}_{A B}:=\tilde{H}_{q j} E_{A}^{q} E_{B}^{j}=-\frac{1}{2} k_{q j} E_{A}^{q} E_{B}^{j}+\frac{1}{2} k_{p q} h^{p q} h_{A B}, \tag{82}
\end{equation*}
$$

where $h^{p q}:=g^{p q}-\epsilon n^{p} n^{q}$ and $h_{A B}:=g_{i j} E_{A}^{i} E_{B}^{j}$ are the projection operator and the induced metric on the hypersurface $\Sigma$, respectively.

Analogously, we can single out the contributions given by contortion to the $\delta$-function part of the Einstein tensor. By contraction, from Equation (74), we in fact:

$$
\begin{equation*}
\bar{A}_{q j}:=\bar{A}_{q p j}^{p}=\epsilon\left(\left[-K_{j q}^{p}\right] n_{p}+\left[K_{p q}^{p}\right] n_{j}\right) \tag{83}
\end{equation*}
$$

and:

$$
\begin{equation*}
\bar{A}:=\bar{A}_{q}^{q}=2 \epsilon\left[K_{p q}^{p}\right] n^{q} . \tag{84}
\end{equation*}
$$

By means of expressions (83), (84), we define the tensor:

$$
\begin{equation*}
\bar{H}_{q j}:=\bar{A}_{q j}-\frac{1}{2} \bar{A} g_{q j}=\epsilon\left(\left[-K_{j q}^{p}\right] n_{p}+\left[K_{p q}^{p}\right] n_{j}\right)-\epsilon\left[K_{s t}^{s}\right] n^{t} g_{q j}, \tag{85}
\end{equation*}
$$

which, in general, is neither symmetric nor tangent to the hypersurface $\Sigma$. All the obtained results allow us to express the effective stress-energy tensor appearing on the right-hand side of Equation (10a) in the form:

$$
\begin{equation*}
\hat{\mathcal{T}}_{q j}=\Theta(s)\left[\frac{1}{\varphi} \mathcal{T}_{q j}+\frac{1}{\varphi} U(\mathcal{T}) g_{q j}\right]^{+}+(1-\Theta(s))\left[\frac{1}{\varphi} \mathcal{T}_{q j}+\frac{1}{\varphi} U(\mathcal{T}) g_{q j}\right]^{-}-\delta(s) H_{q j} \tag{86}
\end{equation*}
$$

where:

$$
\begin{equation*}
H_{q j}=\tilde{H}_{q j}+\bar{H}_{q j}, \tag{87}
\end{equation*}
$$

and where, for simplicity, we have denoted by $\left.U(\mathcal{T}):=\frac{1}{2}\left[f(R(\mathcal{T}))-f^{\prime}(R(\mathcal{T})) R(\mathcal{T})\right)\right]$.
From Equation (86), it follows that the request that the Einstein-like equations (10a) have a smooth transition across the hypersurface $\Sigma$ is then equivalent to require that the tensor $H_{q j}$ vanishes at $\Sigma$. Therefore, the remaining junction conditions can be obtained by imposing the vanishing of all projections of the tensor $H_{q j}$ on $\Sigma$. About this, we have:

- the completely orthogonal projection of $H_{q j}$ on $\Sigma$ is automatically zero:

$$
\begin{equation*}
H_{q j} n^{q} n^{j}=\bar{H}_{q j} n^{q} n^{j}=-\epsilon\left[K_{j}^{q p}\right] n_{p} n_{q} n^{j}=0 \tag{88}
\end{equation*}
$$

because $\tilde{H}_{q j}$ is tangent to $\Sigma$ and the contorsion is antisymmetric in the last two indexes;

- the tangent-orthogonal projection of $H_{q j}$ is:

$$
\begin{equation*}
H_{q j} E_{A}^{q} n^{j}=\bar{H}_{q j} E_{A}^{q} n^{j}=-\epsilon\left[K_{j q}^{p}\right] n_{p} E_{A}^{q} n^{j}+\left[K_{p q}^{p}\right] E_{A}^{q} . \tag{89}
\end{equation*}
$$

According to [35], the quantity in Equation (89) results in the jump of trace of the projection on $\Sigma$ of the contorsion tensor. In fact, it is easily seen that the identity:

$$
\begin{equation*}
\left[K_{j q}^{p} h_{i}^{j} h_{p}^{i} E_{A}^{q}\right]=\left[K_{j q}^{p}\left(\delta_{p}^{j}-\epsilon n_{p} n^{j}\right) E_{A}^{q}\right]=-\epsilon\left[K_{j q}^{p}\right] n_{p} n^{j} E_{A}^{q}+\left[K_{p q}^{p}\right] E_{A}^{q}, \tag{90}
\end{equation*}
$$

holds.

- the orthogonal-tangent projection of $H_{q j}$ is zero:

$$
\begin{equation*}
H_{q j} E_{A}^{j} n^{q}=\bar{H}_{q j} E_{A}^{j} n^{q}=\epsilon\left(-\left[K_{j q}^{p}\right] n_{p} n^{q} E_{A}^{j}+\left[K_{p q}^{p}\right] n_{j} E_{A}^{j} n^{q}\right)=0, \tag{91}
\end{equation*}
$$

in view of the antisymmetry properties of the contorsion tensor and the orthogonality between the vectors $n^{i}$ and $E_{A}^{i}$;

- the totally tangent projection of $H_{q j}$ is given by:

$$
\begin{equation*}
H_{q j} E_{A}^{q} E_{B}^{j}=\tilde{H}_{q j} E_{A}^{q} E_{B}^{j}+\bar{H}_{q j} E_{A}^{q} E_{B}^{j}=\tilde{H}_{A B}+\epsilon\left(-\left[K_{j q}^{p}\right] n_{p} E_{A}^{q} E_{B}^{j}+\left[K_{q}^{q p}\right] n_{p} h_{A B}\right) . \tag{92}
\end{equation*}
$$

Summarizing everything, it is seen that the vanishing of the tensor $H_{q j}$ needs the quantities (89), (92) to be zero at $\Sigma$. In particular, as it happens in GR, it can be shown that the condition $H_{q j} E_{A}^{q} E_{B}^{j}=0$ is connected with the vanishing of the jump of the extrinsic curvature across $\Sigma$. To clarify this point, let us introduce the quantity:

$$
\begin{equation*}
Q_{A B}:=\left(\nabla_{i} n_{j}\right) E_{A}^{j} E_{B^{\prime}}^{i} \tag{93}
\end{equation*}
$$

which generalizes the notion of extrinsic curvature for an arbitrary linear connection (3). From Equation (93) together with Equations (3) and (77), we get the relation:

$$
\begin{equation*}
\left[Q_{A B}\right]=\left[\nabla_{i} n_{j} E_{A}^{j} E_{B}^{i}\right]=\left[\nabla_{i} n_{j}\right] E_{A}^{j} E_{B}^{i}=\frac{\epsilon}{2} k_{i j} E_{A}^{i} E_{B}^{j}+\left[K_{j i}{ }^{h}\right] n_{h} E_{A}^{i} E_{B}^{j} . \tag{94}
\end{equation*}
$$

Comparing Equations (82), (92) and (94), it is then an easy matter to prove the identity:

$$
\begin{equation*}
H_{A B}:=H_{k j} E_{A}^{k} E_{B}^{j}=-\epsilon\left(\left[Q_{A B}\right]-[Q] h_{A B}\right), \tag{95}
\end{equation*}
$$

where $[Q]:=\left[Q_{A B}\right] h^{A B}$. It follows that the requirements $H_{A B}=0$ and $\left[Q_{A B}\right]=0$ at $\Sigma$ are equivalent.
The request of vanishing of the quantities (89), (92) involves the Levi-Civita connection and the spin tensor (via the contorsion tensor) but also the trace of the energy-impulse tensor and its first derivatives. This is because of the torsional contributions given by the non-linearity of the function $f(R)$ and it represents a significant difference from the ECSK theory. In order to better clarify this last aspect, in the next subsections, we illustrate two examples dealing with the spin fluid and the Dirac field.

Before doing this, for the sake of completeness, we briefly outline also the case of null hypersurface. Then, let $\Sigma$ be a null hypersurface described by an equation $\Phi\left(x^{i}\right)=0$, where $\Phi$ is a smooth function. We suppose that $\mathcal{M}^{+}$and $\mathcal{M}^{-}$correspond to the domains where $\Phi$ is positive and negative, respectively. Again, we discuss the matching on $\Sigma$ of two solutions of the field equations in the form:

$$
\begin{gather*}
g_{i j}=\Theta(\Phi) g_{i j}^{+}+(1-\Theta(\Phi)) g_{i j}^{-},  \tag{96a}\\
\Gamma_{i j}^{h}=\Theta(\Phi) \Gamma_{i j}^{+h}+(1-\Theta(\Phi)) \Gamma_{i j}^{-h} . \tag{96b}
\end{gather*}
$$

The null normal vector is defined as $n_{i}=\alpha^{-1} \partial_{i} \Phi$, where $\alpha$ is a suitable non-zero function on $\Sigma$. By means of analogous arguments to those given above, it is immediately seen that the metric tensor (96a) has to be continuous across the hypersurface $\Sigma$, namely $\left[g_{i j}\right]=0$. Following a usual procedure, let us then introduce a transverse vector field $N^{i}$ satisfying the requirements $N^{i} n_{i}=1$ and $N^{i} N_{i}=0$. We have the relations $\left[n^{i}\right]=\left[N^{i}\right]=0$. We also introduce the transverse metric:

$$
\begin{equation*}
h_{i j}=g_{i j}-n_{i} N_{j}-n_{j} N_{i} . \tag{97}
\end{equation*}
$$

Due to the continuity of the metric tensor across $\Sigma$, its derivatives may have discontinuities only along the transverse direction. This implies the existence of a tensor field $\gamma_{i j}$ on $\Sigma$, such that:

$$
\begin{equation*}
\gamma_{i j}=\left[\partial_{s} g_{i j}\right] N^{s} \quad \Longleftrightarrow \quad\left[\partial_{s} g_{i j}\right]=\gamma_{i j} n_{s} \tag{98}
\end{equation*}
$$

By Equation (98), we can express the jump of the Christoffel symbols as:

$$
\begin{equation*}
\left[\tilde{\Gamma}_{i j}{ }^{h}\right]=\frac{1}{2}\left(\gamma^{h}{ }_{j} n_{i}+\gamma_{i}^{h} n_{j}-\gamma_{i j} n^{h}\right) . \tag{99}
\end{equation*}
$$

Making use of Equation (99) and following the identical procedure illustrated above, it is easily seen that the $\delta$-function part of the Einsein tensor is now given by the sum:

$$
\begin{equation*}
H^{i j}=\tilde{H}^{i j}+\bar{H}^{i j} \tag{100}
\end{equation*}
$$

where:

$$
\begin{equation*}
\tilde{H}^{i j}:=\frac{\alpha}{2}\left(\gamma_{h}^{i} n^{h} n^{j}+\gamma_{h}^{j} n^{h} n^{i}-\gamma_{h}^{h} n^{i} n^{j}-\gamma_{h k} n^{h} n^{k} g^{i j}\right) \tag{101}
\end{equation*}
$$

represents the contribution due to Levi-Civita terms, and:

$$
\begin{equation*}
\bar{H}^{i j}:=\alpha\left(-\left[K^{j i h}\right] n_{h}+\left[K_{h}^{i h}\right] n^{j}+\left[K_{h}^{h k}\right] n_{k} g^{i j}\right) \tag{102}
\end{equation*}
$$

represents the contribution given by contorsion terms. As in the case of spacelike or timelike hypersurfaces, smooth transition across the hull hypersurface $\Sigma$ at the level of Einstein-like equations requires the vanishing of the tensor (100).

### 4.1. The Coupling to a Spin Fluid

Let us consider a Weyssenhoff spin fluid with stress-energy and the spin tensors, respectively, given by [15,53,54]:

$$
\begin{equation*}
\mathcal{T}^{i j}=U^{i} P^{j}+p\left(U^{i} U^{j}-g^{i j}\right) \tag{103a}
\end{equation*}
$$

and:

$$
\begin{equation*}
\mathcal{S}_{i j}^{h}=\mathcal{S}_{i j} U^{h}, \tag{103b}
\end{equation*}
$$

where $U^{i}$ is the 4 -velocity, $P^{j}$ denotes the 4 -density of energy-momentum, $\mathcal{S}_{i j}=-\mathcal{S}_{j i}$ is the spin density, and $p$ is the pressure of the fluid. By means of the conservation laws for the spin (12b), which are equivalent to the antisymmetric part of Einstein-like equations (10a), we can express the stress-energy tensor (103a) as [54]:

$$
\begin{equation*}
\mathcal{T}_{i j}=(\rho+p) U_{i} U_{j}-p g_{i j}-U_{i} \hat{T}_{h} \mathcal{S}^{h}{ }_{j}-U_{i} \tilde{\nabla}_{h}\left(\mathcal{S}_{k j} U^{h}\right) U^{k} \tag{104}
\end{equation*}
$$

where $\rho:=U^{i} P_{i}$ and $\tilde{\nabla}_{h}$ is the covariant derivative with respect to the Levi-Civita connection induced by the metric $g_{i j}$. In view of the usual convective condition $\mathcal{S}_{i j} U^{j}=0[53,55]$ and the representation (11), it is easily seen that the vanishing at $\Sigma$ of the quantities (89), (92) yields the explicit equations:

$$
\begin{array}{r}
-\epsilon\left[K_{j q}^{p}\right] n_{p} E_{A}^{q} n^{j}+\left[K_{p q}{ }^{p}\right] E_{A}^{q}=-\epsilon\left[\frac{1}{\varphi} \mathcal{S}_{q j} U_{p}\right] n^{p} n^{j} E_{A}^{q}-\left[\frac{1}{\varphi} \frac{\partial \varphi}{\partial x^{q}}\right] E_{A}^{q}=0 \\
\tilde{H}_{A B}+\epsilon\left(-\left[K_{j q}{ }^{p}\right] n_{p} E_{A}^{q} E_{B}^{j}+\left[K_{q}^{q p}\right] n_{p} h_{A B}\right)= \\
\tilde{H}_{A B}+\epsilon\left(\left[\frac{1}{2 \varphi}\left(\mathcal{S}_{j q} U^{p}+\mathcal{S}_{q}^{p} U_{j}+\mathcal{S}_{j}^{p} U_{q}\right)\right] n_{p} E_{A}^{q} E_{B}^{j}+\left[\frac{1}{\varphi} \frac{\partial \varphi}{\partial x^{p}}\right] n^{p} h_{A B}\right)=0 . \tag{105b}
\end{array}
$$

Equation (105b) can be decomposed into its symmetric and antisymmetric parts, thus giving rise to the further conditions:

$$
\begin{gather*}
{\left[\frac{1}{2 \varphi} \mathcal{S}_{j q} U^{p}\right] n_{p} E_{A}^{q} E_{B}^{j}=0}  \tag{106a}\\
\tilde{H}_{A B}+\epsilon\left(\left[\frac{1}{2 \varphi}\left(\mathcal{S}^{p}{ }_{q} U_{j}+\mathcal{S}^{p}{ }_{j} U_{q}\right)\right] n_{p} E_{A}^{q} E_{B}^{j}+\left[\frac{1}{\varphi} \frac{\partial \varphi}{\partial x^{p}}\right] n^{p} h_{A B}\right)=0 \tag{106b}
\end{gather*}
$$

In order to illustrate a specific case, we imagine having to join together two static and spherically symmetric metrics:

$$
\begin{equation*}
d s_{ \pm}^{2}=e^{\nu^{ \pm}} d t^{2}-e^{\lambda^{ \pm}} d r^{2}-r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{107}
\end{equation*}
$$

solutions of Equation (10) coupled to a spin fluid. It is convenient to rename the spherical coordinates as $x^{0}:=t, x^{1}:=r, x^{2}:=\theta, x^{3}:=\phi$ in such a way that the 4 -velocity of the fluid (supposed to be at rest in the chosen frame) is described by $U^{i}=U^{0} \delta_{0}^{i}$, with $U^{0}=e^{-\frac{v}{2}}$, and the unit normal to the hypersurface $\Sigma: x^{1}=$ const. is given by $n^{i}=n^{1} \delta_{1}^{i}$ with $n^{1}=e^{-\frac{\lambda}{2}}$. The functions $v$ and $\lambda$, as well as all the involved matter fields, depend only on the radial variable $r$.

According to the convective condition $\mathcal{S}_{i j} U^{j}=0$ and the stated spherical symmetry, we suppose that the spins of the particles composing the fluid are all aligned in the $r$ direction; this means that only the components $\mathcal{S}_{23}=-\mathcal{S}_{32}$ of the spin density are non-zero [55]. Under these conditions, the stress-energy tensor of the spin fluid assumes the usual form:

$$
\begin{equation*}
\mathcal{T}_{i j}=(\rho+p) U_{i} U_{j}-p g_{i j} \tag{108}
\end{equation*}
$$

Using the above assumptions, it is easily seen that the constraints (105a), (106a) are automatically satisfied, while Equation (106b) reduces to:

$$
\begin{equation*}
\tilde{H}_{A B}+\epsilon\left[\frac{1}{\varphi} \frac{\partial \varphi}{\partial x^{p}}\right] n^{p} h_{A B}=0 . \tag{109}
\end{equation*}
$$

Recalling the identity $\tilde{H}_{A B}=-\epsilon\left(\left[\tilde{Q}_{A B}\right]-[\tilde{Q}] h_{A B}\right)$ [34], it is seen that Equation (109) relates the quantity $\left[\frac{1}{\varphi} \frac{\partial \varphi}{\partial x^{p}}\right]$ to the jump across $\Sigma$ of the extrinsic curvature $\tilde{Q}_{A B}$ associated with the Levi-Civita connection of the metric (107). We note that, in the case of ECSK theory, condition (109) becomes $\tilde{H}_{A B}=0$, which is the same condition holding in General Relativity [34].

Because of Equations (8) and (9), in general, the condition (109) involves the derivatives of matter fields. To see this point more in detail, we again take the model $f(R)=R+\alpha R^{2}$ into account. Due to Equation (108), from the trace equation (7) and the definition (9), we have the relations:

$$
\begin{equation*}
-R=\mathcal{T}=\rho-3 p \tag{110}
\end{equation*}
$$

and:

$$
\begin{equation*}
\varphi=1+2 \alpha(3 p-\rho) \tag{111}
\end{equation*}
$$

Moreover, it is easy to verify that:

$$
\begin{equation*}
\tilde{Q}_{00}=\frac{1}{2} \frac{\partial v}{\partial r} e^{v-\frac{\lambda}{2}}{ }_{\mid r=r_{0}} \tag{112}
\end{equation*}
$$

is the only non-vanishing component of the extrinsic curvature $\tilde{Q}_{A B}$ induced by the metric (107) on the hypersurface $\Sigma: \quad r=r_{0}$ const.. In view of this, requirement (109) is seen to reduce to the following two conditions:

$$
\begin{equation*}
\left[\frac{2 \alpha\left(3 \frac{\partial p}{\partial r}-\frac{\partial \rho}{\partial r}\right)}{1+2 \alpha(3 p-\rho)}\right]=0 \tag{113a}
\end{equation*}
$$

and:

$$
\begin{equation*}
\left[\frac{\partial v}{\partial r}\right]=0 . \tag{113b}
\end{equation*}
$$

As an even more specific example, we suppose to have to joining together the interior spacetime $\mathcal{M}^{-}$of a star with spin properties, with the exterior region $\mathcal{M}^{+}$assumed empty. In such a circumstance, we have $\mathcal{T}_{i j}^{+}=0$ and $\mathcal{S}_{i j}^{+h}=0$, and in $\mathcal{M}^{+}$the field equations (10) are identical to the Einstein equations (without cosmological constant) in vacuo; their unique solution $\left(g_{i j}^{+}, \Gamma_{i j}^{+h}\right)$ is then given by the Schwartzchild metric:

$$
\begin{equation*}
g_{i j}^{+} d x^{i} d x^{j}=\left(1-\frac{2 M}{r}\right) d t^{2}-\left(1-\frac{2 M}{r}\right)^{-1} d r^{2}-r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{114}
\end{equation*}
$$

together with its Levi-Civita connection $\Gamma_{i j}^{+h}=\tilde{\Gamma}_{i j}^{+h}$. Consequently, the junction conditions (69), (113) assume the explicit form:

$$
\begin{gather*}
e^{v^{-}\left(r_{0}\right)}=\left(1-\frac{2 M}{r_{0}}\right), \quad e^{\lambda^{-}\left(r_{0}\right)}=\left(1-\frac{2 M}{r_{0}}\right)^{-1},  \tag{115a}\\
\left(\frac{\partial v^{-}}{\partial r}\right)_{\mid r=r_{0}}=\frac{2 M}{r_{0}\left(r_{0}-2 M\right)}, \quad\left(3 \frac{\partial p^{-}}{\partial r}-\frac{\partial \rho^{-}}{\partial r}\right)_{\mid r=r_{0}}=0 . \tag{115b}
\end{gather*}
$$

On Equation (115), some comments are in order. Due to the second equation (115b), at $\Sigma$ the spin fluid must behave like a sort of radiation, having a barotropic factor of the form $w=\left(\frac{\partial p^{-}}{\partial \rho^{-}}\right)_{\mid r=r_{0}}=1 / 3$
at the boundary $r=r_{0}$. This fact is quite general: for all static and spherically symmetric solutions (107) of $f(R)$-gravity with torsion, the condition $\left(-3 \frac{\partial p^{-}}{\partial r}+\frac{\partial \rho^{-}}{\partial r}\right)_{\mid r=r_{0}}=\left.\frac{\partial \mathcal{T}^{-}}{\partial r}\right|_{r=r_{0}}=0$ is always sufficient (together with (113b)) to fulfill the requirement (109), and it becomes necessary also whenever $\frac{\partial \varphi^{-}}{\partial \mathcal{T}}{ }_{\mid r=r_{0}} \neq 0$ (like in the case $f(R)=R+\alpha R^{2}$, where $\frac{\partial \varphi^{-}}{\partial \mathcal{T}}{\mid r=r_{0}}=-2 \alpha$ ). On the other hand, whenever the condition $\frac{\partial \varphi^{-}}{\partial T}{\mid r=r_{0}}=0$ is imposed, it yields a relation between density and pressure at the separation hypersurface, which constraints the equation of state [56].

### 4.2. The Coupling to a Dirac Field

Let $\psi$ be a Dirac field with Lagrangian function given by:

$$
\begin{equation*}
\mathcal{L}_{m}=\left[\frac{i}{2}\left(\bar{\psi} \gamma^{i} D_{i} \psi-D_{i} \bar{\psi} \gamma^{i} \psi\right)-m \bar{\psi} \psi\right], \tag{116}
\end{equation*}
$$

where $D_{i} \psi=\frac{\partial \psi}{\partial x^{i}}+\omega_{i}{ }^{\mu v} \sigma_{\mu v} \psi$ and $D_{i} \bar{\psi}=\frac{\partial \bar{\psi}}{\partial x^{i}}-\bar{\psi} \omega_{i}{ }^{\mu v} \sigma_{\mu v}$ are the covariant derivatives of the Dirac fields, $\sigma_{\mu \nu}=\frac{1}{8}\left[\gamma_{\mu}, \gamma_{\nu}\right], \gamma^{i}=\gamma^{\mu} e_{\mu}^{i}$ with $\gamma^{\mu}$ denoting Dirac matrices and where $m$ is the mass of the Dirac field. In what follows, the notation for which:

$$
\begin{equation*}
\gamma^{\mu} \gamma^{\nu} \gamma^{\lambda}=\gamma^{\mu} \eta^{\nu \lambda}-\gamma^{\nu} \eta^{\mu \lambda}+\gamma^{\lambda} \eta^{\mu \nu}+i \epsilon^{\mu \nu \lambda \tau} \gamma_{5} \gamma_{\tau} \tag{117}
\end{equation*}
$$

is used. From (116), we derive the Dirac equations:

$$
\begin{equation*}
i \gamma^{h} D_{h} \psi+\frac{i}{2} T_{h} \gamma^{h} \psi-m \psi=0 \tag{118}
\end{equation*}
$$

where, due to to the fact that torsion is no longer totally antisymmetric, the torsion vector $T_{h}:=T_{h j}{ }^{j}$ is present. The stress-energy and the spin density tensors are given by [15,42]:

$$
\begin{equation*}
\mathcal{T}_{i j}=\frac{i}{4}\left(\bar{\psi} \gamma_{i} D_{j} \psi-D_{j} \bar{\psi} \gamma_{i} \psi\right), \tag{119}
\end{equation*}
$$

and:

$$
\begin{equation*}
\mathcal{S}_{i j}^{h}=-\frac{1}{4} \eta^{\mu \sigma} \epsilon_{\sigma v \lambda \tau}\left(\bar{\psi} \gamma_{5} \gamma^{\tau} \psi\right) e_{\mu}^{h} e_{i}^{v} e_{j}^{\lambda} . \tag{120}
\end{equation*}
$$

In what follows, we can systematically assume that $\bar{\psi} \psi \neq 0$. Indeed, if $\bar{\psi} \psi=0$, the trace of the stress-energy tensor would be constantly zero and the theory would amount to an ECSK-like theory for which the solution of the junction conditions problem is already known [35]. Therefore, without loss of generality, we can limit ourselves to dealing with spinor fields of type-1 and type-2 according to the Lounesto classification [57-59].

Making use of representation (11), it is seen that in this case the vanishing at $\Sigma$ of the quantities (89), (92) yields the conditions:

$$
\begin{gather*}
-\epsilon\left[K_{j q}^{p}\right] n_{p} E_{A}^{q} n^{j}+\left[K_{p q}^{p}\right] E_{A}^{q}=-\epsilon\left[\hat{K}_{j q}^{p}\right] n_{p} E_{A}^{q} n^{j}+\left[\hat{K}_{p q}^{p}\right] E_{A}^{q}=-\left[\frac{1}{\varphi} \frac{\partial \varphi}{\partial x^{q}}\right] E_{A}^{q}=0,  \tag{121a}\\
\tilde{H}_{A B}+\epsilon\left(-\left[K_{j q}^{p}\right] n_{p} E_{A}^{q} E_{B}^{j}+\left[K_{q}^{q p}\right] n_{p} h_{A B}\right)= \\
\tilde{H}_{A B}+\epsilon\left(-\left[\hat{K}_{j q}^{p}\right] n_{p} E_{A}^{q} E_{B}^{j}+\left[\hat{K}_{q}^{q p}\right] n_{p} h_{A B}-\left[\hat{S}_{j q}^{p}\right] n_{p} E_{A}^{q} E_{B}^{j}\right)=  \tag{121b}\\
\tilde{H}_{A B}+\epsilon\left(\left[\frac{1}{\varphi} \mathcal{S}_{j q}{ }^{p}\right] n_{p} E_{A}^{q} E_{B}^{j}+\left[\frac{1}{\varphi} \frac{\partial \varphi}{\partial x^{p}}\right] n^{p} h_{A B}\right)=0 .
\end{gather*}
$$

Splitting Equation (121b) in its symmetric and antisymmetric parts, we obtain the equations:

$$
\begin{gather*}
\tilde{H}_{A B}+\epsilon\left[\frac{1}{\varphi} \frac{\partial \varphi}{\partial x^{p}}\right] n^{p} h_{A B}=0,  \tag{122a}\\
{\left[\frac{1}{\varphi} \mathcal{S}_{j q}^{p}\right] n_{p} E_{A}^{q} E_{B}^{j}=0 .} \tag{122b}
\end{gather*}
$$

As an illustrative example, we suppose joining two axially symmetric spacetimes, solutions of the field equations resulting again from the model $f(R)=R+\alpha R^{2}$. More in detail, we assume that the metric tensors in both the regions $\mathcal{M}^{-}$and $\mathcal{M}^{+}$are of Lewis-Papapetrou kind, expressed in spherical coordinates as:

$$
\begin{equation*}
g_{i j}^{ \pm} d x^{i} d x^{j}=-B_{ \pm}^{2}\left(r^{2} d \theta^{2}+d r^{2}\right)-A_{ \pm}^{2}\left(-W_{ \pm} d t+d \phi\right)^{2}+C_{ \pm}^{2} d t^{2} \tag{123}
\end{equation*}
$$

where all functions $A_{ \pm}(r, \theta), B_{ \pm}(r, \theta), C_{ \pm}(r, \theta)$, and $W_{ \pm}(r, \theta)$ depend on the $r$ and $\theta$ variables only. We assume that $\mathcal{M}^{+}$is empty, while $\mathcal{M}^{-}$is filled with a Dirac field. We also suppose that in $\mathcal{M}^{+}$the metric is the Kerr one. This is consistent with the fact that $R+\alpha R^{2}$ gravity with torsion in vacuo is equivalent to GR and, therefore, admits the same solutions. In the Lewis-Papapetrou form (123), the coefficients of the Kerr metric are expressed as:

$$
\begin{align*}
& A_{+}^{2}(r, \theta)=\left[a^{2}+\frac{\left(-a^{2}+m^{2}+2 m r+r^{2}\right)^{2}}{4 r^{2}}\right] \sin ^{2} \theta+\frac{m a^{2}\left(-a^{2}+m^{2}+2 m r+r^{2}\right) \sin ^{4} \theta}{r\left(\frac{\left(-a^{2}+m^{2}+2 m r+r^{2}\right)^{2}}{4 r^{2}}+a^{2} \cos ^{2} \theta\right)},  \tag{124a}\\
& B_{+}^{2}(r, \theta)=\frac{a^{2} \cos ^{2} \theta}{r^{2}}+\frac{1}{4}+\frac{m}{r}+\frac{3 m^{2}-a^{2}}{2 r^{2}}+\frac{m^{3}-a^{2} m}{r^{3}}+\frac{a^{4}-2 a^{2} m^{2}+m^{4}}{4 r^{4}},  \tag{124b}\\
& C_{+}^{2}(r, \theta)=\frac{m^{2} a^{2}\left(-a^{2}+m^{2}+2 m r+r^{2}\right)^{2} \sin ^{4} \theta}{\left(\left(a^{2}+\frac{\left(-a^{2}+m^{2}+2 m r+r^{2}\right)^{2}}{4 r^{2}}\right) \sin ^{2} \theta+\frac{m a^{2}\left(-a^{2}+m^{2}+2 m r+r^{2}\right) \sin ^{4} \theta}{r\left(\frac{\left(-a^{2}+m^{2}+2 m r+r^{2}\right)^{2}}{4 r^{2}}+a^{2} \cos ^{2} \theta\right)}\right)} \times  \tag{124c}\\
& \frac{1}{r^{2}\left(\frac{\left(-a^{2}+m^{2}+2 m r+r^{2}\right)^{2}}{4 r^{2}}+a^{2} \cos ^{2} \theta\right)^{2}}+1-\frac{m\left(-a^{2}+m^{2}+2 m r+r^{2}\right)}{r\left(\frac{\left(-a^{2}+m^{2}+2 m r+r^{2}\right)^{2}}{4 r^{2}}+a^{2} \cos ^{2} \theta\right)}, \\
& W_{+}(r, \theta)=\frac{m a\left(-a^{2}+m^{2}+2 m r+r^{2}\right) \sin ^{2} \theta}{\left(a^{2}+\frac{\left(-a^{2}+m^{2}+2 m r+r^{2}\right)^{2}}{4 r^{2}}\right) \sin ^{2} \theta+\frac{m a^{2}\left(-a^{2}+m^{2}+2 m r+r^{2}\right) \sin ^{4} \theta}{r\left(\frac{\left(-a^{2}+m^{2}+2 m r+r^{2}\right)^{2}}{4 r^{2}}+a^{2} \cos ^{2} \theta\right)}} \times  \tag{124d}\\
& \frac{1}{r\left(\frac{\left(-a^{2}+m^{2}+2 m r+r^{2}\right)^{2}}{4 r^{2}}+a^{2} \cos ^{2} \theta\right)},
\end{align*}
$$

where $a$ and $m$ are the parameters entering the Kerr metric. We want to analyze the junction conditions at the hypersurface $\Sigma: \quad r=r_{0}$ const. To this end, by using Equations (118) and (119), we preliminarily notice that in the regions $\mathcal{M}^{-}$and $\mathcal{M}^{+}$we have, respectively:

$$
\begin{equation*}
\varphi^{-}=1+2 \alpha R=1-2 \alpha \mathcal{T}=1-\alpha m \bar{\psi} \psi \tag{125a}
\end{equation*}
$$

and:

$$
\begin{equation*}
\varphi^{+}=1 \tag{125b}
\end{equation*}
$$

In view of Equation (125), the constraint (121a) implies that the scalar $\bar{\psi} \psi$ is forced to be constant on the hypersurface $\Sigma$. Moreover, it is easily seen that the requirement (122b) is equivalent to the conditions:

$$
\begin{equation*}
\bar{\psi} \gamma_{5} \gamma^{0} \psi_{\mid \Sigma}=0, \quad \bar{\psi} \gamma_{5} \gamma^{2} \psi_{\mid \Sigma}=0, \quad \bar{\psi} \gamma_{5} \gamma^{3} \psi_{\mid \Sigma}=0 \tag{126}
\end{equation*}
$$

which have to be satisfied at $\Sigma$ by the spinor field $\psi$. The remaining condition (122a) can be discussed by rewriting it in the equivalent form:

$$
\begin{equation*}
\left[\tilde{Q}_{A B}\right]=-\frac{1}{2}\left[\frac{1}{\varphi} \frac{\partial \varphi}{\partial x^{h}}\right] n^{h} h_{A B}, \tag{127}
\end{equation*}
$$

where $\left[\tilde{Q}_{A B}\right]$ indicates the jump across $\Sigma$ of the extrinsic curvatures induced by the metrics (123). Denoting by $\tilde{A}:=A^{+}\left(r_{0}, \theta\right)=A^{-}\left(r_{0}, \theta\right), \tilde{B}:=B^{+}\left(r_{0}, \theta\right)=B^{-}\left(r_{0}, \theta\right), \tilde{C}:=C^{+}\left(r_{0}, \theta\right)=C^{-}\left(r_{0}, \theta\right)$, and $\tilde{W}:=W^{+}\left(r_{0}, \theta\right)=W^{-}\left(r_{0}, \theta\right)$ for simplicity, we have that the non-zero components of $\left[\tilde{Q}_{A B}\right]$ are:

$$
\begin{gather*}
{\left[\tilde{Q}_{\theta \theta}\right]=-r_{0}^{2}\left[\partial_{r} B\right],}  \tag{128a}\\
{\left[\tilde{Q}_{\phi \phi}\right]=-\frac{\tilde{A}}{\tilde{B}}\left[\partial_{r} A\right],}  \tag{128b}\\
{\left[\tilde{Q}_{t \phi}\right]=\frac{\tilde{A}\left(2 \tilde{W}\left[\partial_{r} A\right]+\tilde{A}\left[\partial_{r} W\right]\right)}{2 \tilde{B}},}  \tag{128c}\\
{\left[\tilde{Q}_{t t}\right]=\frac{\tilde{C}\left[\partial_{r} C\right]-\tilde{A} \tilde{W}^{2}\left[\partial_{r} A\right]-\tilde{A}^{2} \tilde{W}\left[\partial_{r} W\right]}{\tilde{B}} .} \tag{128d}
\end{gather*}
$$

Due to Equations (125) and (128), the non-trivial equations of (127) result to have explicit expression:

$$
\begin{gather*}
\frac{\left[\partial_{r} B\right]}{\tilde{B}}=-\frac{\alpha m}{2\left(1-\alpha m \bar{\psi} \psi_{\mid \Sigma}\right)} \partial_{r}(\bar{\psi} \psi)_{\mid \Sigma}  \tag{129a}\\
\frac{\left[\partial_{r} A\right]}{\tilde{A}}=-\frac{\alpha m}{2\left(1-\alpha m \bar{\psi} \psi_{\mid \Sigma}\right)} \partial_{r}(\bar{\psi} \psi)_{\mid \Sigma}  \tag{129b}\\
\frac{2\left[\partial_{r} A\right]}{\tilde{A}}+\frac{\left[\partial_{r} W\right]}{\tilde{W}}=-\frac{\alpha m}{\left(1-\alpha m \bar{\psi} \psi_{\mid \Sigma}\right)} \partial_{r}(\bar{\psi} \psi)_{\mid \Sigma}  \tag{129c}\\
\frac{\tilde{C}\left[\partial_{r} C\right]-\tilde{A} \tilde{W}^{2}\left[\partial_{r} A\right]-\tilde{A}^{2} \tilde{W}\left[\partial_{r} W\right]}{\tilde{C}^{2}-\tilde{A}^{2} \tilde{W}^{2}}=-\frac{\alpha m}{2\left(1-\alpha m \bar{\psi} \psi_{\mid \Sigma}\right)} \partial_{r}(\bar{\psi} \psi)_{\mid \Sigma} \tag{129d}
\end{gather*}
$$

From Equation (129), it is seen that the jumps of the $r$-derivatives of quantities $A^{ \pm}, B^{ \pm}$, and $C^{ \pm}$ have to satisfy the relations:

$$
\begin{equation*}
\frac{\left[\partial_{r} A\right]}{\tilde{A}}=\frac{\left[\partial_{r} B\right]}{\tilde{B}}=\frac{\left[\partial_{r} C\right]}{\tilde{C}}=-\frac{\alpha m}{2\left(1-\alpha m \bar{\psi} \psi_{\mid \Sigma}\right)} \partial_{r}(\bar{\psi} \psi)_{\mid \Sigma}=\frac{1}{2 \varphi} \frac{\partial \varphi}{\partial(\bar{\psi} \psi)} \partial_{r}(\bar{\psi} \psi)_{\mid \Sigma} \tag{130}
\end{equation*}
$$

while the function $W(r, \theta)$ has to be of class $\mathcal{C}^{1}$.
In conclusion, it is shown that, in the non-linear case $f(R) \neq R+\lambda$, the scalar field $\bar{\psi} \psi$ is also involved in the characterization of the junction conditions. In particular, the derivatives of the metric components with respect to the coordinate $r$ can have some jumps at the hypersurface $\Sigma$, connected with the $r$-derivative of the scalar quantity $\bar{\psi} \psi$. This is a difference from the linear case $f(R)=R+\lambda$ (ECSK theory), where, instead, the metric has to be at least of class $\mathcal{C}^{1}$.

## 5. Conclusions

The well-posedness of the Cauchy problem, as well as the well-formulation of the junction conditions, are crucial aspects of any theory of gravity. In fact, a well-posed initial value problem
ensures uniqueness, continuity, and causality of solutions from initial data; at the same time, well-formulated junction conditions allow us to understand if and how two different space-times can be soldered at a given hypersurface, with obvious applications and consequences, for example, on an astrophysical level.

In this paper, we have discussed the Cauchy problem and the junction conditions within the framework of $f(R)$-gravity with torsion.

For what concerns the Cauchy problem, we have seen that the problem is always well-posed in vacuo and, in the absence of spin, every time the trace of the matter stress-energy tensor is constant; indeed, in such a circumstance, the theory amounts to an Einstein-like theory for which the well-posedness of the initial value problem is well-established: for instance, this is what happens in the case of coupling to an electromagnetic field or a Yang-Mills field. On the contrary, when the stress-energy tensor trace is not constant, the problem needs to be discussed case-by-case.

Here, we have faced the coupling to a perfect fluid and a Klein-Gordon scalar field. In both cases, we have derived sufficient conditions ensuring the well-posedness of the initial value problem. We have also proved that there exist $f(R)$ models with torsion, which actually satisfy the stated conditions: the model $f(R)=R+\alpha R^{2}$ does it. The key idea to achieve these results has been implementing a conformal transformation from the Jordan to the Einstein frame, proving that the conservation laws are formally preserved under such a transformation; this has allowed us to apply well-known Bruhat's results, holding in GR.

On the junction conditions, we have deduced the general requirements needed to solder at a given hypersurface two different solutions of $f(R)$-gravity with torsion. Despite a formal resemblance, junction conditions for $f(R)$-gravity with torsion differ from those holding in the ECSK theory because they involve the trace of the matter stress-energy tensor and its first derivatives; this is due to the contributions that the non-linearity of the gravitational function $f(R)$ gives to the contorsion tensor and, in general, it results in specific conditions that the matter fields have to satisfy at the separation hypersurface. In order to better clarify this aspect, we have given two illustrative examples, considering the model $f(R)=R+\alpha R^{2}$ coupled to a spin fluid and a Dirac field, respectively.

Finally, we have shown that the study of the initial value problem, as well as the junction conditions in the context of $f(R)$-gravity with torsion, singles out suitable conditions on the gravitational Lagrangian function $f(R)$ itself, which may be used as selection criteria for viable $f(R)$ models.
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#### Abstract

This article is a review of what could be considered the basic mathematics of Einstein-Cartan theory. We discuss the formalism of principal bundles, principal connections, curvature forms, gauge fields, torsion form, and Bianchi identities, and eventually, we will end up with Einstein-Cartan-Sciama-Kibble field equations and conservation laws in their implicit formulation.


Keywords: general relativity; torsion-gravity; mathematical physics

## 1. Introduction

The formulation of torsion gravity and the consequent coupling with spin rely on a different formulation compared to the one of original works on General Relativity. This formulation regards geometrical objects called principal bundles. In this context, we can formulate General Relativity (or Einstein-Cartan-Sciama-Kibble (ECSK) theory in the presence of torsion) with a principal connection, which can be pulled back to the base manifold in a canonical way and further restricted to the only antisymmetric component, giving birth to the well-known spin connection. This process shows the possibility of formulating General Relativity as a proper gauge theory rather than using the affine formulation and Christoffel symbols $\Gamma$. What permits the equivalence of the two formulations is a bundle isomorphism called tetrads or vierbein, which is supposed to respect certain compatibility conditions. Then, we can define the associated torsion form and postulate the Palatini-Cartan action as a functional of such tetrads and spin connection. This leads to ECSK field equations.

We will first set up all the abstract tools of principal bundles, tetrads, and principal connection; secondly, we will derive the Einstein-Cartan-Sciama-Kibble theory in its implicit version; and finally, we will discuss conservation laws coming from local $\mathrm{SO}(3,1)$ and diffeomorphism invariance of ECSK theory.

Throughout the article, we will give theorems and definitions. However, we would like to stress that hypotheses for such theorems will often be slightly redundant: we will take spaces and functions to be differentiable manifolds and smooth, even though weaker statements would suffice. This is because we prefer displaying the setup for formalizing the theory rather than presenting theorems and definitions with weaker hypotheses that we will never use for the theory. Nontheless, we will specify where such hypotheses are strengthened. In spite of this, the discussion will be rather general, probably more general than what is usually required in formulating ECSK (Einstein-Cartan-Sciama-Kibble) theory.

## 2. Bundle Structure

The introduction of a metric $g$ and an orthogonality relation via a minkowskian metric $\eta$ are two fundamental ingredients for building up a fiber bundle where we want the orthogonal group to act freely and transitively on the fibers. This will allow us to have a principal connection and to see the perfect analogy with an ordinary gauge theory ([1] chapter III).

Such a construction underlies the concept of principal bundle, and tetrads will be an isomorphism from the tangent bundle ${ }^{1} T M$ to an associated bundle $\mathcal{V}$.

### 2.1. G-Principal Bundle

We give some definitions ${ }^{2}$.
Definition 1 (G-principal bundle ${ }^{3}$ ). Let $M$ be a differentiable manifold and $G$ be a Lie group.
A G-principal bundle $P$ is a fiber bundle $\pi: P \rightarrow M$ together with a smooth (at least continuous) right action $\mathfrak{P}: G \times P \rightarrow P$ such that $\mathfrak{P}$ acts freely and transitively on the fibers ${ }^{4}$ of $P$ and such that $\pi\left(\mathfrak{P}_{g}(p)\right)=\pi(p)$ for all $g \in G$ and $p \in P$.

We need to introduce a fundamental feature of fiber bundles.
Definition 2 (Local trivialization of a fiber bundle). Let $E$ be a fiber bundle over $M$, a differentiable manifold, with fiber projection $\pi: E \rightarrow M$, and let $F$ be a space ${ }^{5}$.

A local trivialization $\left(U, \varphi_{U}\right)$ of $E$, is a neighborhood $U \subset M$ of $u \in M$ together with a local diffeomorphism.

$$
\begin{equation*}
\varphi_{U}: U \times F \rightarrow \pi^{-1}(U) \tag{1}
\end{equation*}
$$

such that $\pi\left(\varphi_{U}(u, f)\right)=u \in U$ for all $u \in U$ and $f \in F$.
This definition implies $\pi^{-1}(u) \simeq F \forall u \in U$.

Definition 3 (Local trivialization of a G-principal bundle). Let $P$ be a G-principal bundle.
A local trivialization $\left(U, \varphi_{U}\right)$ of $P$ is a neighborhood $U \subset M$ of $u \in M$ together with a local diffeomorphism.

$$
\begin{equation*}
\varphi_{U}: U \times G \rightarrow \pi^{-1}(U) \tag{2}
\end{equation*}
$$

such that $\pi\left(\varphi_{U}(u, g)\right)=u \in U$ for all $u \in U$ and $g \in G$ and such that

$$
\begin{equation*}
\varphi_{U}^{-1}\left(\mathfrak{P}_{g}(p)\right)=\varphi_{u}^{-1}(p) g=\left(u, g^{\prime}\right) g=\left(u, g^{\prime} g\right) . \tag{3}
\end{equation*}
$$

[^0]Observation 1: A fiber bundle is said to be locally trivial in the sense that it admits a local trivialization for all $x \in M$, namely there exists an open cover $\left\{U_{i}\right\}$ of $M$ and a set of diffeomorphisms $\varphi_{i}$ such that every $\left\{U_{i}, \varphi_{i}\right\}$ is a local trivialization ${ }^{6}$.

Here, we recall the similarity with a differentiable manifold. For a manifold when we change charts, we have an induced diffeomorphism between the neighborhoods of the two charts, given by the composition of the two maps.

Thus, having two charts $\left(U_{i}, \phi_{i}\right)$ and $\left(U_{j}, \phi_{j}\right)$, we define the following:

$$
\begin{equation*}
\phi_{j} \circ \phi_{i}^{-1}: \phi_{i}\left(U_{i} \cap U_{j}\right) \rightarrow \phi_{j}\left(U_{i} \cap U_{j}\right) \tag{4}
\end{equation*}
$$

At a level up, we have an analogous thing when we change trivialization. Of course, here, we have one more element: the element of fiber.

Taking two local trivializations $\left(U_{i}, \varphi_{i}\right)$ and $\left(U_{j}, \varphi_{j}\right)$ and given a smooth left action $\mathcal{T}: G \rightarrow \operatorname{Diffeo}(F)$ of $G$ on $F$, we then have

$$
\begin{equation*}
\left(\varphi_{j}^{-1} \circ \varphi_{i}\right)(x, f)=\left(x, \mathcal{T}\left(g_{i j}(x)\right)(f)\right) \quad \forall x \in U_{i} \cap U_{j}, f \in F \tag{5}
\end{equation*}
$$

where the maps $g_{i j}: U_{i} \cap U_{j} \rightarrow G$ are called the transition functions for this change of trivialization and $G$ is called the structure group.

Such functions obey the following transition functions conditions for all $x \in U_{i} \cap U_{j}$ :

- $\quad g_{i i}(x)=i d$
- $\quad g_{i j}(x)=\left(g_{j i}(x)\right)^{-1}$
- $\quad g_{i j}(x)=g_{i k}(x) g_{k j}(x)$ for all $x \in U_{i} \cap U_{k} \cap U_{j}$.

The last condition is called the cocycle condition.
Theorem 1 (Fiber bundle construction theorem). Let $M$ be a differentiable manifold, $F$ be a space, and $G$ be a Lie group with faithful smooth left action $\mathcal{T}: G \rightarrow$ Diffeo $(F)$ of $G$ on $F$.

Given an open cover $\left\{U_{i}\right\}$ of $M$ and a set of smooth maps,

$$
\begin{equation*}
t_{i j}: U_{i} \cap U_{j} \rightarrow G \tag{6}
\end{equation*}
$$

defined on each nonempty overlap, satisfying the transition function conditions.
Then, there exists a fiber bundle $\pi: E \rightarrow M$ such that

- $\quad \pi^{-1}(x) \simeq F$ for all $x \in M$
- its structure group is $G$, and
- it is trivializable over $\left\{U_{i}\right\}$ with transition functions given by $t_{i j}$.

A proof of the theorem can be found in Reference [6] (Chapter 1).

### 2.2. Coframe Bundle and Minkowski Bundle

It is clear now that having $E$ as a fiber bundle over $M$ with fibers isomorphic to $F$ and $F^{\prime}$ as a space equipped with the smooth action $\mathcal{T}^{\prime}$ of $G$, implies the possibility of building a bundle $E^{\prime}$ associated to

[^1]$E$, which shares the same structure group and the same transition functions $g_{i j}$. By the fiber bundle construction theorem, we have a new bundle $E^{\prime}$ over $M$ with fibers isomorphic to $F^{\prime}$.

This bundle is called the associated bundle to $E$.
Depending on the nature of the associated bundle ${ }^{7}$, we have the following two definitions:
Definition 4 (Associated G-principal bundle). Let $\pi: E \rightarrow M$ be a fiber bundle over a differentiable manifold $M, G$ be a Lie group, $F^{\prime}$ be a topological space, and $\mathfrak{P}$ be a smooth right action of $G$ on $F^{\prime}$. Let also $E^{\prime}$ be the associated bundle to E with fibers isomorphic to $F^{\prime}$.

If $F^{\prime}$ is the principal homogeneous space ${ }^{8}$ for $\mathfrak{P}$, namely $\mathfrak{P}$ acts freely and transitively on $F^{\prime}$, then $E^{\prime}$ is called the G-principal bundle associated to $E$.

Definition 5 (Associated bundle to a G-principal bundle). Let $P$ be a $G$-principal bundle over $M, F^{\prime}$ be a space, and $\rho: G \rightarrow$ Diffeo $\left(F^{\prime}\right)$ be a smooth effective left action of the group $G$ on $F^{\prime}$.

We then have an induced right action of the group $G$ over $P \times F^{\prime}$ given by

$$
\begin{equation*}
\left(p, f^{\prime}\right) * g=\left(\mathfrak{P}_{g}(p), \rho\left(g^{-1}\right)\left(f^{\prime}\right)\right) \tag{7}
\end{equation*}
$$

We define the associated bundle $E$ to the principal bundle $P$, as an equivalence relation:

$$
\begin{equation*}
E:=P \times{ }_{\rho} F^{\prime}=\frac{P \times F^{\prime}}{\sim} \tag{8}
\end{equation*}
$$

where $\left(p, f^{\prime}\right) \sim\left(\mathfrak{P}_{g}(p), \rho\left(g^{-1}\right)\left(f^{\prime}\right)\right), p \in P$, and $f^{\prime} \in F^{\prime}$ with projection $\pi_{\rho}: E \rightarrow M$ s.t. $\pi_{\rho}\left(\left[p, f^{\prime}\right]\right)=\pi(p)=$ $x \in M$.

Therefore $\pi_{\rho}: E \rightarrow M$ is a fiber bundle over $M$ with $\pi_{\rho}^{-1}(x) \simeq F^{\prime}$ for all $x \in M$.
Observation 2: The new bundle, given by the latter definition, is what we expected from a general associated bundle: a bundle with the same base space, different fibers, and the same structure group.

Idea: We take a $G$-principal bundle $P$ as an associated bundle to $T M$, and we build a vector bundle associated to $P$ with a fiber-wise metric $\eta$. We shall call this associated bundle $\mathcal{V}$.

First of all, we display the G-principal bundle as the G-principal bundle associated to TM.
Definition 6 (Orthonormal coframe). Let $(M, g)$ be a pseudo-riemannian $n$-dimensional differentiable manifold and $(V, \eta)$ be an $n$-dimensional vector space with minkowskian metric $\eta$.
$A$ coframe at $x \in M$ is the linear isometry.

$$
\begin{equation*}
{ }_{x} e:=\left\{{ }_{x} e: T_{x} M \rightarrow V \mid{ }_{x} e^{*} \eta:=\eta_{a b} e^{a}{ }_{x} e^{b}=g\right\}, \tag{9}
\end{equation*}
$$

equivalently $x_{e} e^{a}$ forms an ordered orthonormal basis in $T_{x}^{*} M$.
An orthonormal frame is defined as the dual of a coframe.

[^2]Observation 3: Locally, coframes can be identified with local covector fields. A necessary and sufficient condition for identifying them with global covector fields (namely a coframe for each point of the manifold) is to have a parallelizable manifold, namely a trivial tangent bundle.

Definition 7 (Orthonormal coframe bundle). Let $(M, g)$ be a differentiable n-dimensional manifold with pseudo-riemannian metric $g$ and $T^{*} M$ be its cotangent bundle (real vector bundle of rank $n$ ).

We call the coframe bundle $F_{O}^{*}(M)$ the G-principal bundle where the fiber at $x \in M$ is the set of all orthonormal coframes at $x$ and where the group $G=\mathrm{O}(n-1,1)$ acts freely and transitively on them.

The dual bundle of this is the orthonormal frame bundle, and it is denoted by $F_{O}(M)$, made up of orthonormal frames (dual of orthonormal coframes).

## Observations 4:

i. The orthonormal frame bundle is an associated G-principal bundle to TM.
ii. We can consider the Minkowski bundle $\mathcal{V}$ the vector bundle over $M$ with fibers $V$. It is clear that such a bundle and $F_{O}(M)$ are one of the associated bundles of the other via action of the orthogonal group $\mathrm{O}(n-1,1)$. Therefore, $\mathcal{V}:=F_{O}(M) \times{ }_{\rho} V$, where $\rho$ is taken to be the fundamental representation of $O(n-1,1)$.
iii. We stress that this bundle $\mathcal{V}$ is not canonically isomorphic to $T M$; in general, there is no canonical choice of a representative of ${ }_{x} e$ of the equivalence class $\left[{ }_{x} e, v\right] \in \mathcal{V}$, of which the inverse ${ }_{x} e^{-1}(v)$ gives rise to a canonical identification of a vector in $T_{x} M$. Namely, fixed a $v \in V$, not all choices of ${ }_{x} e$ give rise to a fixed vector $X \in T_{x} M$. As a matter of fact, the reference metric fixed on $V$ does not allow in general the existence of a canonical soldering (Section 7). In Reference [7], it is shown how to define the Minkowski bundle without deriving it from $F_{O}(M)$; the authors refer to that as fake tangent bundles.
iv. If the manifold is parallelizable, we have the bundle isomorphism $e: T M \rightarrow \mathcal{V}$, which is given by the identity map over $M$ and ${ }_{x} e: T_{x} M \rightarrow V \forall x \in M$. It can be regarded as a $\mathcal{V}$-valued 1-form $e \in \Omega^{1}(M, \mathcal{V})$. We can identify $e$ with an element of $\Omega^{1}(M, V)$, thus with global sections of the cotangent bundle such that, at each point in $M$, the corresponding covectors $x_{x} e^{a}$ obey $\eta_{a b} x e^{a}{ }_{x} e^{b}=g$.

We are now ready to define tetrads.
Definition 8 (Tetrads). Let $\rho: O(3,1) \rightarrow \operatorname{Aut}(V)$ be the fundamental representation.
Tetrads are the bundle isomorphisms $e: T M \rightarrow \mathcal{V}$. They are identifiable with elements $e \in \Omega^{1}(M, \mathcal{V})$, and if $M$ is parallelizable, tetrads can be identified with $\Omega^{1}(M, V) \ni e^{a} v_{a}$ such that $\left\{v_{a}\right\}$ is an orthonormal basis of $V$, $e^{a} \in \Omega^{1}(M)$, and $\eta_{a b} e^{a} e^{b}=g$.

## 3. Principal Connection

Is there any difference?
In the ordinary formulation of General Relativity (as in the original Einstein's work, for instance), we have objects called $\Gamma s$, which are coefficients of a linear connection $\nabla$ and thus determined by a parallel transport of tangent vectors.

The biggest advantage of treating $\mathrm{O}(3,1)$ as an "explicit symmetry" of the theory is that we have obtained the possibility of defining a principal connection, which is the same kind of entity we have in an ordinary gauge theory ${ }^{9}$.

### 3.1. Ehresmann Connection

If we consider a smooth fiber bundle $\pi: E \rightarrow M$, where fibers are differentiable manifolds, we can of course take tangent spaces at points $e \in E$. Having the tangent bundle $T E$, we may wonder if it is possible to separate the contributions coming from $M$ to the ones from the fibers.

This cannot be done just by stating $T E=T M \oplus T F$, unless $E=M \times F$ is the trivial bundle. Namely, we cannot split directly vector fields on $M$ from vector fields on the fibers $F$.

We can formalize this idea: use our projection $\pi$ for constructing a tangent map $\pi_{*}=d \pi: T E \rightarrow T M$, and consider its kernel.

Definition 9 (Vertical bundle). Let $M$ be a differentiable manifold and $\pi: E \rightarrow M$ be a smooth fiber bundle.
We call the sub-bundle $V E=\operatorname{Ker}\left(\pi_{*}: T E \rightarrow T M\right)$ the vertical bundle.
Following this definition, we have the natural extension to the complementary bundle of the vertical bundle, which is somehow the formalization of the idea we had of a bundle that takes care of tangent vector fields on $M$.

Definition 10 (Ehresmann connection). Let $M$ be a differentiable manifold and $\pi: E \rightarrow M$ be a smooth fiber bundle. Consider a complementary bundle HE such that $T E=H E \oplus V E$. We call this smooth sub-bundle HE the horizontal bundle or Ehresmann connection.

Thus, vector fields will be called vertical or horizontal depending on whether they belong to $\Gamma(V E)$ or $\Gamma(H E)$, respectively.

### 3.2. Ehresmann Connection and Horizontal Lift

We recall the case of the linear connection $\nabla$; it was uniquely determined by a parallel transport procedure. In the case of a principal connection, we have an analogous.

Definition 11 (Lift). Let $\pi: E \rightarrow M$ be a fiber bundle, $M$ be a differentiable manifold, $x \in M$ and $e \in E$ such that $\pi(e)=x$.

Given a smooth curve $\gamma: \mathbb{R} \rightarrow M$ such that $\gamma(0)=x$, we define a lift of $\gamma$ through e as the curve $\tilde{\gamma}$, satisfying

$$
\begin{equation*}
\tilde{\gamma}(0)=e \quad \text { and } \quad \pi(\tilde{\gamma}(t))=\gamma(t) \quad \forall t . \tag{10}
\end{equation*}
$$

If $E$ is smooth, then a lift is horizontal if every tangent to $\tilde{\gamma}$ lies in a fiber of $H E$, namely

$$
\begin{equation*}
\dot{\tilde{\gamma}}(t) \in H E_{\tilde{\gamma}(t)} \forall t . \tag{11}
\end{equation*}
$$

It can be shown that an Ehresmann connection uniquely determines a horizontal lift. Here, it is the analogy with parallel transport.
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### 3.3. Connection Form in a G-Principal Bundle

We now focus on the case where the smooth fiber bundle is a G-principal bundle with smooth action $\mathfrak{P}$.

Here, we need a group $G$, that we generally take to be a matrix Lie group. We then have the corresponding algebra $\mathfrak{g}$, a matrix vector space in the present case.

The action $\mathfrak{P}$ defines a map $\sigma: \mathfrak{g} \rightarrow \Gamma(V E)$ called the fundamental map ${ }^{10}$, where at $p \in P$, for an element $\xi \in \mathfrak{g}$, it is given via the exponential map $\operatorname{Exp}: \mathfrak{g} \rightarrow G$.

$$
\begin{equation*}
\sigma_{p}(\xi)=\left.\frac{\mathrm{d}}{\mathrm{~d} t} \mathfrak{P}_{e^{t \xi}}(p)\right|_{t=0} \tag{12}
\end{equation*}
$$

The map is vertical because

$$
\begin{equation*}
\pi_{*} \sigma_{p}(\xi)=\left.\frac{\mathrm{d}}{\mathrm{~d} t} \pi\left(\mathfrak{P}_{e^{t \xi}}(p)\right)\right|_{t=0}=\frac{\mathrm{d}}{\mathrm{~d} t} \pi(p)=0 \tag{13}
\end{equation*}
$$

Thus, the vector $\sigma_{p}(\xi)$ is vertical and it is called the fundamental vector.
Before proceeding, we need some Lie group theory.
Recall of Lie machinery: Let $G$ be a Lie group (a differentiable manifold) with $\mathfrak{g}$ as its Lie algebra and $\forall g, h \in G$. We define:

- $L_{g}: G \rightarrow G$ and $R_{g}: G \rightarrow G$, such that $L_{g} h=g h$ and $R_{g} h=h g$ are the left and right actions, respectively;
- the adjoint map $\operatorname{Ad}_{g}: G \rightarrow G$ via such left and right actions is $\operatorname{Ad}_{g}:=L_{g} \circ R_{g^{-1}}$, namely $\operatorname{Ad}_{g} h=$ $g h g^{-1}$. It also acts on elements of the algebra $\xi \in \mathfrak{g}$ as $\operatorname{Ad}_{g}: \mathfrak{g} \rightarrow \mathfrak{g}$ via the exponential map ${ }^{11}$

$$
\begin{align*}
\operatorname{Ad}_{g} \xi & =\left.\frac{\mathrm{d}}{\mathrm{~d} t}\left(\left(L_{g} \circ R_{g^{-1}}\right)\left(e^{t \xi}\right)\right)\right|_{t=0}=\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0}  \tag{14}\\
& =g \xi g^{-1} \in \mathfrak{g}
\end{align*}
$$

where the last two equalities hold in the present case of matrix Lie groups. This is not to be confused with the adjoint action ad : $\mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}$, which is generated by the derivative of the adjoint map with $g=e^{t \chi}$ and $\chi \in \mathfrak{g}$, such that $\operatorname{ad}_{\chi} \xi=[\chi, \xi]$;

- the left invariant vector fields $v \in \Gamma(T G)$ as $L_{g *} \circ v=v$, namely $v(g)=L_{g *} v(e)$;
- the Maurer-Cartan form is the left invariant $\mathfrak{g}$-valued 1-form $\theta \in \Omega^{1}(G, \mathfrak{g})$ defined by its values at $g$.

$$
\begin{equation*}
\theta_{g}:=L_{g^{-1} *}: T_{g} G \rightarrow T_{e} G \cong \mathfrak{g} \tag{15}
\end{equation*}
$$

For any left invariant vector field $v$, it holds $\forall g \in G$ that $\theta_{g}(v(g))=v(e)$. Therefore, left invariant vector fields are identified by their values over the identity thanks to the Maurer-Cartan form $\theta$. So we can state ([8]) that this identification $v(e) \mapsto v$ defines an isomorphism between the space of left

[^4]invariant vector fields on $G$ and the space of vectors in $T_{e} G$, thus, the Lie algebra $\mathfrak{g}$. For matrix Lie groups, it holds that $\theta_{g}=g^{-1} d g$.

By definition, the action of an element of the group on $P$ is $\mathfrak{P}_{g}: P \rightarrow P$, and therefore, it defines a tangent map $\mathfrak{P}_{g *}: T P \rightarrow T P$, for which the following Lemma holds:

## Lemma 1.

$$
\begin{equation*}
\mathfrak{P}_{g *} \circ \sigma(\xi)=\sigma\left(A d_{g^{-1}} \xi\right) . \tag{16}
\end{equation*}
$$

Proof. At $p \in P$

$$
\begin{equation*}
\mathfrak{P}_{g *} \sigma_{p}(\tilde{\xi})=\left.\frac{\mathrm{d}}{\mathrm{~d} t}\left(\left(\mathfrak{P}_{g} \circ \mathfrak{P}_{e^{t \xi}}\right)(p)\right)\right|_{t=0}=\left.\frac{\mathrm{d}}{\mathrm{~d} t}\left(\left(\mathfrak{P}_{g} \circ \mathfrak{P}_{e^{t \xi}} \circ \mathfrak{P}_{g^{-1}} \circ \mathfrak{P}_{g}\right)(p)\right)\right|_{t=0^{\prime}} \tag{17}
\end{equation*}
$$

we then use the fact that $\mathfrak{P}_{g} \circ \mathfrak{P}_{e^{t \xi}} \circ \mathfrak{P}_{g^{-1}}=\mathfrak{P}_{g^{-1} e^{t \xi} g}=\mathfrak{P}_{\mathrm{Ad}_{g^{-1}}} e^{t \xi}$ and the identity for matrix groups $\operatorname{Ad}_{g} e^{t \xi}=e^{t \mathrm{Ad}_{g} \xi}$ to get the following:

$$
\begin{equation*}
\mathfrak{P}_{g *} \sigma_{p}(\tilde{\xi})=\left.\frac{\mathrm{d}}{\mathrm{~d} t}\left(\mathfrak{P}_{e^{t\left(\operatorname{Ad}_{g^{-1}} \xi\right)}}\left(\mathfrak{P}_{g}(p)\right)\right)\right|_{t=0}=\sigma_{\mathfrak{P}_{g}(p)}\left(\operatorname{Ad}_{g^{-1}} \xi\right) . \tag{18}
\end{equation*}
$$

It is time to define what we were aiming to define at the beginning of the section: the connection form.
Definition 12. Let $P$ be a smooth G-principal bundle and $H E \subset T P$ be an Ehresmann connection. We call the $\mathfrak{g}$-valued 1 -form $\omega \in \Omega^{1}(P, \mathfrak{g})$, satisfying

$$
\omega(v)= \begin{cases}\xi & \text { if } v=\sigma(\xi), \xi \in \mathcal{C}^{\infty}(P, \mathfrak{g})  \tag{19}\\ 0 & \text { if } v \text { horizontal }\end{cases}
$$

the connection 1-form.

## Proposition 1.

$$
\begin{equation*}
\mathfrak{P}_{g}^{*} \omega=A d_{g^{-1}} \circ \omega \tag{20}
\end{equation*}
$$

Proof. Suppose $v=\sigma(\xi)$, since the other case left is trivial.
We can carry out some calculations on the left-hand side, and following from the definition of pull-back and Lemma 1, we have

$$
\begin{equation*}
\left(\mathfrak{P}_{g}^{*} \omega\right)(\sigma(\xi))=\omega\left(\mathfrak{P}_{g^{*}} \circ \sigma(\xi)\right)=\omega\left(\sigma\left(\operatorname{Ad}_{g^{-1}}(\xi)\right)=\operatorname{Ad}_{g^{-1}}(\xi) .\right. \tag{21}
\end{equation*}
$$

Then, we only need to manipulate the right-hand side as

$$
\begin{equation*}
\operatorname{Ad}_{g^{-1}}(\omega(\sigma(\xi)))=\operatorname{Ad}_{g^{-1}}(\xi) \tag{22}
\end{equation*}
$$

Both times, we used just the given definition of connection 1-form (Equation (19)).
Remark 1. This last Proposition is called G-equivariance. It can be imposed instead of by assuming that $H E$ is an Ehresmann connection, and then HE can be shown to be such an Ehresmann connection.

Another fundamental concept is given in the following:
Definition 13 (Tensorial form). Let $\rho: G \rightarrow \operatorname{Aut}(V)$ be a representation over a vector space $V$ and $\alpha \in \Omega^{k}(P, V)$ be a vector valued differential form.

We call $\alpha$ a tensorial form if it is the following:

- horizontal, i.e., $\alpha\left(v_{1}, \ldots, v_{k}\right)=0$ if at least one $v_{i}$ is a vertical vector field, and
- equivariant, i.e., for all $g \in G, \mathfrak{P}_{g}^{*} \alpha=\rho\left(g^{-1}\right) \circ \alpha$.

We define horizontal and equivariant forms as maps belonging to $\Omega_{G}^{k}(P, V)$.
Observation 5: The connection form $\omega$ is not, in general, horizontal; thus, it is not a tensorial form, $\omega \notin \Omega_{G}^{1}(P, \mathfrak{g})$. This will be clear when taking into account how the gauge field transforms under a change of trivialization in Section 4.

### 3.4. Curvature Forms

Given our connection 1-form $\omega$, we can proceed in two ways: the first consists in taking a map called the horizontal projection and in defining the curvature as this projection applied on the exterior derivative of $\omega$. In this way, we naturally see that curvature measures the displacement of the commutator of two vectors from being horizontal.

We will proceed in a different way though. We will define the curvature through a structure equation.
Definition 14. Given $\omega \in \Omega^{1}(P, \mathfrak{g})$, a principal connection 1-form, the 2-form $\Omega \in \Omega_{G}^{2}(P, \mathfrak{g})$ satisfies the following:

$$
\begin{equation*}
\Omega=d \omega+\frac{1}{2}[\omega \wedge \omega] \tag{23}
\end{equation*}
$$

whic is called curvature 2-form.
In Equation (23), $[\omega \wedge \omega]$ denotes the bilinear operation on the Lie algebra $\mathfrak{g}$ called differential Lie bracket. It is defined as follows:

$$
\begin{equation*}
[\omega \wedge \eta](u, v)=\frac{1}{2}([\omega(u), \eta(v)]-[\omega(v), \eta(u)]) \tag{24}
\end{equation*}
$$

where $u$ and $v$ are vector fields.
It follows straightforwardly that, if we take two general horizontal vector fields $u, v \in \Gamma(H E)$ and we use the ordinary formula ${ }^{12}$ for the exterior derivative of a 1-form $d \omega(u, v)=u \omega(v)-v \omega(u)-\omega([u, v])$, since $\omega(u)=\omega(v)=0$, we get

$$
\begin{equation*}
\Omega(u, v)=-\omega([u, v]) . \tag{25}
\end{equation*}
$$

We see that $\Omega$ measures how the commutator of two horizontal vector fields is far from being horizontal as well.
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## 4. Exterior Covariant Derivative

### 4.1. For an Ehresmann Connection HE

Observation 6: $\Omega_{G}^{k}(P, V)$ is not closed under the ordinary exterior derivative. In that sense, if $\alpha \in \Omega_{G}^{k}(P, V)$, then $d \alpha \notin \Omega_{G}^{k+1}(P, V)$. This is what a covariant differentiation will do instead.

The idea of a covariant exterior derivative for a connection $H E$ is, given such an Ehresmann connection $H E$, the one of projecting vector fields onto this horizontal bundle and then feed our ordinary exterior derivative with such horizontal vector fields.

First of all, we define a map acting as a pull-back. Namely that, given a map $h: T P \rightarrow H E$ such that, for all vertical vector fields $v$, we get $h \circ v:=h v=0$ (called the horizontal projection), we define the dual map $h^{*}: T^{*} P \rightarrow H E^{*}$ such that, for $\alpha \in \Omega^{1}(P, V)$ and $V$ a vector space, we have $h^{*} \circ \alpha:=h^{*} \alpha=\alpha \circ h$.

Definition $15\left(d^{h}\right)$. Let $P$ be a $G$-principal bundle, $V$ be a vector space, and $\alpha \in \Omega^{k}(P, V)$ be an equivariant form. We define the exterior covariant derivative $d^{h}$ as a map $d^{h}: \Omega^{k}(P, V) \rightarrow \Omega_{G}^{k+1}(P, V)$ such that

$$
\begin{equation*}
d^{h} \alpha\left(v_{0}, \ldots, v_{k}\right):=h^{*} d \alpha\left(v_{0}, \ldots, v_{k}\right)=d \alpha\left(h v_{0}, \ldots, h v_{k}\right) \tag{26}
\end{equation*}
$$

where $v_{0}, \ldots, v_{k}$ are vector fields.
It depends on the choice of our Ehresmann connection $H E$, which reflects onto the horizontal projection $h$; that is why we have the index ${ }^{h}$.

Observation 7: We can make our covariant derivative depend only on $\omega$, if we restrict it to only forms in $\Omega_{G}^{k}(P, V)$ and if we consider the representation of the algebra induced by the derivative of $\rho$ that we denote $d \rho: \mathfrak{g} \rightarrow \operatorname{End}(V)$. Then, we have $d \rho \circ \omega \in \Omega^{k}(P, \operatorname{End}(V))$.

### 4.2. For a Connection Form $\omega$

Definition $16\left(d_{\omega}\right)$. Let $P$ be a G-principal bundle, $V$ be a vector space, and $\alpha \in \Omega_{G}^{k}(P, V)$ be a tensorial form. We define the exterior covariant derivative $d_{\omega}$ as a map $d_{\omega}: \Omega_{G}^{k}(P, V) \rightarrow \Omega_{G}^{k+1}(P, V)$ such that ${ }^{13}$

$$
\begin{align*}
d_{\omega} \alpha & :=d \alpha+\omega \wedge_{d \rho} \alpha  \tag{27}\\
& :=d \alpha+d \rho \circ \omega \wedge \alpha .
\end{align*}
$$

## Remark 2.

- We observe that $d_{\omega}^{2} \alpha \neq 0$ for a general $\alpha \in \Omega_{G}^{k}(P, V)$, but it is easy to show that it holds ${ }^{14}$

$$
\begin{equation*}
d_{\omega}^{2} \alpha=\Omega \wedge_{d \rho} \alpha \tag{28}
\end{equation*}
$$

Thus, for a flat connection such that $\Omega=0$, we have $d_{\omega}^{2} \alpha=d^{2} \alpha=0$.

[^6][^7]- We have observed that $\omega \notin \Omega_{G}^{1}(P, \mathfrak{g})$. Therefore, $d_{\omega} \omega$ is not well defined. However, we can consider $d^{h} \omega \in \Omega_{G}^{2}(P, \mathfrak{g})$, and this is precisely our curvature $\Omega=d \omega+\frac{1}{2}[\omega \wedge \omega]$, where the anomalous $\frac{1}{2}$ factor comes from the "non-tensoriality" of $\omega$. As a matter of fact, there is no representation that would make the $\frac{1}{2}$ term arise if we considered $d_{\omega} \omega$ instead.
- The fact that $d_{\omega}$ is not well defined for non-tensorial forms does not mean that $\omega$ defines a less general derivative than what $d^{h}$ does. As a matter of fact, HE could be defined starting from $\omega$, as we mentioned above, since $H E=\operatorname{Ker} \omega$.


## 5. Gauge Field and Field Strength

### 5.1. Make It Clear

Definition 17 (Gauge field). Let $P \rightarrow M$ be a G-principal bundle, $G$ be a Lie group with $\mathfrak{g}$ as the respective Lie algebra, $\left\{U_{\beta}\right\}$ be a cover of $M$, and $s_{\beta}: U_{\beta} \rightarrow P$ be a section.

We define the gauge field as the pull-back of the connection form $\omega \in \Omega^{1}(P, \mathfrak{g})$ as

$$
\begin{equation*}
A_{\beta}=s_{\beta}^{*} \omega \in \Omega^{1}\left(U_{\beta}, \mathfrak{g}\right) . \tag{29}
\end{equation*}
$$

We notice that, under a change of trivialization, such a gauge field changes via the action of the adjoint map.

In fact, we have the following:
Lemma 2. The restriction of $\omega$ to $\pi^{-1}\left(U_{\beta}\right)$ agrees with

$$
\begin{equation*}
\omega_{\beta}=A d_{g_{\beta}^{-1}} \circ \pi^{*} A_{\beta}+g_{\beta}^{*} \theta \tag{30}
\end{equation*}
$$

where $g_{\beta}: \pi^{-1}\left(U_{\beta}\right) \rightarrow G$ is the map induced by the inverse of the trivialization map $\varphi_{\beta}$ defined in Equation (2), and with $A d_{g_{\beta}^{-1}}$, we intend for the adjoint map at the group element given by $g_{\beta}(p)^{-1}$ at a point $p \in \pi^{-1}\left(U_{\beta}\right)$.

The proof comes from the observation that Equations (19) and (30) coincide in $\pi^{-1}\left(U_{\beta}\right)$ for both a horizontal (for which they are zero) and a vertical vector field.

Thanks to this, we easily have the following:
Proposition 2. Let G be a matrix Lie group. Then it holds the following transformation for a gauge field:

$$
\begin{equation*}
A_{\beta}=g_{\beta \gamma} A_{\gamma} g_{\beta \gamma}^{-1}-d g_{\beta \gamma} g_{\beta \gamma}^{-1} \tag{31}
\end{equation*}
$$

Proof. Using Equations (29) and (30) for all $x \in U_{\beta} \cap U_{\gamma}$,

$$
\begin{array}{rlr}
A_{\beta} & =s_{\beta}^{*} \omega \\
& =s_{\beta}^{*} \omega_{\beta}=s_{\beta}^{*} \omega_{\gamma} & \\
& =s_{\beta}^{*}\left(\operatorname{Ad}_{g_{\gamma}^{-1}} \circ \pi^{*} A_{\gamma}+g_{\gamma}^{*} \theta\right) &  \tag{32}\\
& =\operatorname{Ad}_{g_{\beta \gamma}^{-1}} \circ A_{\gamma}+g_{\gamma \beta}^{*} \theta & \left(\text { using } g_{\gamma} \circ s_{\beta}:=g_{\beta \gamma}: U_{\beta} \cap U_{\gamma} \rightarrow G\right) \\
& =\operatorname{Ad}_{g_{\beta \gamma}} \circ\left(A_{\gamma}-g_{\beta \gamma}^{*} \theta\right) & \left(\operatorname{Ad}_{g_{\beta \gamma}} \circ g_{\beta \gamma}^{*} \theta=-g_{\gamma \beta}^{*} \theta\right),
\end{array}
$$

which reduces to the assert for matrix Lie groups.

## Observations 8:

i. We observe that a local gauge transformation of the gauge field corresponds to a change of trivialization chart.
ii. Non-tensoriality of $\omega$ was given by the fact that it is, in general, not horizontal. For the gauge field $A$, we can generalize to forms on $M$ the concept of tensoriality/non-tensoriality by noticing that a form obtained by the pull-back of a tensorial form, denoted with $t \in \Omega_{G}^{1}(P, V)$, would transform differently compared to $A$, namely as

$$
\begin{equation*}
t_{\beta}:=s_{\beta}^{*} t=g_{\beta \gamma} t_{\gamma} g_{\beta \gamma}^{-1} . \tag{33}
\end{equation*}
$$

The Maurer-Cartan form $\theta$ reflects the non-horizontality of $\omega$ to the gauge field, from Equation (30).
iii. A difference of two gauge fields like $A-A^{\prime}$ transforms as Equation (33). In fact, the transformation rule is one of a tensorial form, since the Maurer-Cartan forms simplify.
iv. We notice that (iii) is a particular case of a more general one. Indeed, it is possible to show with proof in Reference [2] (Chapter 5) that $\Omega_{G}^{k}(P, V) \cong \Omega^{k}\left(M, P \times_{\rho} V\right)$. This is essentially due to the fact that, thanks to the equivalence relation of the associated bundle and the gluing condition of sections on overlaps, the pull-backs by sections $s_{\beta}: U_{\beta} \rightarrow P$ give a one-to-one correspondence between these two spaces. Therefore, we can obtain forms with a tensorial transformation like Equation (33) just by taking the pull-back of tensorial forms on $P$; these will be forms on $M$ with values into the associated bundle $P \times{ }_{\rho} V$.
v. Observations (iii) and (iv) ensure that an object built with gauge fields $A_{\beta} \in \Omega^{1}\left(U_{\beta}, \mathfrak{g}\right)$ (which transform on overlaps by Equation (31)) will be in $\Omega^{2}\left(M, P \times_{\text {Ad }} \mathfrak{g}\right)$; see Observation 9 .

Claim. This gauge field defines an exterior covariant derivative for bundle-valued forms on $M$. We denote such a map with

$$
\begin{equation*}
d_{A}: \Omega^{k}\left(M, P \times_{\rho} V\right) \rightarrow \Omega^{k+1}\left(M, P \times_{\rho} V\right) \tag{34}
\end{equation*}
$$

Anyway, we will further develop this argument in Section 6.1.
We can proceed analogously and can define the pull-back of the curvature:

Definition 18 (Field strength). Let $P \rightarrow M$ be a $G$-principal bundle, $G$ be a Lie group with $\mathfrak{g}$ as the respective Lie algebra, $\left\{U_{\beta}\right\}$ be a cover of $M$, and $s_{\beta}: U_{\beta} \rightarrow P$ be a section.

We define the field strength as the pull-back of the curvature form $\Omega \in \Omega_{G}^{2}(P, \mathfrak{g})$ as

$$
\begin{equation*}
F_{\beta}=s_{\beta}^{*} \Omega \in \Omega_{G}^{2}\left(U_{\beta}, \mathfrak{g}\right), \tag{35}
\end{equation*}
$$

which, by definition of $\Omega$, is

$$
\begin{equation*}
F_{\beta}=d A_{\beta}+\frac{1}{2}\left[A_{\beta} \wedge A_{\beta}\right] . \tag{36}
\end{equation*}
$$

Similarly to what we have done for the gauge field, we can show ${ }^{15}$ that the field strength transforms as

$$
\begin{equation*}
F_{\beta}=\operatorname{Ad}_{g_{\beta \gamma}} \circ F_{\gamma}=g_{\beta \gamma} F_{\gamma} g_{\beta \gamma}^{-1} \tag{37}
\end{equation*}
$$

[^8]where the last equality holds for matrix Lie groups with $g$ and $g^{-1}$ in $G$. This is indeed the transformation of a tensorial form, as in Equation (33).

Observation 9: Thanks to our previous observation, i.e., there is a canonical isomorphism between $\Omega_{G}^{k}(P, V)$ and $\Omega^{k}\left(M, P \times{ }_{\rho} V\right)$, we can relate $\Omega$ and $F_{\beta}$ with a form ${ }^{16} F_{A} \in \Omega^{2}(M, \operatorname{ad} P)$. Namely there is a canonical isomorphism sending $\Omega \in \Omega_{G}^{2}(P, \mathfrak{g})$ to $F_{A} \in \Omega^{2}(M, \operatorname{ad} P)$. Indeed, given the transformation law for the field strength in Equation (37), we see that $\left\{F_{\beta}\right\}$ is horizontal and equivariant and, thus, forms a global section belonging to $\Omega^{2}(M, \operatorname{ad} P)$, which is usually denoted as $F_{A}$.

The notation $F_{A}$ stresses that it is obtained from gauge fields in $\Omega^{1}\left(U_{\beta}, \mathfrak{g}\right)$.
In the case of a trivial bundle, it is also possible to define a global gauge field $A \in \Omega^{1}(M, \mathfrak{g})$.

### 5.2. 2nd Bianchi Identity

Consider $d_{A}: \Omega^{k}\left(M, P \times_{\rho} V\right) \rightarrow \Omega^{k+1}\left(M, P \times_{\rho} V\right)$ as the exterior covariant derivative and $F_{A} \in$ $\Omega^{2}(M, \operatorname{ad} P)$ as the field strength.

Then, we have the following:

## Proposition 3.

$$
\begin{equation*}
d_{A} F_{A}=0 \tag{38}
\end{equation*}
$$

This is the second Bianchi identity.

Proof. Given

$$
\begin{equation*}
F_{A}=d A+\frac{1}{2}[A \wedge A] \tag{39}
\end{equation*}
$$

then

$$
\begin{array}{rlrl}
d_{A} F_{A} & =d F_{A}+\left[A \wedge F_{A}\right] \\
& =d^{2} A+\frac{1}{2} d[A \wedge A]+[A \wedge d A]+\frac{1}{2}[A \wedge[A \wedge A]] \\
& =\frac{1}{2}[A \wedge[A \wedge A]] & & \left(d^{2} A=0 \text { and } \frac{1}{2} d[A \wedge A]=-[A \wedge d A]\right)  \tag{40}\\
& =0 . & & \text { (because of Jacobi identity) }
\end{array}
$$

## 6. Affine Formulation

In the usual formulation of General Relativity, one defines a covariant derivative $\nabla$, which is a map among tensors. Then, one can define curvature and torsion and eventually get the field equations for ECSK theory or General Relativity by setting torsion to zero.

One may wonder if this latter formulation is equivalent to the one we have been implementing through principal bundles and principal connection.

The answer is positive and is given in the next two sections.
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### 6.1. Affine Covariant Derivative

We have built our setup by taking $\rho$ to be the fundamental representation of $\mathrm{O}(3,1), P=F_{O}(M)$, and $\mathcal{V}=F_{O}(M) \times{ }_{\rho} V$ to be the Minkowski bundle, as in (ii) of Observations 4. Therefore, as mentioned above, the isomorphism between $\Omega_{G}^{k}(P, V)$ and $\Omega^{k}(M, P \times \rho V)$ allows to define an exterior covariant derivative of forms in $\Omega^{1}(M, \mathcal{V})$ :

$$
\begin{equation*}
d_{A}: \Omega^{k}(M, \mathcal{V}) \rightarrow \Omega^{k+1}(M, \mathcal{V}) . \tag{41}
\end{equation*}
$$

In this way, we have a covariant differentiation for $\mathcal{V}$-valued differential forms on $M$ and, thus, also for tetrads, since $e \in \Omega^{1}(M, \mathcal{V})$.

Since we note that $d \rho$ induces a one form $d \rho(A) \in \Omega^{1}(M, \operatorname{End}(V))$, we can further define another kind of derivative that "takes care" of internal indices only; in particular, this will not be necessarily a map between differential forms.

This derivative in components reads, for $\phi \in \Gamma(\mathcal{V})$,

$$
\begin{equation*}
\left(D_{A} \phi\right)_{\mu}^{a}=\left(\partial_{\mu} \phi^{a}+A_{\mu}^{a c} \eta_{c b} \phi^{b}\right) \tag{42}
\end{equation*}
$$

and, for $\alpha \in \Omega^{k}(M, \mathcal{V})$,

$$
\begin{equation*}
\left(D_{A} \alpha\right)_{\mu v_{1} \ldots v_{k}}^{a}=\left(\partial_{\mu} \alpha_{v_{1} \ldots v_{k}}^{a}+A_{\mu}^{a c} \eta_{c b} \alpha_{v_{1} \ldots v_{k}}^{b}\right), \tag{43}
\end{equation*}
$$

which shows that it does not map $\alpha$ to a differential form.
Now, we immediately apply the inverse of a tetrad to $D_{A} \phi$ and identify it with $\nabla$.
In fact, we take a vector field $X \in \Gamma(T M)$, feed the tetrad $e$ with it, then apply ${ }^{17} D_{A}$ to get $D_{A}\left(\iota_{X} e\right)$, and finally pull it back with the inverse of the tetrad $\bar{e}$.

In components, this reads as follows:

$$
\begin{equation*}
\left(D_{A}\left(\iota_{X} e\right)\right)_{\mu}^{a}=D_{\mu}\left(e_{\nu}^{a} X^{v}\right)=\partial_{\mu}\left(e_{v}^{a} X^{v}\right)+\omega_{\mu}^{a b} \eta_{b c} e_{\nu}^{c} X^{v}, \tag{44}
\end{equation*}
$$

where, for reasons of metric compatibility ${ }^{18}$ with $\eta$, we have the only antisymmetric part of the gauge field, for which we used the notation $A_{\mu c}^{a}=\omega_{\mu}^{a b} \eta_{b c}$.

Be aware: Do not get confuse. We shall refer to $\omega \in \Omega^{1}\left(M, \Lambda^{2} \mathcal{V}\right)$ as the spin connection. To stress that we want $D_{A}$ to depend on the spin connection only, we shall denote it with $D_{\omega}$.

Pulling back via $\bar{e}$, we obtain

$$
\begin{equation*}
\bar{e}_{a}^{\sigma}\left(D_{\mu}\left(e_{v}^{a} X^{v}\right)\right)=\bar{e}_{a}^{\sigma}\left(\partial_{\mu}\left(e_{v}^{a} X^{v}\right)+\omega_{\mu}^{a b} \eta_{b c} e_{\nu}^{c} X^{v}\right) \tag{45}
\end{equation*}
$$

We define the Christoffel symbols $\Gamma_{\mu \nu}^{\sigma}$ as

$$
\begin{align*}
\Gamma_{\mu \nu}^{\sigma} & =\bar{e}_{a}^{\sigma}\left(D_{\mu} e_{v}^{a}\right) \\
& =\bar{e}_{a}^{\sigma}\left(\partial_{\mu} e_{v}^{a}+\omega_{\mu}^{a b} \eta_{b c} e_{v}^{c}\right) \tag{46}
\end{align*}
$$

[^10]and, thus, we get
\[

$$
\begin{equation*}
\nabla_{\mu} X^{\sigma}:=\bar{e}_{a}^{\sigma}\left(D_{\mu}\left(e_{\nu}^{a} X^{v}\right)\right)=\partial_{\mu} X^{\sigma}+\Gamma_{\mu \nu}^{\sigma} X^{v}, \tag{47}
\end{equation*}
$$

\]

which is the covariant derivative well known in General Relativity.
We can also see what the curvature form is in terms of the commutator of two derivatives, given by the only antisymmetric part of the connection.

Then,

$$
\begin{equation*}
F_{A^{\text {antis }}}:=F_{\omega} \tag{48}
\end{equation*}
$$

and it is given by

$$
\begin{equation*}
\left(D_{[\mu} D_{v]} \phi\right)^{a}=\left(\partial_{[\mu} \omega_{\nu]}^{a b}+\omega_{[\mu}^{a d} \eta_{d e} \omega_{\nu]}^{e b}\right) \eta_{b c} \phi^{c}=F_{\mu \nu}^{a b} \eta_{b c} \phi^{c}, \tag{49}
\end{equation*}
$$

where $A_{[\mu} B_{v]}=A_{\mu} B_{v}-A_{\nu} B_{\mu}$ is our convention for the antisymmetrization. The fact that $F_{\omega}$ is a 2-form shows that $F_{\mu v}^{a b}=-F_{\nu \mu}^{a b}$; furthermore, metric compatibility ensures also $F_{\mu v}^{a b}=-F_{\mu v}^{b a}$, therefore $F_{\omega} \in$ $\Omega_{G}^{2}\left(M, \Lambda^{2} \mathcal{V}\right)$.

Observation 10: We see ${ }^{19}$ that, here, the bundle metric $\eta$ acts as a map $\eta: \Omega^{2}\left(M, \Lambda^{2} \mathcal{V}\right) \rightarrow \Omega^{2}(M, \operatorname{End}(V))$ isomorphically; thus, it permits to identify elements of the second exterior power $\Lambda^{2} \mathcal{V}$ with linear maps given by the fundamental representation of the algebra $\mathfrak{g}=\mathfrak{s o}(3,1)$. We can introduce the notation for the wedge product in the fundamental representation as $\wedge_{f}$; namely for, say, an $\alpha \in \Omega^{1}(M, \mathcal{V})$, we have $\left(\omega \wedge_{f} \alpha\right)^{a}=\omega^{a b} \eta_{b c} \wedge \alpha^{c}$.

### 6.2. Riemann Curvature Tensor

We can now consider the commutator of two affine covariant derivatives and use Equation (47), getting

$$
\begin{equation*}
\left(\nabla_{[\mu} \nabla_{\nu]} X\right)^{\sigma}=\bar{e}_{a}^{\sigma}\left(D_{[\mu} D_{\nu]}\left(\iota_{X} e\right)\right)^{a}=\bar{e}_{a}^{\sigma} F_{\mu \nu}^{a b} \eta_{b c} e_{\omega}^{c} X^{\omega} . \tag{50}
\end{equation*}
$$

We identify the Riemann tensor

$$
\begin{equation*}
R_{\mu \nu \omega}{ }^{\sigma}=\bar{e}_{a}^{\sigma} F_{\mu \nu}^{a b} \eta_{b c} e_{\omega}^{c}, \tag{51}
\end{equation*}
$$

the Ricci curvature tensor

$$
\begin{equation*}
R_{\mu \omega}=R_{\mu \sigma \omega}{ }^{\sigma}=\bar{e}_{a}^{\sigma} F_{\mu \sigma}^{a b} \eta_{b c} e_{\omega}^{c} \tag{52}
\end{equation*}
$$

and thus the Ricci scalar

$$
\begin{equation*}
R=g^{\mu \omega} R_{\mu \omega}=\bar{e}_{d}^{\mu} \bar{e}_{e}^{\omega} \eta^{d e} \bar{e}_{a}^{\sigma} F_{\mu \sigma}^{a b} \eta_{b c} e_{\omega}^{c}=-\bar{e}_{a}^{\mu} \bar{e}_{b}^{\omega} F_{\mu \omega}^{a b} . \tag{53}
\end{equation*}
$$

It follows the antisymmetry of the Riemann tensor in the indices $\mu \nu$ and $\omega \sigma$, but it is important to note that we cannot ensure any symmetry in the Ricci curvature instead due to the presence of torsion.

## 7. Torsion

Here, we start focusing on the importance of torsion, which arises quite naturally as curvature does.
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### 7.1. Torsion Form

Definition 19 (Solder form/soldering of a G-principal bundle). Let $\pi: P \rightarrow M$ be a smooth $G$-principal bundle over a differentiable manifold $M, \rho: G \rightarrow \operatorname{Aut}(V)$ be a representation, and $G$ be a Lie group.

We define the solder form, or soldering, as the vector-valued 1-form $\theta \in \Omega_{G}^{1}(P, V)$ such that $\tilde{\theta}: T M \rightarrow P \times{ }_{\rho} V$ is a bundle isomorphism, where $\tilde{\theta} \in \Omega^{1}\left(M, P \times_{\rho} V\right)$ is the associated bundle map induced by the isomorphism of $\Omega_{G}^{1}(P, V) \cong \Omega^{1}\left(M, P \times_{\rho} V\right)$.

## Observations 11:

- The choice of the solder form is not unique, in general.
- We can observe that, taking $P=F_{O}(M), \rho$ as the fundamental representation of $\mathrm{O}(3,1)$, and $V$ as the vector space with reference metric $\eta, \tilde{\theta}$ corresponds to our definition of tetrads. The different choices of soldering give rise to different tetrads.
- In the case that $P=F_{O}(M)$ and that the associated bundle is simply chosen to be $T M$, the solder form is called canonical or tautological. Since the associated bundle TM sets the bundle isomorphism $\tilde{\theta}$ to be the identity map id :TM $\rightarrow T M$.
- In Observations 4, we mentioned that the Minkowski bundle cannot be canonically identified with the tangent bundle itself; indeed, we fixed a reference metric $\eta$, which cannot be pulled back by the identity map to give the metric on TM in general, and thus, the solder form is not canonical.

The soldering of the principal frame bundle allows us to define the torsion form ${ }^{20}$.

Definition 20 (Torsion form). Let $P=F_{O}(M), \rho: O(3,1) \rightarrow \operatorname{Aut}(V)$ be the fundamental representation, $V$ be a vector space with reference metric $\eta$, and $\theta \in \Omega_{G}^{1}(P, V)$ be a solder form.
We define the torsion form $\Theta \in \Omega_{G}^{2}(P, V)$ as follows:

$$
\begin{equation*}
\Theta=d_{\omega} \theta=d \theta+\omega \wedge_{f} \theta \tag{54}
\end{equation*}
$$

### 7.2. Torsion in a Local Basis

We would like to express the torsion form in terms of tetrads and the gauge field.
In Reference[9], a formula is given and it is obtained by applying the previous definition of the torsion form under the canonical isomorphism $\Omega_{G}^{k}(P, V) \cong \Omega^{k}(M, \mathcal{V})$; therefore yielding

$$
\begin{equation*}
\tilde{\Theta}^{a}=\left(d_{A} e\right)^{a}=d e^{a}+A^{a b} \eta_{b c} \wedge e^{c} . \tag{55}
\end{equation*}
$$

### 7.3. 1st Bianchi Identity

Proposition 4. Following our previous definitions, we have

$$
\begin{equation*}
d_{\omega} \Theta=\Omega \wedge_{f} \theta, \tag{56}
\end{equation*}
$$

which is called the first Bianchi identity.
Proof. For this proof, we prefer using Equation (26).
We consider three vector fields $u, v, w \in \Gamma(T P)$. By definition, it follows

[^12]\[

$$
\begin{align*}
d^{h} \Theta(u, v, w) & =d \Theta(h u, h v, h w) \\
& =\left(d \omega \wedge_{f} \theta-\omega \wedge_{f} d \theta\right)(h u, h v, h w) \quad \text { (because of Equation (54)) } \\
& =d \omega \wedge_{f} \theta(h u, h v, h w) \quad \text { (because of Equation (19)) }  \tag{57}\\
& =\Omega \wedge_{f} \theta(u, v, w)
\end{align*}
$$
\]

The last equality holds because of tensoriality of $\theta$ and the second remark in Remark 2.
This proposition is a natural consequence of the property of the covariant differential expressed in Equation (28).

### 7.4. Torsion Tensor

Definition 21 (Torsion tensor). Given two vector fields $X, Y \in \Gamma(T M)$ and a 1-form $\tau \in \Omega^{1}(M)$, we define the torsion tensor field $Q$ as the tensor field of type $-\binom{1}{2}$ such that

$$
\begin{equation*}
Q(X, Y ; \tau):=\tau(Q(X, Y))=\tau\left(\bar{e}\left(d_{A} e(X, Y)\right)\right) \tag{58}
\end{equation*}
$$

It is evidently antisymmetric in $X, Y$, by definition.
Proposition 5. We have the following formula:

$$
\begin{equation*}
Q(X, Y)=\nabla_{X} Y-\nabla_{Y} X-[X, Y] \tag{59}
\end{equation*}
$$

and, in components, it reads

$$
\begin{equation*}
Q_{\mu v}{ }^{\sigma}=\Gamma_{\mu \nu}^{\sigma}-\Gamma_{\nu \mu}^{\sigma}-C_{\mu v}^{\sigma}, \tag{60}
\end{equation*}
$$

where $C_{\mu v}^{\sigma}=0$ in a holonomic basis for $X$ and $Y$ and $\nabla$ is the covariant derivative ${ }^{21}$.
Proof. Recalling the definition of torsion

$$
\begin{equation*}
Q=\bar{e} \cdot\left(d_{\omega} e\right)=\bar{e}_{a}\left(d_{\omega} e\right)^{a}, \tag{61}
\end{equation*}
$$

it follows

$$
\begin{align*}
\bar{e}_{a}\left(d_{\omega} e\right)^{a} & =\bar{e}_{a}^{\sigma}\left(\partial_{[\mu} e^{a}{ }_{\nu]}+\omega_{[\mu b}^{a} e^{b}{ }_{v]}\right) d x^{\mu} \wedge d x^{v} \otimes \partial_{\sigma} \\
& =\left(\Gamma_{\mu \nu}^{\sigma}-\Gamma_{\nu \mu}^{\sigma}\right) d x^{\mu} \wedge d x^{v} \otimes \partial_{\sigma} \quad\left(\Gamma_{\mu \nu}^{\sigma}=\bar{e}_{a}^{\sigma}\left(D_{\mu} e_{v}^{a}\right) .\right)  \tag{62}\\
& =Q_{\mu v}{ }^{\sigma} d x^{\mu} \wedge d x^{v} \otimes \partial_{\sigma},
\end{align*}
$$

then $Q_{\mu \nu}{ }^{\sigma}=\Gamma_{\mu \nu}^{\sigma}-\Gamma_{\nu \mu}^{\sigma}$.
We have now set up all the background for building our theory and for discussing field equations of ECSK theory.
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## 8. Field Equations and Conservation Laws

We present here field equations for ECSK theory ${ }^{22}$. Thus, we will neither assume the possibility of a propagating torsion (and we will always keep non-identically vanishing Riemann curvature [14]) nor display a lagrangian for a totally independent torsion field; rather, we will only set the Palatini-Cartan lagrangian for gravity, as done in Reference [15], and a matter lagrangian as the source. This theory is known as Einstein-Cartan-Sciama-Kibble gravity (ECSK).

In the present case, torsion reduces to an algebraic constraint. This is a consequence of making torsion join the action of the theory as only contained in the Ricci scalar because of a non-torsion-free connection and not with an independent coupling coefficient. In works like References [16-19], torsion is present as an independent part (independent coupling coefficient) of the action and it does propagate.

This is why the ECSK is considered as the most immediate generalization of General Relativity with the presence of torsion.

Therefore, we wish to eventually obtain an action of two independent objects, tetrads and connection, where this latter action should give rise to equations for curvature when varying tetrads and for torsion when varying the connection.

We will focus more on the geometrical side of these equations and we will not dwell on deepening matter interaction (couplings, symmetry breaking, etc.), as done for instance in References [20-24].

### 8.1. ECSK Equations

ECSK theory with cosmological constant belongs to the Lovelock-Cartan family, which describes the most general action in four dimensions such that this action is a polynomial on the tetrads and the spin connection (including derivatives), is invariant under diffeomorphisms and local Lorentz transformations, and is constructed without the Hodge dual ${ }^{23}$.

Recalling that we will refer to $A$ as $\omega$ and stressing that it must be only the antisymmetric part, the notation for $d_{A}$ becomes $d_{\omega}$.

We will be dealing with a variational problem given by an action of the kind

$$
\begin{equation*}
S=S_{P C}+S_{\text {matter }} \tag{63}
\end{equation*}
$$

where the Palatini-Cartan action is

$$
\begin{equation*}
S_{P C}[e, \omega]=\int_{M} \operatorname{Tr}\left[\frac{1}{2} e \wedge e \wedge F_{\omega}+\frac{\Lambda}{4!} e^{4}\right] . \tag{64}
\end{equation*}
$$

The wedge product is defined over both space-time and internal indices as a map ${ }^{24} \wedge: \Omega^{k}\left(M, \Lambda^{p} \mathcal{V}\right) \times$ $\Omega^{l}\left(M, \Lambda^{q} \mathcal{V}\right) \rightarrow \Omega^{k+l}\left(M, \Lambda^{p+q} \mathcal{V}\right)$ and the trace is a map $\operatorname{Tr}: \Lambda^{4} \mathcal{V} \rightarrow \mathbb{R}$, normalized such that (for $v_{i}$ elements of a basis in $\mathcal{V}) \operatorname{Tr}\left[v_{i} \wedge v_{j} \wedge v_{k} \wedge v_{l}\right]=\varepsilon_{i j k l}$. The choice of the normalization of the trace works as a choice of orientation for $M$ (since the determinant of a matrix in $O(3,1)$ may be $\pm 1$ ). Therefore, we reduce the total improper Lorentz group $\mathrm{O}(3,1)$ to the only orientation preserving part, which is still not connected, $\mathrm{SO}(3,1)$. This gives an invariant volume form on $M$. In this way, we consider sections of $\Lambda^{k} T^{*} M \otimes \Lambda^{p} \mathcal{V}$.

[^14]Be aware: Later on, we will make explicit some indices and keep implicit some others; for this purpose, we will specify what kind of wedge product we are dealing with, even though it will be evident because it will be among the implicit indices.

We recall the definition of $F_{\omega}$ and deduce the identity for its variation

$$
\begin{equation*}
\delta_{\omega} F_{\omega}=d_{\omega} \delta \omega, \tag{65}
\end{equation*}
$$

where we stress that, despite $\omega$ being non-tensorial, $\delta \omega$ is instead, and therefore, it transforms under the adjoint action (as $F_{\omega}$ does) like in Equation (33). That holds because $\delta \omega$ may be regarded as a difference of two spin connections.

The action for the matter is of the kind

$$
\begin{equation*}
S_{\text {matter }}[e, \omega, \varphi]=\kappa \int_{M} \operatorname{Tr}[L(e, \omega, \varphi)], \tag{66}
\end{equation*}
$$

where $L$ is an invariant lagrangian density form with the proper derivative order in our variables, $\varphi$ is a matter field, and $\kappa$ is a constant.

Such matter lagrangian is supposed to be source for both curvature and torsion equations, namely it will be set for fulfilling some conditions fitting the theory.

Therefore, varying the actions in Equations (64) and (66) and considering Equation (65), we have ${ }^{25}$

$$
\begin{align*}
\int_{M} \operatorname{Tr}\left[\delta e \wedge\left(e \wedge F_{\omega}+\frac{\Lambda}{3!} e^{3}\right)\right] & =\int_{M} \operatorname{Tr}\left[\kappa \frac{\delta L}{\delta e} \wedge \delta e\right] \\
\int_{M} \operatorname{Tr}\left[\frac{1}{2} d_{\omega}(e \wedge e) \wedge \delta \omega\right] & =\int_{M} \operatorname{Tr}\left[\kappa \frac{\delta L}{\delta \omega} \wedge \delta \omega\right] \tag{67}
\end{align*}
$$

which is equivalent to

$$
\begin{array}{ll}
\varepsilon_{a b c d} e^{b} \wedge F_{\omega}^{c d}+\frac{\Lambda}{3!} \varepsilon_{a b c c} e^{b} \wedge e^{c} \wedge e^{d} & =\kappa \frac{\delta \operatorname{Tr}[L]}{\delta e^{a}}:=\kappa T_{a} \\
\frac{1}{2} \varepsilon_{a b c d} d_{\omega}\left(e^{c} \wedge e^{d}\right) & =\kappa \frac{\delta \operatorname{rr}[L]}{\delta \omega^{a b}}:=\kappa \Sigma_{a b} \tag{68}
\end{array}
$$

where the wedge product here is only between differential forms.
Setting $\Lambda=0$ and in performing the derivative, Equation (68) can be rewritten as

$$
\begin{align*}
& \varepsilon_{a b c d} e^{b} \wedge F_{\omega}^{c d}=\kappa T_{a} \\
& \varepsilon_{a b c d} \tilde{Q}^{c} \wedge e^{d}=\kappa \Sigma_{a b} \tag{69}
\end{align*}
$$

where we have set $\tilde{Q}=d_{\omega} e$.
These are equations for the ECSK theory in their implicit form ${ }^{26}$, where $T$ and $\Sigma$ are related to, respectively, the energy momentum and the spin tensor, once pulled back.

By making all the indices explicit, as given in Reference [20], and properly setting $\kappa$ according to natural units ${ }^{27}$, Equation (69) takes the following form

$$
\begin{align*}
G_{\mu v} & =8 \pi T_{\mu v}  \tag{70}\\
Q_{\mu v}{ }^{\sigma} & =-16 \pi \Sigma_{\mu v}{ }^{\sigma} .
\end{align*}
$$
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## Observations 12:

i. $\quad T_{\mu v}$ is not symmetric, as expected from the non-symmetry of the Ricci curvature $R_{\mu v}$.
ii. We stress that, even though $e$ is an isomorphism, the map $e \wedge \cdot: \Omega^{k}\left(M, \Lambda^{p} \mathcal{V}\right) \rightarrow \Omega^{k+1}\left(M, \Lambda^{p+1} \mathcal{V}\right)$ is not an isomorphism, in general. In fact, taking $\frac{\delta L}{\delta e}=0$ (with $\Lambda=0$ ) in Equation (67) does not imply $F_{\omega}=0$, which would imply a flat connection.
iii. Setting $\frac{\delta L}{\delta \omega}=0$ in Equation (67), one recovers the condition of vanishing torsion (hence, a Levi-Civita connection) and, therefore, the Einstein equations.
iv. It is interesting to note that, requiring a totally antisymmetric spin tensor, sets the total antisymmetry of the torsion tensor. Namely, in the case of a totally antisymmetric $\Sigma$, we need to couple the only totally antisymmetric part of torsion into the geometrical lagrangian. This is further discussed in Reference [20].

### 8.2. Conservation Laws

We have two symmetries, i.e., local Lorentz transformations and diffeomorphisms. They are continuous symmetries, and as such, we expect two conservation laws. Since we are dealing with local symmetries, we shall not find two conserved currents but rather two relations for the variations of the matter lagrangian w.r.t. $e$ and $\omega$.

These relations directly imply the Bianchi identities of Equations (38) and (56), but we could also do the converse, namely assuming Equations (38) and (56) and then deriving such conservation laws. This means that conservation laws are a consequence of symmetry on the one hand, implemented via the following symmetries (respectively diffeomorphisms and local $\mathrm{SO}(3,1)$ )

$$
\begin{align*}
\delta_{\xi} e^{a} & =\mathcal{L}_{\xi} e^{a}=\iota_{\xi} d e^{a}+d \iota_{\xi} e^{a}  \tag{71}\\
\delta_{\xi} \omega^{a b} & =\mathcal{L}_{\xi} \omega^{a b}=\iota_{\xi} d \omega^{a b}+d \iota_{\xi} \omega^{a b},
\end{align*}
$$

where $\xi$ is the generator vector field,

$$
\begin{align*}
\delta_{\Lambda} e^{a} & =\Lambda^{a b} \eta_{b c} e^{c} \\
\delta_{\Lambda} \omega^{a b} & =-d_{\omega} \Lambda^{a b} \quad \Lambda \in \mathfrak{s o}(3,1), \tag{72}
\end{align*}
$$

or a direct consequence if we impose field equations and, thus, gravitational dynamics and Bianchi identities on the other hand.

We will follow the shortest derivation, namely to implement the Bianchi identities of Equations (38) and (56) on field Equation (69).

Thanks to Bianchi identities, left hand side of field Equation (69) can be rewritten in the following way:

$$
\begin{align*}
d_{\omega}\left(\varepsilon_{a b c d} e^{b} \wedge F_{\omega}^{c d}\right) & =\iota_{a} \tilde{Q}^{b} \wedge\left(\varepsilon_{b c d e} e^{c} \wedge F_{\omega}^{d e}\right)+\iota_{a} F_{\omega}^{b c} \wedge\left(\varepsilon_{b c d e} \tilde{Q}^{d} \wedge e^{e}\right) \\
d_{\omega}\left(\varepsilon_{a b c d} \tilde{Q}^{c} \wedge e^{d}\right) & =-\frac{1}{2}\left(\varepsilon_{a c d e} e^{c} \wedge F_{\omega}^{d e} \wedge e_{b}-\varepsilon_{b c d e} e^{c} \wedge F_{\omega}^{d e} \wedge e_{a}\right), \tag{73}
\end{align*}
$$

where $t_{a}=\iota_{\bar{e}_{a}}$ and $e_{b}=\eta_{b c} e^{c}$.
However, because of the same field in Equation (69), they reduce to

$$
\begin{align*}
d_{\omega} T_{a} & =\iota_{a} \tilde{Q}^{b} \wedge T_{b}+\iota_{a} F_{\omega}^{b c} \wedge \Sigma_{b c} \\
d_{\omega} \Sigma_{a b} & =\frac{1}{2} T_{[a} \wedge e_{b]}, \tag{74}
\end{align*}
$$

In References [26,27], a more detailed discussion can be found. These are conservation laws for ECSK theory.

In components, as given in Reference [20], they read

$$
\begin{array}{ll}
\nabla_{\mu} T^{\mu v}+T_{\sigma \rho} Q^{\sigma \rho v}-\Sigma_{\mu \sigma \rho} R^{\mu \sigma \rho v} & =0 \\
\nabla_{\mu} \Sigma_{\sigma \omega}{ }^{\mu}+\frac{1}{2} T_{[\sigma \omega]} & =0 \tag{75}
\end{array}
$$

## 9. Conclusions

We have set up all the mathematical background for building ECSK theory, eventually achieving field equations and conservation laws.

In ECSK theory, torsion is only an algebraic constraint and it does not propagate. This is a natural consequence of inserting torsion into the theory without an independent coupling coefficient but simply generalizing the Einstein-Hilbert action (or Palatini action in our formulation) $\int R \sqrt{-g} d^{4} x$ to a non-torsion-free connection $\nabla$ (or spin connection in our case). In this case, the Ricci scalar contains both curvature and torsion.

It is possible to immediately recover General Relativity by imposing the zero torsion condition, which, in the considered theory, translates to letting the matter field $\varphi$ generate a null contribution to the spin tensor $\Sigma_{\mu v}{ }^{\sigma}$. The most natural matter fields which would fit with the theory are spinors; indeed, spinors are the way in which we can have a non-vanishing spin tensor which is also dynamical because of equations of motion for the spinor field.

This review does not want to substitute the well-known literature but to just give a self-contained and mathematically rigorous introduction to ECSK theory, providing also some references for deepening knowledge in the present subjects. Also, we intentionally did not dive too deeply into physical applications to cosmology (like done in References [28-33]), that might be a valid argument for writing another review article.
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## 1. Introduction

Einstein's theory of gravitation, or more in general any of its extensions with higherorder derivative terms, have acquired over the years the status of superb physical theories: established upon one single principle, that is that the space-time is a (1+3)-dimensional manifold, whose curvature is determined by the energy content, they have produced many of the most surprising predictions in all of physics, starting with the bending of light rays in 1916 and ending with the detection of gravitational waves one century later. In fact, if Dark Matter is indeed a form of matter, there is not a single prediction left to confirm. ${ }^{1}$

Quantum Field Theory has done no less: its predictions are among the most precise in history, and while still in need of rigorous mathematical formalization very few doubt that this task will be accomplished in the foreseeable future.

There are, nevertheless, still two problems that appear to cloud the beauty of these two pillars of modern physics, both related to the issue of singularities. QFT's range of applicability, while very vast, is limited to the assumption that particles be structureless point-like objects. Einstein gravity, on the other hand, seems to be doomed by what is known as the Hawking-Penrose theorem, stating that gravitational formation of singularities of matter distributions is an unavoidable consequence for all known fields.

In detail, the HP theorem tells that if some conditions on the energy density tensor hold, as they do for all physical fields, then the overall gravitational pull would never stop and the whole material distribution would inevitably collapse into a singular point. Since the HP theorem, in its essence, is a result of Einstein gravity, a first attempt at avoiding singularities might come for extensions of Einstein gravity, where higher-order derivative field equations would entirely change the shape of the problem. It is indeed the case that at least in some of these extensions there are solutions of the gravitational field equations that are without singularities [1]. Because the theory presented in [1] is the only extension of gravity that is renormalizable [2], one may be led to think that all singularity issues are avoidable also in QFT and therefore that nothing more need be done. Just the same, even if this were to be true, one would still have to rely upon the theory presented in [1]. Granted that such an extension of Einstein gravity is the only one compatible with renormalizability, we still do not know if such a theory is the description of gravity at high energy densities.

In lack of any prediction for a high-energy density gravitational effect, one might wish to stay on the more comfortable environment provided by Einstein gravity. However, it in, the problem of singularity formation would be still far from being solved. So a possible, alternative way out of the problem might be to look for different manners in which Einstein gravity could be enlarged. As Einstein gravity is indeed a remarkably stringent theory, there are not many possibilities. In fact, in the perspective of staying on (1+3)-dimensional manifolds, and without tampering with the differential order of the field equations, the only possibility that remains is not to neglect the torsion.

The torsion of space-time is a very natural ingredient of differential geometry, one that is always present in the most general setting. For a comprehensive review on torsion we invite the interested reader to have a look at the introductory chapter on the present Special Issue [3] and at some of the references therein, either for a general review [4] or for the seminal papers [5,6]. As the torsional completion of Einstein gravity has the same differential order of Einstein gravity itself then the HP theorem applies as usual and the presence of torsion can only change the conditions on the energy density. This was the initial hope, as it was worked out by Kerlick in [7]. The initial hope, however, was soon
to be lost, since Kerlick himself pointed out that torsion, instead of solving this problem, was actually worsening it [7,8]. The catch was that the model used was just the torsional completion of Einstein gravitation known as Einstein-Sciama-Kibble theory, in which the torsion-spin interaction is repulsive [9]. While such a repulsive character may at first look appealing, in view of avoiding singularities, in reality repulsive forces give positive energy contributions that increase the gravitational pull and so the tendency to form these singularities. This is the physical reason why Kerlick and Inomata find that singularities are enhanced in $[7,8]$. In [9] Popławski points out that, despite this, singularities still do not appear at least in some cosmological scenarios.

It is difficult to understand why this should be the case, and instead of a theory in which singularities are avoided despite being enhanced, it would be better to have a theory where singularities are avoided because they are dissipated. To this purpose, one must then violate all of the energy conditions. This can only be done by lowering the energy contributions via the inclusion of negative potentials, and these can only be given by some attractive force. Thus, as paradoxical as it may be, one has to look for attractive torsionallyinduced spin-spin interaction in the Dirac equation. This is precisely what many have done, for example in [10-12] and references therein.

The idea is that the ESK theory, of all torsional completions of Einstein gravity, is only the simplest, the one in which torsion is added only implicitly through the curvature tensor in the Lagrangian. That is, from Einstein gravity $L=R(g)$ the ESK theory is given by $L=R(g, Q)$ with $Q$ being the torsion tensor. In [10] the authors take instead $L=R(g, Q)+Q^{2}$ where $Q^{2}$ is formally any of the three scalar contractions of the squared torsion tensor. Thus, with the freedom granted by three new universal constants, the authors of [10] are able to obtain an effective constant for torsion whose sign is undetermined and therefore with the possibility of being inverted with respect to the ESK theory in its simplest form, and as a result they indeed get to avoid the singularity of the early universe.

Others, however, took into account yet another generalization. Because the $Q^{2}$ term can be read as a combination of three mass terms, one for each of the three irreducible components of torsion, we could then make sure that its sign be that of a positive mass, then add the three dynamical terms of the three parts of torsion. In reality, however, of the three irreducible components of torsion, only the completely antisymmetric part seems to be acceptable for consistency arguments connected to the metric-compatibility of the manifold and related properties [13-16]. Because a torsion that is completely antisymmetric is the Hodge dual of an axial-vector, the resulting model is that of an axial-vector torsion, namely a model in which torsion is a parity-odd Proca field. In it there may be effects that are due to torsion propagation [17]. Some of these have been studied for the avoidance of singularity [18].

In the present work, we will recall all results of [18] but employing the polar form of spinors [19] so to get cleaner and more powerful results for the problem of singularities in gravitational systems. In addition, we will extend all of the above results to the case of singularities that appear also in absence of gravity and for general systems.

## 2. The Polar Form of Spinors

To do what we intend to do we first introduce the polar formulation of Dirac spinors, for which we shall always refer to the fundamental work [19] and references therein.

However, we recall here a few basic conventions. The set of Clifford matrices $\gamma_{a}$ verifying $\left\{\gamma_{a}, \gamma_{b}\right\}=2 \eta_{a b} \mathbb{I}$ are used to set $\sigma_{a b}=\frac{1}{4}\left[\gamma_{a}, \gamma_{b}\right]$ as the generators of the complex Lorentz transformation. Then $2 i \sigma_{a b}=\varepsilon_{a b c d} \pi \sigma^{c d}$ is used to define the matrix $\pi$ so that $\mathbb{I}, \gamma_{a}$, $\sigma_{a b}, \gamma_{a} \pi, \pi$ are a basis for the space of $4 \times 4$ complex matrices. As a consequence, we have that the identities $\gamma_{i} \gamma_{j} \gamma_{k}=\gamma_{i} \eta_{j k}-\gamma_{j} \eta_{i k}+\gamma_{k} \eta_{i j}+i \varepsilon_{i j k q} \pi \gamma^{q}$ hold in general.

The product of a complex Lorentz transformation and a unitary phase is the spin transformation $S$ and spinors $\psi$ are defined as what transforms according to these spin transformations. Adjoint spinors are related by $\bar{\psi}=\psi^{\dagger} \gamma^{0}$ and with these one can construct
all spinor bi-linears and prove their Fierz identities. Before doing that however we will give the following theorem. If $|\bar{\psi} \psi|^{2}+|i \bar{\psi} \pi \psi|^{2} \neq 0$ one can always write the spinor field as

$$
\psi=\phi e^{-\frac{i}{2} \beta \pi} L^{-1}\left(\begin{array}{l}
1  \tag{1}\\
0 \\
1 \\
0
\end{array}\right)
$$

up to $\psi \rightarrow \pi \psi$ and for some $L$ having the structure of a spin transformation whose parameters are recognized to be the spinorial Goldstone fields and where $\phi$ and $\beta$ are a real scalar and a real pseudo-scalar field called module and chiral angle. The above is the polar form of the spinor field and with it we can write the spinor bi-linears as

$$
\begin{gather*}
i \bar{\psi} \pi \psi=2 \phi^{2} \sin \beta  \tag{2}\\
\bar{\psi} \psi=2 \phi^{2} \cos \beta \tag{3}
\end{gather*}
$$

as well as

$$
\begin{gather*}
\bar{\psi} \gamma^{a} \pi \psi=2 \phi^{2} s^{a}  \tag{4}\\
\bar{\psi} \gamma^{a} \psi=2 \phi^{2} u^{a} \tag{5}
\end{gather*}
$$

known as spin axial-vector and velocity vector verifying

$$
\begin{gather*}
u_{[\mu} s_{v]} \sigma^{\mu v} \pi \psi+\psi=0  \tag{6}\\
u_{\mu} \gamma^{\mu} \psi=-s_{\mu} \gamma^{\mu} \pi \psi=e^{i \beta \pi} \psi \tag{7}
\end{gather*}
$$

and

$$
\begin{gather*}
u_{a} u^{a}=-s_{a} s^{a}=1  \tag{8}\\
u_{a} s^{a}=0 \tag{9}
\end{gather*}
$$

known as Fierz identities. Consequently, when the spinor field is re-written in polar form its eight real components are re-arranged so that the two degrees of freedom, the module and chiral angle, remain isolated from the six components that can always be transferred into the frame, and that is what is known to be the Goldstone fields.

To better see the role of these Goldstone fields, we can write them explicitly according to the formula

$$
\begin{equation*}
L^{-1} \partial_{\mu} L=i q \partial_{\mu} \xi \mathbb{I}+\frac{1}{2} \partial_{\mu} \xi^{a b} \sigma_{a b} \tag{10}
\end{equation*}
$$

in which $\xi$ and $\xi^{a b}$ are respectively the gauge and space-time Goldstone fields. Together with the gauge potential and spin connection $A_{\mu}$ and $C_{i j \mu}$ we can define

$$
\begin{gather*}
q\left(\partial_{\mu} \xi-A_{\mu}\right) \equiv P_{\mu}  \tag{11}\\
\partial_{\mu} \xi_{i j}-C_{i j \mu} \equiv R_{i j \mu} \tag{12}
\end{gather*}
$$

which can be proven to be real tensors respectively called gauge and space-time tensorial connection. With them

$$
\begin{equation*}
\nabla_{\mu} \psi=\left(\nabla_{\mu} \ln \phi \mathbb{I}-\frac{i}{2} \nabla_{\mu} \beta \pi-i P_{\mu} \mathbb{I}-\frac{1}{2} R_{i j \mu} \sigma^{i j}\right) \psi \tag{13}
\end{equation*}
$$

is the polar form of the covariant derivative of the spinor field. As a consequence

$$
\begin{align*}
\nabla_{\mu} s_{i} & =R_{j i \mu}{ }^{j}  \tag{14}\\
\nabla_{\mu} u_{i} & =R_{j i \mu} u^{j} \tag{15}
\end{align*}
$$

as general identities. As is clear, after that the Goldstone fields are transferred into the phase and the frame, they combine with gauge potential and spin connection hence becoming the longitudinal parts of the $P_{\mu}$ and $R_{i j \mu}$ tensors.

To write the Dirac spinor field equations for the polar variables we introduce the pair of dual potentials

$$
\begin{gather*}
\Sigma_{i j \mu}=R_{i j \mu}-2 P_{\mu} u^{a} s^{b} \varepsilon_{i j a b}  \tag{16}\\
M^{a b}=\frac{1}{2} R_{i j \mu} \varepsilon^{i j a b}+2 P_{\mu} u^{[a} s^{b]} \tag{17}
\end{gather*}
$$

and their contractions $\Sigma_{\alpha v \pi} g^{v \pi}=\Sigma_{\alpha}$ and $M_{\alpha v \pi} g^{v \pi}=M_{\alpha}$ in terms of which we have

$$
\begin{gather*}
\nabla_{\mu} \ln \phi^{2}+\Sigma_{\mu}+2 m s_{\mu} \sin \beta=0  \tag{18}\\
\nabla_{\mu} \beta-2 X W_{\mu}+M_{\mu}+2 m s_{\mu} \cos \beta=0 \tag{19}
\end{gather*}
$$

with $m$ being the mass of the spinor, $X$ the spin-torsion coupling constant and $W_{\mu}$ the torsion axial-vector [3,13-16].

These matter field equations have to be complemented with the geometric field equations given by

$$
\begin{equation*}
\nabla_{\rho}(\partial W)^{\rho \mu}+M^{2} W^{\mu}=2 X \phi^{2} s^{\mu} \tag{20}
\end{equation*}
$$

where $M$ is the mass of torsion together with

$$
\begin{gather*}
R^{\rho \sigma}-\frac{1}{2} R g^{\rho \sigma}-\Lambda g^{\rho \sigma}=\frac{1}{2}\left[\frac{1}{4} F^{2} g^{\rho \sigma}-F^{\rho \alpha} F^{\sigma}{ }_{\alpha}+\right. \\
+\frac{1}{4}(\partial W)^{2} g^{\rho \sigma}-(\partial W)^{\sigma \alpha}(\partial W)^{\rho}{ }_{\alpha}+ \\
+M^{2}\left(W^{\rho} W^{\sigma}-\frac{1}{2} W^{2} g^{\rho \sigma}\right)+ \\
+\phi^{2}\left[P^{\rho} u^{\sigma}+P^{\sigma} u^{\rho}+\right. \\
+\left(\nabla^{\rho} \beta / 2-X W^{\rho}\right) s^{\sigma}+\left(\nabla^{\sigma} \beta / 2-X W^{\sigma}\right) s^{\rho}- \\
\left.\left.-\frac{1}{4} R_{\alpha v}{ }^{\sigma} s_{\kappa} \varepsilon^{\rho \alpha v \kappa}-\frac{1}{4} R_{\alpha v}{ }^{\rho} s_{\kappa} \varepsilon^{\sigma \alpha v \kappa}\right]\right] \tag{21}
\end{gather*}
$$

for the gravitational field equations and

$$
\begin{equation*}
\nabla_{\sigma} F^{\sigma \mu}=2 q \phi^{2} u^{\mu} \tag{22}
\end{equation*}
$$

for the electrodynamic field equations.
As a concluding remark we also give the expression

$$
\begin{align*}
& L=-\frac{1}{4}(\partial W)^{2}+\frac{1}{2} M^{2} W^{2}-R-2 \Lambda-\frac{1}{4} F^{2} \\
&+\frac{i}{2}\left(\bar{\psi} \gamma^{\mu} \nabla_{\mu} \psi-\nabla_{\mu} \bar{\psi} \gamma^{\mu} \psi\right)- \\
&-X W_{\sigma} \bar{\psi} \gamma^{\sigma} \pi \psi-m \bar{\psi} \psi \tag{23}
\end{align*}
$$

which is the Lagrangian of the full theory.
The field equations above are just the polar form of the field equations one would have in the torsional completion of gravity with electrodynamics [3].

We have maintained the Lagrangian in its standard form to easily compare it to the Lagrangians of known theories, as we will do next.

## 3. Singularities Avoidance in Spinorial Average

We begin a more in-depth treatment of the theory, useful for future developments, by introducing the concept of effective approximation. As we have just seen, torsion can be massive, and since we have not observed it so far, it may also be argued that its mass should be quite large indeed. So it is reasonable to assume that there might be regimes in which the mass term dominates all dynamical terms. When the dynamical terms can be
suppressed in favour of the mass term we are in the so-called effective approximation. The torsion field equations reduce to

$$
\begin{equation*}
M^{2} W^{\mu} \approx 2 X \phi^{2} s^{\mu} \tag{24}
\end{equation*}
$$

and so by substituting torsion everywhere in terms of the spin we should expect torsionspin interactions to convert into spin-spin interactions of non-linear character.

When this is done in the Lagrangian we get

$$
\begin{gather*}
L=-R-2 \Lambda-\frac{1}{4} F^{2} \\
+\frac{i}{2}\left(\bar{\psi} \gamma^{\mu} \nabla_{\mu} \psi-\nabla_{\mu} \bar{\psi} r^{\mu} \psi\right)- \\
-\frac{1}{2} \frac{X^{2}}{M^{2}} \bar{\psi} \gamma^{\sigma} \pi \psi \bar{\psi} \gamma_{\sigma} \pi \psi-m \bar{\psi} \psi \tag{25}
\end{gather*}
$$

or by employing Fierz re-arrangements

$$
\begin{gather*}
L=-R-2 \Lambda-\frac{1}{4} F^{2} \\
+\frac{i}{2}\left(\bar{\psi} \gamma^{\mu} \nabla_{\mu} \psi-\nabla_{\mu} \bar{\psi} \gamma^{\mu} \psi\right)+ \\
+\frac{1}{2} \frac{X^{2}}{M^{2}} \bar{\psi} \gamma^{\sigma} \psi \bar{\psi} \gamma_{\sigma} \psi-m \bar{\psi} \psi \tag{26}
\end{gather*}
$$

or yet again

$$
\begin{gather*}
L=-R-2 \Lambda-\frac{1}{4} F^{2} \\
+\frac{i}{2}\left(\bar{\psi} \gamma^{\mu} \nabla_{\mu} \psi-\nabla_{\mu} \bar{\psi} \gamma^{\mu} \psi\right)+ \\
+\frac{1}{2} \frac{X^{2}}{M^{2}}|i \bar{\psi} \pi \psi|^{2}+\frac{1}{2} \frac{X^{2}}{M^{2}}|\bar{\psi} \psi|^{2}-m \bar{\psi} \psi \tag{27}
\end{gather*}
$$

revealing that torsionally-induced spin-spin interactions are attractive. In fact if we were to further split into the left-handed and right-handed projections then we would see that such an attraction takes place between these two chiral parts. This is expected, since the above Lagrangian is just the Lagrangian of the Nambu-Jona-Lasinio model [20].

The effective approximation within the gravitational field Equation (21) gives instead the expression

$$
\begin{align*}
& R^{\rho \sigma}-\frac{1}{2} R g^{\rho \sigma}-\Lambda g^{\rho \sigma}=\frac{1}{2}\left[\frac{1}{4} F^{2} g^{\rho \sigma}-F^{\rho \alpha} F^{\sigma}{ }_{\alpha}+\right. \\
& +\phi^{2}\left(P^{\rho} u^{\sigma}+P^{\sigma} u^{\rho}+\nabla^{\rho} \beta / 2 s^{\sigma}+\nabla^{\sigma} \beta / 2 s^{\rho}-\right. \\
& \left.\left.-\frac{1}{4} R_{\alpha v}{ }^{\sigma} s_{\kappa} \varepsilon^{\rho \alpha v \kappa}-\frac{1}{4} R_{\alpha v}{ }^{\rho} s_{\kappa} \varepsilon^{\sigma \alpha v \kappa}+2 \frac{X^{2}}{M^{2}} \phi^{2} g^{\rho \sigma}\right)\right] \tag{28}
\end{align*}
$$

while in the Dirac Equation (19) we get

$$
\begin{equation*}
\nabla_{\mu} \beta-2\left(2 \frac{X^{2}}{M^{2}} \phi^{2}-m \cos \beta\right) s_{\mu}+M_{\mu}=0 \tag{29}
\end{equation*}
$$

with all other equations remaining unchanged. Contracting (28) and employing the scalar product of (29) along the spin we get the particularly simple

$$
\begin{equation*}
R+4 \Lambda=-2 \frac{X^{2}}{M^{2}} \phi^{4}-m \phi^{2} \cos \beta \tag{30}
\end{equation*}
$$

which can be substituted back into the initial field equations to give the gravitational field equations

$$
\begin{gather*}
R^{\rho \sigma}=-\Lambda g^{\rho \sigma}+\frac{1}{2}\left[\frac{1}{4} F^{2} g^{\rho \sigma}-F^{\rho \alpha} F^{\sigma}{ }_{\alpha}+\right. \\
+\phi^{2}\left(P^{\rho} u^{\sigma}+P^{\sigma} u^{\rho}+\nabla^{\rho} \beta / 2 s^{\sigma}+\nabla^{\sigma} \beta / 2 s^{\rho}-\right. \\
\left.\left.-\frac{1}{4} R_{\alpha v}{ }^{\sigma} s_{\kappa} \varepsilon^{\rho \alpha v \kappa}-\frac{1}{4} R_{\alpha v}{ }^{\rho} s_{\kappa} \varepsilon^{\sigma \alpha v \kappa}-m \cos \beta g^{\rho \sigma}\right)\right] \tag{31}
\end{gather*}
$$

so that all spin-spin interactions disappear as source for the dynamics of the Ricci tensor.

This however does not mean that torsion has no impact, as we will now see.
The gravitational field equations written for the Ricci tensor are the most adapted to investigate the dominant energy condition since this is given as

$$
\begin{equation*}
R^{\rho \sigma} u_{\rho} u_{\sigma} \geqslant 0 \tag{32}
\end{equation*}
$$

with $u^{\alpha}$ a normalized time-like vector. Imposing this condition on (31) we obtain

$$
\begin{align*}
& \phi^{2}\left(-2 \frac{X^{2}}{M^{2}} \phi^{2}-s^{\mu} \nabla_{\mu} \beta / 2+\frac{1}{4} R_{i j b} s_{a} \varepsilon^{i j b a}-\right. \\
& \left.-\frac{1}{4} R_{\alpha v \sigma} u^{\sigma} u_{\rho} s_{\kappa} \varepsilon^{\alpha v \rho \kappa}+\frac{1}{2} m \cos \beta\right)-\Lambda \geqslant 0 \tag{33}
\end{align*}
$$

where (29) was again used and in which electrodynamics has been neglected for simplicity.
This expression is still quite general for the purpose that we have in mind.
In the treatment done by Kerlick and further generalizations [7-12], this is the moment where some additional assumptions are made by these authors. They are either specific symmetries or special properties for the material distributions. Because most of these assumptions appear ad hoc and some of them even unphysical, we will assume none of them in the following. In what is next we employ the only assumption that is physically adequate and very general, namely for gravitating systems such as the Big Bang and Black Holes the random distribution of particles allows the spin average to vanish all terms in which spin appears linearly. This means that (33) becomes

$$
\begin{equation*}
-2 \frac{X^{2}}{M^{2}} \phi^{4}+\frac{1}{2} m \phi^{2} \cos \beta-\Lambda \geqslant 0 \tag{34}
\end{equation*}
$$

in spin-average. When no matter field is present we have that (34) reduces to $-\Lambda \geqslant 0$ which is obviously invalid if the cosmological constant is positive (as is in our convention). This is what we expect for a universe in continuous accelerated expansion. Neglecting the cosmological constant

$$
\begin{equation*}
-4 \frac{X^{2}}{M^{2}} \phi^{2}+m \cos \beta \geqslant 0 \tag{35}
\end{equation*}
$$

as easy to see. In absence of torsion this is always verified whenever $m \cos \beta \geqslant 0$ as is always the case for a standard matter distribution (for which the chiral angle is assumed to vanish albeit not in a justified way [19]). This is what recovers the common arguments about the gravitational formation of singularities and their inevitability. In presence of torsion, however, we have that for densities that are larger and larger, regardless of the values of the chiral angle, we can always approximate

$$
\begin{equation*}
-\frac{X^{2}}{M^{2}} \geqslant 0 \tag{36}
\end{equation*}
$$

again as is clear. This is of course always violated in a very dramatic way (see for instance [18]). So failing the hypothesis there is no implication from the HP theorem.

The conclusion is that for systems given by statistically distributed spinor fields, such as the Big Bang or Black Holes, the formation of gravitational singularities is not a necessity.

It is instructive to look back at the previous attempts in a comparative way and draw the differences. That is, it is now the time to ask, given that the torsionally-induced spin-spin interaction renders the gravitational formation of singularities not a necessary occurrence, how is it that in the past previous attempts did not come up with the same result? The answer is that there are many different ways to let torsion take its place in the Lagrangian: one, the simplest, is via the minimal coupling, as done by the Kerlick school [7,9]; another is via the generalization that takes into account also explicit squared torsion terms in the Lagrangian, as in [10]; the final is to include also all squared derivative torsion terms within the most general dynamically-consistent Lagrangian [18]. In the first one, which is just the ESK gravitation, the torsionally-induced spin-spin interaction has a constant equal to $3 / 16$ when measured in natural units, since its value is rigidly linked
to that of the Newton constant; in the generalizations of the ESK gravity the constant has an indefinite value, as it results from combining the three constants that appear in front of each of the three squared torsion terms that may be added; in the most general case the constant is $-X^{2} / M^{2}$ when the effective approximation is implemented because in a theory in which torsion propagates we must require the energy density and the mass to be positive. Therefore the gravitational formation of singularities that cannot be avoided in Einstein gravity, and that is worsened in ESK gravity, may become avoidable in further generalizations, and it is certainly avoidable in the most general case of propagating torsion (in effective approximation).

The mechanism for gravitational singularity avoidance can only be effectively enforced in a theory of propagating torsion, that is in the most general physical situation.

The interpretation we can give is that in such a case the torsionally-induced spin-spin interactions turn attractive, which have a negative potential, and thus the overall energy contribution is decreased. If the negative potential becomes dominant, the total energy turns negative, then the curvature reverts sign, and gravity becomes repulsive.

It is the fact that torsion is an attraction between chiral parts what causes the relaxation of the attraction of the gravitational field of the overall material distribution.

## 4. Singularities Avoidance for Single Particles

In the previous section we have investigated the problem of the singularity formation in gravitational systems, constituted by statistically distributed spinor fields. The vanishing of the spin-average in linear terms was our only hypothesis.

What if we have no random distributions? Worse, what if we have a single particle as in QFT? In this case gravitation would always be negligible and we could not use the above argument to avoid singularities, so what is there to be done in this case?

Of course, the full analysis has to be re-done without the help of any of the previous hypotheses, and when only torsion appears in the dynamics of spinor fields. As a consequence, in the following we will consider only torsion and Dirac spinor field equations and see what information we can extract for the singularity problem. Torsion will still be taken in its effective approximation and for the Dirac spinor field equations we will do some formal manipulations to put them in a form that is more suitable for our purposes.

One of the advantages of the polar formulation of the Dirac theory is that, with it, it is very easy to see that the second-order derivative field equations are given by

$$
\begin{align*}
& \nabla^{\mu}\left(\phi^{2} \nabla_{\mu} \beta\right)-\left(8 X^{2} / M^{2} \phi^{2} m \sin \beta-\right. \\
& \left.-2 X W^{\mu} \Sigma_{\mu}-\nabla_{\mu} M^{\mu}+M_{\mu} \Sigma^{\mu}\right) \phi^{2}=0 \tag{37}
\end{align*}
$$

as a continuity equation for the chiral angle and

$$
\begin{gather*}
|\nabla \beta / 2|^{2}-m^{2}-\phi^{-1} \nabla^{2} \phi+\frac{1}{4}\left(-2 \nabla_{\mu} \Sigma^{\mu}+\right. \\
\left.+\Sigma^{\mu} \Sigma_{\mu}-M_{\mu} M^{\mu}+4 X M_{\mu} W^{\mu}-4 X^{2} W^{\mu} W_{\mu}\right)=0 \tag{38}
\end{gather*}
$$

as a Hamilton-Jacobi equation for the module. Singularities form at high density, and so what really interests us is the Hamilton-Jacobi equation for the module (38), for which we are now going to assume torsion in its effective approximation, resulting into the simpler expression

$$
\begin{gather*}
\nabla^{2} \phi-4 \frac{X^{4}}{M^{4}} \phi^{5}-2 \frac{X^{2}}{M^{2}}\left(M_{\mu} s^{\mu}\right) \phi^{3}+\left(\frac{1}{2} \nabla_{\mu} \Sigma^{\mu}-\right. \\
\left.-\frac{1}{4} \Sigma^{\mu} \Sigma_{\mu}+\frac{1}{4} M_{\mu} M^{\mu}-|\nabla \beta / 2|^{2}+m^{2}\right) \phi=0 \tag{39}
\end{gather*}
$$

in which as expected non-linearities have arisen. In it, the quintic term is always negative, so that the highest-order self-interaction is always attractive. Then the cubic term is negative so long as $M_{\mu} s^{\mu}>0$ and in this case also the lower-order self-interaction is attractive. The linear term is positive when $2 \nabla_{\mu} \Sigma^{\mu}-\Sigma^{\mu} \Sigma_{\mu}+M_{\mu} M^{\mu}-|\nabla \beta|^{2}+4 m^{2}>0$ and in this case it
behaves as a regular mass term. In case of singularity formation, we should expect the density to increase, leading to larger values of the module. There is no need to evaluate the signs of these two terms because both are negligible with respect to the highest-order term and therefore we end up having the definite form

$$
\begin{equation*}
\nabla^{2} \phi-4 \frac{X^{4}}{M^{4}} \phi^{5}=0 \tag{40}
\end{equation*}
$$

which does have a non-singular behaviour. In fact it is a straightforward operation to see that in stationary cases

$$
\begin{equation*}
\vec{\nabla} \cdot \vec{\nabla} \phi+4 \frac{X^{4}}{M^{4}} \phi^{5}=0 \tag{41}
\end{equation*}
$$

and for spherical symmetry

$$
\begin{equation*}
\frac{1}{r^{2}} \partial_{r}\left(r^{2} \partial_{r} \phi\right)+4 \frac{X^{4}}{M^{4}} \phi^{5}=0 \tag{42}
\end{equation*}
$$

which is exactly one of the instances of the Lane-Emden equation that can be solved. The explicit solution is

$$
\begin{equation*}
\phi=\sqrt{\frac{3 M^{4}}{4 X^{4}+3 M^{4} r^{2}}} \tag{43}
\end{equation*}
$$

which is non-singular. Notice that when the torsion constant tends to zero then the $1 / r$ singular behaviour is recovered as a general feature of the solution. Therefore we can say that it is precisely the presence of torsion what forbids singularities.

The formation of singularities recovered with a vanishing torsion constant can also be seen as due to a too large torsion mass. It is therefore tempting to speculate that it is the torsion mass what gives the scale of the cut-off beyond which divergences are negligible in QFT. In more detail, renormalization schemes are based on the idea for which ultraviolet divergences appear because we do not actually know what happens at very high energy, but we postulate that in these regimes physics is different and free of singularities. As it stands one may think that this new physics is just what we would have always had, had we never neglected torsion from the beginning.

How would QFT change if we were to employ the non-singular solutions we have in presence of torsion? Would we still need any of the known renormalization protocols?

We conclude this section by noticing that if in Equation (39) both conditions on the cubic and linear terms hold then (39) has the structure of a solitonic equation.

## 5. One Specific Circumstance: Walking Droplets

Let us focus more on (39) and ask the following question: what happens if in it the linear term is $2 \nabla_{\mu} \Sigma^{\mu}-\Sigma^{\mu} \Sigma_{\mu}+M_{\mu} M^{\mu}-|\nabla \beta|^{2}+4 m^{2}<0$ instead? For such a situation the linear term becomes that of a mass with imaginary value. At high density solutions are still regular. However far from the origin there no longer is an exponentially decreasing behaviour with radial distance but rather an oscillating behaviour. Solutions would no longer be solitons but something more similar to a material distribution with a solid core surrounded by wavelets. It is tempting to see in these the bouncing droplets used for hydrodynamic analogs of quantum systems [21,22].

Let us try to give an explicit example. Consider $P_{t}=m$ and a tensorial connection with component

$$
\begin{gather*}
R_{r \varphi \varphi}=-r|\sin \theta|^{2}  \tag{44}\\
R_{r \theta \theta}=-r  \tag{45}\\
R_{\varphi \theta t}=-2 \varepsilon r^{2} \sin \theta \tag{46}
\end{gather*}
$$

where $\varepsilon$ is a constant due to the Riemann curvature being equal to zreo. These are compatible with $s_{r}=1$ and $u_{t}=1$ from the constraints (14) and (15). The dual potentials (16) and (17) are given by the expressions

$$
\begin{gather*}
\Sigma_{r}=2 / r  \tag{47}\\
M_{r}=-2(m+\varepsilon) \tag{48}
\end{gather*}
$$

from which we can now see that for $\beta=0$ they give

$$
\begin{gather*}
s^{\mu} M_{\mu}=2(m+\varepsilon)  \tag{49}\\
2 \nabla_{\mu} \Sigma^{\mu}-\Sigma^{\mu} \Sigma_{\mu}+M^{\mu} M_{\mu}+4 m^{2}=-4(2 m+\varepsilon) \varepsilon \tag{50}
\end{gather*}
$$

to be discussed. If $\varepsilon$ is negative with $m>|\varepsilon|>0$ we obtain the self-interaction to be attractive and the mass term to be a real mass term, so that the conditions to have solitonic solutions are ensured. If instead $\varepsilon$ is positive we always obtain a self-interaction of attractive character but now with mass of imaginary type, so that the solution has the peripheral oscillations proper of wavelets. Equation (38) in this case is in fact given according to

$$
\begin{equation*}
\nabla^{2} \phi-4 \frac{X^{4}}{M^{4}} \phi^{5}-4 \frac{X^{2}}{M^{2}}(m+\varepsilon) \phi^{3}-(2 m+\varepsilon) \varepsilon \phi=0 \tag{51}
\end{equation*}
$$

so that at high densities it reduces to (40) with solution (43) but at lower densities it becomes

$$
\begin{equation*}
\nabla^{2} \phi-(2 m+\varepsilon) \varepsilon \phi=0 \tag{52}
\end{equation*}
$$

which in the stationary spherical case has

$$
\begin{equation*}
\phi=\frac{\sin (r \sqrt{\varepsilon|\varepsilon+2 m|})}{r \sqrt{\varepsilon|\varepsilon+2 m|}} \quad \text { and } \quad \phi=\frac{\cos (r \sqrt{\varepsilon|\varepsilon+2 m|})}{r \sqrt{\varepsilon|\varepsilon+2 m|}} \tag{53}
\end{equation*}
$$

as solutions. This is the solution of a second-order derivative equation for the module with no chiral angle and as such it does not strictly describe a complete solution for the spinor field. It does however provide valuable insight into the dynamics of matter distributions that behave as bouncing droplets. The droplet itself would be the high-density part and the surrounding bath would be the low-density part of the module of the material field.

Could this really mean that the behaviour of quantum particles, so accurately mimicked by a bouncing droplet, is ultimately the result of the presence of torsionally induced tensions within matter distributions?

Quantum mechanics has always had difficulties in interpreting what a particle actually is. From Louis de Broglie on, the idea of particles behaving as waves was ubiquitously accepted, although still today we have no idea how exactly such a particle-wave duality really describes what happens in nature. It was de Broglie in a number of articles during the 1920s who put forward the possible interpretation known as pilot-wave model, with physical waves propagating in space and then guiding all particles around. Later known also as the double-solution model due to the fact that in it waves and particles are solution of two different equations [23,24], this interpretation has also been re-discovered by Bohm [25], and it is nowadays one of the few models still compatible with all restrictions imposed by Bell-like inequalities, from the non-locality to the contextuality constraints.

The fact that in the dBB interpretation of quantum mechanics contextuality, and more specifically non-locality, can be compatible with relativistic invariance has been recently shown be presenting a fully covariant version (with spin) of the dBB model. The key issue was to convert the Dirac theory into a consistent hydrodynamic formulation, which can be done by employing the polar form of spinor fields [26].

In this hydrodynamic formulation, quantum mechanics is naturally written in a manner that makes it easy to visualize and interpret the motion of particles as the result of an underlying wave dynamics, precisely as mimicked by bouncing droplets.

In the dBB model, waves and particles are seen as solution of two fields equations, a linear equation which possesses wave solutions and a non-linear equation which has soliton solutions. However, one is left with the uncomfortable feeling that it is inelegant to have such a duplicity, and on top of it one may still wonder why one equation should be linear and the other should be non-linear. A possible escape from this conundrum might come from the simple observation that extended waves and localized solitons do not need to be solutions of two different field equations, but just two different solutions of the same field equation with the wave behaviour emerging for low densities and the solitonic behaviour emerging for high densities. In this way, the most elegant solution to the problem raised by de Broglie one century ago would merely be to consider spinorial matter field equations in presence of torsion. As also commented in the previous section, the torsion mass, providing a natural scale for the matter distribution, would give the scale beyond which the quantum field would start to convert its wave behaviour into a localized bulk of matter. Then, the size of the particle would give the cut-off scale presently used in all renormalization schemes of QFT.

Is this interpretation sensible? One good aspect is that all it seems to need is the presence of torsion, which is a natural ingredient of the most general Dirac spinorial field theory. On the other hand, more work must necessarily be done to see whether complete exact solutions to the non-linear field equation can actually be found.

We are confident that very soon we might include some preliminary assessment on this problem in a following paper.

## 6. Conclusions

In this paper, we have considered the polar formulation of the Dirac spinor field theory fully coupled to geometric general backgrounds to face the problem of singularities.

As a first step, we have discussed the effective approximation of torsion and the fact that within this approximation the torsion can be effectively substituted in terms of the spin axial-vector in all field equations. The result is torsionally-induced spin-spin interactions of attractive character, exactly as we have in the Nambu-Jona-Lasinio model. We have discussed how, for the Hawking-Penrose theorem, this model provides the environment to violate the dominant energy condition, resulting in the avoidance of singularities for gravitational systems constituted by a large number of particles. We have compared our results with previous attempts and given a physical justification.

For single particles, where all gravitational fields can be neglected, such singularity avoidance has been discussed by using the field equations for the module of the matter distribution. We have seen that second-order differential equations of Hamilton-Jacobi type for the module, in the effective approximation of torsion, and for large densities of matter, become one of the Lane-Emden equations for which an exact solution exists, and it is found to be non-singular. General considerations in QFT related to some ultraviolet divergences have been discussed in terms of a cut-off scale that is derived from the torsion mass.

Finally, general comments about solitons and bouncing droplets have been given in terms of covariant conditions. The relevance of these results for quantum mechanics, like the de Broglie double-solution model or the Bohmian dynamics, has also been addressed.

We are certain of the fact that the foundations of physics as a whole could benefit from the effects that would arise if torsion were considered as a fundamental field.
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## Notes

1 Dark Energy is also a problem that has to be faced, but in this case the treatment of the zero-point energy and the phase-shift due to spontaneous symmetry breaking are more pertinent to the domain of high-energy particle physics, and as such Dark Energy is more of an issue that belongs to the interface of cosmology and the fundamental constituents of matter.
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#### Abstract

We develop a many-particle quantum-hydrodynamical model of fermion matter interacting with the external classical electromagnetic and gravitational/inertial and torsion fields. The consistent hydrodynamical formulation is constructed for the many-particle quantum system of Dirac fermions on the basis of the nonrelativistic Pauli-like equation obtained via the Foldy-Wouthuysen transformation. With the help of the Madelung decomposition approach, the explicit relations between the microscopic and macroscopic fluid variables are derived. The closed system of equations of quantum hydrodynamics encompasses the continuity equation, and the dynamical equations of the momentum balance and the spin density evolution. The possible experimental manifestations of the torsion in the dynamics of spin waves is discussed.


Keywords: quantum hydrodynamics; spin; gauge gravity; torsion

## 1. Introduction

Spin (an intrinsic angular momentum) is an important physical property of matter, associated with rotation, which is considered as the source of the gravitational field [1-10] in the framework of the gauge gravity approach. The spin angular momentum, together with the energy-momentum current, determines the geometrical structure of the spacetime manifold and predicts nontrivial post-Riemannian deviations from Einstein's general relativity (GR) theory. The development of the gravitational theory with torsion has a long history, going back to 1922 when Élie Cartan [1] introduced the corresponding geometrical formalism. Since the 1960s, the interest in the theory of gravitation with spin and torsion based on the Riemann-Cartan geometry had considerably grown, and the consistent formalism was developed [2-7]. A further generalization of the gauge gravitational theory takes into account the additional microstructural physical properties of matter (encompassing the intrinsic shear and the dilation currents along with the spin) as the sources of gravity, that results in the extension of the spacetime structure to the metric-affine geometry [8]. An exhaustive overview of historic developments can be found in $[9,10]$.

The study of dynamics of the spinning matter on the Riemann-Cartan spacetime represents a nontrivial problem which is of interest both theoretically and experimentally. Quoting Einstein [11], "... the question whether this continuum has a Euclidean, Riemannian, or any other structure is a question of physics proper which must be answered by experience, and not a question of a convention to be chosen on grounds of mere expediency." It is now well established that the spacetime torsion can only be detected with the help of the spin [12-14]. The early theoretical analysis of the possible experimental manifestations of the torsion field at low energies can be found in [15].

By noticing that the spin and the energy-momentum tensors are the two Noether currents for the Poincare group, one can develop a natural formulation of the theory of
gravity with torsion as a local gauge theory for the Poincaré spacetime symmetry [16-18]. This underlies the previous study of the quantum dynamics of a Dirac particle in the Poincaré gauge gravitational field $[19,20]$, where both the minimal and nonminimal coupling of the Dirac fermion with the electromagnetic and the gauge gravitational fields was comprehensively analysed for an arbitrary spacetime geometry with the curvature and torsion. It was demonstrated that the Pauli-like equation for the spinning particles contains new torsion-dependent terms which could give rise to the physical effects competing with the electromagnetic ones.

The study of the spin-torsion coupling obviously fits into the general context of the theoretical and experimental research of spin-dependent long-range forces [21-40]. Certain extensions of the Standard Model in the high energy particle physics predict the existence of new particles, in particular, of the light pseudoscalar bosons (such as goldstones, axions [41-43], arions [44,45], etc.) that may give rise to the spin-spin interactions of various kinds. An exchange via such light bosons between two fermions is qualitatively described by a magnetic dipole-dipole type potential. Different methods were proposed to detect these spin-spin interactions, including ferromagnetic detectors with a highly sensitive two-channel UHF receiver [45], paramagnetic salt with a dc SQUID used in a rotating copper mass [22,23], examining the hyperfine resonances for ${ }^{9} \mathrm{Be}^{+}$ions stored in the Penning ion trap [24], and even treating the Earth as a polarized spin source [25]. In the recent experiment [26], the transversely polarized slow neutrons were used in an attempt to observe a possible spin rotation of neutrons that traversed a meter of liquid ${ }^{4} \mathrm{He}$ under the action of the torsion field. Ultracold neutrons provide a convenient tool, with the quantum gravitational states of ultracold neutrons being sensitive to the post-Riemannian contributions [38]. On the theoretical side, the covariant multipolar technique was used for the analysis of the equations of motion of test bodies with spin for a very general class of gravitational theories with the minimal and nonminimal coupling [27,28]. An interesting practical realization of theoretical findings has been recently proposed as a new Gravity Probe Spin space mission using mm -scale ferromagnetic gyroscopes in orbit around the Earth [29]. Typically, the predicted spin-torsion effects are expected to be quite small and difficult to observe experimentally, however, one can set the experimental bounds on the spin-torsion coupling constants and on the torsion field as well [30-40].

Here we for the first time develop the quantum hydrodynamics for the many-particle system of massive Dirac fermion spin-1/2 particles interacting with external electromagnetic, metric gravitational/inertial and torsion fields on the basis of the earlier analysis [19].

This article is organized as follows. In Section 2, we formulate a Pauli-type one-particle equation for a Dirac fermion moving on the background of gravitational and electromagnetic fields. In Section 3, we introduce the many-particle Pauli-like equation and construct the many-particle quantum hydrodynamics for the non-relativistic particles in the external classical fields. We derive the system of hydrodynamical equations and analyze the structure of force fields in these equations. In Section 4, we apply Madelung's decomposition for the spinor wave function to get the basic physical quantities in macroscopic form. Finally, in Section 5 we discuss possible experimental manifestations of the results obtained in this article, and Section 6 contains our conclusions.

Our basic conventions and notations are the same as in Reference [8]. In particular, the world indices are labeled by Latin letters $i, j, k, \ldots=0,1,2,3$ (for example, the local spacetime coordinates $x^{i}$ and the holonomic coframe $d x^{i}$ ), whereas we reserve Greek letters for tetrad indices, $\alpha, \beta, \ldots=0,1,2,3$ (e.g., the anholonomic coframe $\vartheta^{\alpha}=e_{i}^{\alpha} d x^{i}$ ). In order to distinguish separate tetrad indices we put hats over them. Finally, spatial indices are denoted by Latin letters from the beginning of the alphabet, $a, b, c, \ldots=1,2,3$. The metric of the Minkowski spacetime reads $g_{\alpha \beta}=\operatorname{diag}\left(c^{2},-1,-1,-1\right)$, and the totally antisymmetric Levi-Civita tensor $\eta_{\alpha \beta \mu \nu}$ has the only nontrivial component $\eta_{\hat{0} \hat{1} \hat{2} \hat{3}}=c$, so that $\eta_{\hat{0} a b c}=c \varepsilon_{a b c}$ with the three-dimensional Levi-Civita tensor $\varepsilon_{a b c}$. The spatial components of the tensor objects are raised and lowered with the help of the Euclidean 3-dimensional metric $\delta_{a b}$.

## 2. Pauli Equation for the System with Spin-Torsion Coupling

### 2.1. Poincaré Gauge Gravity Theory: The Basics

Recalling that the Standard Model in the fundamental particle physics is formulated as a gauge theory for the internal unitary symmetry groups, one may say that, apart from the gravitational interaction, the gauge-theoretic approach underlies the modern physics. There exist, however, a natural extension of Einstein's GR that is based on the Poincaré symmetry group $G=T_{4} \rtimes S O(1,3)$, the semi-direct product of the four-parameter translation group $T_{4}$ and the six-parameter Lorentz group $S O(1,3)$, with the energy-momentum current and the spin angular momentum current as the sources of the gravitational field [9,10,16-18].

The gauge fields act as mediators of physical interactions for the fermion matter source. Specializing to the electromagnetic and gravitational interactions, in the framework of the standard Yang-Mills-Sciama-Kibble approach [10], one then describes electromagnetism by the $U(1)$ gauge field potential $A_{i}$, and in similar way, one describes gravity by the Poincaré gauge potentials $e_{i}^{\alpha}$ and $\Gamma_{i}{ }^{\alpha \beta}$. Geometrically, the 4 potentials $e_{i}^{\alpha}$ of the translation subgroup $T_{4}$ are naturally interpreted as the coframe (or the tetrad) field of a physical observer on the spacetime manifold $M_{4}$, whereas the 6 potentials $\Gamma_{i}{ }^{\alpha \beta}=-\Gamma_{i}{ }^{\beta \alpha}$ for the Lorentz subgroup $S O(1,3)$ are identified with the local connection that introduces the parallel transport on the spacetime $M_{4}$.

The multiplet of gauge potentials,

$$
\left\{\begin{array}{lll}
A_{i}, & e_{i}^{\alpha}, & \Gamma_{i}^{\alpha \beta} \tag{1}
\end{array}\right\},
$$

determines the corresponding multiplet of the "Yang-Mills" gauge field strengths:

$$
\begin{align*}
F_{i j} & =\partial_{i} A_{j}-\partial_{j} A_{i}  \tag{2}\\
T_{i j}{ }^{\alpha} & =\partial_{i} e_{j}^{\alpha}-\partial_{j} e_{i}^{\alpha}+\Gamma_{i \beta}{ }^{\alpha} e_{j}^{\beta}-\Gamma_{j \beta}{ }^{\alpha} e_{i}^{\beta}  \tag{3}\\
R_{i j}{ }^{\alpha \beta} & =\partial_{i} \Gamma_{j}{ }^{\alpha \beta}-\partial_{j} \Gamma_{i}{ }^{\alpha \beta}+\Gamma_{i \gamma}^{\beta} \Gamma_{j}{ }^{\alpha \gamma}-\Gamma_{j \gamma}{ }^{\beta} \Gamma_{i}^{\alpha \gamma} . \tag{4}
\end{align*}
$$

Thereby, we derive the Maxwell tensor $F_{i j}$ as the $U(1)$ gauge field strength for the electromagnetic field, and the spacetime torsion tensor $T_{i j}{ }^{\alpha}$ and the curvature tensor $R_{i j}{ }^{\alpha \beta}=$ $-R_{i j}{ }^{\beta \alpha}$ as the two Poincaré ( $T_{4}$ "translational" and $S O(1,3)$ "rotational", respectively) gauge field strengths for the gravitational field.

The nontrivial "mixed" form of the torsion (3) is explained by the semi-direct structure of the Poincaré symmetry group. The resulting Riemann-Cartan geometry on the spacetime $M_{4}$ is characterized by the nonvanishing torsion and curvature, whereas in the special case $T_{i j}{ }^{\alpha}=0$ we recover the Riemannian geometry, and for $R_{i j}{ }^{\alpha \beta}=0$ one finds the Weitzenböck space of distant parallelism.

Here we do not discuss the construction of the complete dynamical scheme of the Poincare gauge theory that requires the introduction of the corresponding gravitational field Lagrangian, and consider the electromagnetic and the gravitational fields as a nondynamical background. It is important to recall, though, that the variation of the Lagrange density of matter with respect to the gauge field potentials (1) gives rise to the corresponding dynamical currents: the electric current, the canonical energy-momentum tensor, and the spin angular momentum tensor, respectively. Further details can be found in $[9,10,16-18]$, and we conclude this section with the following technical points which are needed for the subsequent discussion.

One can decompose the local Lorentz connection into the sum:

$$
\begin{equation*}
\Gamma_{i}{ }^{\alpha \beta}=\widetilde{\Gamma}_{i}{ }^{\alpha \beta}-K_{i}^{\alpha \beta} \tag{5}
\end{equation*}
$$

of the Riemannian connection (denoted by the tilde), which is torsionless $\partial_{i} e_{j}^{\alpha}-\partial_{j} e_{i}^{\alpha}+$ $\widetilde{\Gamma}_{i \beta}{ }^{\alpha} e_{j}^{\beta}-\widetilde{\Gamma}_{j \beta}{ }^{\alpha} e_{i}^{\beta}=0$ and metric-compatible, plus the post-Riemannian contortion tensor,

$$
\begin{equation*}
K_{i \alpha \beta}=\frac{1}{2}\left(T_{\alpha \beta i}-T_{i \alpha \beta}+T_{i \beta \alpha}\right) . \tag{6}
\end{equation*}
$$

On the other hand, the torsion tensor $T_{\mu \nu}{ }^{\alpha}=e_{\mu}^{i} e_{\nu}^{j} T_{i j}{ }^{\alpha}$ can be decomposed into the three irreducible parts:

$$
\begin{equation*}
T_{\mu v}{ }^{\alpha}=\frac{1}{3}\left(\delta_{\mu}^{\alpha} T_{v}-\delta_{v}^{\alpha} T_{\mu}\right)+\frac{1}{3} \eta_{\mu \nu \lambda}{ }^{\alpha} \check{T}^{\lambda}+\mathscr{X}_{\mu \nu}{ }^{\alpha} \tag{7}
\end{equation*}
$$

where $\mathscr{T}_{\mu v}{ }^{\alpha}$ is the trace-free and axial trace-free tensor, the torsion trace vector $T_{\mu}=T_{\alpha \mu}{ }^{\alpha}$, and the axial trace vector:

$$
\begin{equation*}
\check{T}^{\alpha}=-\frac{1}{2} \eta^{\alpha \mu \nu \lambda} T_{\mu \nu \lambda} \tag{8}
\end{equation*}
$$

with the totally antisymmetric Levi-Civita tensor $\eta^{\alpha \mu \nu \lambda}$.

### 2.2. Hamiltonian for the Dirac Fermion

The Pauli-like equation for a fermion particle, moving under the action of the torsion field had been derived in [15] for the flat Minkowski spacetime, and in [19] for an arbitrary curved space background. The relativistic dynamics of the Dirac particle with spin $1 / 2$, electric charge $q$, and mass $m$ minimally coupled to the gravitational and electromagnetic fields is described by the invariant action:

$$
\begin{equation*}
S=\int d^{4} x \sqrt{-g} L \tag{9}
\end{equation*}
$$

where the Lagrangian of the spinor wave function $\psi$ and $\bar{\psi}=\psi^{\dagger} \gamma^{\hat{0}}$ has the form:

$$
\begin{equation*}
L=\frac{i \hbar}{2}\left(\bar{\psi} \gamma^{\alpha} D_{\alpha} \psi-D_{\alpha} \bar{\psi} \gamma^{\alpha} \psi\right)-m c \bar{\psi} \psi \tag{10}
\end{equation*}
$$

The spinor covariant derivative describes the minimal coupling of the charged Dirac particle with the external electromagnetic and gravitational gauge fields (1):

$$
\begin{equation*}
D_{\alpha}=e_{\alpha}^{i}\left(\partial_{i}-\frac{i q}{\hbar} A_{i}+\frac{i}{4} \Gamma_{i}^{\beta \gamma} \sigma_{\beta \gamma}\right) \tag{11}
\end{equation*}
$$

Here, $c$ and $\hbar$ are the speed of light and Planck's constant, respectively, the 4-potential of the electromagnetic field $A_{i}=(-\phi, A)$ encompasses the scalar $\phi$ and vector $A$ potentials, and $\sigma_{\alpha \beta}=\frac{i}{2}\left(\gamma_{\alpha} \gamma_{\beta}-\gamma_{\beta} \gamma_{\alpha}\right)$ are the Lorentz algebra generators, where the flat Dirac matrices $\gamma^{\alpha}$ are defined in local Lorentz frames.

We denote the local spatial and time coordinates by $x^{i}=\left(t, x^{a}\right), a, b, c=1,2,3$. An orthonormal coframe (tetrad) is needed to attach spinor spaces at every point of the space-time manifold. Then the dynamics of the Dirac particle can be investigated in an arbitrary Poincaré gauge field $\left(e_{i}^{\alpha}, \Gamma_{i}{ }^{\alpha \beta}\right)$, where the components of tetrads in the Schwinger gauge [19] read:

$$
\begin{equation*}
e_{i}^{\widehat{0}}=V \delta_{i}^{0}, \quad e_{i}^{\widehat{a}}=W^{\widehat{a}}{ }_{b}\left(\delta_{i}^{b}-c K^{b} \delta_{i}^{0}\right), \quad a, b=1,2,3 . \tag{12}
\end{equation*}
$$

As was shown in reference [19], the Hermitian Hamiltonian of the fermion particle has the form:

$$
\begin{align*}
\mathcal{H}= & \beta m c^{2} V+q \Phi+\frac{c}{2}\left(\pi_{b} \mathcal{F}_{a}^{b} \alpha^{a}+\alpha^{a} \mathcal{F}_{a}^{b} \pi_{b}\right) \\
& +\frac{c}{2}(\boldsymbol{K} \cdot \boldsymbol{\pi}+\boldsymbol{\pi} \cdot \boldsymbol{K})+\frac{\hbar c}{4}\left(\boldsymbol{\Xi} \cdot \boldsymbol{\Sigma}-\mathrm{Y} \gamma_{5}\right) \tag{13}
\end{align*}
$$

where the kinetic 3-momentum operator $\pi_{a}=-i \hbar \partial_{a}-q A_{a}=p_{a}-q A_{a}$ accounts of the interaction with the electromagnetic field, and we denoted:

$$
\begin{equation*}
\mathcal{F}_{a}^{b}=V W^{b}{ }_{\widehat{a}}, \quad Y=V \varepsilon^{\widehat{a} \widehat{b}} \Gamma_{\widehat{a} \widehat{b} \widehat{c}^{\prime}} \quad \Xi^{a}=\frac{V}{c} \varepsilon^{\widehat{a} \widehat{b} \widehat{c}}\left(\Gamma_{\widehat{0} \widehat{b} \widehat{c}}+\Gamma_{\widehat{b} \widehat{c} \widehat{0}}+\Gamma_{\widehat{c} \widehat{b}}\right) \tag{14}
\end{equation*}
$$

As usual, $\alpha^{a}=\beta \gamma^{a}(a, b, c, \cdots=1,2,3)$ and the spin matrices $\Sigma^{1}=i \gamma^{\hat{2}} \gamma^{\hat{3}}, \Sigma^{2}=i \gamma^{\hat{3}} \gamma^{\hat{1}}, \Sigma^{3}=$ $i \gamma^{\hat{1}} \gamma^{\hat{2}}$ and $\gamma_{5}=i \alpha^{\hat{1}} \alpha^{\hat{2}} \alpha^{\hat{3}}$. Boldface notation is used for 3-vectors $K=\left\{K^{a}\right\}, \pi=\left\{\pi_{a}\right\}, \alpha=$ $\left\{\alpha^{a}\right\}, \boldsymbol{\Sigma}=\left\{\Sigma^{a}\right\}$.

Taking into account the decomposition of the connection (5) into the Riemannian and post-Riemannian parts, we find that the Pauli-like equation with the Hermitian Hamiltonian (13) encompasses the spin-torsion coupling:

$$
\begin{equation*}
\mathrm{Y}=\widetilde{\mathrm{Y}}+V c \breve{T}^{\widehat{0}}, \quad \Xi^{\widehat{a}}=\widetilde{\Xi}^{\widehat{a}}-V \check{T}^{\widehat{a}} \tag{15}
\end{equation*}
$$

The tilde denotes the Riemannian quantities. The post-Riemannian contributions come from the components $\check{T}^{\alpha}=\left(\check{T}^{\widehat{0}}, \check{T}^{\widehat{a}}\right)$ of the axial torsion vector (8). Accordingly, the spintorsion coupling terms read explicitly

$$
\begin{equation*}
-\frac{\hbar c V}{4}\left(\Sigma \cdot \check{T}+c \gamma_{5} \check{T}^{\hat{0}}\right) \tag{16}
\end{equation*}
$$

The above general formalism can be applied to the study of fermion's dynamics in arbitrary external electromagnetic and gravitational (including the post-Riemannian one) fields.

Let us now specialize to the analysis of the possible physical effects of the spacetime torsion and the inertial forces on the non-relativistic particle in the rotating reference frame (such as the Earth), [46]:

$$
\begin{equation*}
V=1, \quad W_{b}^{\widehat{a}}=\delta_{b}^{a}, \quad K^{a}=-\frac{(\boldsymbol{\omega} \times \boldsymbol{r})^{a}}{c}, \quad \Gamma_{\hat{0}}^{\hat{a} \hat{b}}=-\frac{\varepsilon^{a b c} \omega_{c}}{c}, \quad \Gamma_{\hat{0}}^{\hat{a} \hat{0}}=0 \tag{17}
\end{equation*}
$$

Substituting this configuration into the Hamiltonian (13) we derive:

$$
\begin{equation*}
\mathcal{H}=\beta m c^{2}+c \boldsymbol{\alpha} \cdot \boldsymbol{\pi}-\boldsymbol{\omega} \cdot(\boldsymbol{r} \times \boldsymbol{\pi})-\frac{\hbar}{2} \boldsymbol{\omega} \cdot \boldsymbol{\Sigma}-\frac{\hbar c}{4}\left(\check{T}^{\hat{0}} c \gamma_{5}+\check{\boldsymbol{T}} \cdot \boldsymbol{\Sigma}\right) . \tag{18}
\end{equation*}
$$

In order to reveal the physical contents of the Schrödinger equation, we need to go to the Foldy-Wouthuysen (FW) representation. Applying the methods developed in [19], we find the FW Hamiltonian:

$$
\begin{align*}
H= & \beta \epsilon+q \phi-\boldsymbol{\omega} \cdot(\boldsymbol{r} \times \boldsymbol{\pi})-\frac{\hbar}{2} \boldsymbol{\omega} \cdot \boldsymbol{\Sigma}-\frac{q \hbar c^{2}}{4}\left\{\frac{1}{\epsilon}, \boldsymbol{B} \cdot \boldsymbol{\Pi}\right\} \\
& +\frac{\hbar c^{3}}{8}\left\{\frac{\boldsymbol{\pi} \cdot \boldsymbol{\Pi}}{\epsilon}, \check{T}^{0}\right\}-\frac{\hbar c}{8}\left\{\frac{m c^{2}}{\epsilon}, \check{T} \cdot \boldsymbol{\Sigma}\right\} \\
& -\frac{\hbar c^{3}}{8}\left[\frac{\boldsymbol{\Sigma} \cdot \boldsymbol{\pi}}{\epsilon\left(\epsilon+m c^{2}\right)} \boldsymbol{\pi} \cdot \check{T}+\check{T} \cdot \boldsymbol{\pi} \frac{\boldsymbol{\Sigma} \cdot \boldsymbol{\pi}}{\epsilon\left(\epsilon+m c^{2}\right)}\right] \\
& -\frac{q \hbar c}{8}\left\{\frac{1}{\epsilon\left(\epsilon+m c^{2}\right)}, \boldsymbol{\Sigma} \cdot(\boldsymbol{E} \times \boldsymbol{\pi}-\boldsymbol{\pi} \times \mathfrak{E})\right\} . \tag{19}
\end{align*}
$$

Here, $\boldsymbol{\Pi}=\beta \boldsymbol{\Sigma},\{$,$\} denotes anticommutators, \boldsymbol{\epsilon}=\sqrt{m^{2} c^{4}+c^{2} \boldsymbol{\pi}^{2}}$, and $\mathfrak{E}=\boldsymbol{E}+\boldsymbol{B} \times(\boldsymbol{\omega} \times$ $r)$ is the physical electric field as seen in the noninertial rotating reference frame.

Under ordinary conditions we assume $|e \hbar B| \ll m^{2} c^{2}$, that is the magnetic field is much smaller than the critical field $|B| \ll B_{c}=m^{2} c^{2} / e \hbar$, and particle's velocity is much smaller than the speed of light, $|\pi| / m \ll c$. Then $\epsilon=m c^{2}+\pi^{2} / 2 m$, and in the semiclassical limit
of (19) we finally obtain the Pauli-type equation $i \hbar \frac{\partial \psi}{\partial t}=H^{\mathrm{nr}} \psi$ with the non-relativistic Hamiltonian:

$$
\begin{equation*}
H^{\mathrm{nr}}=\frac{\boldsymbol{\pi}^{2}}{2 m}+q \phi-\boldsymbol{\omega} \cdot(\boldsymbol{r} \times \boldsymbol{\pi})-\frac{\hbar}{2} \boldsymbol{\omega} \cdot \boldsymbol{\sigma}-\frac{q \hbar}{2 m} \boldsymbol{B} \cdot \boldsymbol{\sigma}+\frac{\hbar c}{8 m}\left\{\boldsymbol{\pi} \cdot \boldsymbol{\sigma}, \check{T}^{\hat{0}}\right\}-\frac{\hbar c}{4} \check{\boldsymbol{T}} \cdot \boldsymbol{\sigma} . \tag{20}
\end{equation*}
$$

This result is consistent with an alternative analysis based on the method of exact FW transformations [20], see the relevant discussion in [47,48].

In the physically important situations, the torsion pseudovector is spacelike, and $|\check{T}| \gg \check{T} \hat{0}$. Taking this into account, we now switch to the physically interesting case $\check{T}^{\hat{0}}=0$. This is the true for the fermions (10) and (11) minimally coupled to gravity.

## 3. Quantum Hydrodynamics for Spin-Torsion Coupling

In this section, we derive the many-particle quantum hydrodynamics (MPQHD) equations from the many-particle Pauli-like equation for the system of charged particles with spin-1/2. The method of MPQHD allows to present the dynamics of a system of interacting quantum particles in terms of the functions defined in the three-dimensional physical space. This is important for the study of wave process, which take place in a three-dimensional physical space [49,50]. In flat spacetime, the MPQHD formalism for many-particles fermion systems was previously developed in [51-53], whereas the case of the noninertial reference frames was considered in [54]. The methods of MPQHD can be used for the analysis of a wide variety of systems of many interacting particles. In particular, the finite temperature hydrodynamic model has been derived recently in [55] for the spin- 1 ultracold bosons. In Reference [56] the method was applied to the study of the polarization dynamics in a system of quantum particles with nontrivial electric dipole moments.

After applying the Foldy-Wouthuysen transformation for Dirac particle in combination with the method of many-particle quantum hydrodynamics, we arrive at the manyparticle Pauli-like equation:

$$
\begin{equation*}
i \hbar \frac{\partial \psi_{s}}{\partial t}=\hat{H} \psi_{s} \tag{21}
\end{equation*}
$$

where the many-particle wave function of the system of $N$ spinning particles:

$$
\begin{equation*}
\psi_{s}(R, t)=\psi_{s}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}, \ldots, \boldsymbol{r}_{N}, t\right) \tag{22}
\end{equation*}
$$

is a spinor function in the $3 N$-dimensional configuration space ( $s$ is the spin index), and the many-particle Hamiltonian reads:

$$
\begin{equation*}
\hat{H}=\sum_{p=1}^{N}\left(\frac{\hat{\pi}_{p}^{2}}{2 m_{p}}+\frac{\hbar}{2} \sigma \cdot \mathbf{\Omega}_{p}+\phi_{p}\right) \tag{23}
\end{equation*}
$$

Here, we introduced:

$$
\begin{align*}
\boldsymbol{\Omega}_{p} & =-\boldsymbol{\omega}-\frac{q_{p}}{m_{p}} \boldsymbol{B}_{p}-\frac{c}{2} \check{\boldsymbol{T}}_{p}  \tag{24}\\
\phi_{p} & =q_{p} \phi\left(\boldsymbol{r}_{p}\right)-\frac{m_{p}}{2}\left[\boldsymbol{\omega} \times \boldsymbol{r}_{p}\right]^{2}  \tag{25}\\
\hat{\boldsymbol{\pi}}_{p} & =-i \hbar \boldsymbol{\nabla}_{p}-q_{p} \boldsymbol{A}_{p}-m_{p} \boldsymbol{\omega} \times \boldsymbol{r}_{p} \tag{26}
\end{align*}
$$

and $m_{p}$ and $q_{p}$ denote the mass and the charge of $p$-th particle, respectively. In particular, $q_{p}$ stands for the charge of electrons $q_{e}=-e$, or for the charge of ions $q_{i}=e$. The electromagnetic vector and scalar potentials $\boldsymbol{A}_{p}=\boldsymbol{A}\left(\boldsymbol{r}_{p}\right)$ and $\phi=\phi\left(\boldsymbol{r}_{p}\right)$ are taken at the positions $\boldsymbol{r}_{p}$ of the $p$-th particle, and the same applies to the external magnetic $\boldsymbol{B}_{p}=\boldsymbol{B}\left(\boldsymbol{r}_{p}\right)$ and the torsion $\check{T}_{p}=\check{T}\left(\boldsymbol{r}_{p}\right)$ fields. The last terms in (25) and (26) manifest the inertial contributions in the rotating reference frame with the angular velocity $\omega$.

As compared to the standard case of a system in an external electromagnetic field, the many-particle Hamiltonian (23) includes the torsion effects, encoded in the second term $\sim \sigma \cdot \check{T}_{p}$, that has the same form as the Zeeman energy in the magnetic field. In addition, this Hamiltonian includes Mashhoon's spin-rotation contribution $\sim \sigma \cdot \omega$, see [57-59].

The state of the system is characterized by the concentration of particles in the neighborhood of a point $r$ in the physical space as:

$$
\begin{equation*}
n(\boldsymbol{r}, t)=\int d R \sum_{p=1}^{N} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{p}\right) \psi_{s}^{*}(R, t) \psi_{s}(R, t)=\left\langle\psi^{\dagger} \hat{n} \psi\right\rangle . \tag{27}
\end{equation*}
$$

Here the integration measure reads $d R=\prod_{p} d^{3} r_{p}$. The function $n(\boldsymbol{r}, t)$ is thus determined as the quantum average of the concentration operator $\hat{n}=\sum_{p} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{p}\right)$ in the coordinate representation. The spin density vector of fermions is determined in a similar way:

$$
\begin{equation*}
\boldsymbol{S}(\boldsymbol{r}, t)=\int d R \sum_{p=1}^{N} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{p}\right) \psi_{s}^{*}(R, t)\left(\hat{\boldsymbol{s}}_{p}\right)_{s s^{\prime}} \psi_{s^{\prime}}(R, t)=\left\langle\psi^{\dagger} \mathfrak{s} \psi\right\rangle \tag{28}
\end{equation*}
$$

as the quantum average of the spin operator $\mathfrak{s}=\sum_{p} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{p}\right) \hat{\boldsymbol{s}}_{p}$, with $\hat{\boldsymbol{s}}_{p}=\frac{\hbar}{2} \sigma_{p}$.
The continuity equation for the concentration of the particles $n(r, t)$ can be derived by taking the time derivative of the definition (27) and making use of the many-particle Pauli-like Equation (21):

$$
\begin{equation*}
\partial_{t} n(\boldsymbol{r}, t)+\boldsymbol{\nabla} \cdot \boldsymbol{J}(\boldsymbol{r}, t)=0, \tag{29}
\end{equation*}
$$

where the current density is defined as the microscopic average $J(r, t)=\frac{1}{2}\left\langle\psi^{\dagger} \mathfrak{J} \psi+\right.$ c.c. $\rangle$ of the operator

$$
\begin{equation*}
\mathfrak{J}=\sum_{p} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{p}\right) \frac{\hat{\boldsymbol{\pi}}_{p}}{m_{p}} \tag{30}
\end{equation*}
$$

Here the generalized momentum operator is defined by (26).

### 3.1. Spin Density Evolution

In a similar way, the dynamical equation for the spin density can be obtained by differentiating the definition (28) with respect to time and making use of the many-particle Pauli-like Equation (21):

$$
\begin{equation*}
\partial_{t} S^{a}(\boldsymbol{r}, t)+\partial_{b} \Lambda^{b a}(\boldsymbol{r}, t)=\varepsilon^{a b c} \Omega^{b} S^{c}(\boldsymbol{r}, t) \tag{31}
\end{equation*}
$$

Here the spin precession angular velocity is defined as:

$$
\begin{equation*}
\boldsymbol{\Omega}=-\boldsymbol{\omega}-\frac{q}{m} \boldsymbol{B}-\frac{c}{2} \check{\boldsymbol{T}} \tag{32}
\end{equation*}
$$

cf. (24), whereas the spin current density tensor is introduced as a microscopic average $\Lambda^{b a}(\boldsymbol{r}, t)=\frac{1}{2}\left\langle\psi^{\dagger} \mathfrak{L}^{b a} \psi+\right.$ c.c. $\rangle$ of the operator

$$
\begin{equation*}
\mathfrak{L}^{b a}=\sum_{p} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{p}\right) \frac{\hat{\pi}_{p}^{a} \hat{s}_{p}^{b}}{m_{p}} \tag{33}
\end{equation*}
$$

### 3.2. Equation of Motion

Along the same lines, the derivation of the equation of motion of a hydrodynamic system in an external electromagnetic and torsion fields is based on differentiating the expression for the current density $J(r, t)$ with respect to time and using the Pauli-like Equation (21) with the Hamiltonian (23). The result reads:

$$
\begin{equation*}
m \partial_{t} J^{a}(\boldsymbol{r}, t)+\partial_{b} \Pi^{a b}(\boldsymbol{r}, t)=q n E^{a}(\boldsymbol{r}, t)+q \varepsilon^{a b c} J^{b}(\boldsymbol{r}, t) B^{c}(\boldsymbol{r}, t)-S^{b}(\boldsymbol{r}, t) \partial^{a} \Omega^{b}+F_{\text {iner }}^{a}, \tag{34}
\end{equation*}
$$

where the momentum flux tensor appears in fluid dynamics as a quantum average $\Pi^{a b}(\boldsymbol{r}, t)=\frac{1}{2}\left\langle\psi^{+} \mathfrak{P}^{a b} \psi+\right.$ c.c. $\rangle$ of the operator

$$
\begin{equation*}
\mathfrak{P}^{a b}=\sum_{p} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{p}\right) \frac{\hat{\pi}_{p}^{(a} \hat{\pi}_{p}^{b)}}{m_{p}} \tag{35}
\end{equation*}
$$

The equation of motion (34) describes the influence of the external electromagnetic and torsion fields on the fermion matter in terms of the Lorentz and the Stern-Gerlach forces.

As a next step, one can move from the microscopic representation of the particle current density and the spin current density to their corresponding macroscopic variables by making use of an explicit representation of the spinor wave function. Such an explicit representation of the wave function is known as the Madelung decomposition.

## 4. Madelung Decomposition

The microscopic many-particle wave function or the Madelung decomposition [60] of the $N$-particle wave function can be represented in terms of the amplitude $a(R, t)$, the phase $\xi(R, t)$ and the local spinor $\mathcal{Z}(R, r, t)$, defined in the local rest frame and normalized so that $\mathcal{Z}^{\dagger} \mathcal{Z}=1$ :

$$
\begin{equation*}
\psi(R, t)=a(R, t) \varphi(R, r, t), \quad \varphi(R, r . t)=e^{\frac{i}{\hbar} \xi(R, t)} \mathcal{Z}(R, r, t) \tag{36}
\end{equation*}
$$

Applying the decomposition (36) to the $p$-th particle, we can introduce a microscopic velocity and a microscopic spin as $\boldsymbol{v}_{p}:=\frac{1}{m_{p}} \varphi^{\dagger} \hat{\boldsymbol{\pi}}_{p} \varphi$ and $\boldsymbol{s}_{p}:=\varphi^{\dagger} \hat{\boldsymbol{s}}_{p} \varphi=\frac{\hbar}{2} \varphi^{\dagger} \sigma_{p} \varphi$, respectively. Explicitly, we then find:

$$
\begin{align*}
\boldsymbol{v}_{p}(R, \boldsymbol{r}, t) & =\frac{1}{m_{p}}\left(\nabla_{p} \xi-q \boldsymbol{A}_{p}-i \hbar \mathcal{Z}^{\dagger} \nabla_{p} \mathcal{Z}-m_{p} \boldsymbol{\omega} \times \boldsymbol{r}_{p}\right)  \tag{37}\\
\boldsymbol{s}_{p}(R, \boldsymbol{r}, t) & =\frac{\hbar}{2} \mathcal{Z}^{\dagger} \boldsymbol{\sigma}_{p} \mathcal{Z} \tag{38}
\end{align*}
$$

The velocity field of the $p$-th particle can be decomposed $v_{p}(R, r, t)=\boldsymbol{v}(\boldsymbol{r}, t)+\boldsymbol{\eta}_{p}(R, r, t)$ into a sum of the macroscopic average $\boldsymbol{v}(\boldsymbol{r}, t)$ and the thermal fluctuations part $\boldsymbol{\eta}_{p}(R, \boldsymbol{r}, t)$ of the velocity. In a similar way, the spin of the $p$-th particle can be represented as the sum $\boldsymbol{s}_{p}(R, \boldsymbol{r}, t)=\boldsymbol{s}(\boldsymbol{r}, t)+\boldsymbol{\tau}_{p}(R, \boldsymbol{r}, t)$ of the macroscopic average $\boldsymbol{s}(\boldsymbol{r}, t)$ and the thermal fluctuations part $\tau_{p}(R, r, t)$ of the spin. By definition, the averages of the fluctuations vanish, $\left\langle a^{2} \boldsymbol{\eta}_{p}\right\rangle=0$ and $\left\langle a^{2} \boldsymbol{\tau}_{p}\right\rangle=0$. We assume that the particle system is closed and not placed in a thermostat. Recalling that the temperature is the average kinetic energy of the chaotic motion of the particles of the system, we consider deviations of the velocity and spin of quantum particles from the local average values, which correspond to the ordered motion of the particles.

Combining Equations (27), (30) and (28) with (36)-(38), we can derive the macroscopic concentration, the macroscopic current density and the macroscopic spin density from the corresponding microscopic variables:

$$
\begin{align*}
& n(\boldsymbol{r}, t)=\int d R \sum_{p=1}^{N} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{p}\right) a^{2}(R, t)  \tag{39}\\
& \boldsymbol{J}(\boldsymbol{r}, t)=\int d R \sum_{p=1}^{N} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{p}\right) a^{2}(R, t) \boldsymbol{v}_{p}(R, \boldsymbol{r}, t)=n(\boldsymbol{r}, t) \boldsymbol{v}(\boldsymbol{r}, t)  \tag{40}\\
& \boldsymbol{S}(\boldsymbol{r}, t)=\int d R \sum_{p=1}^{N} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{p}\right) a^{2}(R, t) \boldsymbol{s}_{p}(R, \boldsymbol{r}, t)=n(\boldsymbol{r}, t) \boldsymbol{s}(\boldsymbol{r}, t) \tag{41}
\end{align*}
$$

After the Madelung decomposition procedure for the basic physical variables in the microscopic representation, the spin current density (33) and the momentum flux (35) can be recast in terms of the fluid variables into:

$$
\begin{align*}
\Lambda^{b a}(\boldsymbol{r}, t)= & \int d R \sum_{p=1}^{N} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{p}\right)\left(a^{2} s_{p}^{a} v_{p}^{b}-\frac{a^{2}}{m_{p}} \varepsilon^{a c d} s_{p}^{c} \partial_{p}^{b} s_{p}^{d}\right)  \tag{42}\\
\Pi^{a b}(\boldsymbol{r}, t)= & \int d R \sum_{p=1}^{N} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{p}\right)\left(\frac{\hbar^{2}}{2 m_{p}}\left(\partial_{p}^{a} a \partial_{p}^{b} a-a \partial_{p}^{a} \partial_{p}^{b} a\right)\right. \\
& \left.+m_{p} a^{2} v_{p}^{a} v_{p}^{b}+\frac{a^{2}}{m_{p}} \partial_{p}^{a} s_{p}^{c} \partial_{p}^{b} s_{p}^{c}\right) \tag{43}
\end{align*}
$$

respectively. We are now ready to write down the complete set of dynamical equations for the quantum system of spinning particles explicitly in terms of the fluid variables. This set encompasses the continuity equation

$$
\begin{equation*}
\partial_{t} n+\nabla \cdot(n v)=0 \tag{44}
\end{equation*}
$$

and the momentum balance equation

$$
\begin{align*}
\left(\partial_{t}+v^{b} \partial_{b}\right) v^{a}= & \frac{q}{m} E^{a}+\frac{q}{m}(\boldsymbol{v} \times \boldsymbol{B})^{a}-\frac{1}{n} \partial_{b} p^{a b}+\frac{\hbar^{2}}{2 m^{2}} \partial^{a}\left(\frac{\Delta \sqrt{n}}{\sqrt{n}}\right) \\
& +\frac{1}{2 m^{2}} \partial^{a}\left(\partial^{b} \boldsymbol{s} \cdot \partial^{b} \boldsymbol{s}\right)-\frac{1}{m} \boldsymbol{s} \cdot \partial^{a} \hat{\boldsymbol{\Omega}}+f_{\text {iner }}^{a}-\frac{1}{m} Q_{\text {therm }}^{a} \tag{45}
\end{align*}
$$

whereas the spin evolution Equation (31) reads:

$$
\begin{equation*}
\left(\partial_{t}+v^{b} \partial_{b}\right) \boldsymbol{s}=\hat{\boldsymbol{\Omega}} \times \boldsymbol{s}-\boldsymbol{\Theta}_{\mathrm{therm}} \tag{46}
\end{equation*}
$$

where the spin precession angular velocity is modified, cf. (32),

$$
\begin{equation*}
\hat{\mathbf{\Omega}}=-\boldsymbol{\omega}-\frac{q}{m} \boldsymbol{B}-\frac{c}{2} \check{\boldsymbol{T}}-\frac{1}{m n} \partial_{b}\left(n \partial^{b} \boldsymbol{s}\right) \tag{47}
\end{equation*}
$$

This modification arises from the interaction of spin with the surrounding spin-texture of the fluid, and one can formally interpret this in terms of an effective magnetic field defined as a sum of an external magnetic field and the emergent field:

$$
\begin{equation*}
\hat{\boldsymbol{B}}=\boldsymbol{B}+\frac{1}{q n} \partial_{b}\left(n \partial^{b} \boldsymbol{s}\right) \tag{48}
\end{equation*}
$$

In fact, one can also view the first term on the right-hand side of (47), which is due to Mashhoon's spin-rotation coupling term and describes the Barnett effect, and the third term on the right-hand side of (47), representing the spin-torsion coupling, as the two additional contributions to the "effective" magnetic field

$$
\begin{equation*}
\boldsymbol{B}_{\omega}=\frac{m}{q} \boldsymbol{\omega}, \quad \boldsymbol{B}_{T}=\frac{m c}{2 q} \check{\boldsymbol{T}} . \tag{49}
\end{equation*}
$$

The dynamical Equation (46) describes the precession of spin under the action of the torque produced by the external magnetic field and the emergent fields, leading to the Zeeman type effect. The additional torque in (46) arises from thermal-spin interactions:

$$
\begin{equation*}
\boldsymbol{\Theta}_{\text {therm }}=\partial_{b} \int d R \sum_{p=1}^{N} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{p}\right)\left(a^{2} \eta_{p}^{b} \boldsymbol{s}_{p}-\frac{a^{2}}{m_{p}} \boldsymbol{s}_{p} \times \partial_{p}^{b} \boldsymbol{\tau}_{p}\right) \tag{50}
\end{equation*}
$$

that is also responsible for the last force term in the momentum balance Equation (45)

$$
\begin{align*}
Q_{\text {therm }}^{a}= & \frac{1}{n} \partial_{b} \int d R \sum_{p=1}^{N} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{p}\right) \frac{a^{2}}{m_{p}}\left(\partial_{p}^{b} \boldsymbol{\tau}_{p} \cdot \partial_{p}^{a} \boldsymbol{s}_{p}+\partial_{p}^{b} \boldsymbol{s}_{p} \cdot \partial_{p}^{a} \boldsymbol{\tau}_{p}-\partial_{p}^{a} \boldsymbol{\tau}_{p} \cdot \partial_{p}^{b} \boldsymbol{\tau}_{p}\right) \\
& -\partial^{a}\left\{\frac{1}{n} \partial_{b}\left[n \partial^{b}\left(\frac{1}{n} \int d R \sum_{p=1}^{N} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{p}\right) \frac{a^{2}}{2 m_{p}} \boldsymbol{\tau}_{p} \cdot \boldsymbol{\tau}_{p}\right)\right]\right\} \tag{51}
\end{align*}
$$

Analysing the structure of the equation of motion (45), we identify the first two terms on the right hand side with the Lorenz force determined by the external electric and magnetic fields $\boldsymbol{E}$ and $\boldsymbol{B}$, while the third term is the divergence of the kinetic pressure tensor

$$
\begin{equation*}
p^{a b}(\boldsymbol{r}, t)=\int d R \sum_{p=1}^{N} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{p}\right) a^{2} m_{p} \eta_{p}^{a} \eta_{p}^{b} \tag{52}
\end{equation*}
$$

The fifth term on the right hand side of the Equation (45) represents the effect of spin-spin interactions inside the fluid, the interaction of the spin with the spin background texture. The sixth term describes the Stern-Gerlach force that characterizes the influence of the nonuniform effective magnetic and the torsion field. In the non-inertial frame, an additional contribution encompasses the Coriolis force, the centrifugal force and Euler force field:

$$
\begin{equation*}
f_{\text {iner }}=-2 \omega \times v-\omega \times(\omega \times \mathfrak{R})-\frac{\partial \omega}{\partial t} \times \mathfrak{R} \tag{53}
\end{equation*}
$$

where the vector of center of mass is defined as:

$$
\begin{equation*}
\mathfrak{R}(\boldsymbol{r}, t)=\frac{1}{n} \int d R \sum_{p=1}^{N} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{p}\right) \psi_{s}^{*}(R, t) \boldsymbol{r}_{p} \psi_{s}(R, t) \tag{54}
\end{equation*}
$$

Our derivations are consistent with the earlier analysis [54].

## 5. Experimental Manifestations of Spin-Torsion Coupling

Experimental search for the nontrivial torsion effects is naturally embedded into the broader framework of the studies of the spin-dependent long-range forces [21-40]. By making use of the corresponding experimental techniques, it is possible to find strong limits on the values of the gauge gravity spin-torsion coupling constants and on the torsion field itself. A good example of an efficient approach in this respect gives an observation of the nuclear spin precession in gaseous spin polarized ${ }^{3} \mathrm{He}$ or ${ }^{129} \mathrm{Xe}$ samples with the help of a highly sensitive low-field magnetometer [61-63] detecting a sidereal variation of the relative spin precession frequency in a new type of ${ }^{3} \mathrm{He} /{ }^{129} \mathrm{Xe}$ clock comparison test. In a similar experiment [64], the ratio of nuclear spin-precession frequencies of ${ }^{199} \mathrm{Hg}$ and ${ }^{201} \mathrm{Hg}$ atoms was measured in the magnetic field and the Earth's gravitational field. Based on the corresponding experimental data from [64], the analysis of dynamics of the minimally coupled Dirac fermion [19] in external electromagnetic and gravitational fields revealed the strong bounds on the possible background space-time torsion:

$$
\begin{equation*}
\frac{c}{2}|\check{T}| \cdot|\cos \theta|<6.45 \times 10^{-6} s^{-1} \tag{55}
\end{equation*}
$$

where $\theta$ is the angle between the magnetic $\boldsymbol{B}$ and torsion $\check{T}$ fields. On the other hand, by making use of the experimental data from [61], one finds the restriction:

$$
\begin{equation*}
\frac{c}{2}|\check{T}| \cdot|\cos \theta|<3.59 \times 10^{-7} s^{-1} \tag{56}
\end{equation*}
$$

These results are consistent with the alternative empirical estimates for the torsion limits [30-40]. As another powerful tool one can mention the use of the quantum interfer-
ometry to probe the spacetime structure, including the search for possible post-Riemannian deviations, focusing on the detection of the phase shift and polarization rotation effects for the neutron and atom beams [65-69].

As an application of the quantum hydrodynamics formalism, let us investigate a simple model of a continuous medium of particles with spin and consider the dynamics of the spin waves in such a particle system. Neglecting the spin-thermal coupling in the spin dynamical Equation (46) and assuming the small perturbations of the spin $s=s_{0}+\delta s$ around an undisturbed value $\left|s_{0}\right|=\hbar / 2$, we find, in the first order,

$$
\begin{equation*}
\partial_{t} \delta \boldsymbol{s}=\hat{\mathbf{\Omega}}^{(0)} \times \delta \boldsymbol{s}+\hat{\boldsymbol{\Omega}}^{(1)} \times \boldsymbol{s}_{0} \tag{57}
\end{equation*}
$$

Here, the equilibrium values of the external background fields are encoded in $\hat{\Omega}^{(0)}=$ $-\omega_{0}-\frac{q}{m} \boldsymbol{B}_{0}-\frac{c}{2} \check{\boldsymbol{T}}$, where $\boldsymbol{B}_{0}, \omega_{0}$ and $\check{\boldsymbol{T}}$ are the external uniform magnetic field, the Earth's angular velocity and the background torsion, respectively, and the small disturbance reads:

$$
\begin{equation*}
\hat{\mathbf{\Omega}}^{(1)}=-\frac{\Delta \delta \boldsymbol{s}}{m}, \tag{58}
\end{equation*}
$$

Assuming that the perturbations of the spin vary as $\delta \boldsymbol{s} \sim \exp \left(-i \omega_{s} t+i \boldsymbol{k} \cdot \boldsymbol{r}\right)$, we then derive the dispersion law relating the wave frequency $\omega_{s}$ and the wave vector $k$ for the spin waves excited in the external magnetic and torsion fields:

$$
\begin{equation*}
\omega_{s}^{2}=\Omega_{c}^{2}+\frac{c^{2}}{4} \check{T}^{2}+\omega_{0}^{2}+2 \Omega_{c} \omega_{0} \cos \theta_{1}+c \Omega_{c} \check{T} \cos \theta_{2}+c \omega_{0} \check{T} \cos \left(\theta_{2}-\theta_{1}\right) \tag{59}
\end{equation*}
$$

Here, $\Omega_{c}=\frac{q B_{0}}{m}+\frac{\hbar k^{2}}{2 m}$, whereas $\theta_{1}$ and $\theta_{2}$ are, respectively, the angle between the external magnetic field and Earth's angular velocity, and the angle between $B_{0}$ and the background torsion $\check{T}$. Equation (59) is a generalization for the dispersion relation of spin waves found in Reference [70] and it takes into account the contribution of the spin part of the quantum Bohm potential as an additional spin torque due to the self-action inside the system of particles, which leads to the propagation of spin waves. The square of the frequency $\omega_{s}^{2}$ encompasses a contribution proportional to the square of the modulus of the wave vector $\sim k^{2}$. As we can see from the dispersion relation (59) the torsion effect is maximal when the pseudovector field $\check{T}$ is aligned along the external magnetic field.

## 6. Discussion and Conclusions

In this paper, we for the first time developed the quantum hydrodynamics for the many-particle system of massive Dirac fermion spin-1/2 particles interacting with external electromagnetic, metric gravitational/inertial and torsion fields. This essentially extends the single-particle quantum hydrodynamical approach which was developed for the flat spacetime, see [71-76] and the references therein. Taking as the basis of the earlier general formalism [19], the consistent hydrodynamical formulation was constructed for the manyparticle quantum system of fermions, and the explicit relations between the microscopic and macroscopic fluid variables were derived with help of the Madelung decomposition approach. In the present study, we have focused on the physically important situation with $\check{T}^{\hat{0}}=0$, a more exotic case with $\check{T}^{\hat{0}} \neq 0$ (which may be realized in cosmology, for example, see the earlier work [15], or in the more general models) will be considered elsewhere.

The resulting system of hydrodynamical equations consists of the continuity Equation (44), the momentum balance Equation (45) and the spin dynamics Equation (46). The momentum balance equation includes the contributions in the form of the quantum Bohm potential and a new spin part of the Bohm quantum potential which are proportional to the square of Planck's constant. In addition, the dynamical equations take into account the thermal effects resulting from the fluctuations of the spin and velocity near their average values. As an application of the formalism, we evaluated the possible effects of the spacetime torsion and the spin part of quantum Bohm potential on the dispersion characteristics of the spin waves (59) excited in the many-particle fermion system. The
developed hydrodynamical model can be used in the future studies of various types of transport phenomena in spinning matter with an account of external electromagnetic and gravitational fields.
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#### Abstract

We investigate the axial vector spin-torsion coupling effects in the framework of the Poincaré gauge theory of gravity with the general Yang-Mills type Lagrangian. The dynamical equations for the "electric" and "magnetic" components of the torsion field variable are obtained in the general form and it is shown that the helicity density and the spin density of the electromagnetic field appear as the physical sources. The modified Maxwell's equations for the electromagnetic field are derived, and the electromagnetic wave propagation under the action of the uniform homogeneous torsion field is considered. We demonstrate the Faraday effect of rotation of the polarization for such a wave and establish the strong bound on the possible cosmic axial torsion field from the astrophysical data.
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## 1. Introduction

The search for new spin-dependent interactions between fundamental particles apart from the magnetic dipole interaction is an important area of high-energy physics research beyond the Standard Model [1]. É. Cartan was the first who proposed, at the beginning of the 20th century, the post-Riemannian geometrical structures generated by the microstructural properties of the physical matter, particularly to analyze the coupling of the torsion of spacetime to the intrinsic spin [2].

The interest in the theory of gravitation with spin and torsion based on the RiemannCartan geometry had considerably grown in the second half of the 20th century after the consistent gauge theory formalism was developed [3-7]. It is now well established that the spacetime torsion can only be detected with the help of the spin [8-10]. The early theoretical analysis of the possible experimental manifestations of the torsion field can be found in [11-13]. The so-called Einstein-Cartan theory [14-16] with the linear Hilbert-Einstein gravitational Lagrangian represents a degenerate version of the Poincaré gauge gravity. In this model, the torsion couples to spin algebraically and, therefore, it vanishes outside the matter sources, but essentially modifies the physical structure inside astrophysical compact objects, see [17-19].

The torsion becomes a dynamical propagating field in the Poincaré gauge gravity theory with a Yang-Mills type Lagrangian [20], and the most general gravitational model with the Lagrangian (which is quadratic in the curvature and torsion) was considered in Reference [21] with an emphasis on the consistency of the gauge theory of gravity with experimental observations at the macroscopic level. Accordingly, its probing should be essentially confined to the microscopic level and focus on the study of the dynamics of fundamental particles, atoms, and molecules. It is worthwhile to note that it has not yet been possible to create a source of spin density that could generate torsion to be detected in the laboratory. However, one can establish the constraints on the spin-torsion coupling, in particular from the experimental search for the Lorentz and $C P T$ violation. The bounds on new spin-dependent interactions were found $[22,23]$ with the help of a torsion pendulum
technique, which was also used in the search for $C P$-violating interactions between the pendulum's electrons and unpolarized matter in laboratory surroundings or the Sun. Among other physical effects, the contribution of the interacting vector and pseudovector of the torsion to the hyperfine splitting of the ground state of the hydrogen atom was evaluated in [24,25], whereas a possible manifestation of the spin-torsion coupling in the scattering of polarized photons in a medium of sodium vapor was analyzed in [26]. The experimental upper bounds on the spin-torsion interactions were reported in [27-29].

In the context of the growing interest in fundamental physics at the sub-eV scale, Moody and Wilczek [30] analyzed new fields, generating dipole couplings between fermions that can be detectable in laboratory experiments, paying special attention to axions. An axion as a hypothetical particle was postulated in the Peccei-Quinn theory to resolve the strong $C P$ problem in quantum chromodynamics, and it can produce long-range dipole forces [31]. Similar dipole interactions between fermions can be produced by other particles [32-35], for example, by an arion, which is a boson corresponding to a spontaneous breaking of the chiral lepton symmetry [35]. The search for axions and axion-like particles is of considerable interest in relation to the cold dark matter issue. Currently, there is a number of experimental attempts to find axions that encompass the Primakoff effect for the astrophysical axions [36], the polarization measurements for light propagating in a magnetic field, the light shining through wall experiments [37], and the cosmic axion spin precession experiment [38,39].

Another direction in the search for long-range spin-dependent interactions is the prediction of the existence of an unparticle in the context of quantum excitations of scaleinvariant interactions [40], along with exotic spin-1 bosons or paraphotons [41], which are currently being actively investigated [42]. Quite generally, the analysis of the behaviors of atomic systems affected by new hypothetical spin-dependent forces gives rise to the constraints on the coupling constants [1] with the sixteen types of potentials characterizing interactions between fermions mediated by the new exotic particles [42,43]. A wide range of relevant laboratory investigations was carried out using the physical methods of atomic and molecular systems, as well as make use of the optical methods: ion capture experiments [44], using nitrogen-vacancy centers in diamonds [45,46], based on molecular and atomic spectroscopies [47].

The gauge symmetry is one of the most powerful physical concepts underlying the description of fundamental interactions. The global gauge $U(1)$ invariance in quantum electrodynamics leads to the electric charge conservation law, whereas the local gauge invariance requires the introduction of a massless vector field that mediates the long-range interaction between charges, with the electric current as a source of the electromagnetic field. In quantum chromodynamics, the invariance under the global group $S U(2)$ yields the isospin conservation law, and the invariance under the local transformations of the group $S U(2)$ leads to the introduction of the Yang-Mills gauge field. The extension of this theory leads to the explanation of the strong interactions in terms of the exchange of gluons.

Recently $[48,49]$, an attempt was made to construct a gauge theory model to describe the weak spin-spin interactions. It was suggested [48] that the invariance of the Lagrangian under the local Lorentz transformation requires the introduction of a massless axial vector gauge field, which gives rise to a super-weak long-range spin-spin force in a vacuum, which is attractive for parallel spins. In this model, the axial vector field couples to the axial vector current of the Dirac fermion field and the photon field or a neutral spin- 1 field. The axial vector field was introduced [50] to provide stability of the classical electron and to construct divergence-free quantum electrodynamics. Optical experiments are the most accurate and accessible for measuring the effects of new physical fields. The direct interactions between electromagnetic and gauge fields were considered in [51] in the Poincaré gauge gravity approach, whereas the coupling of the photon to the axial vector gauge field was supported by the local Lorentz symmetry group in the approach [48,49]. Here, we study the possible influence of the axial torsion field on the propagation and polarization of an electromagnetic wave.

The structure of the paper is as follows. In Section 2, we briefly outline the corresponding Lagrange-Noether framework of the Poincaré gauge gravity theory. In Section 3, we study the propagation of the electromagnetic wave under the influence of the uniform homogeneous axial vector torsion field. Finally, in Section 4, we discuss the results obtained and apply them to derive the strong upper limit of the value of the cosmic background torsion field from the astrophysical data. In Appendix A, the structure of the general quadratic Poincaré gauge gravitational field Lagrangian is given, and the effective coupling constants are introduced.

Our basic conventions and notations are as follows. The world indices are labeled by Latin letters $i, j, k, \ldots=0,1,2,3$ (for example, the local spacetime coordinates $x^{i}$ ), whereas we reserve Greek letters for tetrad indices, $\alpha, \beta, \ldots=0,1,2,3$ (i.e., for labeling the legs of an anholonomic coframe $e_{i}^{\alpha}$ ). In order to distinguish separate tetrad indices, we put hats over them. Finally, spatial indices are denoted by Latin letters from the beginning of the alphabet, $a, b, c, \ldots=1,2,3$. The metric of the Minkowski spacetime reads $g_{i j}=\operatorname{diag}\left(c^{2},-1,-1,-1\right)$, and the totally antisymmetric Levi-Civita tensor $\eta_{i j k l}$ has the only nontrivial component $\eta_{0123}=c$, so that $\eta_{0 a b c}=c \varepsilon_{a b c}$ with the three-dimensional Levi-Civita tensor $\varepsilon_{a b c}$. The spatial components of the tensor objects are raised and lowered with the help of the Euclidean three-dimensional metric $\delta_{a b}$.

## 2. Gauge Theory of Gravitation

The Poincaré gauge gravity [52-57] is an extension of Einstein's general relativity theory (GR), in which the spin, energy, and momentum are independent sources of the gravitational fields (the metric $g_{i j}$ and connection $\Gamma_{k i}{ }^{j}$ ), and the spacetime structure is described by the Riemann-Cartan geometry with the curvature and the torsion:

$$
\begin{align*}
R_{k l i}{ }^{j} & =\partial_{k} \Gamma_{l i}{ }^{j}-\partial_{l} \Gamma_{k i}{ }^{j}+\Gamma_{k n}{ }^{j} \Gamma_{l i}{ }^{n}-\Gamma_{l n}{ }^{j} \Gamma_{k i}{ }^{n},  \tag{1}\\
T_{k l}{ }^{i} & =\Gamma_{k l}{ }^{i}-\Gamma_{l k}{ }^{i} . \tag{2}
\end{align*}
$$

The Riemann-Cartan connection can be decomposed into the Riemannian and the postRiemannian parts,

$$
\begin{equation*}
\Gamma_{k j}{ }^{i}=\widetilde{\Gamma}_{k j}{ }^{i}-K_{k j}{ }^{i}, \tag{3}
\end{equation*}
$$

where the Christoffel symbols are determined by the metric

$$
\begin{equation*}
\widetilde{\Gamma}_{k j}^{i}=\frac{1}{2} g^{i l}\left(\partial_{j} g_{k l}+\partial_{k} g_{l j}-\partial_{l} g_{k j}\right), \tag{4}
\end{equation*}
$$

and the contortion tensor is constructed in terms of the torsion

$$
\begin{equation*}
K_{k j}{ }^{i}=-\frac{1}{2}\left(T_{k j}{ }^{i}+T^{i}{ }_{k j}+T_{j k}^{i}\right) . \tag{5}
\end{equation*}
$$

The torsion (2) can be decomposed [57] into three irreducible components,

$$
\begin{equation*}
T_{k l}{ }^{i}={ }^{(1)} T_{k l}{ }^{i}+{ }^{(2)} T_{k l}{ }^{i}+{ }^{(3)} T_{k l}{ }^{i}, \tag{6}
\end{equation*}
$$

where the second irreducible part features the torsion trace vector

$$
\begin{equation*}
{ }^{(2)} T_{k l}{ }^{i}=\frac{1}{3}\left(\delta_{k}^{i} T_{l}-\delta_{l}^{i} T_{k}\right), \tag{7}
\end{equation*}
$$

the third irreducible part is constructed in terms of the torsion axial pseudo-vector

$$
\begin{equation*}
{ }^{(3)} T_{k l}{ }^{i}=-\frac{1}{3} \eta_{k l}{ }^{i j} \bar{T}_{j}, \tag{8}
\end{equation*}
$$

and the first irreducible purely tensor part has the properties

$$
\begin{equation*}
{ }^{(1)} T_{i k}{ }^{i}=0, \quad{ }^{(1)} T_{i j k} \eta^{i j k l}=0 . \tag{9}
\end{equation*}
$$

The vector and pseudovector of torsion are defined as

$$
\begin{equation*}
T_{j}:=T_{i j}{ }^{i}, \quad \bar{T}^{j}=\frac{1}{2} T_{k l i} \eta^{k l i j} \tag{10}
\end{equation*}
$$

Here, we focus on the dynamical realization of the Poincare gauge theory as a YangMills type model with the most general quadratic in curvature and torsion Lagrangian (A3), see Appendix A for the details. Earlier [25,51], the contributions of the vector and the pseudovector (10) to physical effects at the microscopic level were analyzed in the framework of this theory and the strong constraints were established on the spin-torsion coupling parameters. Following [51], we continue to study the influence of the axial pseudovector torsion field ${ }^{(3)} T_{k l}{ }^{i}$ on physical matters, and assume that the metric of spacetime is flat, whereas possible post-Riemannian deviations of the spacetime geometry are small.

As a result, the connection (3) reduces to the contortion, $\Gamma_{k j}{ }^{i}=-K_{k j}{ }^{i}=\frac{1}{2}{ }^{(3)} T_{k j}{ }^{i}$, and by combining (1) and (8), we find (for the curvature) that $R_{k l i}{ }^{j}=\frac{1}{3} \eta_{i}{ }^{j n}{ }_{[k} \partial_{l]} \bar{T}_{n}$, for the small post-Riemannian corrections. Then it is straightforward to verify that the Yang-Mills-type gauge gravity Lagrangian (A3) is simplified to

$$
\begin{equation*}
L=\hbar\left\{-\frac{1}{4} f_{i j} f^{i j}+\frac{\mu^{2}}{2} \alpha_{i} \alpha^{i}-\frac{\lambda}{2}\left(\partial_{i} \alpha^{i}\right)^{2}\right\} . \tag{11}
\end{equation*}
$$

Here, $f_{i j}=\partial_{i} \alpha_{j}-\partial_{j} \alpha_{i}$ is constructed from the rescaled axial torsion trace vector field

$$
\begin{equation*}
\alpha_{i}=\frac{\ell_{\rho}}{3} \sqrt{\frac{-\Lambda_{5}}{2 \kappa c \hbar}} \bar{T}_{i}, \tag{12}
\end{equation*}
$$

and the coupling constants (A4)-(A9) of the Poincaré gravity Lagrangian (A3) determine

$$
\begin{equation*}
\mu^{2}=-\frac{3 \mu_{1}}{\ell_{\rho}^{2} \Lambda_{5}}, \quad \lambda=\frac{3 \Lambda_{4}}{2 \Lambda_{5}} \tag{13}
\end{equation*}
$$

It is known that the particle spectrum of the Yang-Mills type Poincaré gauge gravity model (A3) contains, in general, the so-called ghost and tachyon modes that may lead to the loss of stability and unitarity of the theory. These issues were analyzed in References [58-60], and the necessary stability conditions were derived that restrict the choices of the coupling constants. Accordingly, we here specialize to the class of models with $b_{3}=2 b_{1}$, which for the spin 1 sector yields $\lambda=0$, thus avoiding the stability and unitarity problems. Furthermore, we assume that $a_{2}=a_{1}-a_{0}$, which corresponds to the vanishing rest mass $\mu=0$, in agreement with the estimates derived for the axial vector field [60,61] from the high-energy physics phenomenology.

### 2.1. Interaction between Fermions and Axial Torsion

In accordance with the minimal coupling principle [29], the interaction between the fermion field $\psi$ and gauge fields is introduced via the spinor covariant derivative $D_{i} \psi$, where

$$
\begin{equation*}
D_{i}=\partial_{i}-\frac{i q}{\hbar} A_{i}+\frac{i}{4} \Gamma_{i}{ }^{\alpha \beta} \sigma_{\alpha \beta} \tag{14}
\end{equation*}
$$

with the Lorentz group generators $\sigma^{\alpha \beta}=i \gamma^{[\alpha} \gamma^{\beta]}$ constructed from the Dirac matrices $\gamma^{\alpha}$. As a result, the dynamics of the spinor field coupled with the gauge fields on the Minkowski flat metric background is given by the Lagrangian

$$
\begin{equation*}
L_{D}=\frac{i \hbar}{2}\left\{\bar{\psi} \gamma^{i} \partial_{i} \psi-\left(\partial_{i} \bar{\psi}\right) \gamma^{i} \psi\right\}-m c \bar{\psi} \psi+q A_{i} \bar{\psi} \gamma^{i} \psi+\frac{3}{4} \hbar \chi \alpha_{i} \bar{\psi} \gamma^{i} \gamma_{5} \psi . \tag{15}
\end{equation*}
$$

Here, we used the identity $\gamma^{\mu} \sigma^{\alpha \beta}+\sigma^{\alpha \beta} \gamma^{\mu}=-2 \epsilon^{\mu \nu \alpha \beta} \gamma_{\nu} \gamma_{5}$ and introduced

$$
\begin{equation*}
\chi=\frac{1}{\ell_{\rho}} \sqrt{\frac{2 \kappa c \hbar}{-\Lambda_{5}}} . \tag{16}
\end{equation*}
$$

Thereby, the axial pseudovector torsion field naturally couples to the spinor axial current $j_{f}^{i}=\bar{\psi} \gamma^{i} \gamma_{5} \psi$ or to the spin and helicity of the Dirac fermion. By recalling the definition of the Planck length $\ell_{\mathrm{Pl}}$, we can recast (16) into

$$
\begin{equation*}
\chi=\frac{\ell_{\mathrm{Pl}}}{\ell_{\rho}} \sqrt{\frac{16 \pi}{-\Lambda_{5}}} \tag{17}
\end{equation*}
$$

which demonstrates that the spin-torsion coupling constant $\chi$ is very small, provided we assume that the characteristic length of the Poincaré gauge gravity is much larger than the Planck scale, $\ell_{\rho} \gg \ell_{\mathrm{Pl}}$.

### 2.2. Interaction between the Electromagnetic Field and Axial Torsion

Following Pradhan et al. [48-50], the interaction of the axial torsion and the electromagnetic field is derived from the standard Maxwell-Lorentz Lagrangian when the ordinary derivatives are replaced by covariant ones. An apparent breaking of the $U(1)$ gauge invariance can be fixed by the modified Stueckelberg method [62]. Together with the dynamical Lagrangian for the axial vector field (11) and the fermion sector terms (15), the total Lagrangian for the torsion field interacting with the spin of the matter sources then reads [49]

$$
\begin{align*}
L= & -\frac{1}{4} \sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} F_{i j} F^{i j}+\frac{i \hbar}{2}\left\{\bar{\psi} \gamma^{i} \partial_{i} \psi-\left(\partial_{i} \bar{\psi}\right) \gamma^{i} \psi\right\}-m c \bar{\psi} \psi+q A_{i} \bar{\psi} \gamma^{i} \psi \\
& +\hbar\left\{-\frac{1}{4} f_{i j} f^{i j}+\frac{\mu^{2}}{2} \alpha^{2}-\frac{\lambda}{2}(\partial \alpha)^{2}\right\}+\frac{3}{4} \hbar \chi \alpha_{i} \bar{\psi} \gamma^{i} \gamma_{5} \psi-\chi \sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \alpha_{i} \eta^{i j k l} A_{j} \partial_{k} A_{l} \tag{18}
\end{align*}
$$

where $\varepsilon_{0}$ and $\mu_{0}$ are the electric and magnetic constants of the vacuum. The axial vector torsion is thereby coupled to the axial current density of the electron and photon fields:

$$
\begin{equation*}
j_{f}^{i}=\bar{\psi} \gamma^{i} \gamma_{5} \psi, \quad j_{b}^{i}=\eta^{i j k l} A_{j} \partial_{k} A_{l} \tag{19}
\end{equation*}
$$

where we explicitly have

$$
\begin{equation*}
A_{i}=\{-\phi, \boldsymbol{A}\}, \quad \alpha_{i}=\{-\varphi, \boldsymbol{\alpha}\} . \tag{20}
\end{equation*}
$$

The quantization of the model (18) was analyzed in [51] and the static potential between fermions (due to the exchange of the axial torsion) was computed.

### 2.3. The Electromagnetic Source of an Axial Vector Field

Let us consider the spin densities of the spinor and electromagnetic fields as the sources of the axial vector field $\alpha_{i}$. The components of the axial currents (19) for fermions and photon fields can be obtained by substituting Dirac bispinors $\psi=\binom{u}{v}$ into Equation (19).

$$
\begin{equation*}
j_{f}^{i}=-\left\{\left(u^{*} v+v^{*} u\right) / c,\left(u^{*} \sigma u+v^{*} \sigma v\right)\right\}, \quad j_{b}^{i}=\frac{1}{c}\{\boldsymbol{A} \cdot \boldsymbol{B},(\boldsymbol{E} \times \boldsymbol{A}+\phi \boldsymbol{B})\} . \tag{21}
\end{equation*}
$$

### 2.4. Field Equations

Neglecting the fermion sector, let us derive the field equations for the Lagrangian (18). Technically, we need to make variations with respect to the axial torsion field $\alpha_{i}$ and the
electromagnetic field potential $A_{i}$. The corresponding Euler-Lagrange equation $\delta L / \delta \alpha_{i}=0$ for the torsion reads:

$$
\begin{equation*}
-\partial_{j} f^{i j}+\mu^{2} \alpha^{i}+\lambda \partial^{i}(\partial \alpha)+\chi \sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \eta^{i j k l} A_{j} \partial_{k} A_{l}=0 \tag{22}
\end{equation*}
$$

Introducing the "electric" and "magnetic" components of the torsion variable by means of

$$
\begin{equation*}
\mathcal{E}_{a}=f_{a 0}, \quad \mathcal{B}^{a}=\frac{1}{2} \epsilon^{a b c} f_{b c}, \quad a, b=1,2,3 \tag{23}
\end{equation*}
$$

along with the usual definitions of the electric and magnetic fields

$$
\begin{equation*}
E_{a}=F_{a 0}, \quad B^{a}=\frac{1}{2} \epsilon^{a b c} F_{b c}, \quad a, b=1,2,3 \tag{24}
\end{equation*}
$$

we recast (22) into the three-dimensional form:

$$
\begin{align*}
\nabla \cdot \mathcal{E}-\mu^{2} \varphi-\lambda \partial_{t}(\partial \alpha) & =-\frac{\chi}{\mu_{0}} \boldsymbol{A} \cdot \boldsymbol{B}  \tag{25}\\
\boldsymbol{\nabla} \times \boldsymbol{\mathcal { B }}-\frac{1}{c^{2}} \partial_{t} \mathcal{E}+\mu^{2} \boldsymbol{\alpha}+\lambda \boldsymbol{\nabla}(\partial \alpha) & =-\chi \varepsilon_{0}(\phi \boldsymbol{B}+\boldsymbol{E} \times \boldsymbol{A}) . \tag{26}
\end{align*}
$$

In a similar way, we derived the modified Maxwell equations as the Euler-Lagrange equation $\delta L / \delta A_{i}=0$ :

$$
\begin{equation*}
-\partial_{j} F^{i j}+\frac{\chi}{2} \eta^{i j k l} A_{j} f_{k l}-\chi \eta^{i j k l} \alpha_{j} F_{k l}=0 \tag{27}
\end{equation*}
$$

An immediate observation is in order. Since $\partial_{i} \partial_{j} F^{i j}=0$ identically (symmetric lower indices contracted with the antisymmetric upper indices), by taking the divergence $\partial_{i}$ of the field Equation (22) (in the special class of stable and unitary models under consideration with $\lambda=0$ and $\mu^{2}=0$ ) and (27), we derive

$$
\begin{equation*}
\eta^{i j k l} F_{i j} F_{k l}=0, \quad \eta^{i j k l} F_{i j} f_{k l}=0, \tag{28}
\end{equation*}
$$

respectively. Making use of (23) and (24), we find that only crossed-field configurations are actually allowed:

$$
\begin{equation*}
\boldsymbol{E} \cdot \boldsymbol{B}=0, \quad \boldsymbol{E} \cdot \mathcal{B}+\mathcal{E} \cdot \boldsymbol{B}=0 \tag{29}
\end{equation*}
$$

In particular, this includes wave configurations.
By making use of (20), (23), and (24), we rewrite the inhomogeneous Maxwell Equation (27) in the three-dimensional form:

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \boldsymbol{E} & =2 \chi c \boldsymbol{\alpha} \cdot \boldsymbol{B}-\chi c \boldsymbol{A} \cdot \boldsymbol{\mathcal { B }},  \tag{30}\\
\boldsymbol{\nabla} \times \boldsymbol{B}-\frac{1}{c^{2}} \partial_{t} \boldsymbol{E} & =\frac{2 \chi}{c}(\varphi \boldsymbol{B}+\boldsymbol{E} \times \boldsymbol{\alpha})-\frac{\chi}{c}(\phi \mathcal{B}+\boldsymbol{E} \times \boldsymbol{A}) . \tag{31}
\end{align*}
$$

As usual, we have to add the homogeneous Maxwell system,

$$
\begin{align*}
\nabla \cdot \boldsymbol{B} & =0,  \tag{32}\\
\nabla \times \boldsymbol{E}+\partial_{t} \boldsymbol{B} & =0 . \tag{33}
\end{align*}
$$

## 3. Influence of Axial Torsion on Electromagnetic Wave

Here, we focus on the analysis of the dynamics of the electromagnetic field under the action of the background axial torsion, whereas the full coupled system will be considered elsewhere. Among the possible background configurations, of special interest are the cases of the uniform homogeneous field and the wave configurations. The uniform background field may arise on macroscopic scales, mimicking a distinguished cosmic frame violating
the Lorentz symmetry, similar to the mechanisms discussed in [63-66]. It seems natural to turn to the case of the uniform axial torsion background that was extensively considered in earlier literature [28,60,61]

### 3.1. The Case of the Uniform External Axial Torsion Field

Assuming the uniform axial torsion field, when the components $\alpha_{i}=\{-\varphi, \alpha\}$ are constant in time and do not change in space, we can solve Maxwell's equations for the plane wave ansatz

$$
\begin{equation*}
\boldsymbol{E}=\boldsymbol{E}_{0} e^{-i \omega t+i \boldsymbol{k} \cdot \boldsymbol{r}}, \quad \boldsymbol{B}=\boldsymbol{B}_{0} e^{-i \omega t+i \boldsymbol{k} \cdot \boldsymbol{r}} . \tag{34}
\end{equation*}
$$

Substituting this into the homogeneous system, (32) and (33), we derive $\boldsymbol{k} \cdot \boldsymbol{B}=0$, and

$$
\begin{equation*}
B=\frac{k \times E}{\omega} \tag{35}
\end{equation*}
$$

and making use of this in (31), we obtain the algebraic equation

$$
\begin{equation*}
\boldsymbol{k} \times(\boldsymbol{k} \times \boldsymbol{E})+\frac{\omega^{2}}{c^{2}} \boldsymbol{E}+i \frac{2 \chi}{c}(\varphi \boldsymbol{k}-\omega \boldsymbol{\alpha}) \times \boldsymbol{E}=0 . \tag{36}
\end{equation*}
$$

Evaluating the determinant, we find the dispersion relation

$$
\begin{equation*}
\left(\frac{\omega^{2}}{c^{2}}-k^{2}\right)^{2} \frac{\omega^{2}}{c^{2}}-\left(\frac{\omega^{2}}{c^{2}}-k^{2}\right) u^{2}-(k u)^{2}=0 \tag{37}
\end{equation*}
$$

Here we denoted

$$
\begin{equation*}
u:=\frac{2 \chi}{c}(\varphi k-\omega \alpha) \tag{38}
\end{equation*}
$$

whereas $k^{2}=\boldsymbol{k} \cdot \boldsymbol{k}, u^{2}=\boldsymbol{u} \cdot \boldsymbol{u}$, and $(k u)=\boldsymbol{k} \cdot \boldsymbol{u}$. It is worthwhile to notice that, similar to the wave in a vacuum, the magnetic field is orthogonal to the electric field and the wave vector,

$$
\begin{equation*}
\boldsymbol{B} \cdot \boldsymbol{E}=0, \quad \boldsymbol{B} \cdot \boldsymbol{k}=0, \tag{39}
\end{equation*}
$$

which follows from (35). However, the electric field is not orthogonal to the wave vector, in general,

$$
\begin{equation*}
i k \cdot E=2 \chi c \alpha \cdot B=\frac{2 \chi c}{\omega} \alpha \cdot(k \times E), \tag{40}
\end{equation*}
$$

which is derived by substituting the plane wave ansatz (34) into the inhomogeneous Equation (30); this is also a direct consequence of (36).

Special case 1. Assuming $\varphi \neq 0, \boldsymbol{\alpha}=0$, from (37), we find a simpler dispersion relation

$$
\begin{equation*}
\left(\frac{\omega^{2}}{c^{2}}-k^{2}\right)^{2}-\left(\frac{2 \chi}{c}\right)^{2} \varphi^{2} k^{2}=0 \tag{41}
\end{equation*}
$$

This can be immediately recast into

$$
\begin{equation*}
\frac{\omega^{2}}{c^{2}}=\boldsymbol{k} \cdot \boldsymbol{k} \pm \frac{2 \chi}{c} \varphi \sqrt{\boldsymbol{k} \cdot \boldsymbol{k}} . \tag{42}
\end{equation*}
$$

The second term on the right-hand side describes a deformation of the light cone under the influence of the torsion component $\varphi$.

Special case 2. Assuming $\varphi=0, \alpha \neq 0$, the general result (37) reduces to

$$
\begin{equation*}
\left(\frac{\omega^{2}}{c^{2}}-k^{2}\right)^{2}-(2 \chi)^{2}\left[\left(\frac{\omega^{2}}{c^{2}}-k^{2}\right) \alpha^{2}+(k \alpha)^{2}\right]=0 \tag{43}
\end{equation*}
$$

Here, $\alpha^{2}=\boldsymbol{\alpha} \cdot \boldsymbol{\alpha}$, and $(k \alpha)=\boldsymbol{k} \cdot \boldsymbol{\alpha}$. The resulting dispersion relation can be straightforwardly simplified into

$$
\begin{equation*}
\frac{\omega^{2}}{c^{2}}=k \cdot k+2 \chi^{2} \alpha \cdot \alpha \pm 2 \chi \sqrt{\chi^{2}(\boldsymbol{\alpha} \cdot \boldsymbol{\alpha})^{2}+(\boldsymbol{k} \cdot \boldsymbol{\alpha})^{2}}=0 . \tag{44}
\end{equation*}
$$

### 3.2. Rotation of the Polarization Plane

Without loss of generality, one can assume that the electromagnetic wave propagates along the $z$-axis, in other words, we take $k=\left(0,0, k_{z}\right)$. It is more convenient to analyze the two special cases separately. In the first case $(\varphi \neq 0, \alpha=0)$, the dispersion relation (42) yields two values for the wave vector,

$$
\begin{equation*}
k_{z}=k_{ \pm}=\frac{\omega \pm \chi \varphi}{c} \tag{45}
\end{equation*}
$$

in the leading order of the small coupling constant $\chi$. Hence, there are two independent waves propagating along $z$ with two different phase velocities. As a result, after extracting the corresponding amplitudes $E_{ \pm}$for the electric field from the algebraic Equation (36), we find the solution

$$
\begin{equation*}
\boldsymbol{E}=E_{+} e^{-i \omega t+i k_{+} z} \boldsymbol{e}_{+}+E_{-} e^{-i \omega t+i k_{-} z} \boldsymbol{e}_{-}, \tag{46}
\end{equation*}
$$

where we denote the combinations of the basis vectors

$$
\begin{equation*}
\boldsymbol{e}_{ \pm}=\frac{\boldsymbol{e}_{x} \mp i \boldsymbol{e}_{y}}{2} \tag{47}
\end{equation*}
$$

Therefore, from the point of view of physics, the solution (46) describes the superposition of the right-hand (counter-clockwise) circularly polarized and the left-hand (clockwise) circularly polarized waves.

Recalling that the linearly polarized wave arises as the sum of the right-hand and left-hand circular waves with equal amplitudes, $E_{+}=E_{-}$, we then obtain the real solution

$$
\begin{equation*}
\boldsymbol{E}=E_{0} \cos [\omega(t-z / c)]\left\{\cos (\chi \varphi z / c) \boldsymbol{e}_{x}-\sin (\chi \varphi z / c) \boldsymbol{e}_{y}\right\} . \tag{48}
\end{equation*}
$$

Thus, we recover the Faraday effect when the polarization vector continuously rotates with the propagation of the plane wave. The polarization rotation angle $\gamma$, see Figure 1, from the initial point $z=0$ until the point $z=h$ is determined by

$$
\begin{equation*}
\gamma=\frac{\chi \varphi h}{c} . \tag{49}
\end{equation*}
$$



Figure 1. Faraday effect of polarization rotation under the action of uniform axial torsion.
For the second case of the axial torsion field configuration ( $\varphi=0, \alpha \neq 0$ ), the form of the solution depends on the relative orientation of the $\alpha$ with respect to the wave vector of the electromagnetic wave $k$. Quite generally, given the direction of the wave propagation, we can decompose $\boldsymbol{\alpha}=\alpha_{\|}+\alpha_{\perp}$ into the longitudinal and transversal projections on the wave vector $k$ and the plane orthogonal to it. Accordingly, we derive the solution for the real electric field of the linearly polarized electromagnetic plane wave, to the first order in the interaction constant $\chi$ :

$$
\begin{align*}
\boldsymbol{E}= & E_{0} \cos [\omega(t-z / c)]\left\{\cos \left(\chi \alpha_{\|} z\right) \boldsymbol{e}_{x}-\sin \left(\chi \alpha_{\|} z\right) \boldsymbol{e}_{y}\right\} \\
& -\frac{2 \chi \alpha_{\perp} c}{\omega} E_{0} \sin [\omega(t-z / c)] \sin \left(\chi \alpha_{\|} z+\phi_{0}\right) \boldsymbol{e}_{z} . \tag{50}
\end{align*}
$$

Since the wave propagates along the $z$-axis, we have $\boldsymbol{k} \cdot \boldsymbol{\alpha}=k_{z} \alpha_{\|}$, and

$$
\begin{equation*}
\alpha_{\|}=e_{z} \cdot \alpha=\alpha \cos \theta, \quad \alpha_{\perp}=\alpha \sin \theta, \tag{51}
\end{equation*}
$$

and $\cos \phi_{0}=\boldsymbol{e}_{x} \cdot \boldsymbol{\alpha}_{\perp}$ measures the angle between the projection $\boldsymbol{\alpha}_{\perp}$ and the basis vector $\boldsymbol{e}_{x}$. Obviously, by choosing the coordinate frame appropriately, we can always make $\phi_{0}=0$. It is worthwhile to note that, in accordance with (40), the electric field has a nontrivial component along the wave vector and the third term in (50) vanishes only when the wave propagates along the axial torsion $\alpha$. In that case, the polarization rotation angle

$$
\begin{equation*}
\gamma=\chi \alpha_{\|} h=\chi \alpha \cos \theta h \tag{52}
\end{equation*}
$$

from the initial point $z=0$ to the endpoint $z=h$ is maximal. However, when the axial vector field is orthogonal to the direction of propagation of the electromagnetic wave $\alpha \perp k$, there will be no rotation of the polarization plane. This generalized Faraday effect is supported by the solution of the dispersion Equation (43),

$$
\begin{equation*}
k_{z}=k_{ \pm}=\frac{\omega}{c} \pm \chi \alpha_{\|}=\frac{\omega}{c} \pm \chi \alpha \cos \theta \tag{53}
\end{equation*}
$$

in the leading order of the small coupling constant $\chi$, which gives rise to the two waves traveling with two different phase velocities.

## 4. Discussion and Conclusions

The search for exotic new forces and interactions generated by the spin of matter particles, fields, and continuous media has a long history. Since the corresponding spintorsion coupling constant $\chi$ is very small, the detection of such new forces becomes a challenging issue and requires high-precision measurements. On the other hand, the new fields should be truly highly penetrating.

Taking into account that optical experiments are among the most accurate ones, the analysis of possible optical effects of the axial vector torsion field appears to be quite promising. Here, the classical dynamics of the axial vector field were studied in the framework of the Yang-Mills type Poincaré gravity model with a focus on the interaction with the electromagnetic field. We derived the dynamical equations for the axial vector torsion field, (25) and (26), and identified the source of the "electric" component of the torsion variable with the helicity density of the electromagnetic field $\sim \boldsymbol{A} \cdot \boldsymbol{B}$, which characterizes non-trivial topological properties of the field configuration, whereas the "magnetic" component of the torsion variable is generated by the spin density of the electromagnetic field.

Continuing the earlier studies of the spin-torsion effects in the fermion sector [24-26], we here turn to the boson sector. Maxwell's equations are modified (30)-(33) in the presence of the axial torsion field. The analysis of the propagation of electromagnetic waves under the action of the axial vector torsion field reveals the Faraday effect of the rotation of the wave's polarization and the angle of rotation is determined by the coupling constant, the magnitude of the axial vector torsion field and the travel distance: $\gamma=\frac{\chi \varphi h}{c}$ or $\gamma=\chi \alpha_{\|} h$. This is consistent with the similar effect arising due to the Lorentz symmetry violation $[63,64]$ or due to the action of the pseudoscalar axion $[65,66]$.

Compared to earlier literature that focused on the evaluation of the spin-spin interaction potential $[20,30,34,42,43,48,49,51]$, the results obtained provide a qualitatively new approach to the search for possible manifestations of the spin-torsion coupling with the help of the optical polarization methods. When discussing the most general model of the interacting electromagnetic field and propagating axial torsion field [67,68], one has to pay
special attention to the acausal (i.e., superluminal propagation) anomalies. In agreement with the conclusions of $[67,68]$, the class of models under consideration with $b_{3}=2 b_{1}$ yields $\lambda=0$ for the axial pseudovector field, and so the stability, unitarity, and causality issues are safely avoided.

Assuming the cosmic nature of the background axial torsion, we can apply the results obtained in the astrophysical situation, and analyze the distribution over the sky sphere of the polarization of radiation, coming from distant radio galaxies. Then taking the observational data collected in Table I of Reference [65], and repeating verbatim the computations by replacing the Lorentz-violating parameter with the axial torsion pseudovector, we establish the strong bounds on the torsion's magnitude: $|\bar{T}| \lesssim 8.7 \times 10^{-27} \mathrm{~m}^{-1}$. This turns out to be significantly lower than the limits found from the analysis of the spin-torsion coupling effects in the fermion sector [12,24-29].
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## Appendix A. Poincaré Gauge Gravity Dynamics

In the literature, the quadratic Poincaré gravity theories are often formulated in terms of the standard tensor objects, which are not decomposed into irreducible parts. As usual, we introduce the Ricci tensor and the co-Ricci tensor as

$$
\begin{equation*}
R_{i j}:=R_{k i j}^{k}, \quad \bar{R}^{i j}:=\frac{1}{2} R_{k l m}^{i} \eta^{k l m j}, \tag{A1}
\end{equation*}
$$

from which the curvature scalar and pseudoscalar arise naturally as the traces

$$
\begin{equation*}
R=g^{i j} R_{i j}=R_{i j}^{j i}, \quad \bar{R}=g_{i j} \bar{R}^{i j}=\frac{1}{2} R_{i j k l} \eta^{i j k l} . \tag{A2}
\end{equation*}
$$

We consider the general quadratic model with the Yang-Mills type Lagrangian that contains all possible quadratic invariants of the torsion and the curvature:

$$
\begin{align*}
L=-\frac{1}{2 \kappa c} & \left\{a_{0} R+\bar{a}_{0} \bar{R}+2 \lambda_{0}\right. \\
& +a_{1} T_{k l}{ }^{i} T^{k l}{ }_{i}+a_{2} T_{i} T^{i}+a_{3} T_{k l}{ }^{i} T_{i}^{k l} \\
& +\bar{a}_{1} \eta^{k l m n} T_{k l i} T_{m n}{ }^{i}+\bar{a}_{2} \eta^{k l m n} T_{k l m} T_{n} \\
+ & \ell_{\rho}^{2}\left(b_{1} R_{i j k l} R^{i j k l}+b_{2} R_{i j k l} R^{k l i j}+b_{3} R_{i j k l} R^{i k j l}\right. \\
& +b_{4} R_{i j} R^{i j}+b_{5} R_{i j} R^{j i}+b_{6} R^{2} \\
& +\bar{b}_{1} \eta^{k l m n} R_{k l i j} R_{m n}{ }^{i j}+\bar{b}_{2} \eta^{k l m n} R_{k l} R_{m n} \\
& \left.\left.+\bar{b}_{3} \eta^{k l m n} R_{k l m}{ }^{i} R_{n i}+\bar{b}_{4} \eta^{k l m n} R_{k l m n} R\right)\right\} . \tag{A3}
\end{align*}
$$

Here, $\kappa=\frac{8 \pi G}{c^{4}}$ is Einstein's gravitational constant with the dimension of $[\kappa c]=\mathrm{skg}^{-1}$. $G=6.67 \times 10^{-11} \mathrm{~m}^{3} \mathrm{~kg}^{-1} \mathrm{~s}^{-2}$ is Newton's gravitational constant. The speed of light: $c=2.9 \times 10^{8} \mathrm{~m} / \mathrm{s}$. For completeness, we include the cosmological term $\lambda_{0}$.

Besides the linear "Hilbert type" part characterized by $a_{0}$ and $\bar{a}_{0}$, the Lagrangian (A3) contains several additional coupling constants, which fix the structure of the "Yang-Mills type" part: $a_{1}, a_{2}, a_{3}, \bar{a}_{1}, \bar{a}_{2}, b_{1}, \cdots, b_{6}, \bar{b}_{1}, \cdots, \bar{b}_{4}$, and $\ell_{\rho}^{2}$. The coupling constants $a_{I}, \bar{a}_{I}, b_{I}$, and $\bar{b}_{I}$ are dimensionless, whereas the dimension $\left[\ell_{\rho}^{2}\right]=[$ area $]$ so that $\left[\ell_{\rho}^{2} / \kappa c\right]=[\hbar]$.

The analysis of the particle spectrum for the quadratic model (A3) reveals that the dynamics of gravitational modes in different $J^{P}$ (spin ${ }^{\text {parity }}$ ) sectors are determined by the following combinations of the coupling constants: $2^{ \pm}$sector

$$
\begin{equation*}
\Lambda_{1}=4\left(b_{1}+b_{2}\right)+2 b_{3}+b_{4}+b_{5}, \quad \Lambda_{2}=4 b_{1}+b_{3} \tag{A4}
\end{equation*}
$$

$0^{ \pm}$sector

$$
\begin{equation*}
\Lambda_{3}=4\left(b_{1}+b_{2}\right)+2 b_{3}+4\left(b_{4}+b_{5}\right)+12 b_{6}, \quad \Lambda_{4}=4 b_{1}-2 b_{3} \tag{A5}
\end{equation*}
$$

and $1^{ \pm}$sector

$$
\begin{align*}
\Lambda_{5}=4\left(b_{1}-b_{2}\right)+b_{4}-b_{5}, & \Lambda_{6}=4 b_{1}+b_{3}+2 b_{4}  \tag{A6}\\
\bar{\Lambda}_{5}=4\left(\bar{b}_{2}-2 \bar{b}_{3}\right), & \bar{\Lambda}_{6}=-4\left(\bar{b}_{2}+3 \bar{b}_{4}\right) \tag{A7}
\end{align*}
$$

whereas the mass terms are specified by

$$
\begin{array}{ll}
\mu_{1}=-a_{0}+a_{1}-a_{2}, & \mu_{2}=-2 a_{0}+\frac{2 a_{1}+a_{2}+3 a_{3}}{4} \\
\mu_{3}=-a_{0}-\frac{2 a_{1}+a_{2}}{4}, \quad \bar{\mu}_{1}=\frac{8}{3}\left(4 \bar{a}_{1}+3 \bar{a}_{2}-2 \bar{a}_{0}\right) \tag{A9}
\end{array}
$$
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#### Abstract

Two of the major open questions in particle physics are: (1) Why do the elementary fermionic particles that are so far observed have such low mass-energy compared to the Planck energy scale? (2) What mechanical energy may be counterbalancing the divergent electrostatic and strong force energies of point-like charged fermions in the vicinity of the Planck scale? In this paper, using a hitherto unrecognised mechanism derived from the non-linear amelioration of the Dirac equation known as the Hehl-Datta equation within the Einstein-Cartan-Sciama-Kibble (ECSK) extension of general relativity, we present detailed numerical estimates suggesting that the mechanical energy arising from the gravitationally coupled self-interaction in the ECSK theory can address both of these questions in tandem.
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## 1. Introduction

For over a century, Einstein's theory of gravity has provided remarkably accurate and precise predictions for the behaviour of macroscopic bodies within our cosmos. For the elementary particles in the quantum realm, however, Einstein-Cartan theory of gravity may be more appropriate, because it incorporates spinors and associated torsion within a covariant description [1,2]. For this reason there has been considerable interest in Einstein-Cartan theory, in the light of the field equations proposed by Sciama [3] and Kibble [4]. For example, in a series of papers Poplawski has argued that Einstein-Cartan-Sciama-Kibble (ECSK) theory of gravity [5] solves many longstanding problems in physics [6-9]. His concern has been to avoid singularities endemic in general relativity by proposing that our observed universe is perhaps a black hole within a larger universe [7]. Our concern, on the other hand, is to point out using numerical estimates that ECSK theory also offers solutions to two longstanding problems in particle physics.

The first problem we address here concerns the well known fact that in the limit of vanishing radii (or point limit) the electrostatic and strong force self-energies of point-like fermions become divergent. We will show, however, that torsion contributions within the ECSK theory resolves this difficulty as well, at least numerically, by counterbalancing the divergent electrostatic and strong force energy densities near the Planck scale. In fact, the negative torsion energy associated with the spin angular momentum of elementary fermions may well be the long sought after mechanical energy that counteracts the divergent positive energies stemming from their electrostatic and strong nuclear charges. As a result of this counterbalancing, however, our suggestion does not have anything to do with high energy physics.

The second of these problems can be traced back to the fact that gravity is a considerably weaker "force" compared to the other forces. When Newton's gravitational constant is combined with the
speed of light and Planck's constant, one arrives at the energy scale of $\sim 10^{19} \mathrm{GeV}$, which is some 17 orders of magnitude larger than the heaviest known elementary fermion (the top quark) observed at the mass-energy of $\sim 172 \mathrm{GeV}$. Thus, there is a difference of some 17 orders of magnitude between the electroweak scale and the Planck scale. There have been many attempts to explain this difference, but none is as simple as our explanation based on the torsion contributions within the ECSK theory.

Now one of the reasons why ECSK theory is not widely accepted as a viable theory of gravity is the lack of any experimental evidence for the gravitational torsion. However, as reviewed in [10], gravitational torsion appears to be entirely confined to elementary fermions, and therefore it is not directly detectable. Elementary fermions are at the heart of all matter and can be viewed as defects in spacetime associated with torsion. Thus, as we have argued elsewhere [11], existence of matter itself may be taken as a proof that gravitational torsion exists, albeit only inside of matter, and therefore it does not propagate. In other words, detection of matter itself may be taken as an indirect detection of gravitational torsion. As we will see, our results below lend considerable support to this possibility.

## 2. Evaluation of the Charged Fermionic Self-Energy within ECSK Theory

The ECSK theory of gravity is an extension of general relativity allowing spacetime to have torsion in addition to curvature, where torsion is determined by the density of intrinsic angular momentum, reminiscent of the quantum-mechanical spin [1-9,12-18]. As in general relativity, the gravitational Lagrangian density in the ECSK theory is proportional to the curvature scalar. Unlike in general relativity, the affine connection

$$
\begin{equation*}
\Gamma_{i j}^{k}=\omega_{i}{ }^{\mu}{ }_{\nu} e_{\mu}^{k} e_{j}^{v}+e_{\mu}^{k} \partial_{i} e_{j}^{\mu} \tag{1}
\end{equation*}
$$

is not restricted to be symmetric, although metric compatibility conditions are retained, defined by the requirements that the covariant derivatives of the tetrad fields $e_{k}^{\mu}$ and the Minkowski metric vanish, implying the antisymmetry $\omega_{i}{ }^{\mu \nu}=-\omega_{i}{ }^{\nu \mu}$ of the spin connection [19]. The antisymmetric part of the connection, namely

$$
\begin{equation*}
S^{k}{ }_{i j}=\Gamma_{[i j]}^{k}=\partial_{i} e_{j}^{k}-\partial_{j} e_{i}^{k}+\omega_{i}{ }^{k}{ }_{\lambda} e_{j}^{\lambda}-\omega_{j}{ }^{k}{ }_{\lambda} e_{i}^{\lambda} \tag{2}
\end{equation*}
$$

(i.e., the torsion tensor), is then regarded as a dynamical variable analogous to the metric tensor $g_{i j}$ in general relativity. Consequently, variation of the total action for the gravitational field and matter with respect to the metric tensor gives Einstein-type field equations that relate the curvature to the dynamical energy-momentum tensor $T_{i j}=(2 / \sqrt{-g}) \delta \mathfrak{L} / \delta g^{i j}$, where $\mathfrak{L}$ is the matter Lagrangian density. On the other hand, variation of the total action with respect to the torsion tensor gives the Cartan equations for the spin tensor of matter [5]:

$$
\begin{equation*}
s^{i j k}=\frac{1}{\kappa} S^{[i j k]}, \quad \text { where } \kappa=\frac{8 \pi G}{c^{4}} . \tag{3}
\end{equation*}
$$

Thus, ECSK theory of gravity extends general relativity to include intrinsic spin of matter, with fermionic fields such as those of quarks and leptons providing natural sources of torsion. Torsion, in turn, modifies the Dirac equation for elementary fermions by adding to it a cubic term in the spinor fields, as observed by Kibble, Hehl and Datta [1,4,5].

It is this nonlinear Hehl-Datta equation that provides the theoretical background for our proposal. The cubic term in this equation corresponds to an axial-axial self-interaction in the matter Lagrangian, which, among other things, generates a spinor-dependent vacuum-energy term in the energy-momentum tensor (see, for example, Reference [15]). The torsion tensor $S^{k}{ }_{i j}$ appears in the matter Lagrangian via covariant derivative of a Dirac spinor with respect to the affine connection. The spin tensor for the Dirac spinor $\psi$ can then be derived [5], and turns out to be totally antisymmetric:

$$
\begin{equation*}
s^{i j k}=-\frac{i \hbar c}{4} \bar{\psi} \gamma^{[i} \gamma^{j} \gamma^{k]} \psi, \tag{4}
\end{equation*}
$$

where $\bar{\psi} \equiv \psi^{\dagger} \gamma^{0}:=\left(\psi_{1}^{*}, \psi_{2}^{*},-\psi_{3}^{*},-\psi_{4}^{*}\right)$ is the Dirac adjoint of $\psi$ and $\gamma^{i}$ are the Dirac matrices: $\gamma^{(i} \gamma^{j)}=2 g^{i j}$. The Cartan Equations (3) render the torsion tensor to be quadratic in spinor fields. Substituting it into the Dirac equation in the Riemann-Cartan spacetime with metric signature $(+,-,-,-)$ gives the cubic Hehl-Datta equation [1,4,5]:

$$
\begin{equation*}
i \hbar \gamma^{k} \psi_{: k}=m c \psi+\frac{3 \kappa \hbar^{2} c}{8}\left(\bar{\psi} \gamma^{5} \gamma_{k} \psi\right) \gamma^{5} \gamma^{k} \psi \tag{5}
\end{equation*}
$$

where the colon denotes a general-relativistic covariant derivative with respect to the Christoffel symbols, and $m$ is the mass of the spinor. The Hehl-Datta Equation (5) and its adjoint can be obtained by varying the following action with respect to $\bar{\psi}$ and $\psi$, respectively, without varying it with respect to the metric tensor or the torsion tensor [15]:

$$
\begin{equation*}
\mathcal{I}=\int d^{4} x \sqrt{-g}\left\{-\frac{1}{\kappa} R+i \hbar c\left(\bar{\psi} \gamma^{k} \psi_{: k}-\bar{\psi}: k \gamma^{k} \psi\right)-m c^{2} \bar{\psi} \psi-\frac{3 \kappa \hbar^{2} c^{2}}{8}\left(\bar{\psi} \gamma^{5} \gamma_{k} \psi\right)\left(\bar{\psi} \gamma^{5} \gamma^{k} \psi\right)\right\} \tag{6}
\end{equation*}
$$

The last term in this action corresponds to the effective axial-axial, self-interaction mentioned above:

$$
\begin{equation*}
\mathfrak{L}_{\mathrm{AA}}=-\sqrt{-g} \frac{3 \kappa \hbar^{2} c^{2}}{8}\left(\bar{\psi} \gamma^{5} \gamma_{k} \psi\right)\left(\bar{\psi} \gamma^{5} \gamma^{k} \psi\right) \tag{7}
\end{equation*}
$$

This self-interaction term is not renormalisable. It is an effective Lagrangian density in which only the metric and spinor fields are dynamical variables. The original Lagrangian density for a Dirac field in which the torsion tensor is also a dynamical variable (giving the Hehl-Datta equation), is renormalisable, since it is quadratic in spinor fields. As we will see, renormalisation may not be required if ECSK gravity turns out to be what is realised in Nature, because it gives physical justification for the counter terms.

Before proceeding further we note that the above action is not the most general possible action within the present context. In addition to the axial-axial term, an axial-vector and a vector-vector term can be added to the action, albeit as non-minimal couplings (see, for example, Reference [17]). However, it has been argued in Reference [15] that minimal coupling is the most natural coupling of fermions to gravity because non-minimal couplings are sourced by components of the torsion that do not appear naturally in the models of spinning matter. For this reason we will confine our treatment to the minimal coupling of fermions to gravity and the corresponding Hehl-Datta equation, while recognizing that strictly speaking our neglect of non-minimal couplings amounts to an approximation, albeit a rather good approximation, at least as far as electrodynamics is concerned.

### 2.1. S-Matrix Evaluation of the Charged Fermionic Self-Energy within QED

It is instructive for our purposes to first review in this subsection the standard treatment of the charged fermionic self-energy within QED, ignoring the ECSK gravity. To this end, recall that the canonical evaluation of the electron self-energy was performed by Weisskopf in 1939 [20], which revealed that in general the self-energy of an electron is logarithmically divergent. An S-matrix evaluation for the electromagnetic mass, $\delta m$, confirms Weisskopf's result [21-23]. In the units of $\hbar=c=1$ and $\alpha=e^{2} / 4 \pi$, together with a high-energy cutoff $\Lambda$, this electromagnetic mass can be expressed as

$$
\begin{equation*}
\delta m=\frac{3 \alpha m}{2 \pi} \ln \left(\frac{\Lambda}{m}\right) \quad(\text { for } \Lambda \gg m) \tag{8}
\end{equation*}
$$

where " $\ln$ " stands for the natural logarithm. Let us investigate this result using simple numerical analysis. What happens, for example, if we use Planck mass for the cutoff? This should be a reasonable assumption since the Planck scale can be considered a limiting scale in the same fashion as $\hbar$ and $c$ are considered. Then, for an electron we have

$$
\begin{equation*}
\delta m_{e}=\frac{3 \alpha m_{e}}{2 \pi} \ln \left(\frac{m_{P}}{m_{e}}\right) \approx 0.1795 m_{e} . \tag{9}
\end{equation*}
$$

This suggests that the electromagnetic mass-energy of an electron in this case would be about 18 percent of the total rest mass-energy. That does not seem unreasonable, but there is no way to confirm that it is correct. Moreover, according to some views, if the electromagnetic mass is truly infinite then there should be a compensating negative infinite mechanical mass that produces the observed positive rest mass. On the other hand, Weinberg in Reference [22] gives a renormalised expression for the "complete self-energy function" as

$$
\begin{align*}
\Sigma_{\text {order } e^{2}}^{*}(p)= & \Sigma_{1 \text { loop }}^{*}(p)-\left(Z_{2}-1\right)\left(i p+m_{x}\right)+Z_{2} \delta m_{x} \\
=\frac{-2 \pi^{2} e^{2}}{(2 \pi)^{4}} \int_{0}^{1} d x\{[ & {\left[(1-x) p+2 m_{x}\right] \ln \left(\frac{m_{x}^{2}(1-x)}{p^{2} x(1-x)+m_{x}^{2} x}\right) } \\
& \quad-m_{x}[1+x] \ln \left(\frac{1-x}{x^{2}}\right) \\
& \left.\quad-\left(i p+m_{x}\right)\left[(1-x) \ln \left(\frac{1-x}{x^{2}}\right)-\frac{2\left(1-x^{2}\right)}{x}\right]\right\} . \tag{10}
\end{align*}
$$

The middle term in this integrand represents the renormalised electromagnetic mass so that for an electron it gives

$$
\begin{equation*}
\delta m_{\text {e renorm }}=\frac{-2 \pi^{2} e^{2}}{(2 \pi)^{4}} \int_{0}^{1} d x\left\{-m_{x}[1+x] \ln \left(\frac{1-x}{x^{2}}\right)\right\}=\frac{3 \alpha m_{e}}{8 \pi} \approx 0.0008711 m_{e} \tag{11}
\end{equation*}
$$

In this case the electromagnetic mass is considerably less than 1 percent of the total rest mass. That indicates that the cutoff should be very close to the rest mass of the electron. Thus we seem to have two conflicting results. The conflict can be resolved by realizing that the mass in the equations leading to these results was plugged in by hand in an ad hoc manner. Moreover, from a quantum field theory and Feynman diagram perspective, it is easy to see that the mass comes in via the fermion propagator. Therefore by definition it is off-mass-shell, since the propagator represents an internal virtual line. It can thus have any value. In other words, it is really a variable. For the time being we will treat it as a variable and use the relation $m=1 / r$. Now that the apparent conflict is resolved, in what follows we focus on the renormalisation process.

It is easy to see that, in the rest frame of the particle in question with $i p=-m$, the renormalised complete self-energy function in Equation (10) is identically zero. That may seem odd, since one would expect that in the rest frame the self-energy would be equal to the rest mass-energy. It really just means that the propagator is zero, as it should be for the rest frame. Thanks to the Hehl-Datta equation, we have an additional term in the Lagrangian to consider in the renormalisation process. In our view, this additional term represents the mechanical (bare) mass, since it is negative with respects to the observed mass. Thus, in the renormalised self-energy function in Equation (10), the counter terms are superfluous since the torsion term from the Hehl-Data equation is the counter term! Moreover, we will see later that the rest mass is produced in a natural way from energy considerations generated only from the physical constants and geometry.

Using $m=1 / r$, we can now put the renormalised electromagnetic mass equation in a more familiar form for electromagnetic energy,

$$
\begin{equation*}
\delta m_{\text {renorm }}=\frac{3 \alpha m}{8 \pi}=\frac{3 \alpha}{8 \pi r}=\frac{3 e^{2}}{32 \pi^{2} r} . \tag{12}
\end{equation*}
$$

However, $\delta m$ in this expression still goes to infinity as $r \rightarrow 0$. Perhaps a Planck length cutoff may be used to tame this infinity. We will soon see that $r$ does take on a finite value very close to Planck length. Now we know from experiments that the radius of an electron is likely to be less than $10^{-22} \mathrm{~m}$ [24]. Substituting that bound for $r$ gives

$$
\begin{equation*}
\delta m=\frac{3 e^{2}}{32 \pi^{2}\left(10^{-22} \mathrm{~m}\right)} \gtrsim 1.719 \times 10^{3} \mathrm{GeV} \tag{13}
\end{equation*}
$$

which, although finite, is still a very large electromagnetic energy contribution, with the actual value likely to be even greater. Thus, according to this estimate, the electromagnetic mass is going to be very large near the Planck length and will have to be compensated for in order to recover the observed rest mass of a charged fermion. The compensation will have to be negative mass-energy relative to the positive electromagnetic energy:

$$
\begin{equation*}
m_{o b s}=-X+\delta m_{R}=-X+\frac{3 \alpha}{8 \pi r_{B}} \longrightarrow-\frac{X}{r}+\frac{3 \alpha}{8 \pi r_{B}} . \tag{14}
\end{equation*}
$$

We suspect that the unknown variable $X$ might be related to the Hehl-Datta self-interaction term (7) because that term varies as $1 / r_{x}$. Our goal then is to investigate this possibility.

To that end, note that the full second order S-matrix calculation within QED worked out by Milonni [21] gives

$$
\begin{align*}
S_{f i}^{(2)}(E) & =-i(2 \pi)^{4} \delta^{4}\left(p_{f}-p_{i}\right) \sqrt{\frac{m^{2}}{E_{i} E_{f}}} \frac{1}{r^{3}} \bar{u}\left(p_{f}, s_{f}\right) \Sigma\left(p_{i}\right) u\left(p_{i}, s_{i}\right),  \tag{15}\\
\text { where } \Sigma\left(p_{i}\right) & =-i e^{2} \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{g_{\mu v}}{k^{2}+i \epsilon} \gamma^{\mu} \frac{1}{p_{i}-k-m+i \epsilon} \gamma^{v} . \tag{16}
\end{align*}
$$

Milonni's evaluation of $\Sigma\left(p_{i}\right)$ produces the result for $\delta m$ given in Equation (8). However, we doubt this evaluation is appropriate since, as we noted previously, the mass comes in via the propagator and therefore it is off mass shell. We will not use it in our evaluation.

### 2.2. S-Matrix Evaluation for the Charged Fermionic Self-Energy within Einstein-Cartan Gravity

Building on the results of the previous subsection, we now evaluate the self-energy S-matrix process including the contribution from ECSK gravity. Our calculation will be different from the old way of calculating self-energy in the manner of Weisskopf because in our approach we have the gravitational torsion term as a built-in counter-term. The following calculations will be somewhat unconventional as there is no Feynman diagram for evaluation in the rest frame. We begin with our complete QED Lagrangian for free particles:

$$
\begin{equation*}
\frac{\mathfrak{L}_{\mathrm{QED}}}{\sqrt{-g}}=i \hbar c \bar{\psi} \gamma^{\mu} \partial_{\mu} \psi+e \bar{\psi} \gamma^{\mu} A_{\mu} \psi-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}-m c^{2} \bar{\psi} \psi-\frac{3 \kappa \hbar^{2} c^{2}}{8}\left(\bar{\psi} \gamma^{5} \gamma_{\mu} \psi\right)\left(\bar{\psi} \gamma^{5} \gamma^{\mu} \psi\right) \tag{17}
\end{equation*}
$$

Here the last term is from the Hehl-Datta equation for gravitational torsion via spin density squared. We take it to be a self-interaction involving intrinsic spin. In other words, the spin interacts with itself much like the charge interacts with the field it creates. For our analysis of a charged lepton in the rest frame, only three terms are applicable because the derivative term is zero and normal gravity is negligible. The self-interaction Hamiltonian density for the first term with $\hbar=c=1$ and $(x)=(\mathbf{x}, t)$ is then

$$
\begin{equation*}
\mathrm{h}_{I}(x)_{1}=e \bar{\psi}(x) \gamma^{\mu} A_{\mu} \psi(x) . \tag{18}
\end{equation*}
$$

The next self-interaction term is

$$
\begin{equation*}
\mathrm{h}_{I}(x)_{2}=-\frac{3 \kappa}{8}\left(\bar{\psi}(x) \gamma^{5} \gamma_{k} \psi(x)\right)\left(\bar{\psi}(x) \gamma^{5} \gamma^{k} \psi(x)\right) \tag{19}
\end{equation*}
$$

For our purposes it is sufficient to evaluate the S-matrix in the rest frame, where the quantities $\bar{\psi}(x) \gamma^{5} \gamma_{k} \psi(x)$ and $\bar{\psi}(x) \gamma^{5} \gamma^{k} \psi(x)$ appearing on the RHS are nonzero even in the rest frame because the coupling between fermions and anti-fermions is an intermediate step in the self-interaction, as we have shown in Equations (A14) and (A15) of Appendix B. Furthermore, as shown in Appendix B, the first order S-matrix terms in the rest frame are now simplified to

$$
\begin{align*}
& S_{f i}^{(1)}(E 1)=-i t \frac{\alpha}{r}\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) .  \tag{20}\\
& S_{f i}^{(1)}(E 2)=i t \frac{3 \kappa}{8 r^{3}}\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) . \tag{21}
\end{align*}
$$

On the other hand, for $m \bar{\psi} \psi$ in the rest frame, applying Equation (A8) from Appendix B we have

$$
S_{f i}^{(1)}(E 3)=i m \int d^{4} x\langle f| \bar{\psi}(x) \psi(x)|i\rangle=i \frac{m r^{3} t}{r^{3}} \bar{u}^{f}(m) u^{i}(m)=i m t\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{22}\\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) .
$$

Equation (5) suggests that the sum of these three terms is equal to zero:

$$
-i t \frac{\alpha}{r}\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{23}\\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)+i t \frac{3 \kappa}{8 r^{3}}\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)+i m t\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)=0
$$

Consequently, we have

$$
\begin{equation*}
\frac{\alpha}{r}-\frac{3 \kappa}{8 r^{3}}=m \tag{24}
\end{equation*}
$$

Reinstating $\hbar$ and $c$ we thus arrive at

$$
\begin{equation*}
\frac{\alpha \hbar c}{r}-\frac{3 \kappa(\hbar c)^{2}}{8 r^{3}}=m c^{2} . \tag{25}
\end{equation*}
$$

An identical result can be obtained also for the anti-fermion spinor, $v(m)$, so that this equation remains the same for both fermion and anti-fermion. In what follows we will use this S-matrix result for our numerical approximations. From these results, after solving for $r$, it is evident that the complete process is finite, without divergences. This suggests that the above is the correct S-matrix solution for the fermion self-energy problem, with all other orders of the S-matrix expansion vanishing because the genuine fermionic self-energy must naturally be evaluated only in the rest frame, with all other contributions summing to zero. Any higher loop corrections in squared charge will be automatically compensated by higher loop corrections from the squared spin

It is also worth noting that without ameliorating the Dirac equation with a cubic term, the Dirac equation would reduce for an electron to $\alpha \hbar / r_{e}=m_{e} c$, giving $r_{e}=\alpha \hbar /\left(m_{e} c\right) \sim 10^{-15} \mathrm{~m}$, where $\alpha=e^{2} /(4 \pi \hbar c)$ is the fine structure constant. This is the classical electron radius. Experimental evidence, however, suggests that electron radius is much smaller [24]. As we shall see, our calculations
with the cubic term included predicts the electron radius to be of the order of $10^{-34} \mathrm{~m}$, which is closer to the Planck length. This may turn out to be the correct value of the electron radius.

Needless to say, what we have presented above is a derivation of Equation (25) within a theory that may be viewed as a quantum field theory of Dirac fields in a Riemann-Cartan spacetime [4,5]. It can be interpreted also as a theory of gravity-coupled self-interaction within standard general relativity [1,5]. However, any such generalization must necessarily reproduce the Hehl-Datta Equation (5) for single fermions even at reasonably high energies, just as Dirac equation remains valid for single fermions at high energies [18].

Finally, it is important to note here that, despite the appearance of four spinors in the interaction term of Equation (6), it describes the self-interaction of a single fermion, of range $\sim 10^{-34} \mathrm{~m}$, not mutual interactions among the spins of four distinct fermions. That is to say, it does not describe a "spin field" of some sort as a carrier of a new interaction [5]. If, however, one insists on interpreting the interaction term in Equation (6) as describing interactions among four distinct fermions, then the mass of the corresponding exchange boson would have to exceed $10^{15} \mathrm{GeV}$, which is evidently quite unreasonable. Moreover, as we shall see in Section 3, this energy is a fictitious quantity and therefore there is no justification for assuming some kind of a new torsion interaction between different fermions. What is more, as we shall soon see, within our scheme any corrections due to vacuum polarization are automatically compensated for in the production of electroweak mass-energy, dictated by Equation (25) above.

### 2.3. Evaluation of Charged Fermionic Self-Energy by Dimensional Analysis

It is instructive to compare the results of the previous two subsections with the evaluation of the charged fermionic self-energy using only dimensional analysis. To this end, we begin with the following physically reasonable assumptions:

1. ECSK theory of gravity is the correct theory of spacetime for addressing the fermionic self-energy problem since it allows the dimension-full gravitational constant, $G$, to enter elementary particle physics in a natural manner.
2. Since experiments to date indicate that an electron is a point-like particle without any substructure and put an upper bound of $10^{-22}$ meters on its radius, we assume that the radius of electron is much less than that value.
3. We assume that the radial distance, $r$, on which the electromagnetic self-interaction depends is the same radial distance on which the self-interaction arising from the ECSK gravity-induced torsion spin density also depends.

Given these assumptions, we ask: What physical mechanism is responsible for the observed rest mass $m_{x}$ of the elementary charged fermions? To answer this question we express the rest mass energy in CGS units, and assume that it is at least partially ${ }^{1}$ electromagnetic in nature, so that it satisfies a relation like

$$
\begin{equation*}
m_{x} c^{2} \sim \frac{e^{2}}{r}+X \tag{26}
\end{equation*}
$$

where the dimensionality of $X$ is necessarily that of energy. However we already know that the value of $r<10^{-15} m$ produces an energy greater than $m_{x} c^{2}$. Therefore $X$ must be negative energy, giving

$$
\begin{equation*}
m_{x} c^{2} \sim \frac{e^{2}}{r}+(-X) \tag{27}
\end{equation*}
$$

[^18]Now, since fermions have spin $\hbar / 2$, it is reasonable to assume that it is involved in a mechanical-like energy resulting from the spin interacting with itself analogous to charge, so that we may have a relation like

$$
\begin{equation*}
-X \sim-\left(\frac{\hbar}{2}\right)^{2} \frac{1}{r} \tag{28}
\end{equation*}
$$

It is evident from this expression that what we have on its RHS is energy $\times$ mass $\times$ length $=E M L$, so we will have to divide out by mass and length to get the dimensions of energy, giving

$$
\begin{equation*}
-X \sim-\left(\frac{\hbar}{2 r}\right)^{2} \frac{1}{M} \tag{29}
\end{equation*}
$$

which in terms of the gravitational constant $G \sim L^{3} / M T^{2}$ can be written as

$$
\begin{equation*}
-X \sim-G\left(\frac{\hbar}{2 r}\right)^{2} \tag{30}
\end{equation*}
$$

The dimensions on the RHS of this expression now give us $E \times L^{3} / T^{2}$, so we will have to cancel out $L^{3} / T^{2}$. A natural candidate to accomplish that is the speed of light, $c$, giving

$$
\begin{equation*}
-X \sim-\frac{G}{c^{2} r}\left(\frac{\hbar}{2 r}\right)^{2}=-\frac{G}{r^{3}}\left(\frac{\hbar}{2 c}\right)^{2}, \tag{31}
\end{equation*}
$$

provided we cancel out the extra $L$ with $1 / r$. Thus, we now have the dimensions of energy on the RHS, so that we finally have

$$
\begin{equation*}
m_{x} c^{2} \sim \frac{e^{2}}{r_{x}}-\frac{G}{r_{x}^{3}}\left(\frac{\hbar}{2 c}\right)^{2} . \tag{32}
\end{equation*}
$$

This is the basic form of our central equation (apart from some numerical constants) which we have derived also using two other methods in the previous subsections. Solving this equation for $r_{x}$ with electron mass for $m_{x}$ gives a value of the order of $10^{-34} \mathrm{~m}$. However, rather surprisingly, we also found a solution for $r_{x}$ for the classical electron radius.

## 3. Particle Masses via Torsion Energy Contribution

We start with our S-matrix result for a charged fermion:

$$
\begin{equation*}
\frac{\alpha \hbar c}{r}-\frac{3 \pi G \hbar^{2}}{c^{2} r^{3}}=m c^{2} . \tag{33}
\end{equation*}
$$

The first term in Equation (33) diverges as $r \rightarrow 0$. If we set $r$ to Planck length we obtain

$$
\begin{equation*}
\frac{\alpha \hbar c}{l_{P}} \approx 8.909 \times 10^{16} \mathrm{GeV} \tag{34}
\end{equation*}
$$

which is close to Planck energy. Although finite, this is still an extremely large energy. Such a large energy for charged leptons is never realised in Nature. A natural question then is: Is there a negative mechanical energy that cancels out most of this energy to produce the observed rest mass-energy of leptons? We believe the answer lies in the second term of Equation (33), which-as we saw above-arises from the non-linear amelioration of the Dirac equation within ECSK theory. Indeed, if we again set the Planck length for $r$ in the second term of Equation (33), then we obtain

$$
\begin{equation*}
-\frac{3 \pi G \hbar^{2}}{2 c^{2}\left(l_{P}\right)^{3}} \approx-5.773 \times 10^{19} \mathrm{GeV} \tag{35}
\end{equation*}
$$

Comparing this value with the electrostatic energy at the Planck length estimated in Equation (34) we see at once that the torsion-induced mechanical energy in Equation (35) can indeed counterbalance the huge electrostatic energy. This is a surprising observation, considering the widespread belief that "the numerical differences which arise [between GR and ECSK theories] are normally very small, so that the advantages of including torsion are entirely theoretical" [18].

Moving forward to our goal of numerical estimates, let us note that whenever terms quadratic in spin happen to be negligible, then the ECSK theory is observationally indistinguishable from general relativity. Therefore, for post-general-relativistic effects, the density of spin-squared has to be comparable to the density of mass. The corresponding characteristic length scale, say for a nucleon, is referred to as the Cartan or Einstein-Cartan radius [2,18], defined as

$$
\begin{equation*}
r_{C a r t} \approx\left(l_{P}^{2} \lambda_{C}\right)^{\frac{1}{3}} \tag{36}
\end{equation*}
$$

where $\lambda_{C}$ is the Compton wavelength of the nucleon. Now it has been noted by Poplawski $[6-9,25,26]$ that quantum field theory based on the Hehl-Datta equation may avert divergent integrals normally encountered in calculating radiative corrections, by self-regulating propagators. Moreover, the multipole expansion applied to Dirac fields within the ECSK theory shows that such fields cannot form singular, point-like configurations because these configurations would violate the conservation law for the spin density, and thus the Bianchi identities. These fields in fact describe non-singular particles whose spatial dimensions are at least of the order of their Cartan radii, defined by the condition

$$
\begin{equation*}
\epsilon \sim \kappa s^{2} \tag{37}
\end{equation*}
$$

where $\sqrt{s^{2}} \sim \hbar c|\psi|^{2}$ is the spin density, $\epsilon \sim m c^{2}|\psi|^{2}$ is the rest energy density and $|\psi|^{2} \sim 1 / r^{3}$ is the probability density, giving the radius in Equation (36). Consequently, at the least the de Broglie energy associated with the Cartan radius of a fermion (which is approximately $10^{-27} \mathrm{~m}$ for an electron) may introduce an effective ultraviolet cutoff for it in quantum field theory in the ECKS spacetime. The avoidance of divergences in radiative corrections in quantum fields may thus come from spacetime torsion originating from intrinsic spin. Poplawski and others, however, took $\epsilon$ to be the mass-energy density of the fermion to arrive at the Cartan radius Equation (36). It is easy to work out from the first term of our Equation (33) that at the Cartan radius the electrostatic energy density for an electron is still extremely large:

$$
\begin{equation*}
\frac{\alpha \hbar c}{\left(10^{-27} m\right)^{4}} \approx 1.440 \times 10^{90} \mathrm{GeV} \mathrm{~m}^{-3} \tag{38}
\end{equation*}
$$

For this reason it is not correct to identify $\epsilon$ with the rest mass-energy density, which is $\approx 5.1099 \times 10^{77} \mathrm{GeV} \mathrm{m}^{-3}$ for an electron at the Cartan radius. The electrostatic energy density of an electron is thus about thirteen orders of magnitude higher. Therefore $\epsilon$ is better identified with the electrostatic energy density provided most of it is cancelled out.

If in Equation (33) we set the electrostatic energy appearing in its first term to be equal to the spin squared energy induced by the self-interaction appearing in its second term and solve for $r$, then we obtain

$$
\begin{equation*}
r_{t}=\sqrt{\frac{3 \pi}{\alpha}} l_{P} \tag{39}
\end{equation*}
$$

the value of which works out to be

$$
\begin{equation*}
r_{t} \approx 5.808 \times 10^{-34} \mathrm{~m} \tag{40}
\end{equation*}
$$

Thus, our $r_{t}$ is about 36 times larger than the Planck length, and, as we can see, it is a remarkably simple constant in terms of the Planck length, $l_{P}$, and the fine structure constant, $\alpha$. According to Equation (33), $r_{t}$ is the effective radius at which energy density due to spin density should completely compensate the huge electrostatic energy seen in Equation (34). In our view, this is the correct Cartan radius, at least for the charged leptons, and that may still provide a plausible mechanism for averting
singularities, since it is still larger than the Planck length. It is important to note, however, that these huge energy densities never actually occur in Nature, because according to our Equation (33) they are automatically compensated. The physical mechanism described above is simply to enable extraction of the radius $r_{x}$ for different charged fermions.

We can now use Equation (33) to solve for $r_{x}$ for the different charged leptons and anti-leptons which leads us to the following formula for our numerical estimates:

$$
\begin{equation*}
\frac{\alpha \hbar c}{r_{x}}-\frac{3 \pi G \hbar^{2}}{c^{2} r_{x}^{3}}=+m_{x} c^{2} \tag{41}
\end{equation*}
$$

As shown in the Appendix A below, we were able to find solutions for $r_{x}$ for the charged leptons using arbitrary precision in Mathematica. The first in our results listed below is the solution for $r_{t}$ up to 24 significant figures. Then, using the same precision for comparison, we list the results for $r_{e}$ for an electron, $r_{\mu}$ for a muon and $r_{\tau}$ for a tauon, along with the anti-fermions:

$$
\begin{aligned}
r_{t} & =5.80838808109165274355010 \times 10^{-34} \mathrm{~m} \longrightarrow 0.0 \mathrm{MeV} \\
r_{e-}=r_{e+} & =5.80838808109165274414872 \times 10^{-34} \mathrm{~m} \longrightarrow 0.511 \mathrm{MeV}, \\
r_{\mu-}=r_{\mu+} & =5.80838808109165286732523 \times 10^{-34} \mathrm{~m} \longrightarrow 106 \mathrm{MeV}, \\
r_{\tau-}=r_{\tau+} & =5.80838808109165482503366 \times 10^{-34} \mathrm{~m} \longrightarrow 1777 \mathrm{MeV} .
\end{aligned}
$$

We should note that there is also a positive solution obtained for the reduced Compton wavelength for these fermions in the form of

$$
\begin{equation*}
r_{x}=\alpha \frac{\hbar}{m_{x} c} . \tag{42}
\end{equation*}
$$

This is so because the spin density squared term for an electron becomes very small of order $10^{-38} \mathrm{MeV}$ when $r_{x}$ is equal to that result so it can be considered effectively as zero. This solution for fermion radius appears to have been ruled out by scattering experiments. However, while it is true that no structure has been found via scattering experiments, there does seem to be some structure involving the magnetic moment and zitterbewegung. The apparent conflict with the scattering experiments can be resolved if there is a very small object for electric charge near Planck length, as our solution indicates, that is "circulating" about the Compton wavelength. Then the scattering at high energies can be understood as from that point-like object and the scattering at low energies can be understood as from the Compton wavelength "size" due to the Coulomb field, with the Coulomb field "barrier" near the Compton wavelength penetrated in the high energy scatterings.

Evidently, very minute changes in the radii are seen to cause large changes in the observed rest mass-energies of the fermions. As the differences in the radii go larger, the resultant mass-energies go higher, as one would expect. It seems extraordinary that Nature would subscribe to such tiny differences resulting from a large number of significant figures, but that might explain why the underlying relationship between the observed values of the masses of the elementary particles has remained elusive so far. In addition to the possible reasons for this mentioned above, it is not inconceivable that the difference between the spin energy density and the electrostatic energy density radii with respect to $r_{t}$ arises due to purely geometrical factors. We also suspect that there may possibly be some kind of symmetry breaking mechanism at work similar to the Higgs mechanism, and this symmetry breaking results in the observed mass-energy generation.

As a consistency check, let us verify that the tiny length differences seen above vanish, $\Delta r \rightarrow 0$, as the corresponding rest mass-energy differences tend to zero: $\Delta E \rightarrow 0$. To this end, we recast Equation (41) for arbitrary $r_{x}$ in a form involving only rest mass-energy on the RHS as:

$$
\begin{equation*}
\frac{\alpha \hbar c}{r_{x}}-\frac{3 \pi l_{P}^{2} \hbar c}{r_{x}^{3}}=m_{x} c^{2} . \tag{43}
\end{equation*}
$$

If we now set

$$
\begin{equation*}
A \equiv \alpha \hbar c \quad \text { and } \quad B \equiv 3 \pi l_{P}^{2} \hbar c \tag{44}
\end{equation*}
$$

then, with $\Delta E=m_{x} c^{2}$ and setting $r_{x}=r_{t}$ as the cancellation radius for which $\Delta E=0$, we obtain

$$
\begin{equation*}
r_{t}=\sqrt{B / A} \tag{45}
\end{equation*}
$$

This allows us to derive a general expression for $r_{x}$ when $\Delta E \neq 0$ :

$$
\begin{equation*}
\frac{A}{r_{x}}-\frac{B}{r_{x}^{3}}=\Delta E \tag{46}
\end{equation*}
$$

From this expression it is now easy to see that

$$
\begin{equation*}
\lim _{\Delta E \rightarrow 0}\left\{\left(\frac{A}{r_{x}}-\frac{B}{r_{x}^{3}}\right)=\Delta E\right\}=\left(\frac{\sqrt{A}^{3}}{\sqrt{B}}-\frac{\sqrt{A}^{3}}{\sqrt{B}}\right) \ln \frac{\sqrt{B / A}}{l_{P}}=0 \Longrightarrow r_{x}=\sqrt{B / A}=r_{t} \tag{47}
\end{equation*}
$$

and conversely, using Equation (45),

$$
\begin{equation*}
\lim _{r_{x} \rightarrow r_{t}}\left\{\left(\frac{A}{r_{x}}-\frac{B}{r_{x}^{3}}\right)=\Delta E\right\} \Longrightarrow \Delta E=0 \tag{48}
\end{equation*}
$$

Consequently, with $\Delta r \equiv\left|r_{t}-r_{x}\right|$, we see from the above limits that $\Delta r \rightarrow 0$ as $\Delta E \rightarrow 0$, and vice versa.

As a rough estimate, the calculation for the radius $r_{q}$ of elementary quarks can be performed in a similar manner as that for charged leptons, since at such short distances the strong force reduces to a Coulomb-like force. One must also factor-in the electrostatic energy, so that a relationship like the following must be calculated, say, for the top quark:

$$
\begin{equation*}
\frac{9 \alpha \hbar c}{4 r_{q x}}+\frac{\alpha_{s} \hbar c}{3 r_{q x}}-\frac{3 \pi G \hbar^{2}}{c^{2} r_{q x}^{3}}=m_{t} c^{2} \tag{49}
\end{equation*}
$$

Here $\alpha_{s}$ is the appropriate strong force coupling (we use 0.1 ). Needless to say, a cancellation radius different from that of the charged leptons should be calculated for comparison, by setting

$$
\begin{equation*}
\frac{9 \alpha \hbar c}{4 r_{q t}}+\frac{\alpha_{s} \hbar c}{3 r_{q t}}-\frac{3 \pi G \hbar^{2}}{c^{2} r_{q t}^{3}}=0 \tag{50}
\end{equation*}
$$

A calculation of the radius for the top quark based on Equation (49) can be found in the Appendix A and is $\approx 2.594 \times 10^{-34} \mathrm{~m}$. We expect it to be only a very rough estimate of the actual value of the radius. Since only one spin density is involved, the above calculation might be able to approximate the behaviour of the quarks. The calculation of the radii $r_{q x}$ for the up and down quark will probably be problematic, since their masses are not well known.

With regard to neutrinos, the self-energy function is very similar to that for charged leptons with the $Z$ boson replacing the photon and weak coupling replacing $\alpha$. A rough calculation gives the same order for the radius at $\approx 10^{-34} \mathrm{~m}$. However, if this does not hold for the neutrino self-energy, then the story is quite different because they would not have self-energy due to electric or colour charge. That means that their rest mass-energy comes entirely from torsion energy due to intrinsic spin. Solving that gives us a radius for electron neutrinos of the order of $10^{-26} \mathrm{~m}$. However, the torsion (spin-squared) self-energy is negative relative to the positive rest mass. We suspect that this means that neutrinos could have anti-gravity properties [27]. The anti-gravity effect with normal matter for single neutrinos is practically negligible but the cosmological implications could be large.

## 4. Possible Solution of the Hierarchy Problem

As alluded to in the introduction, the Hierarchy Problem refers to the fact that gravitational interaction is extremely weak compared to the other known interactions in Nature. One way to appreciate this difference is by combining the Newton's gravitational constant $G$ with the reduced Planck's constant $\hbar$ and the speed of light $c$. The resulting mass scale is the Planck mass, $m_{P}$, which some have speculated to be associated with the existence of smallest possible black holes [7]. If we compare the Plank mass with the mass of the top quark (the heaviest known elementary particle),

$$
\begin{gathered}
m_{P}=\sqrt{\frac{\hbar c}{G}} \approx 2.1765 \times 10^{-8} \mathrm{~kg} \\
m_{t}=\frac{173.21 \mathrm{GeV}}{c^{2}} \approx 3.1197 \times 10^{-25} \mathrm{~kg}
\end{gathered}
$$

then we see that there is some 17 orders of magnitude difference between them. This illustrates the enormous difference between the Planck scale and the electroweak scale. Many solutions have been proposed to explain this difference, such as supersymmetry and large extra dimensions, but none has been universally accepted, for one reason or another. Furthermore, recent experiments performed with the Large Hadron Collider are gradually ruling out some of these proposals. Regardless of the nature of any specific proposal, it is clear from the above values that predictions of numbers with at least 17 significant figures are necessary to successfully explain the difference between $m_{P}$ and $m_{t}$.

We saw from our numerical demonstration in the previous section that within the ECSK theory minute changes in length can induce sizable changes in the observed masses of elementary particles, and that we do have numbers at our disposal with more than 17 significant figures for producing those masses. Moreover, all length changes occurring in our demonstration are taking place close to the Planck length. Thus, since we are "cancelling out" near the Planck length to obtain masses down to the electroweak scale, ours is clearly a possible mechanism for resolving the Hierarchy Problem. We can appreciate this fact by simplifying our central equation by setting $\hbar=c=1$, which then reduces to

$$
\begin{equation*}
\frac{\alpha}{r_{x}}-\frac{3 \pi G}{r_{x}^{3}}=m_{x} \tag{51}
\end{equation*}
$$

It is now easy to see from this equation that the observed mass-energy only depends on the coupling constants and the radii (geometry). Moreover, it is confined entirely within a volume close to the Planck volume, as we saw in our calculations in the previous section. Thus, we are led to

$$
\text { Planck Scale } \Longrightarrow \text { Electroweak Scale. }
$$

In other words, there is no hierarchy problem in the ECSK theory, because Planck scale physics is producing the electroweak scale physics in the form of the mass-energy of fermions as a byproduct of the very geometry of spacetime.

Within the ECSK theory, which extends general relativity to include spin-induced torsion, gravitational effects near micro scales are not necessarily weak. On the other hand, since torsion is produced in the ECSK theory by the spin density of matter, it is confined to that matter, and thus is a very short range effect, unlike the infinite range effect of Einstein's gravity produced by mass-energy. In fact, the torsion field falls off as $1 / r^{6}$, as shown in the calculations of Section 3, since it is produced by spin density squared, confined to the matter distribution [9].

To compare the strengths of gravitational and torsion effects at various scales, we may define a mass-dependent dimensionless gravitational coupling constant, $\mathrm{Gm}^{2} /(\hbar c)$, and evaluate it for the electron, top quark and Planck masses:

$$
\begin{aligned}
& \alpha_{G_{e}}=\frac{G m_{e}^{2}}{\hbar c} \approx 1.7517 \times 10^{-45} \\
& \alpha_{G_{t}}=\frac{G m_{t}^{2}}{\hbar c} \approx 1.1620 \times 10^{-36} \\
& \alpha_{G_{P}}=\frac{G m_{P}^{2}}{\hbar c}=1 \\
& \alpha_{e}=\frac{e^{2}}{4 \pi \hbar c} \simeq 7.2973 \times 10^{-3}
\end{aligned}
$$

Here $\alpha_{e}$ is the electromagnetic coupling constant, or the fine structure constant. From these values we see that near the Planck scale the gravitational coupling is very strong compared to the electromagnetic coupling. However, as we noted above and in Section 3, near the Planck scale torsion effects due to spin density are also very strong, albeit with opposite polarity compared to that of Einstein's gravity, akin to a kind of "anti-gravity" effect of a very short range.

For our demonstration above we have used electrostatic energy density and spin density for matter in a static approximation, for which the field equation within the ECSK theory reduces to $G^{00}=T^{00}$. A numerical estimate for $G^{00}$ from the contributions of the electrostatic energy and spin density parts of $T^{00}$ at our cancellation-radius gives

$$
\begin{equation*}
G_{\text {stat }}^{00}=\frac{8 \pi G}{c^{4}} \frac{\alpha \hbar c}{r_{t}^{4}} \approx+4.209 \times 10^{62} \mathrm{~m}^{-2} \tag{52}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{s p i n}^{00}=-\frac{8 \pi G}{c^{4}} \frac{3 \pi G \hbar^{2}}{c^{2} r_{t}^{6}} \approx-4.209 \times 10^{62} \mathrm{~m}^{-2} \tag{53}
\end{equation*}
$$

Evidently, these field strengths at the cancellation radius are quite large even for a single electron. Fortunately they are never realised in Nature, because, as we can see, they cancel each other out to produce $G_{n e t}^{00}=0$. On the other hand, if we use only the mass-energy density for electron at the cancellation radius, then we obtain $G_{\text {mass }}^{00} \approx 3.0674 \times 10^{43} \mathrm{~m}^{-2}$, which is again some 19 orders of magnitude off the mark. What is more, the latter field strength does not fall off as fast as that due to the spin-induced torsion field. Thus, it is reasonable to conclude that without the cancellation of divergent energies due to the spin self-interaction we have explored here, our universe would be highly improbable.

While there have been other approaches to the hierarchy problem from the viewpoint of the ECSK theory [28-32], our partial solution to the problem is simpler. We have fermions with near Planck scale radii (size) producing rest mass energy in the electro-weak scale. While we have not explained why higher generation fermions do not exist, given that as an assumption, our solution is more complete.

## 5. Concluding Remarks

In this paper we have addressed two longstanding questions in particle physics: (1) Why do the elementary fermionic particles that are so far observed have such low mass-energy compared to the Planck scale? (2) What mechanical energy may be counterbalancing the divergent electrostatic and strong force energies of point-like charged fermions in the vicinity of the Planck scale? Using a hitherto unrecognised mechanism extracted from the well known Hehl-Datta equation, we have presented numerical estimates suggesting that the torsion contributions within the Einstein-Cartan-Sciama-Kibble extension of general relativity can address both of these questions in conjunction.

The first of these problems, the Hierarchy Problem, can be traced back to the extreme weakness of gravity compared to the other forces, inducing a difference of some 17 orders of magnitude between the electroweak scale and the Planck scale. There have been many attempts to explain this huge
difference, but none is simpler than our explanation based on the spin induced torsion contributions within the ECSK theory of gravity. The second problem we addressed here concerns the well known divergences of the electrostatic and strong force self-energies of point-like fermions at short distances. We have demonstrated above, numerically, that torsion contributions within the ECSK theory resolves this difficulty as well, by counterbalancing the divergent electrostatic and strong force energies close to the Planck scale.

It is widely accepted that in the standard model of particle physics charged elementary fermions acquire masses via the Higgs mechanism. Within this mechanism, however, there is no satisfactory explanation for how the different couplings required for the fermions are produced to give the correct values of their masses. While the Higgs mechanism does bestow masses correctly to the heavy gauge bosons and a massless photon, and while our demonstration above does not furnish a fundamental explanation for the fermion masses either, we believe that what we have proposed in this paper is worthy of further research, since our proposal also offers a possible resolution of the Hierarchy Problem.

In Reference [33], Singh points out that there appears to be a symmetry between small and large masses for spin-torsion coupling and energy-curvature coupling. We have noted that there also appears to be a symmetry in that the energy-curvature coupling is effectively infinite while the spin-torsion coupling is very short-ranged near the Planck length.

One may wonder why a gravitational coupling would be involved in the torsion term involving spin-squared, but we suspect it has more to do with Planck length than gravity. The torsion term with our $r_{t}$ cancellation length can be simplified to

$$
\begin{equation*}
-\frac{3 \pi G \hbar^{2}}{c^{2} r_{t}^{3}}=-\frac{3 \pi\left(l_{P}\right)^{2} \hbar c}{\left(\sqrt{\frac{3 \pi}{\alpha}} l_{P}\right)^{3}}=-\frac{\alpha \hbar c}{\sqrt{\frac{3 \pi}{\alpha}} l_{P}} \approx-2.479 \times 10^{15} \mathrm{GeV} \tag{54}
\end{equation*}
$$

Instead of gravitational coupling, now the term has become simple and involves only constants and the Planck length.

Needless to say, the geometrical cancellation mechanism for divergent energies we have proposed here also dispels the need for mass-renormalisation, since we have obtained finite solutions for $r_{x}$ taming the infinities. Thus, both classical and quantum electrodynamics appear to be more complete with torsion contributions included.
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## Appendix A. Calculations of Fermion Radii using Wolfram Mathematica

In this appendix we explain how we used the arbitrary-precision in Mathematica to solve the numerical equations out to 24 significant figures. Each equation displayed below-derived from our central Equation (33)-is simplified so that only the numerical factors have to be used, since the dimensional units cancel out, leaving lengths in meters. For decimal factors, the numbers must be padded out to 26 digits with zeros. Then the numerical part of electrostatic energy density is defined as $A$ and the numerical part of spin energy density is defined as $B$, just as in Equation (44) above. These are then used throughout to perform the calculations. For the values of various physical constants involved in the calculations we have used the 2014 CODATA values, Reference [34] and values from the Particle Data Group, Reference [35].

## Calculation of the Cancellation Radius for Charged Leptons using Formula Equation (41):

$$
\begin{equation*}
\alpha \hbar c r_{t}^{2}-\frac{3 \pi G \hbar^{2}}{c^{2}}=0 \tag{A1}
\end{equation*}
$$

$A:=N\left[\left(7.2973525664000000000000000 \times 10^{-3}\right)\left(1.0545718000000000000000000 \times 10^{-34}\right)\right.$
$\left.\times\left(2.9979245800000000000000000 \times 10^{8}\right), 26\right]$;
$B:=N\left[\left(3 \pi\left(6.6740800000000000000000000 \times 10^{-11}\right)\left(1.0545718001391130000000000 \times 10^{-34}\right)^{2}\right) /\right.$ ( $\left.\left.2.9979245800000000000000000 \times 10^{8}\right)^{2}, 26\right]$;
$N\left[\right.$ Solve $\left.\left[A * r_{t}^{2}-B==0, r_{t}\right], 26\right] / /$ Last
$\left\{r_{t} \rightarrow 5.80838808109165274355010115 \times 10^{-34}\right\}$
Calculation of Radius $r_{e}$ of Electron and Positron

$$
\begin{equation*}
\alpha \hbar c-\frac{3 \pi G \hbar^{2}}{c^{2} r_{e}^{2}}-m_{e} c^{2} r_{e}=0 \tag{A2}
\end{equation*}
$$

$\mathrm{C} 1:=N\left[\left(9.1093835600000000000000000 \times 10^{-31}\right)\left(\left(2.9979245800000000000000000 \times 10^{8}\right)^{2}\right), 26\right]$;
$N\left[\right.$ Solve $\left.\left[\left(A-B /\left(r_{e}^{2}\right)\right)-\mathrm{C} 1 * r_{e}==0, r_{e}\right], 26\right] / /$ Last
$\left\{r_{e} \rightarrow 5.80838808109165274414871873 \times 10^{-34}\right\}$
Calculation of Radius $r_{\mu}$ of Muon and Anti-Muon

$$
\begin{equation*}
\alpha \hbar c-\frac{3 \pi G \hbar^{2}}{c^{2} r_{\mu}^{2}}-m_{\mu} c^{2} r_{\mu}=0 \tag{A3}
\end{equation*}
$$

$C 2:=N\left[\left(1.8835315940000000000000000 * 10^{-28}\right)\left(\left(2.9979245800000000000000000 * 10^{8}\right)^{2}\right), 26\right]$;
$N\left[\right.$ Solve $\left.\left[\left(A-B /\left(r_{\mu}^{2}\right)\right)-\mathrm{C} 2 * r_{\mu}==0, r_{\mu}\right], 26\right] / /$ Last
$\left\{r_{\mu} \rightarrow 5.80838808109165286732522928 \times 10^{-34}\right\}$
Calculation of Radius $r_{\tau}$ of Tau and Anti-Tau

$$
\begin{equation*}
\alpha \hbar c-\frac{3 \pi G \hbar^{2}}{c^{2} r_{\tau}^{2}}-m_{\tau} c^{2} r_{\tau}=0 \tag{A4}
\end{equation*}
$$

C3: $=N\left[\left(3.1674700000000000000000000 \times 10^{-27}\right)\left(\left(2.9979245800000000000000000 * 10^{8}\right)^{2}\right), 26\right]$;
$N\left[\right.$ Solve $\left.\left[\left(A-B /\left(r_{\tau}^{2}\right)\right)-\mathrm{C} 3 * r_{\tau}==0, r_{\tau}\right], 26\right] / /$ Last
$\left\{r_{\tau} \rightarrow 5.80838808109165482503366295 \times 10^{-34}\right\}$
Calculation of the Cancellation Radius for (2e/3) Quarks using Formula (50):

$$
\begin{equation*}
\frac{9 \alpha \hbar c}{4}+\frac{\alpha_{s} \hbar c}{3}-\frac{3 \pi G \hbar^{2}}{c^{2} r_{q t}^{2}}=0 \tag{A5}
\end{equation*}
$$

$\mathrm{D}:=N\left[(1 / 3)(1 / 10)\left(1.0545718000000000000000000 \times 10^{-34}\right)\left(2.9979245800000000000000000 \times 10^{8}\right), 26\right]$; $N\left[\right.$ Solve $\left.\left[((4 / 9) A+D) * r_{q t}^{2}-B==0, r_{q t}\right], 26\right] / /$ Last
$\left\{r_{q t} \rightarrow 2.59439809658779489414601733 \times 10^{-34}\right\}$

## Calculation of Radius $r_{t q}$ of Top Quark:

$$
\begin{equation*}
\frac{\alpha \hbar c}{6 \pi}+\frac{\alpha_{s} \hbar c}{3}-\frac{3 \pi G \hbar^{2}}{2 c^{2} r_{t q}^{2}}-m_{t} c^{2} r_{t q}=0 \tag{A6}
\end{equation*}
$$

$\mathrm{E}:=N\left[\left(3.0877000000000000000000000 \times 10^{-25}\right)\left(\left(2.9979245800000000000000000 \times 10^{8}\right)^{2}\right), 26\right]$;
$N\left[\operatorname{Solve}\left[\left((4 / 9) A+D-B /\left(r_{t q}^{2}\right)\right)-\mathrm{E} * r_{t q}==0, r_{t q}\right], 26\right] / /$ Last
$\left\{r_{t q} \rightarrow 2.59439809658780297057798049 \times 10^{-34}\right\}$

## Appendix B. Miscellaneous Derivations for S-matrix Evaluation

For use in deriving the following, we begin with the fermion anticommutator,

$$
\begin{equation*}
\left\{b_{i}(p), b_{j}^{\dagger}\left(p^{\prime}\right)\right\}=\left\{d_{i}(p), d_{j}^{\dagger}\left(p^{\prime}\right)\right\}=(2 \pi)^{3} \frac{E}{m} \delta_{i j} \delta^{3}\left(\mathbf{p}-\mathbf{p}^{\prime}\right) \tag{A7}
\end{equation*}
$$

and since there is only one electron and no positron in both the initial and final states for the rest frame and $E_{i}=E_{f}=p_{i}=p_{f}=m=\omega=2 \pi / t$ with the spins being summed over, we have

$$
\begin{aligned}
\psi(x)|i\rangle & =\sqrt{\frac{m}{E_{i} r^{3}}} \psi(x) b_{i}^{\dagger}\left(p_{i}\right)|0\rangle \\
& =\sqrt{\frac{1}{r^{3}}} \int \frac{d^{3} p}{(2 \pi)^{3}} \sum_{j=1}^{2} b_{j}(m) u^{j}(m) e^{-i E t} b_{i}^{\dagger}(m)|0\rangle \\
& =\sqrt{\frac{1}{r^{3}}} \int \frac{d^{3} p}{(2 \pi)^{3}} \sum_{j=1}^{2} u^{j}(m) e^{-i E t}\left\{b_{j}(m), b_{i}^{\dagger}(m)\right\}|0\rangle \\
& =\sqrt{\frac{1}{r^{3}}} u^{i}(m) e^{-i E t},
\end{aligned}
$$

and similarly

$$
\begin{align*}
\langle f| \bar{\psi}(x) & =\sqrt{\frac{1}{r^{3}}} \bar{u}^{f}(m) e^{+i E t} \\
\psi(x)|i\rangle & =\sqrt{\frac{1}{r^{3}}} v^{i}(m) e^{+i E t} \\
\langle f| \bar{\psi}(x) & =\sqrt{\frac{1}{r^{3}}} \bar{v}^{f}(m) e^{-i E t} \tag{A8}
\end{align*}
$$

in which the fermion anticommutator Equation (A7) is used for simplification [21]. Note that the spatial components, $\sqrt{1 / r^{3}}$, of the spin vector are factored out in these plane-wave equations.

For the derivation of Equation (20), we begin with Equation (18) for the electrostatic self-interaction contribution,

$$
\begin{equation*}
\mathrm{h}_{I}=e \bar{\psi}(x) \gamma^{\mu} A_{\mu} \psi(x) \tag{A9}
\end{equation*}
$$

and substitute it into the first order S-Matrix,

$$
\begin{equation*}
S_{f i}^{(1)}(E 1)=-i \int d^{4} x\langle f| e \bar{\psi}(x) \gamma^{\mu} A_{\mu} \psi(x)|i\rangle \tag{A10}
\end{equation*}
$$

Making substitutions using Equation (A8) from above, and then going to the rest frame, along with using $A_{0}=e / 4 \pi r, \alpha=e^{2} / 4 \pi$ and taking $r$ to be constant, the S-matrix expression works out to give

$$
\begin{align*}
S_{f i}^{(1)}(E 1) & =-i \frac{e^{2}}{4 \pi r} \int d^{4} x\left(\sqrt{\frac{1}{r^{3}}} \bar{u}^{f}(m) e^{+i m t} \gamma^{0} \sqrt{\frac{1}{r^{3}}} u^{i}(m) e^{-i m t}\right) \\
& =-i \frac{\alpha}{r^{4}}\left(\bar{u}^{f}(m) \gamma^{0} u^{i}(m)\right) \int d^{4} x \\
& =-i \frac{\alpha r^{3} t}{r^{4}}\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \\
& =-i t \frac{\alpha}{r}\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \tag{A11}
\end{align*}
$$

where we have taken $\int d^{4} x=r^{3} t$.
The S-matrix evaluation for Equation (21) in the rest frame is as follows. We begin with Equation (19),

$$
\begin{equation*}
\mathrm{h}_{I}(x)=-\frac{3 \kappa}{8}\left(\bar{\psi}(x) \gamma^{5} \gamma_{k} \psi(x)\right)\left(\bar{\psi}(x) \gamma^{5} \gamma^{k} \psi(x)\right) \tag{A12}
\end{equation*}
$$

and substitute it into the first order S-Matrix:

$$
\begin{equation*}
S_{f i}^{(1)}(E 2)=i \frac{3 \kappa}{8} \int d^{4} x\langle f|\left(\bar{\psi}(x) \gamma^{5} \gamma_{k} \psi(x)\right)\left(\bar{\psi}(x) \gamma^{5} \gamma^{k} \psi(x)\right)|i\rangle \tag{A13}
\end{equation*}
$$

Then, because the spatial components, $\sqrt{1 / r^{3}}$, of the spin vectors are factored out in the plane-wave equations that we derived in Equation (A8), by substituting Equation (A8) into Equation (A13) and then going to the rest frame, the S-matrix expression works out to give

$$
\begin{align*}
S_{f i}^{(1)}(E 2) & =i \frac{3 \kappa}{8} \int d^{4} x \frac{1}{r^{3}}\left(\bar{u}^{f}(m) e^{+i m t} \gamma^{5} \gamma_{0} v^{i}(m) e^{+i m t}\right) \frac{1}{r^{3}}\left(\bar{v}^{f}(m) e^{-i m t} \gamma^{5} \gamma^{0} u^{i}(m) e^{-i m t}\right) \\
& =i \frac{3 \kappa}{8 r^{6}} \int d^{4} x\left(\bar{u}^{f}(m) \gamma^{5} \gamma_{0} v^{i}(m) \bar{v}^{f}(m) \gamma^{5} \gamma^{0} u^{i}(m)\right) \\
& =i \frac{3 \kappa}{8 r^{6}}\left(\bar{u}^{f}(m) \gamma^{5} \gamma_{0}(-1)\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) \gamma^{5} \gamma^{0} u^{i}(m)\right) \int d^{4} x \\
& =i \frac{3 \kappa r^{3} t}{8 r^{6}}\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \\
& =i t \frac{3 \kappa}{8 r^{3}}\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \tag{A14}
\end{align*}
$$

where we have again taken $\int d^{4} x=r^{3} t$. Similarly, the S-matrix expression for the anti-fermion works out to give

$$
\begin{align*}
S_{f i}^{(1)}(E 4) & =i \frac{3 \kappa}{8} \int d^{4} x \frac{1}{r^{3}}\left(\bar{v}^{f}(m) e^{-i m t} \gamma^{5} \gamma_{0} u^{i}(m) e^{-i m t}\right) \frac{1}{r^{3}}\left(\bar{u}^{f}(m) e^{+i m t} \gamma^{5} \gamma^{0} v^{i}(m) e^{+i m t}\right) \\
& =i \frac{3 \kappa}{8 r^{6}}\left(\bar{v}^{f}(m) \gamma^{5} \gamma_{0}\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \gamma^{5} \gamma^{0} v^{i}(m)\right) \int d^{4} x \\
& =i \frac{3 \kappa r^{3} t}{8 r^{6}}(-1)\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) \\
& =-i t \frac{3 \kappa}{8 r^{3}}\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) . \tag{A15}
\end{align*}
$$

From the last two equations it is easy to see that the fermion and anti-fermion S-matrix equations are coupled. In other words, one might initially think that in the rest frame $\bar{\psi}(t) \gamma^{5} \gamma^{0} \psi(t)=0$, which would result in the entire term being zero, but that is not the case because of the coupling of mixed states between fermions and anti-fermions is an intermediate step in the self-interaction.
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#### Abstract

A simple gravitational model with torsion is studied, and it is suggested that it could explain the dark matter and dark energy in the universe. It can be reinterpreted as a model using the Einstein gravitational equations where spacetime has regions filled with a perfect fluid with negative energy (pressure) and positive mass density, other regions containing an anisotropic substance that in the rest frame (where the momentum is zero) has negative mass density and a uniaxial stress tensor, and possibly other "luminal" regions where there is no rest frame. The torsion vector field is inhomogeneous throughout spacetime, and possibly turbulent. Numerical simulations should reveal whether or not the equations are consistent with cosmological observations of dark matter and dark energy.
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## 1. Introduction

One of the outstanding problems in physics is to account for the apparent dark energy and dark matter in the universe since it accounts for roughly $95 \%$ of the total matter in the universe. Reviews of the dark matter and dark energy cosmological problem, and the models that have been introduced to account for it, include those of Peebles and Ratra [1], Sahni [2], Copeland, Sami, and Tsujikawa [3], Frieman, Turner, and Huterer [4], Amendola and Tsujikawa [5], Li, Li, Wang, and Wang [6], and Arun, Gudennavar, and Sivaram [7]. We will not survey the literature here as these reviews do an excellent job of that. As is often the case, we use dimensions where the speed of light $c$ is 1 ; we use the Einstein summation convention where sums over repeated indices are assumed, and a comma in front of a lower index such as $f_{, i}$ denotes differentiation of $f$ with respect to $x^{i}$.

Maybe the most favored model is the $\Lambda$ CDM model. Here, $\Lambda$ is Einstein's cosmological constant, giving rise to dark energy with $p=-\mu_{0}$, and CDM is cold dark matter introduced to give the observed ratio of pressure to total mass density, which is about -0.8 . Constraints on dark matter and dark energy properties are imposed by the results of the DES collaboration [8,9]. Gravitational lensing measurements [10] give a Hubble constant that is consistent with long-period Cepheid measurements in the large Magellanic cloud [11], but both strongly indicate significant discrepancies with the $\Lambda$ CDM model. Experimental tests of the strong equivalence principle [12] provide further evidence casting doubt on the model in favor of modified gravity theories. Alternatively, there may be late time dark matter creation [13].

The relativistic model we introduce here has no adjustable parameters and incorporates a torsion vector field. It is perhaps the simplest gravitational model involving torsion; yet, we believe it could explain the dark energy and dark mass in the universe. If the simplicity of the underlying equations is to be a guiding principle in physics, then these equations surely meet that principle. Of course, our equations still need to be compatible with both existing and future experimental observations, both qualitatively and quantitatively, and this remains to be seen. It is to be stressed that our equations govern the curvature of empty space and do not fully determine the interaction between matter and
the curvature. We believe the simpler problem of obtaining the equations for empty space should be addressed first, as a stepping stone towards a more general theory where matter is included. The main demands that drive our formulation of the equations are:

- That the new equations should be as simple as possible, involving as few assumptions as possible
- That, correspondingly, the new equations should be linear constraints on the curvature tensor.
- That, clearly, the number of unknowns in the torsion field and in the metric, modulo coordinate transformations, should be equal to the number of independent scalar constraints imposed by the new equations.
- Any solution to Einstein's equations is also a solution to the new equations.

It may be argued that these should not be assumed a priori, but that convincing physical arguments should be presented as well. On the other hand, Einstein's equations for empty space can be obtained from the first three of these requirements without any necessity to introduce physical considerations. Indeed, as is well known, it is natural that the Ricci tensor (with the possible addition of the cosmological constant term) is zero in empty space as this provides 10 equations for the 10 metric elements, with the 4 functions associated with freedom in the choice of coordinates being compensated by the 4 Bianchi identities. Only when matter is present is physics needed to determine the full Einstein equations, as embodied in the constraints that the equations reduce to Newton's gravitational equations when the spacetime curvature is small and that small test particles follow geodesics. Since we do not consider the full interaction of matter and curvature, we cannot claim that small test particles will still follow geodesics: that would be a natural demand to be required of a more general theory.

Despite the simplicity of our underlying equations the resultant dynamics of the torsion vector field, even in the weak field approximation, is enormously complicated, suggesting the torsion vector field has some sort of turbulent behavior. This is the main novel feature of our theory: the suggestion that torsion may induce intrinsic inhomogeneity on many length scales, even in the absence of matter. This goes further than the idea that space is inhomogeneous on the Planck length scale and is also a feature of anti-de Sitter spacetime [14]. Other work shows that the inhomogeneities of matter in the universe may account for the perceived acceleration of the universe without any need to introduce a negative cosmological constant $(\Lambda<0)$ (see [15] and the references therein).

Numerical simulations of the torsion field behavior will almost certainly be necessary to test the theory and assess its compatibility with astronomical and cosmological observations. The equations can be reinterpreted as a model using the Einstein gravitational equations where spacetime has regions filled with a perfect fluid with negative energy (pressure) and positive mass density, other regions containing an anisotropic substance, which in the local rest frame (where the momentum is zero) has negative mass density and a uniaxial stress tensor, and possibly other "luminal" regions where there is no natural local "rest frame". We emphasize, though, that all three regions are manifestations of the torsion vector field, and the three regions accordingly correspond to regions where the vector field points inside, outside, or on the boundary of the light cone. Our theory predicts that dark energy and dark matter (which are both manifestations of the torsion field) interact and exchange energy. Other models where dark energy and dark matter interact were reviewed by Wang, Abdalla, Atrio-Barandela, and Pavón [16] (see also the more recent work of Borges and Wands [17]).

It has been noted before by De Sabbata and Sivaram [18] that torsion provides a natural framework for negative mass, as has been suggested to occur in the early universe. Cosmological models with negative mass have been studied by Ray, Khlopov, Ghosh, and Mukhopadhyay [19] and by Famaey and McGaugh [20] and yield promising explanations for the acceleration of the expansion rate of the universe.

In addition to the cosmological dark mass problem, there is also the dark mass problem, which is associated with the observations of higher-than-expected rotational velocities
of stars far from the galactic center. One empirically motivated model that successfully accounts for this is Modified Newtonian Dynamics (MOND), first introduced by Milgrom [21]. He suggested that Newton's law, where the gravitational force is proportional to the acceleration, be replaced at low accelerations, below a critical acceleration $a_{0}=\approx 1.2 \times 10^{-10} \mathrm{~ms}^{-2}$, by one where the force is proportional to the square of the acceleration; see Figure 1. Later, this idea motivated a relativistic theory developed by Bekenstein [22] and generalized by Skordis [23]. One prediction of MOND, later verified, was that there should be a universal relation between the rotation speeds of stars in the outermost parts of a galaxy and the total mass, not dark mass, of the galaxy; see the book of Merritt [24] for further discussion on this point. In particular, on the basis of this, it seems unlikely that unseen particles will provide the explanation for the galactic missing mass problem. Other reviews of MOND, including these and other relativistic extensions and their implications for cosmology, have been given by Famaey and McGaugh [20], Merritt [24], and Milgrom [25]. It is not yet clear whether the torsion field model developed here will be successful in explaining the galactic dark mass problem, though the success of Farnes [26] in explaining the flattening of rotation curves by introducing negative mass suggests that it might meet with success on this front.


Figure 1. Figure, courtesy of M. Milgrom, taken from http:/ /www.scholarpedia.org/article/The_ MOND_paradigm_of_modified_dynamics, (accessed on 31 March 2020) showing its predictions, which are consistent with experimental observations. Plotted is the acceleration as a function of the distance from an isolated mass $M$, for a star with $M=M_{\odot}$ (red), a globular cluster with $M=10^{5} M_{\odot}$ (blue), a galaxy with $M=3 \times 10^{10} M_{\odot}$ (green), and a galaxy cluster with $M=3 \times 10^{13} M_{\odot}$ (magenta), in which $M_{\odot}$ represents one solar mass.

Torsion is the antisymmetric part of the affine connection. The affine connection determines how vectors change under parallel displacements. Cartan introduced torsion and applied it to develop generalizations of Einstein's gravitational equations. His work dates back to the early 1920s; see [27] and the references therein (translated in [28]). A brief introduction to torsion is in the classic book on gravitation by Misner, Thorne, and Wheeler [29]. More extensive reviews of general relativistic models that include torsion, with further developments, include those of Hehl, von der Heyde, and Kerlick [30], De Sabbata and Sivaram [18], Hehl, McCrea, Mielke, and Ne'eman [31], Shapiro [32], Ortín [33], Trautman [34], Poplawski [35], and Fabbri [36]. Interestingly, Jose Beltrán Jiméneza, Lavinia Heisenberg, and Tomi S. Koivisto have recently shown [37] that Einstein's gravitational equations can be reformulated in terms of the torsion alone, eliminating the metric.

Typically, general relativistic models with torsion have been introduced to allow for the intrinsic spin of matter and are quite complicated. By contrast, our focus here is on developing a simple model that may account for the dark mass and dark energy in the universe.

Ivanov and Wellenzohn suggested that the Einstein-Cartan theory may account for dark energy [38]. Another gravitational model that incorporates the same torsion vector field we use, as well as additional fields and a fifth dimension, was developed by Sengupta [39], who suggests it may solve both the cosmological and galactic dark matter problem. Other models incorporating torsion, quite different from the one explored here, that may explain the accelerated expansion of the universe have been developed by Watanabe and Hayashi [40], Minkevich [41], de Berredo-Peixoto and de Freitas [42], Belyaev, Thomas, and Shapiro [43], and Vasak, Kirsch, and Struckmeier [44].

The analysis in the following sections is more or less standard, though equivalent formulations are clearly possible according to one's mathematical taste. The key step to arriving at our equations is simply to postulate that geodesics and autoparallels coincide. There is nothing difficult in the analysis leading to our equations governing the spacetime curvature.

## 2. Metric and Affinities

The functions $g_{u v}$ of the metric field describe with respect to the arbitrarily chosen system of co-ordinates the metrical relations of the spacetime continuum:

$$
\begin{equation*}
d s^{2}=g_{u v} d x^{u} d x^{v} . \tag{1}
\end{equation*}
$$

Here, we will assume that the $g_{u v}$ are real and symmetric in the indices $u$ and $v$, and thus, (1) provides the defining equation for $g_{u v}$ with respect to a given coordinate system.

Now, consider the affinity $\Gamma_{s t}^{i}$, which determines a vector after parallel displacement. To a real contravariant vector $\mathbf{A}$ with components $A^{i}$ at a point $P$ with coordinates $x^{t}$, we correlate a vector $\mathbf{A}+\delta \mathbf{A}$ with components $A^{i}+\delta A^{i}$ at the infinitesimally close point with coordinates $x^{t}+\delta x^{t}$ by

$$
\begin{equation*}
\delta A^{i}=-\Gamma_{s t}^{i} A^{s} \delta x^{t} . \tag{2}
\end{equation*}
$$

Since the magnitude of $\mathbf{A}$ in parallel displacement does not change to first order in that displacement, we obtain

$$
\begin{equation*}
0=\delta\left[g_{u v} A^{u} A^{v}\right]=\frac{d g_{u v}}{d x^{\alpha}} A^{u} A^{v} d x^{\alpha}+g_{u v} A^{u}\left(\delta A^{v}\right)+g_{u v} A^{v}\left(\delta A^{u}\right), \tag{3}
\end{equation*}
$$

and so, using (2), we obtain

$$
\begin{equation*}
g_{u v, \alpha}-g_{u \beta} \Gamma_{v \alpha}^{\beta}-g_{v \beta} \Gamma_{u \alpha}^{\beta}=0, \tag{4}
\end{equation*}
$$

where the comma denotes partial differentiation. Now, by considering this equation together with the two equations

$$
\begin{align*}
& g_{v \alpha, u}-g_{v \beta} \Gamma_{\alpha u}^{\beta}-g_{\alpha \beta} \Gamma_{v u}^{\beta}=0,  \tag{5}\\
& g_{\alpha u, v}-g_{\alpha \beta} \Gamma_{u v}^{\beta}-g_{u \beta} \Gamma_{\alpha v}^{\beta}=0, \tag{6}
\end{align*}
$$

that are obtained by a cyclic interchange of indices and by subtracting (4) from the sum of (5) and (6), we obtain

$$
\begin{equation*}
[u v, \alpha]+g_{v \beta} \widehat{\Gamma}_{u \alpha}^{\beta}+g_{u \beta} \widehat{\Gamma}_{v \alpha}^{\beta}-g_{\alpha \beta} \widehat{\Gamma}_{u v}^{\beta}=g_{\alpha \beta} \Gamma_{u v}^{\beta} \tag{7}
\end{equation*}
$$

where $[u v, \alpha]$ is the Christoffel symbol of the first kind, given by

$$
\begin{equation*}
[u v, \alpha]=\frac{1}{2}\left(g_{\alpha u, v}+g_{\alpha v, u}-g_{u v, \alpha}\right), \quad \widehat{\Gamma}_{i j}^{\beta}=\frac{1}{2}\left(\Gamma_{i j}^{\beta}-\Gamma_{j i}^{\beta}\right) . \tag{8}
\end{equation*}
$$

The antisymmetric part of the affinity $\widehat{\Gamma}_{i j}^{\beta}$, in contrast to $\Gamma_{j i}^{\beta}$, is a tensor-Cartan's torsion tensor.

## 3. Equating Geodesics with Autoparallels

Geodesics are trajectories $\mathbf{x}(s)$, which we chose to parametrize by the distance $s$ along them, that have an extremal distance between two points. Since they clearly only depend on the metric, they satisfy the standard formula:

$$
\begin{equation*}
\frac{d^{2} x^{\mu}}{d s^{2}}+g^{\mu r}[\alpha \beta, r] \frac{d x^{\alpha}}{d s} \frac{d x^{\beta}}{d s}=0 \tag{9}
\end{equation*}
$$

Alternatively, we may consider an autoparallel constructed in such a way that successive elements arise from each other by parallel displacements. An element is the vector $d \mathbf{x} / d s$, and under parallel displacement, its components transform as

$$
\begin{equation*}
\delta\left(\frac{d x^{u}}{d s}\right)=-\Gamma_{\alpha \beta}^{\mu} \frac{d x^{\alpha}}{d s} \delta x^{\beta} . \tag{10}
\end{equation*}
$$

The left-hand side is to be replaced by $\left(d^{2} x^{\mu} / d s^{2}\right) \delta s$, giving

$$
\begin{equation*}
\frac{d^{2} x^{\mu}}{d s^{2}}+\Gamma_{\alpha \beta}^{\mu} \frac{d x^{\alpha}}{d s} \frac{d x^{\beta}}{d s}=0 \tag{11}
\end{equation*}
$$

We postulate that geodesics coincide with autoparallels, thus giving

$$
\begin{equation*}
\left\{\Gamma_{\alpha \beta}^{\mu}-g^{\mu r}[\alpha \beta, r]\right\} \frac{d x^{\alpha}}{d s} \frac{d x^{\beta}}{d s}=0, \tag{12}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\left\{\frac{1}{2}\left(\Gamma_{\alpha \beta}^{\mu}+\Gamma_{\beta \alpha}^{\mu}\right)-g^{\mu r}[\alpha \beta, r]\right\} \frac{d x^{\alpha}}{d s} \frac{d x^{\beta}}{d s}=0 . \tag{13}
\end{equation*}
$$

This postulate is fundamental to the theory. While it is absent of any physical justification, aside from removing possible ambiguity in the path that test particles are required to follow in a more general theory, it is essential to keep the governing equations as simple as possible. This is our motivation for this constraint.

As (13) holds for all $d x^{\alpha} / d s$ and $d x^{\beta} / d s$, we obtain

$$
\begin{equation*}
\bar{\Gamma}_{\alpha \beta}^{\mu} \equiv \frac{1}{2}\left(\Gamma_{\alpha \beta}^{\mu}+\Gamma_{\beta \alpha}^{\mu}\right)=g^{\mu r}[\alpha \beta, r] . \tag{14}
\end{equation*}
$$

Multiplying both sides by $g_{\mu \mathrm{s}}$ and summing over $\mu$ gives

$$
\begin{equation*}
g_{\mu s} \Gamma_{\alpha \beta}^{\mu}+g_{\mu s} \Gamma_{\beta \alpha}^{\mu}=2[\alpha \beta, s] . \tag{15}
\end{equation*}
$$

Combining this with (7) then yields

$$
\begin{equation*}
S_{\alpha \beta \mu} \equiv g_{\alpha r} \widehat{\Gamma}_{\beta \mu}^{r}=-g_{\beta r} \widehat{\Gamma}_{\alpha \mu}^{r}=-S_{\beta \alpha \mu}=S_{\beta \mu \alpha} \tag{16}
\end{equation*}
$$

Therefore, $S_{\alpha \beta \mu}$ is antisymmetric with respect to the interchange of any pair of its three indices, and this implies (see, for example, the text below Equation (2.16) in [30]) that

$$
\begin{equation*}
\widehat{\Gamma}_{j k}^{i}=g^{i r} e_{r j k \ell} U^{\ell} \tag{17}
\end{equation*}
$$

for some contravariant vector density $\mathbf{U}$, where, as is standard, $e_{r j k \ell}$ is the Levi-Civita tensor density, with $e_{1234}=1$ and antisymmetric with respect to the interchange of any pair of indices. $\mathbf{U}$ is known as the axial part of the torsion [30]. A parallel derivation
of the complete antisymmetry of torsion is in the review of Fabbri [36]. Combining (17) with (14) gives

$$
\begin{equation*}
\Gamma_{\alpha \beta}^{\mu}=\bar{\Gamma}_{\alpha \beta}^{\mu}+g^{\mu r} e_{r \alpha \beta \ell} U^{\ell} . \tag{18}
\end{equation*}
$$

## 4. The Ricci Tensor

Let us express the Ricci tensor:

$$
\begin{equation*}
R_{j k}=\Gamma_{r i}^{i} \Gamma_{j k}^{r}-\Gamma_{r k}^{i} \Gamma_{j i}^{r}+\Gamma_{j k, i}^{i}-\Gamma_{j i, k}^{i} \tag{19}
\end{equation*}
$$

which is associated with the local curvature of spacetime, in terms of the symmetric and antisymmetric parts of the affinity:

$$
\begin{align*}
R_{j k} & =\left(\bar{\Gamma}_{r i}^{i}+\widehat{\Gamma}_{r i}^{i}\right)\left(\bar{\Gamma}_{j k}^{r}+\widehat{\Gamma}_{j k}^{r}\right)-\left(\bar{\Gamma}_{r k}^{i}+\widehat{\Gamma}_{r k}^{i}\right)\left(\bar{\Gamma}_{j i}^{r}+\widehat{\Gamma}_{j i}^{r}\right)+\left(\bar{\Gamma}_{j k}^{i}+\widehat{\Gamma}_{j k}^{i}\right)_{, i}-\left(\bar{\Gamma}_{j i}^{i}+\widehat{\Gamma}_{j i}^{i}\right)_{, k \prime} \\
& =\bar{\Gamma}_{r i}^{i}\left(\bar{\Gamma}_{j k}^{r}+\widehat{\Gamma}_{j k}^{r}\right)-\left(\bar{\Gamma}_{r k}^{i}+\widehat{\Gamma}_{r k}^{i}\right)\left(\bar{\Gamma}_{j i}^{r}+\widehat{\Gamma}_{j i}^{r}\right)+\left(\bar{\Gamma}_{j k}^{i}+\widehat{\Gamma}_{j k}^{i}\right)_{, i}-\bar{\Gamma}_{j i, k}^{i} \tag{20}
\end{align*}
$$

where we used the fact that $\Gamma_{r i}^{i}=0$, as follows from (17). Therefore, now, we have

$$
\begin{equation*}
R_{j k}=R_{j k}^{0}-\widehat{\Gamma}_{r k}^{i} \widehat{\Gamma}_{j i}^{r}+\widehat{\Gamma}_{k r}^{i} \bar{\Gamma}_{j i}^{r}+\bar{\Gamma}_{r k}^{i} \widehat{\Gamma}_{i j}^{r}-\bar{\Gamma}_{r i}^{i} \widehat{\Gamma}_{k j}^{r}-\widehat{\Gamma}_{k j, i}^{i} \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{j k}^{0}=\bar{\Gamma}_{r i}^{i} \bar{\Gamma}_{j k}^{r}-\bar{\Gamma}_{r k}^{i} \bar{\Gamma}_{j i}^{r}+\bar{\Gamma}_{j k, i}^{i}-\bar{\Gamma}_{j i, k}^{i} \tag{22}
\end{equation*}
$$

is the usual Ricci curvature tensor associated just with the metric. We now consider the symmetric part of $R_{j k}$ as it is central to our equations:

$$
\begin{equation*}
\bar{R}_{j k} \equiv \frac{1}{2}\left(R_{j k}+R_{k j}\right)=R_{j k}^{0}-\widehat{\Gamma}_{r k}^{i} \widehat{\Gamma}_{j i}^{r}=R_{j k}^{0}-g^{s i} e_{s r k \ell} U^{\ell} g^{t r} e_{t j i h} U^{h} . \tag{23}
\end{equation*}
$$

Given an arbitrary point, we can always find a new coordinate system such that the metric is orthogonal at that point. In this new coordinate system at this one point

$$
\begin{align*}
& \bar{R}_{11}=R_{11}^{0}-g^{i i} e_{i r 1 \ell} U^{\ell} g^{r r} e_{r 1 i h} U^{h}, \\
& \bar{R}_{12}=R_{11}^{0}-g^{i i} e_{i r 1 \ell} U^{\ell} g^{r r} e_{r 2 i h} U^{h}, \tag{24}
\end{align*}
$$

where a sum over $i$ and $r$ is implied. For $e_{i r 1 \ell} e_{r 1 i h}$ to be nonzero, it is necessary that $r \neq i$ and $i r \ell$ must be a permutation of $r$ ih (and a permutation of 234), implying $\ell=h$. Therefore, we obtain

$$
\begin{equation*}
\bar{R}_{11}=R_{11}^{0}-2 g^{22} g^{33}\left(U^{4}\right)^{2}-2 g^{44} g^{22}\left(U^{3}\right)^{2}-2 g^{33} g^{44}\left(U^{2}\right)^{2} . \tag{25}
\end{equation*}
$$

Furthermore, for $e_{\text {ir1 } \ell} e_{r 2 i h}$ to be nonzero, $\ell$ must be 2 and $h$ must be 1 , implying

$$
\begin{equation*}
\bar{R}_{12}=R_{12}^{0}+2 g^{33} g^{44} U^{3} U^{4} \tag{26}
\end{equation*}
$$

Of course, similar formulas hold for the other elements of $\bar{R}_{j k}$. Hence, at this point, in this coordinate system,

$$
\begin{equation*}
\bar{R}_{j k}=R_{j k}^{0}+2 g^{-1} g_{j n} g_{k m} U^{m} U^{n}-2 g^{-1} g_{j k} g_{m n} U^{m} U^{n}, \tag{27}
\end{equation*}
$$

where $g=g_{11} g_{22} g_{33} g_{44}$ is the determinant of the metric tensor, or, introducing a contravariant vector $N^{k}$ such that $N^{k}=U^{k} / \sqrt{-g}$, we obtain

$$
\begin{equation*}
\bar{R}_{j k}=R_{j k}^{0}+2 g_{j k} g_{m n} N^{m} N^{n}-2 g_{j n} g_{k m} N^{m} N^{n} . \tag{28}
\end{equation*}
$$

This equation being a tensor equation will be true in any coordinate system, as well as at any point since the original point was arbitrarily chosen. Raising indices gives

$$
\begin{equation*}
\bar{R}_{k}^{j}=\left(R^{0}\right)_{k}^{j}+2 \delta_{k}^{j} g_{m n} N^{m} N^{n}-2 g_{k m} N^{m} N^{j} . \tag{29}
\end{equation*}
$$

Finally, contracting indices, we obtain

$$
\begin{equation*}
\bar{R} \equiv \bar{R}_{j}^{j}=R^{0}+6 g_{m n} N^{m} N^{n} \tag{30}
\end{equation*}
$$

where $R^{0}=\left(R^{0}\right)_{j}^{j}$. We will call $\mathbf{N}$ the torsion field.

## 5. The Proposed New Gravitational Equations

In this section, we investigate how torsion affects the geometry of empty space. For our purposes, it is to be observed that in the Einstein-Cartan-Sciama-Kibble theory, as reviewed in $[30,33,34]$, one has

$$
\begin{equation*}
N_{j}=-2 \kappa S_{j}, \tag{31}
\end{equation*}
$$

where $S_{j}$ is the spin axial-vector field, and so, there would be no torsion in empty space. Nevertheless, more general theories of torsion-gravity, in which torsion propagates, do not need to verify such a constraint, and therefore, $\mathbf{N}$ can still be nonzero even if $\mathbf{S}=0$ identically; see Fabbri [36] and the references therein. Having emphasized that there exist theories in which torsion can still be nonzero, even in a vacuum, we will however not be specifying any particular Lagrangian. Instead, we will work from a very general perspective. The new gravitational field equations are

$$
\begin{equation*}
\bar{R}_{j k}-\frac{1}{2} g_{j k} \bar{R}=\kappa T_{j k}^{\prime} . \tag{32}
\end{equation*}
$$

where the $T_{j k}^{\prime}$ are the elements of the symmetric stress-energy-momentum tensor $\mathbf{T}^{\prime}$ and $\kappa \approx 2 \times 10^{-43} \mathrm{~s}^{2} \mathrm{~m}^{-1} \mathrm{~kg}^{-1}$ is the gravitational constant. This then has the equivalent form:

$$
\begin{equation*}
R_{j k}^{0}-\frac{1}{2} g_{j k} R^{0}-g_{j k} g_{m n} N^{m} N^{n}-2 g_{j n} g_{k m} N^{m} N^{n}=\kappa T_{j k}^{\prime} \tag{33}
\end{equation*}
$$

or

$$
\begin{equation*}
R_{j k}^{0}-\frac{1}{2} g_{j k} R^{0}=\kappa T_{j k} \tag{34}
\end{equation*}
$$

with

$$
\begin{equation*}
T_{j k}=T_{j k}^{\prime}+\left[g_{j k} g_{m n} N^{m} N^{n}+2 g_{j n} g_{k m} N^{m} N^{n}\right] / \kappa . \tag{35}
\end{equation*}
$$

Thus, $\mathbf{T}$ is the equivalent stress-energy-momentum tensor if we were to reinterpret our equations in the format of Einstein's original gravitational equation. Therefore, if the torsion field $\mathbf{N}$ is small enough, we recover Einstein's original equations to a good approximation and, hence, those of Newtonian gravity. From here onwards, until the last section, we assume that $\mathbf{T}^{\prime}=0$, i.e., that no ordinary matter is present in the region of spacetime being studied. By multiplying (32) by $g^{k j}$ and summing over indices, we see that $\bar{R}=0$, and hence, (33) can be rewritten as

$$
\begin{equation*}
\bar{R}_{j k}=R_{j k}^{0}+2 g_{j k} g_{m n} N^{m} N^{n}-2 g_{j n} g_{k m} N^{m} N^{n}=0, \tag{36}
\end{equation*}
$$

or, raising indices,

$$
\begin{equation*}
\bar{R}^{j k}=\left\{R^{0}\right\}^{j k}+2 g^{j k} g_{m n} N^{m} N^{n}-2 N^{j} N^{k}=0 . \tag{37}
\end{equation*}
$$

These equations are consistent, for example, with those of Sengupta [39] (see his Equation (27)), which, however, are not the same as they include an extra dimension and incorporate additional fields.

The well-known Bianchi identities between the components of the contracted curvature tensor imply

$$
\begin{equation*}
\left[\left\{R^{0}\right\}^{j k}-\frac{1}{2} g^{j k} R^{0}\right]_{, k}=0, \tag{38}
\end{equation*}
$$

and as is well known, this implies $T_{, j}^{i j}=0$, reflecting conservation of energy and momentum. Together with (37) and (30), we obtain

$$
\begin{equation*}
\left[g^{j k} g_{m n} N^{m} N^{n}+2 N^{j} N^{k}\right]_{, k}=0 \tag{39}
\end{equation*}
$$

We can view these as the extra four equations needed to determine the four components of $\mathbf{N}$ in empty space. One slightly unsatisfactory feature of the equations is that $\mathbf{N}$ is only determined up to a sign change. In other words, given a solution in a spacetime region, another solution can be obtained by reversing the sign of $\mathbf{N}$ within a subregion. Thus, we do not consider our theory to be complete. At the quantum Planck length scale, it likely needs modification, and the modified theory could prevent abrupt changes in the sign of $\mathbf{N}$. Alternatively, one could take the view that there is no torsion, but rather, $\mathbf{N}(\mathbf{x})$ is just a vector field pervading all space. Then, the sign of $\mathbf{N}(\mathbf{x})$ is immaterial, but still, one would expect modifications at the Planck length scale to provide a lower limit to the length scales of "turbulence" in the vector field $\mathbf{N}(\mathbf{x})$.

## 6. The Weak Field Approximation

Now, consider the weak field approximation where $g_{\alpha \beta}=g_{\alpha \beta}^{0}+\kappa h_{\alpha \beta}$ and $N^{i}=\sqrt{\kappa} n_{i}$ where $\kappa$ is a small parameter, and the $g_{a \beta}^{0}$ correspond to the Minkowski metric:

$$
\begin{equation*}
g_{a a}^{0}=\left\{g^{0}\right\}^{a a}=1, \quad g_{a b}^{0}=\left\{g^{0}\right\}^{a b}=0, \quad g_{a 4}^{0}=\left\{g^{0}\right\}^{a 4}=0, \quad g_{44}^{0}=\left\{g^{0}\right\}^{44}=-1 \tag{40}
\end{equation*}
$$

in which $a, b$ are indices taking the values 1,2 , or 3 with $a \neq b$. There is some freedom in the choice of the $h_{\alpha \beta}$ due to the coordinate shifts that we can make to first order in $\kappa$. This freedom can be eliminated by imposing the harmonic gauge that

$$
\begin{equation*}
h_{, k}^{j k}=\frac{1}{2}\left\{g^{0}\right\}^{j k} h_{, k} \tag{41}
\end{equation*}
$$

in which $h=\left\{g^{0}\right\}^{s t} h_{s t}$ and $h^{j k}=\left\{g^{0}\right\}^{j s}\left\{g^{0}\right\}^{k t} h_{s t}$. To first order in $\kappa(37)$ implies

$$
\begin{equation*}
0=\bar{R}^{j k} / \kappa=-\frac{1}{2} g_{m n}^{0} \frac{\partial h^{j k}}{\partial x_{m} \partial x_{n}}+2\left\{g^{0}\right\}^{j k} g_{m n}^{0} n^{m} n^{n}-2 n^{j} n^{k} \tag{42}
\end{equation*}
$$

Furthermore, to first order in $\kappa$, (39) implies

$$
\begin{equation*}
\left[\left\{g^{0}\right\}^{j k} g_{m n}^{0} n^{m} n^{n}+2 n^{j} n^{k}\right]_{, k}=0 \tag{43}
\end{equation*}
$$

Not all 10 equations in (42) are independent, as a consequence of the Bianchi identities (38). To see this directly, multiply (42) by $g_{h j}^{0}$ and contract indices to give

$$
\begin{equation*}
0=\bar{R} / \kappa=-\frac{1}{2} g_{m n}^{0} \frac{\partial h}{\partial x_{m} \partial x_{n}}+6 g_{m n}^{0} n^{m} n^{n} \tag{44}
\end{equation*}
$$

which is also implied by taking the first-order approximation to (30). Thus, we have

$$
\begin{equation*}
0=\left(\bar{R}^{j k}-\frac{1}{2} g^{j k} \bar{R}\right) / \kappa=-\frac{\partial}{\partial x_{m} \partial x_{n}}\left(h^{j k}-\frac{1}{2}\left\{g^{0}\right\}^{j k} h\right)-\left[\left\{g^{0}\right\}^{j k} g_{m n}^{0} n^{m} n^{n}+2 n^{j} n^{k}\right] . \tag{45}
\end{equation*}
$$

With (41), we recover (43). In summary, we should first use the four equations (43) to determine the $n^{i}(\mathbf{x}), i=1,2,3,4$. Then, we should use the 16 Equations (41) and (42),
of which only 10 are independent, to determine the 10 functions $h_{i j}(\mathbf{x})$. Writing out Equation (42) explicitly, we obtain

$$
\begin{align*}
\nabla^{2} h^{a b}-\frac{\partial^{2}}{\partial t^{2}} h^{a b} & =4\left[\delta_{a b}\left(n^{2}-n_{4}^{2}\right)-n_{a} n_{b}\right] \\
\nabla^{2} h^{a 4}-\frac{\partial^{2}}{\partial t^{2}} h^{a 4} & =4 n_{a} n_{4} \\
\nabla^{2} h^{44}-\frac{\partial^{2}}{\partial t^{2}} h^{44} & =-4 n^{2}, \tag{46}
\end{align*}
$$

where the indices $a$ and $b$ take values from 1 to $3, n^{2}=n_{1}^{2}+n_{2}^{2}+n_{3}^{2}$, and $n_{i}=g_{i j}^{0} n^{j}$. As we used the harmonic gauge, there is the additional restriction that the $h^{j k}$ satisfy (41), i.e., that

$$
\begin{align*}
& h_{, 1}^{a 1}+h_{, 2}^{a 2}+h_{, 3}^{a 3}+h_{, 4}^{a 4}=\frac{1}{2}\left(h^{11}+h^{22}+h^{33}-h^{44}\right)_{, a,} \quad a=1,2,3, \\
& h_{, 1}^{41}+h_{, 2}^{42}+h_{, 3}^{43}+h_{, 4}^{44}=-\frac{1}{2}\left(h^{11}+h^{22}+h^{33}-h^{44}\right)_{, 4} . \tag{47}
\end{align*}
$$

The identities (43) imply $T_{, j}^{i j}=0$ with, to zeroth order in $\kappa$,

$$
\begin{align*}
& T^{a a}=2 n_{a}^{2}+n^{2}-n_{4}^{2}, \quad T^{a b}=2 n_{a} n_{b}, \\
& T^{44}=3 n_{4}^{2}-n^{2}, \quad T^{a 4}=-2 n_{a} n_{4} . \tag{48}
\end{align*}
$$

Equivalently, the matrix $\mathbf{T}$ with elements $T^{i j}$ takes the block form:

$$
\mathbf{T}=\left(\begin{array}{cc}
2 \mathbf{n} \otimes \mathbf{n}+\left(n^{2}-n_{4}^{2}\right) \mathbf{I} & -2 n_{4} \mathbf{n}  \tag{49}\\
-2 n_{4} \mathbf{n}^{T} & 3 n_{4}^{2}-n^{2}
\end{array}\right),
$$

where $\mathbf{n}^{T}$ is the row vector, which is the transpose of $\mathbf{n}$, defined as $\mathbf{n}=\left(n_{1}, n_{2}, n_{3}\right)$.

## 7. Subluminal, Luminal, and Superluminal Regions of Spacetime

In this section, we do not make the weak field approximation, but we consider any point $P$ in spacetime and choose the Minkowski metric (40) at that point.

### 7.1. Subluminal Regions and the Equivalent Perfect Fluid with Negative Energy That Occupies Them

Consider a region where $k=n_{4}^{2}-n^{2}>0$. We call such a region a subluminal region. Define the 4 -velocity $\mathbf{V}$ with components

$$
\begin{equation*}
V_{a}=n_{a} / \sqrt{k}, \quad V_{4}=n_{4} / \sqrt{k} \tag{50}
\end{equation*}
$$

satisfying $V_{1}^{2}+V_{2}^{2}+V_{3}^{2}-V_{4}^{2}=-1$. In terms of this velocity, (48) implies

$$
\begin{align*}
& T^{a a}=\left(2 V_{a}^{2}-1\right) k, \quad T^{a b}=2 V_{a} V_{b} k \\
& T^{44}=\left(2 V_{4}^{2}+1\right) k, \quad T^{a 4}=2 V_{a} V_{4} k \tag{51}
\end{align*}
$$

By comparison, a perfect fluid moving with 4-velocity $\mathbf{V}$ has

$$
\left.\begin{array}{ll}
T^{a a} & =\left(\mu_{0}+p\right) V_{a}^{2}+p, \\
T^{44} & =\left(\mu_{0}+p\right) V_{4}^{2}-p, \tag{52}
\end{array} T^{a 4}=\left(\mu_{0}+p\right) V_{a} V_{b}, p\right) V_{a} V_{4}, ~ \$
$$

where $p=p$ is the pressure and $\mu_{0}$ is the rest density (in the frame with the same velocity as the fluid). Thus, $T$ corresponds to a fluid with

$$
\begin{equation*}
p=-\mu_{0} / 3, \quad \mu_{0}=3 k \tag{53}
\end{equation*}
$$

Note that, in this case, it always possible to choose a moving frame of reference with respect to which the fluid is not locally moving, i.e., $n^{2}=0$.

### 7.2. Superluminal Regions and the Equivalent Substance with Negative Mass That Occupies Them

Consider those regions where $k=n_{4}^{2}-n^{2}<0$, which we call superluminal. Then, it is impossible to move to a reference frame such that $n^{2}=0$ at a given point. Rather, we can move to a frame where $n_{4}=0$ at this point. In this frame,

$$
\begin{align*}
& T^{a a}=2 n_{a}^{2}+n^{2}, \quad T^{a b}=2 n_{a} n_{b} \\
& T^{44}=-n^{2}, \quad T^{a 4}=0 \tag{54}
\end{align*}
$$

This corresponds to some sort of substance, which, in this frame, has no momentum, a negative mass density $-n^{2}$, and a stress:

$$
\begin{equation*}
\sigma=-n^{2} \mathbf{I}-2 \mathbf{n} \otimes \mathbf{n} \tag{55}
\end{equation*}
$$

corresponding to a pressure of $n^{2}$ and an additional uniaxial compression in the direction $\mathbf{n}$.

### 7.3. Luminal Regions

Finally, consider the regions where $k=n_{4}^{2}-n^{2}=0$, which we call luminal. Then,

$$
\begin{equation*}
T^{a a}=2 n_{a}^{2}, \quad T^{a b}=2 n_{a} n_{b}, \quad T^{44}=2 n_{4}^{2}, \quad T^{a 4}=-2 n_{a} n_{4} \tag{56}
\end{equation*}
$$

Clearly, a luminal boundary or luminal region must separate regions that are subluminal or superluminal. In a luminal region, one cannot move to a frame where $n^{2}=0$, nor where $n_{4}^{2}=0$, unless both are zero. The momentum density, mass density, and stress are nonzero everywhere, except where the torsion field vanishes.

## 8. Some Solutions and Perturbative Solutions for the Torsion Field in the Weak Field Approximation

Let us consider solutions of $T_{, j}^{i j}=0$ in a flat metric given by (40). Using (49), we obtain

$$
\begin{align*}
0 & =\frac{\partial}{\partial t}\left[3 n_{4}^{2}-n^{2}\right]-2 \nabla \cdot\left(n_{4} \mathbf{n}\right) \\
0 & =\nabla \cdot(\mathbf{n} \otimes \mathbf{n})-\frac{\partial\left(n_{4} \mathbf{n}\right)}{\partial t}+\frac{1}{2} \nabla\left(n^{2}-n_{4}^{2}\right) \\
& =(\mathbf{n} \cdot \nabla) \mathbf{n}+\mathbf{n} \nabla \cdot \mathbf{n}-\frac{\partial\left(n_{4} \mathbf{n}\right)}{\partial t}+\frac{1}{2} \nabla\left(n^{2}-n_{4}^{2}\right) \tag{57}
\end{align*}
$$

where the first equation represents the conservation of energy and the second the balance of forces.

In the subluminal regions, if we look for solutions where $\mathbf{n}=0$ globally and not just at one point, the conservation of energy implies $\partial n_{4}^{2} / \partial t=0$, while the balance of forces implies $\nabla\left(n_{4}^{2}\right)=0$. Thus, $n_{4}^{2}$ must be a constant in spacetime. On the other hand, if we allow for small values of $\mathbf{n}$, with $n^{2} \ll n_{4}^{2}$, then to first order in the perturbation with $\mathbf{e}=n_{4} \mathbf{n}$ and $f=n_{4}^{2}$, we obtain

$$
\begin{equation*}
\frac{\partial \mathbf{e}}{\partial t}=-\frac{1}{2} \nabla f, \quad 3 \frac{\partial f}{\partial t}=2 \nabla \cdot \mathbf{e}, \tag{58}
\end{equation*}
$$

giving

$$
\begin{equation*}
3 \frac{\partial^{2} f}{\partial t^{2}}=-\nabla^{2} f \tag{59}
\end{equation*}
$$

This has exponentially growing solutions such as

$$
\begin{equation*}
f=1+\delta e^{\tau} \cos \mathbf{k} \cdot \mathbf{x}, \quad \text { with } k^{2} \equiv \mathbf{k} \cdot \mathbf{k}=3 \tau^{2} \tag{60}
\end{equation*}
$$

where $\delta$ is a small parameter. After a finite time, this solution for $f$ reaches negative values, but before which, our assumption that $n^{2} \ll n_{4}^{2}$ is violated. Thus, the solution with $\mathbf{n}=0$ is unstable to perturbations.

In the superluminal regions, if we look for solutions where $n_{4}=0$ globally and not just at one point, then the conservation of energy implies that $n^{2}$ must not vary with time, and the balance of forces implies

$$
\begin{equation*}
\nabla\left(n^{2}\right)+2 \nabla \cdot(\mathbf{n} \otimes \mathbf{n})=0 \tag{61}
\end{equation*}
$$

This provides three equations to be satisfied by the three functions $n_{a}\left(x_{1}, x_{2}, x_{3}, t\right)$, $a=1,2,3$. There is a manifold of functions satisfying (61), and we can choose any trajectory $\mathbf{n}\left(x_{1}, x_{2}, x_{3}, t\right)$ that lies on this manifold and is such that $n^{2}\left(x_{1}, x_{2}, x_{3}\right)=\mathbf{n}\left(x_{1}, x_{2}, x_{3}, t\right)$. $\mathbf{n}\left(x_{1}, x_{2}, x_{3}, t\right)$ is independent of time. Unless $\mathbf{n}\left(x_{1}, x_{2}, x_{3}, t\right)$ only depends on $t$, it seems likely that this second condition will generally force $\mathbf{n}\left(x_{1}, x_{2}, x_{3}, t\right)$ to be independent of time (up to a sign change in $\mathbf{n}$ ). If we investigate the effect of perturbations, with $\mathbf{n}_{4}^{2} \ll n^{2}$ and both $n_{1}$ and $\epsilon$ depending only on $x_{1}$ and $t$ and say $n_{2}=n_{3}=0$, we obtain

$$
\begin{equation*}
\frac{\partial e_{1}}{\partial t}=\frac{3}{2} \frac{\partial d}{\partial x_{1}}, \quad \frac{\partial d}{\partial t}=-2 \frac{\partial e_{1}}{\partial x_{1}}, \tag{62}
\end{equation*}
$$

where $e_{1}=n_{4} n_{1}$ and $d=n_{1}^{2}$. This gives

$$
\begin{equation*}
\frac{\partial^{2} d}{\partial t^{2}}=-3 \frac{\partial^{2} d}{\partial x_{1}^{2}} \tag{63}
\end{equation*}
$$

which has exponentially growing solutions such as

$$
\begin{equation*}
d=1+e^{\tau} \cos \mathbf{k} \cdot \mathbf{x}, \quad \text { with } k^{2}=\tau^{2} / 3 \tag{64}
\end{equation*}
$$

While, after a finite time, our assumption that $\mathbf{n}_{4}^{2} \ll n^{2}$ becomes violated, the calculation shows that the solution with $n_{4}=0$ is unstable to perturbations.

In luminal regions where $n^{2}-n_{4}^{2}=0$, we can use this identity to eliminate $n_{4}$ from (57) and obtain

$$
\begin{align*}
0 & =\frac{\partial n^{2}}{\partial t} \pm \nabla \cdot(|\mathbf{n}| \mathbf{n}) \\
0 & =\nabla \cdot(\mathbf{n} \otimes \mathbf{n}) \pm \frac{\partial(|\mathbf{n}| \mathbf{n})}{\partial t} \\
& =(\mathbf{n} \cdot \nabla) \mathbf{n}+\mathbf{n} \nabla \cdot \mathbf{n} \pm \frac{\partial(|\mathbf{n}| \mathbf{n})}{\partial t} \tag{65}
\end{align*}
$$

where the plus or minus sign is taken according to whether $n_{4}= \pm|\mathbf{n}|$. In the special case where $n_{2}=n_{3}=0$ (after making a spatial rotation if necessary), we obtain $n_{4}=n_{1}$ (or $n_{4}=-n_{1}$ ), and (65) reduces to the single equation:

$$
\begin{equation*}
\frac{\partial n_{1}}{\partial t}=\frac{\partial n_{1}}{\partial x_{1}} \tag{66}
\end{equation*}
$$

to be satisfied by the function $n_{1}\left(x_{1}, x_{2}, x_{3}, t\right)$, describing a wave propagating at the speed of light in the direction of the $x_{1}$-axis. We call them localized longitudinal torsion waves, longitudinal because $\mathbf{n}$ is aligned with the direction of propagation. We now look for perturbation solutions with $n_{4}=n_{1}-\epsilon$, where $\epsilon$ is a small parameter and both $n_{1}$ and $\epsilon$ depend only on $x_{1}$ and $t$ while $n_{2}=n_{3}=0$. Letting $\epsilon n_{1}=\eta$ and $d=n_{1}^{2}$, we obtain

$$
\begin{equation*}
\frac{\partial(d-\eta)}{\partial t}=-\frac{\partial(d-\eta)}{\partial x_{1}}, \quad \frac{\partial(d-3 \eta)}{\partial t}=-\frac{\partial(d-\eta)}{\partial x_{1}} . \tag{67}
\end{equation*}
$$

The first wave equation has the solution $\eta=d+h\left(x_{1}-t\right)$, where $h(y)$ is an arbitrary function, and substituting in the second gives $\partial d / \partial t=h^{\prime}\left(x_{1}-t\right)$, where $h^{\prime}(y)$ is the derivative of $h(y)$. We conclude that

$$
\begin{equation*}
\eta=\sigma\left(x_{1}\right), \quad d=\sigma\left(x_{1}\right)-h\left(x_{1}-t\right), \tag{68}
\end{equation*}
$$

where $\sigma\left(x_{1}\right)$ satisfies $h(y) \leq|\sigma(y)| \ll|h(y)|$ for all $y$, to ensure that $d$ is non-negative and that the perturbation is small $\left(\left|\epsilon\left(x_{1}, t\right)\right| \ll\left|n_{1}\left(x_{1}, t\right)\right|\right.$ for all $\left(x_{1}, t\right)$, but otherwise is an arbitrary function. Thus, $h(y)$ can only take negative values, and the perturbation travels at the speed of light in the direction of $\mathbf{n}$.

We now present various other solutions of the equations, without investigating their stability.

### 8.1. Plane Wave Solutions

Here, we consider plane wave solutions to the equations in the weak field approximation. It is to be emphasized that since the equations are non-linear, specifically quadratic in $\mathbf{n}$, one cannot generally superimpose our plane wave solutions to obtain another solution.

The simplest case is when the fields only depend on, say, $x_{1}$. Then, we deduce that $T^{1 j}$ is a constant, i.e.,

$$
\begin{equation*}
3 n_{1}^{2}+n_{2}^{2}+n_{3}^{2}-n_{4}^{2}=k_{1}, \quad n_{1} n_{2}=k_{2}, \quad n_{1} n_{3}=k_{3}, \quad n_{1} n_{4}=k_{4} \tag{69}
\end{equation*}
$$

where the $k_{i}$ are constants. Multiplying the first equation by $n_{1}^{2}$, we obtain

$$
\begin{equation*}
n_{1}^{4}=\left(k_{1} n_{1}^{2}-k_{2}^{2}-k_{3}^{2}+k_{4}^{2}\right) / 3 \tag{70}
\end{equation*}
$$

which requires the constants $k_{i}$ to be such that the right-hand side is non-negative. Thus, $n_{1}^{2}$ is constant, and the last three equations in (69) imply that $n_{2}^{2}, n_{3}^{2}$, and $n_{4}^{2}$ are constants as well, unless $n_{1}^{2}=0$. Therefore, the only interesting case is when $n_{1}^{2}=0$, implying that $k_{2}=k_{3}=k_{4}=0$. Then, according to whether $-k_{1}=n_{4}^{2}-n^{2}$ is positive, zero, or negative, the solution will be subluminal, superluminal, or luminal. Thus, subject to the constraint that $n^{2} \geq k_{1}$ (relevant only when $k_{1}>0$ ), $n_{2}\left(x_{1}\right)$ and $n_{3}\left(x_{1}\right)$ can be chosen arbitrarily and determine $n_{4}^{2}=n^{2}-k_{1}$. In particular, if $k_{1}=0$, one may choose $n_{2}\left(x_{1}\right)$ and $n_{3}\left(x_{1}\right)$ to be zero outside an interval of values of $x_{1}$. In a frame of reference moving with velocity $-v_{1}$ in direction $x_{1}$, this will look like a wave pulse traveling a velocity $v_{1}$, as all the field components will be functions of $x_{1}-v_{1} t$. We call them localized transverse torsion waves, transverse because $\mathbf{n}$ is perpendicular to the wave front. Unlike longitudinal torsion waves, which can only travel at the speed of light, these can have any velocity less than $c$.

Similarly, when the fields only depend on $t=x_{4}$, we deduce that $T^{4 j}$ is a constant, i.e.,

$$
\begin{equation*}
n_{4} \mathbf{n}=\mathbf{k}^{\prime}, \quad 3 n_{4}^{2}-n^{2}=k_{4}^{\prime}, \tag{71}
\end{equation*}
$$

in which $\mathbf{n}=\left(n_{1}, n_{2}, n_{3}\right)$ and $n^{2}=\mathbf{n} \cdot \mathbf{n}$ and where $k_{4}^{\prime}$ and $\mathbf{k}^{\prime}=\left(k_{1}^{\prime}, k_{2}^{\prime}, k_{3}^{\prime}\right)$ are constants. Multiplying the last formula by $n_{4}^{2}$ shows that

$$
\begin{equation*}
n_{4}^{4}=\left(k_{4}^{\prime} n_{4}^{2}+\mathbf{k}^{\prime} \cdot \mathbf{k}^{\prime}\right) / 3 \tag{72}
\end{equation*}
$$

is constant, implying $n_{4}^{2}$ is constant and, through the first equation in (71), that $n_{1}^{2}, n_{2}^{2}$, and $n_{3}^{2}$ are constant as well, unless $n_{4}^{2}=0$. When $n_{4}^{2}=0$, then $\mathbf{k}^{\prime}=0$. The last formula in (71) then forces $n^{2}$ to be constant. Subject to this constraint, $\mathbf{n}$ can have an arbitrary dependence on time (with $\mathbf{n}(t)$ being independent of $x_{1}, x_{2}$, and $x_{3}$ ). However, note that the inevitable spatial variation of $\mathbf{n}$ may eliminate this arbitrariness, as may going beyond the weak field approximation.

### 8.2. Solutions with Cylindrical Symmetry, Including Torsion-Rolls

Consider cylindrical coordinates $(r, \theta, z, t)$ taking $r$ to be the radial distance from the $z$-axis, $\theta$ to be the angular variable, and $t$ to be the time. We seek solutions where $\mathbf{n}=\left(n_{r}, n_{\theta}, n_{z}\right)$ and $n_{4}$ only depend on $r$, so that

$$
\begin{align*}
\nabla \cdot\left(n_{4} \mathbf{n}\right) & =\frac{1}{r} \frac{d\left(r n_{4} n_{r}\right)}{d r} \hat{\mathbf{r}}, \\
(\mathbf{n} \cdot \nabla) \mathbf{n} & =\left(n_{r} \frac{d n_{r}}{d r}-\frac{n_{r}^{2}}{r}\right) \hat{\mathbf{r}}+\left(n_{r} \frac{d n_{\theta}}{d r}+\frac{n_{r} n_{\theta}}{r}\right) \hat{\theta}+\left(n_{r} \frac{d n_{z}}{d r}\right) \hat{\mathbf{z}}, \\
\mathbf{n}(\nabla \cdot \mathbf{n}) & =\frac{1}{r} \frac{d\left(r n_{r}\right)}{d r}\left(n_{r} \hat{\mathbf{r}}+n_{\theta} \hat{\theta}+n_{z} \hat{\mathbf{z}}\right), \\
\frac{1}{2} \nabla\left(n^{2}-n_{4}^{2}\right) & =\frac{1}{2}\left[\frac{d}{d r}\left(n^{2}-n_{4}^{2}\right)\right] \hat{\mathbf{r}}, \tag{73}
\end{align*}
$$

where we used the standard formulas for the gradient, divergence, and $\mathbf{n} \cdot \nabla$ in cylindrical coordinates. Then, the conservation laws (57) take the form

$$
\begin{align*}
& 0=\frac{1}{r} \frac{d\left(r n_{r} n_{4}\right)}{d r}, \\
& 0=\frac{n_{r}^{2}-n_{\theta}^{2}}{r}+\frac{1}{2} \frac{d}{d r}\left[2 n_{r}^{2}+n^{2}-n_{4}^{2}\right], \\
& 0=\frac{2 n_{r} n_{\theta}}{r}+\frac{d\left(n_{r} n_{\theta}\right)}{d r}, \\
& 0=\frac{n_{r} n_{z}}{r}+\frac{d\left(n_{r} n_{z}\right)}{d r} . \tag{74}
\end{align*}
$$

If we consider an interface at a constant radius $r=r_{0}$, with outwards unit normal $\hat{\mathbf{r}}$, then the weak form of the equations $T_{, j}^{i j}=0$ imply the jump conditions on the elements $T^{i j}$ that

$$
\mathbf{T}\binom{\hat{\mathbf{r}}}{0}
$$

must be continuous across the interface, where $\mathbf{T}$ is given by (49). This implies that the quantities

$$
\begin{equation*}
c_{4}=n_{4} n_{r}, \quad c_{\theta}=n_{\theta} n_{r}, \quad c_{z}=n_{z} n_{r}, \quad c_{r}=3 n_{r}^{2}+n_{\theta}^{2}+n_{z}^{2}-n_{4}^{2} \tag{75}
\end{equation*}
$$

must all be continuous across the interface $r=r_{0}$. Multiplying the last equation by $n_{r}^{2}$, we see that

$$
\begin{equation*}
n_{r}^{4}=\left(c_{r} n_{r}^{2}-c_{\theta}^{2}-c_{z}^{2}+c_{4}^{2}\right) / 3 \tag{76}
\end{equation*}
$$

must be continuous as well, and the first three equations imply that all components of $\left(\mathbf{n}, n_{4}\right)$ are continuous across the interface, up to a change of sign, unless $n_{r}^{2}=0$ at the interface. If $n_{r}^{2}$ is zero at the interface, it follows that $c_{4}=c_{\theta}=c_{z}=0$ at the interface. Therefore, across $r=r_{0}$, any jumps in $n_{\theta}(r, t), n_{z}(r, t)$, and $n_{4}(r, t)$ that maintain the continuity of $n^{2}-n_{4}^{2}$ are possible provided $n_{r}(r, t)$ is continuous and $n_{r}\left(r_{0}, t\right)=0$.

The first, third, and last equations in (74) imply

$$
\begin{equation*}
r n_{r} n_{4}=k_{4}, \quad r n_{r} n_{z}=k_{z}, \quad r^{2} n_{r} n_{\theta}=k_{\theta} \tag{77}
\end{equation*}
$$

where $k_{4}, k_{z}$, and $k_{\theta}$ are constants. In the case $n_{r}=0$, all are satisfied with $k_{4}=k_{z}=k_{\theta}=0$. The remaining second equation in (74) becomes

$$
\begin{equation*}
\frac{d}{d r}\left[n^{2}-n_{4}^{2}\right]=\frac{2 n_{\theta}^{2}}{r} \tag{78}
\end{equation*}
$$

Thus, there is only one constraint among the three functions $n_{\theta}(r), n_{z}(r)$, and $n_{4}(r)$. We see that $n^{2}-n_{4}^{2}$ must monotonically increase with $r$, in a manner controlled by $n_{\theta}^{2}(r)$, and if it tends to zero at infinity, then $n^{2}-n_{4}^{2}$ must be negative for all $r$, corresponding to a subluminal region. If $\mathbf{n}$ and $n_{4}$ vanish outside a certain radius, then we call this solution a torsion-roll. Physically, the pressure increases to larger negative values as the radius decreases, and its gradient provides the centripetal force that holds the "fluid" circulating around the $z$-axis with a velocity governed by $n_{\theta}$. In a moving frame of reference, which is not moving in the $z$-direction, the torsion-roll will appear to be moving.

Of course, if $n^{2}-n_{4}^{2}$ is constant and positive outside a certain radius (corresponding, for example, to a superluminal region where, say, $n_{z}$ is constant and $n_{\theta}=n_{4}=0$ ), then $n^{2}-n_{4}^{2}$ can remain positive for all $r$, or can transition from positive to negative values at a particular radius. This example demonstrates that transitions between subluminal and superluminal regions are possible.

Alternatively, if $n_{r}$ is nonzero, then (77) implies

$$
\begin{equation*}
n_{4}=k_{4} /\left(r n_{r}\right), \quad n_{z}=k_{z} /\left(r n_{r}\right), \quad n_{\theta}=k_{\theta} /\left(r^{2} n_{r}\right) . \tag{79}
\end{equation*}
$$

Substituting these in the second equation in (74) yields

$$
\begin{equation*}
\frac{d s}{d r}=\frac{2 s\left(3 k_{\theta}^{2}-r^{4} s^{2}-2 k r^{2}\right)}{r\left(3 r^{4} s^{2}-k_{\theta}^{2}+k r^{2}\right)}, \quad \text { where } \quad s=n_{r}^{2}, \quad k=k_{4}^{2}-k_{z}^{2} . \tag{80}
\end{equation*}
$$

This gives us a flow-field in the $(r, s)$ phase plane. Note that (80) remains invariant under the transformation

$$
\begin{equation*}
r \rightarrow \lambda_{1} r, \quad s \rightarrow \lambda_{2} s, \quad k_{\theta}^{2} \rightarrow \lambda_{1}^{4} \lambda_{2}^{2} k_{\theta}^{2}, \quad k \rightarrow \lambda_{1}^{2} \lambda_{2}^{2} k \tag{81}
\end{equation*}
$$

Thus, without loss of generality, we may, by rescaling any solution, take $k_{\theta}$ to be 0 or 1 and $k$ to be $-1,0$, or 1 . If $k=0$, then there is essentially just one solution: $s_{0}(r)$ satisfying $s_{0}(1)=1$ with all other solutions (with $k_{\theta}=1$ ) taking the form $s(r)=\lambda^{2} s_{0}(\lambda r)$, parametrized by $\lambda$. The solutions for $s_{0}(r)=n_{r}^{2}(r)$ and $n_{\theta}^{2}(r)=1 /\left(r^{4} n_{r}^{2}\right)$ are shown in Figure 2 along with the flow field. One can see that the solution does not exist below a critical value of $r$, which looks unsatisfactory. This critical radius is associated with the vanishing of the denominator in (80).


Figure 2. Solution for the torsion field with cylindrical symmetry with $n_{r} \neq 0, k=0$, and $k_{\theta}=1$. (a) The flow field when $k=0$ and $k_{\theta}=1$ and the particular solution satisfying $n_{r}^{2}=1$ when $r=1$.
(b) The same solution for $n_{r}^{2}$ on a $\log -\log$ plot and the accompanying function $n_{\theta}^{2}=1 /\left(r^{4} n_{r}^{2}\right)$.

To obtain satisfactory solutions that exist for all $r \neq 0$, one may take $k_{\theta}=0$ and $k=1$ to avoid the denominator in (80) vanishing, except at $r=0$. Then, (80) reduces to

$$
\begin{equation*}
\frac{d s}{d r}=-\frac{2 s\left(r^{2} s^{2}+2\right)}{r\left(3 r^{2} s^{2}+k\right)}, \quad \text { where } \quad s=n_{r}^{2} \tag{82}
\end{equation*}
$$

There is again essentially just one solution: $s_{0}(r)$ satisfying $s_{0}(1)=1$ with all other solutions (with $k=1$ ) taking the form $s(r)=\lambda s_{0}(\lambda r)$, parametrized by $\lambda$. The solution is graphed in Figure 3. There is a singularity at $r=0$, and while $n_{r}^{2}(r)$ goes rapidly to zero as $r \rightarrow \infty, n_{4}^{2}(r)$ and $n_{z}^{2}(r)$ (unless it is zero) diverge to $\infty$ as $r \rightarrow \infty$. This solution is satisfactory once one takes into account that the weak field approximation is not valid near the singularity at $r=0$, nor as $r \rightarrow \infty$, and one should use the full equations (37) there. For this example with $k=1$ and $k_{\theta}=0$, it is interesting that there is a transition from a superluminal region inside to a subluminal region outside according to the sign of

$$
\begin{equation*}
n^{2}-n_{4}^{2}=n_{r}^{2}+\frac{k_{z}^{2}}{r^{2} n_{r}^{2}}-\frac{k_{4}^{2}}{r^{2} n_{r}^{2}}=n_{r}^{2}-\frac{1}{r^{2} n_{r}^{2}}, \tag{83}
\end{equation*}
$$

which is also plotted in Figure 3.


Figure 3. Solution for the torsion field with cylindrical symmetry with $n_{r} \neq 0, k=1$, and $k_{\theta}=0$. (a) The graph of $n_{r}^{2}=1$ showing its divergence as $r \rightarrow 0$. (b) The plot of $n^{2}-n_{4}^{2}=n_{r}^{2}-1 /\left(r^{4} n_{r}^{2}\right)$ showing a transition from superluminal to subluminal as $r$ increases.

## 9. Extension of the Schwarzschild Solutions With Spherical Symmetry

Here, we generalize Schwarzschild's solution for a spherically symmetric metric solving Einstein's equations in the absence of matter. The important point is that in appropriate limits, some of the solutions here approach the Schwarzschild solution. Consequently, existing experimental results of black holes do not invalidate our theory, but rather place constraints on the magnitude of the torsion field. This magnitude should be tied to the radius of the universe, and, hence, to the critical acceleration in MOND. Thus, experiments in the near vicinity of a star or black hole would not typically reveal the difference with Schwarzschild's solution. We have not explored the situation regarding rotating black holes.

As shown by Schwarzschild, the metric in "polar" coordinates spherically symmetric about the origin must be of the form

$$
\begin{equation*}
d s^{2}=a d r^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right)-b d t^{2} \tag{84}
\end{equation*}
$$

in which $a$ and $b$ are functions of $r$ and $t$. Here, we look for solutions where they are functions of $r$ only. Setting $x_{1}=r, x_{2}=\theta, x_{3}=\phi, x_{4}=t$ allows us to use (84) to identify the coefficients:

$$
\begin{equation*}
g_{11}=a, \quad g_{22}=r^{2}, \quad g_{33}=r^{2} \sin ^{2} \theta, \quad g_{44}=-b \tag{85}
\end{equation*}
$$

From (36), we obtain the ten equations:

$$
\begin{align*}
& 0=\bar{R}_{11}=\frac{a^{\prime}}{a r}+\frac{a^{\prime} b^{\prime}}{4 a b}+\frac{\left(b^{\prime}\right)^{2}}{4 b^{2}}-\frac{b^{\prime \prime}}{2 b}+2 a\left[r^{2}\left(N^{2}\right)^{2}+r^{2} \sin ^{2} \theta\left(N^{3}\right)^{2}-b\left(N^{4}\right)^{2}\right], \\
& 0=\bar{R}_{22}=1-\frac{1}{a}+\frac{r a^{\prime}}{2 a^{2}}-\frac{r b^{\prime}}{2 a b}+2 r^{2}\left[a\left(N^{1}\right)^{2}+r^{2} \sin ^{2} \theta\left(N^{3}\right)^{2}-b\left(N^{4}\right)^{2}\right], \\
& 0=\bar{R}_{33}=\left[1-\frac{1}{a}+\frac{r a^{\prime}}{2 a^{2}}-\frac{r b^{\prime}}{2 a b}\right] \sin ^{2} \theta+2 r^{2} \sin ^{2} \theta\left[a\left(N^{1}\right)^{2}+r^{2}\left(N^{2}\right)^{2}-b\left(N^{4}\right)\right], \\
& 0=\bar{R}_{44}=\left(\frac{b^{\prime}}{a r}+\frac{b^{\prime \prime}}{2 a}-\frac{\left(b^{\prime}\right)^{2}}{4 a b}-\frac{a^{\prime} b^{\prime}}{4 a^{2}}\right)-2 b\left[a\left(N^{1}\right)^{2}+r^{2}\left(N^{2}\right)^{2}+r^{2} \sin ^{2} \theta\left(N^{3}\right)^{2}\right], \\
& 0=\bar{R}_{m n}=-2 g_{m m} g_{n n} N^{m} N^{n} \quad \text { for all } m, n \quad \text { with } m \neq n, \quad \text { no sum on } m, n, \tag{86}
\end{align*}
$$

where the terms not involving $\mathbf{N}$ can be identified with the standard formulas for the elements $R_{i j}^{0}$ that are zero when $i \neq j$. Here, differentiation with respect to $x_{1}=r$ is denoted by the prime, with the double prime denoting the second derivative. The second and third equations and the last equation force $N^{2}=N^{3}=0$, which is not surprising considering the symmetry of the problem. Two possibilities remain: either $N^{1}=0$ or $N^{4}=0$. The first case corresponds to a subluminal solution and the second to a superluminal solution.

Let us consider first the case where $N^{1}=N^{2}=N^{3}=0$. Multiplying the second last equation in (86) by $a / b$ and adding it to the first gives

$$
\begin{equation*}
\frac{a^{\prime}}{a}+\frac{b^{\prime}}{b}-2 q=0 \quad \text { where } q=\operatorname{rab}\left(N^{4}\right)^{2} \geq 0 \tag{87}
\end{equation*}
$$

The second equation in (86) implies

$$
\begin{equation*}
\frac{a^{\prime}}{a}-\frac{b^{\prime}}{b}+2(a-1) / r-4 q=0 \tag{88}
\end{equation*}
$$

Adding and subtracting these equations gives

$$
\begin{align*}
& a^{\prime} / a=\frac{1}{r}-\frac{a}{r}+3 q \\
& b^{\prime} / b=\frac{a}{r}-\frac{1}{r}-q \tag{89}
\end{align*}
$$

Multiplying the last by $b r$, differentiating it, and using the result to eliminate $b^{\prime \prime}$ from the first equation in (86) yield

$$
\begin{equation*}
q^{\prime}=2 q^{2}+\frac{q}{r} \tag{90}
\end{equation*}
$$

This has the solution

$$
\begin{equation*}
q=\frac{\alpha^{2} r}{1-\alpha^{2} r^{2}} \tag{91}
\end{equation*}
$$

where $\alpha$ is a constant. Furthermore, by replacing $q$ with $\operatorname{rab}\left(N^{4}\right)^{2}$, one obtains

$$
\begin{align*}
2 q^{2}+\frac{q}{r}=q^{\prime} & =a b\left(N^{4}\right)^{2}+\left(r a^{\prime} / a\right) a b\left(N^{4}\right)^{2}+\left(r b^{\prime} / b\right) a b\left(N^{4}\right)^{2}+r a b \frac{d\left(N^{4}\right)^{2}}{d r} \\
& =\frac{q}{r}[1+(1-a+3 q r)+(a-1-q r)]+q \frac{d\left(N^{4}\right)^{2}}{d r}=\frac{q}{r}+2 q^{2}+q \frac{d\left(N^{4}\right)^{2}}{d r} \tag{92}
\end{align*}
$$

This implies that $\left(N^{4}\right)^{2}$ is a constant that we call $\beta^{2}$, giving

$$
\begin{equation*}
\frac{a}{r}=\frac{q}{b r^{2}\left(N^{4}\right)^{2}}=\frac{\alpha^{2}}{b r \beta^{2}\left(1-\alpha^{2} r^{2}\right)} . \tag{93}
\end{equation*}
$$

Substituting this back in the second equation in (89) gives the linear first-order differential equation:

$$
\begin{equation*}
\frac{d b}{d r}+b\left[\frac{1}{r}+\frac{\alpha^{2}}{1-\alpha^{2} r^{2}}\right]=\frac{\alpha^{2}}{\beta^{2} r\left(1-\alpha^{2} r^{2}\right)} \tag{94}
\end{equation*}
$$

Multiplying both sides by the integrating factor of $r / \sqrt{1-\alpha^{2} r^{2}}$ gives

$$
\begin{equation*}
\frac{d}{d r}\left[b r / \sqrt{1-\alpha^{2} r^{2}}\right]=\frac{\alpha^{2}}{\beta^{2}\left(1-\alpha^{2} r^{2}\right) \sqrt{1-\alpha^{2} r^{2}}} \tag{95}
\end{equation*}
$$

Integrating both sides and recalling (93), we obtain

$$
\begin{align*}
& b=\frac{\alpha^{2}}{\beta^{2}}-2 m \frac{\sqrt{1-\alpha^{2} r^{2}}}{r} \\
& a=\frac{\alpha^{2}}{b \beta^{2}\left(1-\alpha^{2} r^{2}\right)} \tag{96}
\end{align*}
$$

where $m$ is a constant of integration. In particular, with $\alpha^{2}=\beta^{2}$, this becomes

$$
\begin{align*}
& b=1-2 m \frac{\sqrt{1-\alpha^{2} r^{2}}}{r} \\
& a=\frac{1}{b\left(1-\alpha^{2} r^{2}\right)} \tag{97}
\end{align*}
$$

which in the limit $\alpha \rightarrow 0$ reduces to the familiar Schwarzschild solution:

$$
\begin{equation*}
a=\frac{1}{1-2 m / r}, \quad b=1-2 m / r \tag{98}
\end{equation*}
$$

which becomes Euclidean at large $r$. Once we allow nonzero $\alpha$, the space is no longer Euclidean at large $r$, but it still has a black hole at the center, with $a$ diverging when $r=2 m \sqrt{1-\alpha^{2} r^{2}}$ and at $r=1 / \alpha^{2}$, the latter corresponding to the closed universe studied in the next section.

Now, consider the second possibility that $N^{2}=N^{3}=N^{4}=0$. Again, multiplying the second last equation in (86) by $a /(b)$ and adding it to the first give

$$
\begin{equation*}
\frac{a^{\prime}}{a}+\frac{b^{\prime}}{b}-2 w=0 \quad \text { where } w=r a^{2}\left(N^{1}\right)^{2} \geq 0 \tag{99}
\end{equation*}
$$

Furthermore, the second equation in (86) implies

$$
\begin{equation*}
\frac{a^{\prime}}{a}+\frac{b^{\prime}}{b}+2(a-1) / r+4 w=0 \tag{100}
\end{equation*}
$$

Adding and subtracting these equations give

$$
\begin{align*}
& a^{\prime} / a=\frac{1}{r}-\frac{a}{r}-w \\
& b^{\prime} / b=\frac{a}{r}-\frac{1}{r}+3 w \tag{101}
\end{align*}
$$

Multiplying the last by $b r$, differentiating it, and using the result to eliminate $b^{\prime \prime}$ from the first equation in (86) yield

$$
\begin{equation*}
w^{\prime}=-2 w^{2}+w\left(1-\frac{4}{3} a\right) / r . \tag{102}
\end{equation*}
$$

The equations (101) and (102) appear to have no simple analytic solution. One may eliminate $a(r)$ from the two equations that do not involve $b(r)$ to obtain

$$
\begin{equation*}
\frac{w^{\prime \prime}}{w}=\frac{7\left(w^{\prime}\right)^{2}}{4 w^{2}}-\frac{3 w^{\prime}}{2 w r}-\frac{2 w}{r}+w^{2}-\frac{1}{4 r^{2}} \tag{103}
\end{equation*}
$$

and from a solution $w(r)$, (102) easily gives $a(r)$. Alternatively, one may eliminate $w(r)$ from these equations to obtain

$$
\begin{equation*}
\frac{v^{\prime \prime}}{v}=\frac{3\left(v^{\prime}\right)^{2}}{v^{2}}+\frac{v^{\prime}}{v r}+\left(5 v^{\prime}+2 v^{2}\right) / 3+v / r . \tag{104}
\end{equation*}
$$

where $v=a / r$, and given a solution $a(r)=r v(r)$, the first equation in (101) yields $w(r)$. In either case, $b(r)$ is found by integrating the last equation in (101). Note that if $b(r)$ is a solution, then so will be $\lambda^{2} b(r)$ for any constant $\lambda$, i.e., $b(r)$ is only determined up to a multiplicative constant. This reflects the fact that we are free to rescale the time coordinate, replacing $t$ by $t / \lambda$ in (84).

Rather than dealing with these second-order equations for $w(r)$ and $v(r)$, one can numerically solve (101) and (102) directly. Figure 4 shows some typical solutions, excluding unphysical examples where, say, $a(r)$ or $w(r)$ remain negative for all $r$


Figure 4. Numerical solutions of Equations (101) and (102). (a) Graph with $w(1)=a(1)=b(1)=1$ showing a "black hole"-type singularity at $r=0.5959$. (b) Same as for (a), but on a log-log plot. Note the blow up of $b(r)$ as $r \rightarrow \infty$. (c) Graph with $w(1)=0.01$ and $a(1)=b(1)=1$. Comparing this with (b) and taking note of the different vertical scales, one can see the approach to the usual Schwarzschild solution as $w(1) \rightarrow 0$. (d) Graph with $w(1)=0.8, a(1)=0.2$, and $b(1)=0.3$ showing a different type of solution with no critical "black hole" radius, but rather, a singularity at $r=0$. The solution for $b(r)$ still clearly blows up as $r \rightarrow \infty$.

## 10. Homogeneous Expanding Universe

It should be emphasized that the solution given here, which is incompatible with the observations, is for a homogeneous universe devoid of ordinary matter. It does not apply to a universe where spacetime itself has fluctuations that are not due to ordinary matter. Even ignoring ordinary gravitational effects, the perturbation results at the beginning of Section 8 imply such fluctuations occur, and so, one should expect that its cosmological predictions deviate from those presented in this section. This is explained further in the next section.

We take the Friedmann-Lemaître-Robertson-Walker metric in reduced-circumference polar coordinates:

$$
\begin{equation*}
d s^{2}=a^{2}\left[\frac{d r^{2}}{1-k r^{2}}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right)\right]-d t^{2} \tag{105}
\end{equation*}
$$

where $a$, the reduced circumference, can be a function of time, while $r, \theta$, and $\phi$ are time independent, and $k=1,0,-1$, according to whether the universe is spatially closed, flat, or open with negative curvature. With $x_{1}=r, x_{2}=\theta, x_{3}=\phi$, and $x_{4}=t$, the corresponding metric coefficients are

$$
\begin{equation*}
g_{11}=a^{2} /\left(1-k r^{2}\right), \quad g_{22}=a^{2} r^{2}, \quad g_{33}=a^{2} r^{2} \sin ^{2} \theta, \quad g_{44}=-1 \tag{106}
\end{equation*}
$$

Assuming $N^{1}=N^{2}=N^{3}=0$ and defining

$$
\begin{equation*}
P=2 k+\left(a \ddot{a}+2 \dot{a}^{2}\right), \tag{107}
\end{equation*}
$$

where the dot and double dot denote first and second derivatives with respect to time, the equations become

$$
\begin{align*}
0 & =\bar{R}_{11}=-2\left(N^{4}\right)^{2} a^{2} /\left(1-k r^{2}\right)-P /\left(1-k r^{2}\right) \\
0 & =\bar{R}_{22}=-2\left(N^{4}\right)^{2} a^{2} r^{2}-P r^{2} \\
0 & =\bar{R}_{33}=-2\left(N^{4}\right)^{2} a^{2} r^{2} \sin ^{2} \theta-P r^{2} \sin ^{2} \theta \\
0 & =\bar{R}_{44}=3 \ddot{a} / a \tag{108}
\end{align*}
$$

where the terms not involving $N^{4}$ can be identified with the standard formulas for $R_{i j}^{0}$. The last equation in (108) implies $\dot{a}$ is a constant that we define to be $\beta$. We obtain

$$
\begin{equation*}
P=2 k+2 \dot{a}^{2}=2\left(k+\beta^{2}\right), \quad a=\beta t+\gamma, \tag{109}
\end{equation*}
$$

where $\gamma$ is an integration constant that we can choose to be zero by redefining our origin of time appropriately (except in the trivial case of a spatially flat universe independent of time with $N_{4}=0$ ). From the remaining three equations in (107), which are all equivalent, we obtain

$$
\begin{equation*}
\left(N^{4}\right)^{2}=-\frac{P}{2 a^{2}}=-\frac{k+\beta^{2}}{\beta^{2} t^{2}} \tag{110}
\end{equation*}
$$

which implies that $k=-1$ (an open universe, like in anti-de Sitter spacetime) and $\beta^{2}<1$.

## 11. Addressing the Dark Matter and Dark Energy Problem

The result of the previous section giving an expansion rate $\dot{a}$ independent of time agrees with the well-known result that $\ddot{a}=0$ for a model with $p=-\mu_{0} / 3$. However, this is based on the premise that spacetime is homogeneous. The expansion of the universe appears to be accelerating with measurements indicating $p=-0.8 \mu_{0}$ [8], and this could be a consequence of our theory, as we now explain.

Dark matter itself is known to be inhomogeneous; see, for example, [45] and the references therein. Spacetime is also inhomogeneous in our model. As the analysis at the beginning of Section 8 shows, if there is a small fluctuation in the torsion vector field
in subluminal or superluminal regions of spacetime, then that perturbation will grow. Moreover, ordinary gravitational effects might add to the inhomogeneity: if there is a higher equivalent mass density in two different regions, then there could be gravitational attraction between these regions, leading to accretion. At the same time, "collisions" between accreting regions should tend to disperse the torsion vector field density. Thus, there will be a certain amount of equivalent kinetic energy associated with the torsion field accounting for some additional "dark energy". More importantly, there could be substructures in the torsion field containing differing ratios of "dark energy" to "dark mass". The structures could collide and give rise to different structures. In particular, there might be "negative mass structures", by which we mean structures in the torsion vector field incorporating superluminal regions. Accounting for these effects should reduce the total mass density, providing a higher $p / \mu_{0}$ ratio, which may be consistent with the experimental value of -0.8 .

It is to be emphasized that both our full equations (37) and their weak field approximations (46), (47), and (57) have no intrinsic length scale. There is a length scale associated with the overall density of the torsion vector field (connected with the mass density of the apparent dark matter and dark energy in our theory), but this is of the order of the radius of the universe. It seems likely that the torsion vector field could be quite turbulent with structures on many length scales, down to some lower cutoff length scale where the current theory breaks down. This cutoff could be the Planck length scale.

To provide quantitative predictions, one needs a better idea of the behavior of the torsion vector field within spacetime, and this will almost certainly require sophisticated numerical simulations to obtain an approximation to the "macroscopic equation of state". Simulations are needed to provide a better understanding of torsion fluid behavior in intergalactic and interstellar regions, as well as around stars, globular clusters, galaxies, and galaxy clusters. These may require the introduction of some parameter that provides a lower length scale to the "turbulence" in the torsion vector field, which ultimately could be taken to be very small. Simulating the dynamics of the torsion vector field over the continuum of length scales may also require a sort of numerical renormalization group approach. While we have not investigated the stability of the torsion waves and torsionrolls, it is not important that they are stable, even in the weak field approximation. The purpose of our exact solutions in the weak field approximation was mainly to illustrate the rich dynamics of the torsion vector field, to give some insight into possible dynamics and to show that one can have transitions between subluminal and superluminal regions, as noted at the end of Section 8.2.

Regarding the question as to whether our model can account for the galactic dark mass problem, an encouraging sign is the apparent cosmological connection between the critical acceleration $a_{0} \approx 1.2 \times 10^{-10} \mathrm{~m} / \mathrm{s}^{2}$ in MOND, the radius of the universe, and the density of dark matter or energy in the universe, as reviewed in [46]. Thus, the density of dark matter or energy, roughly $\varrho \approx 10^{-27} \mathrm{~kg} / \mathrm{m}^{3}$, which in our theory is related to the strength of the torsion field $\mathbf{N}$, has an associated length scale $1 / \sqrt{c^{2} \varrho \kappa} \approx 6 \times 10^{26}$ meters (approximately the radius of the universe), which agrees with the length scale $c^{2} / a_{0} \approx 7.5 \times 10^{26}$ meters associated with the critical acceleration $a_{0}$ in MOND.

## 12. Discussion

The theory presented here is largely aimed at providing equations governing the behavior of spacetime and the torsion field in regions devoid of matter. An initial test of the theory would entail numerical simulations of the torsion field in the weak field approximation with ordinary gravitational effects neglected, as governed by Equation (57), and allowing for field fluctuations. These fluctuations in the torsion field should be truncated at a small length scale, perhaps at the Planck length scale. This should give an approximation to the effective equation of state. The next step would be to determine the evolution of a homogeneous closed universe with this equation of state. Then, perturbations
could be introduced and the evolution studied. For the theory to be viable, without modification, the results need to be consistent with cosmological observations.

Beyond the need for a lower cutoff, the equations are still incomplete. As remarked already, one can change the sign of $\mathbf{N}(\mathbf{x})$ in any region and still satisfy the equations, indicating that there is a deeper theory that prevents such discontinuous solutions for $\mathbf{N}(\mathbf{x})$. Perhaps this also enters at the Planck length scale, and both it and the truncation of fluctuations in the torsion field are accounted for by appropriate quantum equations. Assuming there is only weak coupling between the torsion fluid with matter, aside from the coupling due to gravitation (spacetime curvature), then one might think there is conservation of momentum and energy both for the stress-energy-momentum tensor of the torsion vector field and for the stress-energy-momentum tensor of matter. On the other hand, if one regards the conservation of momentum and energy as a consequence of the Bianchi identities, then there appears to be no reason why they should be separately conserved. For this reason, our current theory, while it describes the curvature of spacetime and the accompanying torsion vector field in regions devoid of matter, is incomplete in regions containing matter.

One appealing feature of Cartan's equations, and which is absent in our current theory, is that they allow for the incorporation of intrinsic spin-something that was discovered in 1925-1926 after Cartan first arrived at his remarkable equations. Cartan was originally motivated by the work of the Cosserat brothers [47], who, like his equations, allowed for a non-symmetric stress field. His focus was on deriving equations where the source (matter) field automatically satisfied energy and momentum conservation. Sciama [48] and Kibble [49] independently developed the same generalization of Cartan's theory, known as $U_{4}$ or the Einstein-Cartan-Sciama-Kibble theory. Their theory and the original Cartan theory imply that the torsion field is zero in empty space and, so, reduce to the Einstein equations when matter is not present. An advantage of these theories, not yet incorporated in our theory as there is no coupling with matter, is that they account for the conservation of angular momentum [30].

As others have also realized, departing from Cartan's approach has the potential for explaining dark energy and dark matter as manifestations of a revised gravitational theory. Our theory is perhaps the simplest theory with that potential. As stressed already, conservation of energy and momentum still hold provided one reinterprets the equations as Einstein's equation with an energy-momentum-stress tensor associated with "empty space", i.e., associated with the torsion field. It could be that more complicated equations involving torsion will provide the final answer (and, as observed in the introduction, many candidates, besides Cartan's and those of Sciama and Kibble, have been proposed, and undoubtedly, others will be put forward in the future). In that case, it could be that the ultimate theory only slightly perturbs the results in our theory in the intergalactic and interstellar regions, yet provides some lower limit to the likely "turbulence" in the torsion field. Thus, if successful, the theory proposed here may provide a guide in the search for the ultimate theory. It may be that the most important "take home" message of this paper is highlighting the importance of considering torsion theories that allow for dynamics in empty space on multiple length scales of the torsion field (and hence, of the accompanying metric). Interestingly, even in the absence of any torsion, anti-de Sitter space has a weakly turbulent instability [14].

If warranted by experimental observations, a natural modification of our theory would be to add a term involving Einstein's cosmological constant $\Lambda$. However, it would be far more satisfying if this was not needed.
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#### Abstract

In the Einstein-Cartan gravitational theory with the chameleon field, while changing its mass independently of the density of its environment, we analyze the Friedmann-Einstein equations for the Universe's evolution with the expansion parameter $a$ being dependent on time only. We analyze the problem of an identification of the chameleon field with quintessence, i.e., a canonical scalar field responsible for dark energy dynamics, and for the acceleration of the Universe's expansion. We show that since the cosmological constant related to the relic dark energy density is induced by torsion (Astrophys. J. 2016, 829, 47), the chameleon field may, in principle, possess some properties of quintessence, such as an influence on the dark energy dynamics and the acceleration of the Universe's expansion, even in the late-time acceleration, but it cannot be identified with quintessence to the full extent in the classical Einstein-Cartan gravitational theory.
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## 1. Introduction

The chameleon field, changing its mass independently of a density of its environment [1,2], has been invented to avoid the problem of the equivalence principle violation [3]. Nowadays it is accepted that the chameleon field, identified with quintessence [4-10], i.e., a canonical scalar field, can be useful for an explanation of the late-time acceleration of the Universe's expansion [11-14] and may shed light on the origins of dark energy and dark energy dynamics [15-21]. Since the relic dark energy density is closely related to the cosmological constant [15], in contrast to such a hypothesis that the chameleon field might originate the cosmological constant proportionally to the homogeneous static dark energy density, it has been shown at the model-independent level within the Einstein-Cartan gravitational theory [22-38] that the cosmological constant or the relic dark energy density has a geometrical origin caused by torsion [39]. In this case the chameleon field is able only to evolve above the relic background of the dark energy simulating its dynamics and, of course, to make a certain influence on the acceleration of the Universe's expansion.

For the observation of torsion in the terrestrial laboratories there have been derived potentials of low-energy torsion-neutron interactions [40-42]. In terrestrial laboratories, the extreme smallness of absolute values of torsion was confirmed in different estimates of constraints on the contributions of torsion to observables of elementary particle interactions [43-48], including the qBounce experiments with ultracold neutrons (UCNs) [49-55] (see also [48]).

The chameleon-matter interactions were also intensively investigated in terrestrial laboratories [49-57] in experiments with ultracold and cold neutrons through some effective low-energy chameleon-neutron
potentials [58-61] and by using cold atoms in the atom interferometry [62-66]. However, recently the importance of the chameleon field as quintessence in the late-time acceleration of the Universe has been questioned by Wang et al. [67] and Khoury [68] by pointing out that the conformal factor, relating Einstein's and Jordan's frames and defining the chameleon-matter interactions, is essentially constant over the last Hubble time. According to Wang et al. [67] and Khoury [68], this implies a negligible influence of the chameleon field on the late-time acceleration of the Universe's expansion. To some extent, this should also imply that the chameleon field cannot possess such a property of quintessence as responsibility for the late-time acceleration of the Universe's expansion [5-7].

Thus, the aim of this paper is to investigate the properties of the chameleon field in comparison to the properties of quintessence. We would like to remind readers that by definition, quintessence is a hypothetical state of dark energy described by a canonical scalar field for an explanation of the observable acceleration of the Universe's expansion. We have to also emphasize that our analysis is restricted by the classical Einstein-Cartan gravitational theory. Below we show that the chameleon field has no relation to the origin of the cosmological constant, or the relic dark energy density, which is induced by torsion [39]. However, the chameleon field can still influence on the Universe's expansion even in the late-time acceleration, caused by its evolution above the background of the relic dark energy [39]. By analyzing Einstein's equations for the flat Universe in spacetime with the Friedmann metric, dependent on the expansion parameter $a$ [69], we show that conservation of a total energy-momentum tensor of the system, including the chameleon field, radiation and matter (dark and baryon matter), demands the conformal factor to be equal to unity if and only if the dependencies of the radiation $\rho_{r}(a)$ and matter $\rho_{m}(a)$ densities on the expansion parameter $a$ do not deviate from their standard forms, $\rho_{r}(a) \sim a^{-4}$ and $\rho_{m}(a) \sim a^{-3}$ respectively [69]. We obtain the same result by analyzing the first order differential Friedmann-Einstein equation, relating $\dot{a}^{2} / a^{2}$ to the chameleon field, radiation and matter densities, and the second order differential Friedmann-Einstein equation, relating $\ddot{a} / a$ to the chameleon field, radiation and matter densities and their pressures, where $\dot{a}$ and $\ddot{a}$ are the first and second time derivatives of the expansion parameter. Of course, the equality of the conformal factor to unity suppresses any coupling of the chameleon field to a matter density of its environment and makes such a scalar field unhelpful for avoiding the problem of the equivalence principle violation [3]. However, it does not prevent the chameleon field, evolving above the background of the relic dark energy, from a simulation of a dark energy dynamics and having an influence on the acceleration of the Universe's expansion. Then, we show that the Friedmann-Einstein equation for $\dot{a}^{2} / a^{2}$ is the first integral of the Friedmann-Einstein equation for $\ddot{a} / a$ if and only if the total energy-momentum of the system, including the chameleon field, radiation and matter, is locally conserved. As a result we infer that (i) if the radiation and matter densities obey their standard dependence on the expansion parameter $\rho_{r}(a) \sim a^{-4}$ and $\rho_{m}(a) \sim a^{-3}$ the conformal factor is equal to unity and the chameleon field loses the possibility to couple to an environment, and (ii) if the dependencies of the radiation and matter densities deviate from their standard behavior $\rho_{r}(a) \sim a^{-4}$ and $\rho_{m}(a) \sim a^{-3}$, the conformal factor is not equal to unity and makes possible interactions of the chameleon field with its environment. In this case, usage of the chameleon field for the problem of equivalence principle violation becomes meaningful. In spite of the fact that the chameleon field does not possess the main property of quintessence in order to be a hypothetical form of dark energy [4], since the relic dark energy density or the cosmological constant has a geometrical origin related to torsion [39], the chameleon field, evolving above the relic dark energy and simulating a dark energy dynamics, might be responsible for an acceleration of the Universe's expansion.

The paper is organized as follows. In Section 2 we derive Einstein's equations in the Einstein-Cartan gravitational theory with torsion, chameleon and matter fields. Following [39] we show that the contribution of torsion to the Einstein-Hilbert action is presented in the form of the cosmological constant. Then, following Khoury and Weltman [1] we include the part of the integrand of the Einstein-Hilbert action proportional to the cosmological constant for the potential of the self-interaction of the chameleon field. This implies that the chameleon field has no relation
to an origin of the cosmological constant or the relic dark energy density but can only evolve above such a relic background caused by torsion and simulate dark energy dynamics. In Section 3 in the flat Friedmann spacetime with the standard Friedmann metric $g_{\mu v}$, i.e., $g_{00}=1, g_{0 j}=0$ and $g_{i j}=a^{2}(t) \eta_{i j}$ and $\eta_{i j}=-\delta_{i j}$, we show that the Einstein equations reduce themselves to the Friedmann-Einstein equations of the Universe's evolution with the chameleon field, radiation and matter (dark and baryon) densities. Since the Einstein tensor $G_{\mu \nu}=R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R$, where $R_{\mu \nu}$ and $R$ are the Ricci tensor and scalar curvature, respectively, obey the Bianchi identity $G^{\mu \nu}{ }_{j \mu}=0$, where $G^{\mu \nu}{ }_{; \mu}$ is the covariant divergence [69], the total energy-momentum tensor of the system, including the chameleon field, radiation and matter (dark and baryon), should be locally conserved. We find that local conservation of the total energy-momentum tensor imposes the evolution equations for the radiation and matter densities, where the dependence of them on the expansion parameter $a$ is corrected by the conformal factor in comparison to the standard dependence $\rho_{r}(a) \sim a^{-4}$ and $\rho_{a} \sim a^{-3}$, respectively [69]. We show that the Friedmann-Einstein equation for $\dot{a}^{2} / a^{2}$ is the first integral of the Friedmann-Einstein equation for $\ddot{a} / a$ if and only if the total energy momentum of the system, including the chameleon field, radiation and matter, is locally conserved. In case of the standard dependence of the radiation and matter densities on the expansion parameters $\rho_{r}(a) \sim a^{-4}$ and $\rho_{m} \sim a^{-3}$ [69], local conservation of the total energy-momentum tensor of the chameleon field, radiation and matter demand the conformal factor to be equal to unity. This suppresses any interaction of the chameleon field with an ambient environment. In Section 4 we discuss experiments to probe torsion in the terrestrial laboratories through effective low-energy torsion-neutron interactions derived in [40-42]. In Section 5 we discuss the results obtained.

## 2. Einstein's Equations in the Einstein-Cartan Gravitational Theory with Chameleon and Matter Fields

We take the Einstein-Hilbert action of the Einstein-Cartan gravitational theory without chameleon and matter fields in the standard form [27,37,69]:

$$
\begin{equation*}
S_{\mathrm{EH}}=\frac{1}{2} M_{\mathrm{Pl}}^{2} \int d^{4} x \sqrt{-g} \mathcal{R} \tag{1}
\end{equation*}
$$

where $M_{\mathrm{Pl}}=1 / \sqrt{8 \pi G_{N}}=2.435 \times 10^{27} \mathrm{eV}$ is the reduced Planck mass, $G_{N}$ is the Newtonian gravitational constant [70] and $g$ is the determinant of the metric tensor $g_{\mu v}$. The scalar curvature $\mathcal{R}$ is defined by $[27,37]$

$$
\begin{equation*}
\mathcal{R}=g^{\mu v} \mathcal{R}^{\alpha}{ }_{\mu \alpha v}=g^{\mu v}\left(\frac{\partial}{\partial x^{v}} \Gamma^{\alpha}{ }_{\alpha \mu}-\frac{\partial}{\partial x^{\alpha}} \Gamma^{\alpha}{ }_{v \mu}+\Gamma^{\alpha}{ }_{v \varphi} \Gamma^{\varphi}{ }_{\alpha \mu}-\Gamma^{\alpha}{ }_{\alpha \varphi} \Gamma^{\varphi}{ }_{v \mu}\right)=g^{\mu v} \mathcal{R}_{\mu v} \tag{2}
\end{equation*}
$$

where $\mathcal{R}^{\alpha}{ }_{\mu \beta \nu}$ and $\mathcal{R}_{\mu \nu}$ are the Riemann and Ricci tensors in the Einstein-Cartan gravitational theory, respectively. Then, $\Gamma^{\alpha}{ }_{\mu \nu}$ is the affine connection

$$
\begin{equation*}
\Gamma^{\alpha}{ }_{\mu \nu}=\left\{{ }^{\alpha}{ }_{\mu \nu}\right\}+\mathcal{K}^{\alpha}{ }_{\mu \nu}=\left\{{ }^{\alpha}{ }_{\mu \nu}\right\}+g^{\alpha \sigma} \mathcal{K}_{\sigma \mu \nu}, \tag{3}
\end{equation*}
$$

where $\left\{{ }^{\alpha}{ }_{\mu \nu}\right\}$ are the Christoffel symbols [69]

$$
\begin{equation*}
\left\{{ }^{\alpha}{ }_{\mu \nu}\right\}=\frac{1}{2} g^{\alpha \lambda}\left(\frac{\partial g_{\lambda \mu}}{\partial x^{\nu}}+\frac{\partial g_{\lambda \nu}}{\partial x^{\mu}}-\frac{\partial g_{\mu v}}{\partial x^{\lambda}}\right) \tag{4}
\end{equation*}
$$

and $\mathcal{K}_{\sigma \mu \nu}$ is the contorsion tensor, related to torsion $\mathcal{T}_{\sigma \mu \nu}$ by $\mathcal{K}_{\sigma \mu \nu}=\frac{1}{2}\left(\mathcal{T}_{\sigma \mu \nu}+\mathcal{T}_{\mu \sigma v}+\mathcal{T}_{v \sigma \mu}\right)$ and $\mathcal{T}^{\alpha}{ }_{\mu \nu}=g^{\alpha \sigma} \mathcal{T}_{\sigma \mu \nu}=\Gamma^{\alpha}{ }_{\mu \nu}-\Gamma^{\alpha}{ }_{\nu \mu}$ with the following properties: $\mathcal{K}_{\sigma \mu \nu}=-\mathcal{K}_{\nu \mu \sigma}$ and $\mathcal{T}_{\mu \nu}=-\mathcal{T}_{\nu \mu}$ [27,37]. The integrand of the Einstein-Hilbert action Equation (1) can be represented in the following form:

$$
\begin{equation*}
\sqrt{-g} \mathcal{R}=\sqrt{-g} R+\sqrt{-g} \mathcal{C}+\frac{\partial}{\partial x^{v}}\left(\sqrt{-g} g^{\mu \nu} \mathcal{K}^{\alpha}{ }_{\alpha \mu}\right)-\sqrt{-g} g^{\mu \nu}\left(\frac{1}{\sqrt{-g}} \frac{\partial}{\partial x^{\alpha}}\left(\sqrt{-g} \mathcal{K}^{\alpha}{ }_{v \mu}\right)-\left\{{ }^{\varphi}{ }_{\alpha \mu}\right\} \mathcal{K}^{\alpha}{ }_{\nu \varphi}-\left\{{ }_{\nu \nu \varphi}^{\alpha} \mathcal{K}^{\varphi}{ }_{\alpha \mu}\right)\right. \tag{5}
\end{equation*}
$$

where we have denoted

$$
\begin{equation*}
\mathcal{C}=g^{\mu \nu}\left(\mathcal{K}^{\varphi}{ }_{\alpha \mu} \mathcal{K}^{\alpha}{ }_{\nu \varphi}-\mathcal{K}^{\alpha}{ }_{\alpha \varphi} \mathcal{K}^{\varphi}{ }_{\nu \mu}\right) \tag{6}
\end{equation*}
$$

and $R$ is the Ricci scalar curvature of the Einstein gravitational theory, expressed in terms of the Christoffel symbols $\left\{{ }^{\alpha}{ }_{\mu \nu}\right\}$ [69] only. When removing in Equation (5) the total derivatives and integrating by parts, we delete the third term and transcribe the fourth term into the form $\sqrt{-g} g^{\mu \nu}{ }_{; \alpha} \mathcal{K}^{\alpha}{ }_{\nu \mu}$, where $g^{\mu \nu}{ }_{; \alpha}$ is the covariant derivative of the metric tensor $g^{\mu \nu}$, vanishing because of the metricity condition $g^{\mu v} ; \alpha=0$ [69].

## Derivation of Equation (5)

Let us show that $\sqrt{-g} \mathcal{R}$ can be presented in the form of Equation (5). Using Equation (3) we get an obvious relation

$$
\begin{align*}
\sqrt{-g} \mathcal{R} & =\sqrt{-g} R+\sqrt{-g} \mathcal{C}+\sqrt{-g} g^{\mu \nu}\left(\frac{\partial}{\partial x^{\nu}} \mathcal{K}^{\alpha}{ }_{\alpha \mu}-\frac{\partial}{\partial x^{\alpha}} \mathcal{K}^{\alpha}{ }_{\nu \mu}+\left\{{ }^{\alpha}{ }_{v \varphi}\right\} \mathcal{K}^{\varphi}{ }_{\alpha \mu}+\left\{{ }^{\varphi}{ }_{\alpha \mu}\right\} \mathcal{K}^{\alpha}{ }_{\nu \varphi}\right. \\
& \left.-\left\{{ }_{\alpha \varphi}\right\} \mathcal{K}^{\varphi}{ }_{\nu \mu}-\left\{{ }^{\varphi}{ }_{\nu \mu}\right\} \mathcal{K}^{\alpha}{ }_{\alpha \varphi}\right) \tag{7}
\end{align*}
$$

Having replaced the first term in the brackets by the total derivative and by adding the last term in the brackets, we arrive at the expression

$$
\begin{align*}
\sqrt{-g} \mathcal{R} & =\sqrt{-g} R+\sqrt{-g} \mathcal{C}+\frac{\partial}{\partial x^{\nu}}\left(\sqrt{-g} g^{\mu \nu} \mathcal{K}^{\alpha}{ }_{\alpha \mu}\right)-\frac{\partial}{\partial x^{\nu}}\left(\sqrt{-g} g^{\mu \nu}\right) \mathcal{K}^{\alpha}{ }_{\alpha \mu}-\sqrt{-g} g^{\mu \nu}\left\{{ }^{\varphi}{ }_{\nu \mu}\right\} \mathcal{K}^{\alpha}{ }_{\alpha \varphi} \\
& -\sqrt{-g} g^{\mu \nu}\left(\frac{\partial}{\partial x^{\alpha}} \mathcal{K}^{\alpha}{ }_{\nu \mu}+\left\{{ }^{\alpha}{ }_{\alpha \varphi}\right\} \mathcal{K}^{\varphi}{ }_{\nu \mu}-\left\{{ }^{\alpha}{ }_{\nu \varphi}\right\} \mathcal{K}{ }^{\varphi}{ }_{\alpha \mu}-\left\{{ }_{\alpha \mu \mu}\right\} \mathcal{K}^{\alpha}{ }_{\nu \varphi}\right) . \tag{8}
\end{align*}
$$

Then, the first term in the brackets we rewrite as follows:

$$
\begin{array}{r}
\sqrt{-g} \mathcal{R}=\sqrt{-g} R+\sqrt{-g} \mathcal{C}+\frac{\partial}{\partial x^{\nu}}\left(\sqrt{-g} g^{\mu \nu} \mathcal{K}^{\alpha}{ }_{\alpha \mu}\right)-\frac{\partial}{\partial x^{\nu}}\left(\sqrt{-g} g^{\mu \nu}\right) \mathcal{K}^{\alpha}{ }_{\alpha \mu}-\sqrt{-g} g^{\mu \nu}\left\{{ }^{\varphi}{ }_{v \mu}\right\} \mathcal{K}^{\alpha}{ }_{\alpha \varphi} \\
-\sqrt{-g} g^{\mu \nu}\left(\frac{1}{\sqrt{-g}} \frac{\partial}{\partial x^{\alpha}}\left(\sqrt{-g} \mathcal{K}^{\alpha}{ }_{\nu \mu}\right)-\frac{1}{\sqrt{-g}} \frac{\partial \sqrt{-g}}{\partial x^{\alpha}} \mathcal{K}^{\alpha}{ }_{\nu \mu}+\left\{{ }^{\alpha}{ }_{\alpha \varphi}\right\} \mathcal{K}^{\varphi}{ }_{\nu \mu}-\left\{{ }^{\alpha}{ }_{\nu \varphi}\right\} \mathcal{K}^{\varphi}{ }_{\alpha \mu}-\left\{{ }^{\varphi}{ }_{\alpha \mu}\right\} \mathcal{K}^{\alpha}{ }_{\nu \varphi}\right) . \tag{9}
\end{array}
$$

Since $\sqrt{-g} g^{\mu \nu}\left\{\varphi_{\nu \mu}\right\}$ and $\left\{{ }^{\alpha}{ }_{\alpha \varphi}\right\}$ are equal to [69] (see Equation (10.107) and Equation (9.56))

$$
\begin{equation*}
\sqrt{-g} g^{\mu v}\left\{{ }_{\varphi}{ }_{v \mu}\right\}=-\frac{\partial}{\partial x^{v}}\left(\sqrt{-g} g^{\varphi v}\right) \quad, \quad\left\{{ }^{\alpha}{ }_{\alpha \varphi}\right\}=\frac{1}{\sqrt{-g}} \frac{\partial \sqrt{-g}}{\partial x^{\varphi}}, \tag{10}
\end{equation*}
$$

the fourth and fifth terms in the first line in Equation (9) and the second and third terms in the brackets are cancelled out in pairs. This reduces Equation (9) to Equation (5).

Now we may show that the contribution of the fourth term in Equation (5) to the Einstein-Hilbert action reduces to the contribution of the term $\sqrt{-g} g^{\mu v}{ }_{; \alpha} \mathcal{K}^{\alpha}{ }_{v \mu}$. The contribution of the fourth term in Equation (5) to the Einstein-Hilbert action is defined by the integral

$$
\begin{equation*}
\int d^{4} x \sqrt{-g} g^{\mu \nu}\left(\frac{1}{\sqrt{-g}} \frac{\partial}{\partial x^{\alpha}}\left(\sqrt{-g} \mathcal{K}^{\alpha}{ }_{\nu \mu}\right)-\left\{{ }^{\varphi}{ }_{\alpha \mu}\right\} \mathcal{K}^{\alpha}{ }_{\nu \varphi}-\left\{{ }^{\alpha}{ }_{\nu \varphi}\right\} \mathcal{K}^{\varphi}{ }_{\alpha \mu}\right) . \tag{11}
\end{equation*}
$$

After the integration by parts in the first term we get

$$
\begin{equation*}
\oint \sqrt{-g} g^{\mu \nu} \mathcal{K}^{\alpha}{ }_{\nu \mu} d S_{\alpha}-\int d^{4} x \sqrt{-g}\left(\frac{\partial g^{\mu \nu}}{\partial x^{\alpha}} \mathcal{K}^{\alpha}{ }_{\nu \mu}+g^{\mu \nu}\left\{{ }_{\alpha \mu}\right\} \mathcal{K}^{\alpha}{ }_{\nu \varphi}+g^{\mu \nu}\left\{{ }^{\alpha}{ }_{\nu \varphi}\right\} \mathcal{K}^{\varphi}{ }_{\alpha \mu}\right) \tag{12}
\end{equation*}
$$

Having omitted the surface term and having renamed some indices in the second integral in Equation (12), we arrive at the expression

$$
\begin{equation*}
-\int d^{4} x \sqrt{-g}\left(\frac{\partial g^{\mu v}}{\partial x^{\alpha}}+g^{\rho v}\left\{_{\rho \alpha}^{\mu}\right\}+g^{v \rho}\left\{_{\rho \alpha}^{\mu}\right\}\right) \mathcal{K}^{\alpha}{ }_{\nu \mu} \tag{13}
\end{equation*}
$$

where we have used the property of the Christoffel symbols $\left\{{ }^{\mu}{ }_{\alpha \rho}\right\}=\left\{{ }^{\mu}{ }_{\rho \alpha}\right\}$. The expression in the brackets is the covariant derivative of the metric tensor $g^{\mu \nu}$ (see, for example, $[27,69]$ )

$$
\begin{equation*}
g^{\mu v}{ }_{; \alpha}=\frac{\partial g^{\mu v}}{\partial x^{\alpha}}+g^{\rho v}\left\{{ }_{\rho \alpha}^{\mu}\right\}+g^{\mu \rho}\left\{{ }_{\rho \alpha}^{v}\right\} . \tag{14}
\end{equation*}
$$

Thus, the contribution of the fourth term to the Einstein-Hilbert action is proportional to the integral

$$
\begin{equation*}
\int d^{4} x \sqrt{-g} g^{\mu \nu}\left(\frac{1}{\sqrt{-g}} \frac{\partial}{\partial x^{\alpha}}\left(\sqrt{-g} \mathcal{K}^{\alpha}{ }_{\nu \mu}\right)-\left\{{ }^{\varphi}{ }_{\alpha \mu}\right\} \mathcal{K}^{\alpha}{ }_{\nu \varphi}-\left\{{ }^{\alpha}{ }_{\nu \varphi}\right\} \mathcal{K}^{\varphi}{ }_{\alpha \mu}\right)=-\int d^{4} x \sqrt{-g} g^{\mu v}{ }_{; \alpha} \mathcal{K}^{\alpha}{ }_{\nu \mu} \tag{15}
\end{equation*}
$$

This confirms our assertion concerning a vanishing contribution of the fourth term in Equation (5) to the Einstein-Hilbert action in case of the metricity condition $g^{\mu v} ; \alpha=0$ [69].

Since it has been shown in [39] that $\mathcal{C}=-2 \Lambda_{C}$, where $\Lambda_{C}$ is the cosmological constant [69,71,72] (see also [15]) or the relic dark energy density, the Einstein-Hilbert action Equation (1) of the Einstein-Cartan gravitational theory with the scalar curvature Equation (2) can be represented in the following form [39]:

$$
\begin{equation*}
S_{\mathrm{EH}}=\frac{1}{2} M_{\mathrm{Pl}}^{2} \int d^{4} x \sqrt{-g}\left(R-2 \Lambda_{C}\right) \tag{16}
\end{equation*}
$$

As has been shown in [39], the same result is valid for the Poincaré gauge gravitaitonal theory [73-77] (see also [31-34]). Using Equation (11) the action of the Einstein-Cartan gravitational theory with torsion, chameleon fields and matter fields we take in the form [39]

$$
\begin{equation*}
S_{\mathrm{EH}}=\frac{1}{2} M_{\mathrm{Pl}}^{2} \int d^{4} x \sqrt{-g} R+\int d^{4} x \sqrt{-g} \mathcal{L}[\phi]+\int d^{4} x \sqrt{-\tilde{g}} \mathcal{L}_{m}[\tilde{g}] \tag{17}
\end{equation*}
$$

where $\mathcal{L}[\phi]$ is the Lagrangian of the chameleon field

$$
\begin{equation*}
\mathcal{L}[\phi]=\frac{1}{2} g^{\mu v} \partial_{\mu} \phi \partial_{\nu} \phi-V(\phi) \tag{18}
\end{equation*}
$$

and $V(\phi)$ is the potential of the chameleon self-interaction. In Equation (17), following Khoury and Weltman [1], we have included additively the cosmological constant $\Lambda_{C}$ in the form of the relic dark energy density $\rho_{\Lambda}=M_{\mathrm{Pl}}^{2} \Lambda_{C}$ into the potential $V(\phi)$ of the chameleon field self-interaction; i.e., $V(\phi)=\rho_{\Lambda}+\Phi(\phi)$. This implies that the chameleon field has no relation to the origin of the cosmological constant or the relic dark energy density. It can only evolve above the relic background of the dark energy, caused by torsion.

The matter fields and the radiation $[78,79]$ are described by the Lagrangian $\mathcal{L}_{m}\left[\tilde{g}_{\mu \nu}\right]$. The interactions of the matter fields and radiation with the chameleon field are expressed in terms of the metric tensor $\tilde{g}_{\mu \nu}$ in the Jordan frame $[1,2,80]$, which is conformally related to Einstein's frame metric tensor $g_{\mu \nu}$ by $\tilde{g}_{\mu \nu}=f^{2} g_{\mu \nu}\left(\right.$ or $\tilde{g}^{\mu \nu}=f^{-2} g^{\mu \nu}$ ) and $\sqrt{-\tilde{g}}=f^{4} \sqrt{-g}$ with $f=e^{\beta \phi / M_{\mathrm{PI}}}$, where $\beta$ is the chameleon-matter coupling constant [1,2]. The factor $f=e^{\beta \phi / M_{\mathrm{PI}}}$ can be interpreted also as a conformal coupling to matter fields and radiation [80] (see also [1,2,81]). For simplicity we have set the chameleon-photon coupling constant $\beta_{\gamma}[79]$ to be equal to the chameleon-matter coupling constant $\beta$.

By varying the action of Equation (17) with respect to the metric tensor $\delta g^{\mu v}$ (see, for example, [69]), we arrive at Einstein's equations, modified by the contribution of the chameleon field. We get

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R=-\frac{1}{M_{\mathrm{Pl}}^{2}}\left(f^{2} \tilde{T}_{\mu \nu}^{(m)}+T_{\mu \nu}^{(\phi)}\right) \tag{19}
\end{equation*}
$$

where $R_{\mu \nu}$ is the Ricci tensor [69]; $\tilde{T}_{\mu \nu}^{(m)}$ and $T_{\mu \nu}^{(\phi)}$ are the matter (with radiation, which we treat as a radiative fluid [82-86]) and chameleon energy-momentum tensors, respectively, determined by

$$
\begin{align*}
\tilde{T}_{\mu \nu}^{(m)} & =\frac{2}{\sqrt{-\tilde{g}}} \frac{\delta}{\delta \tilde{g}^{\mu \nu}}(\sqrt{-\tilde{g}} \mathcal{L}[\tilde{g}])=(\tilde{\rho}+\tilde{p}) \tilde{u}_{\mu} \tilde{u}_{v}-\tilde{p} \tilde{g}_{\mu v}, \\
T_{\mu \nu}^{(\phi)} & =\frac{2}{\sqrt{-g}} \frac{\delta}{\delta g^{\mu \nu}}(\sqrt{-g} \mathcal{L}[\phi])=\frac{\partial \phi}{\partial x^{\mu}} \frac{\partial \phi}{\partial x^{\nu}}-g_{\mu \nu}\left(\frac{1}{2} g^{\lambda \rho} \frac{\partial \phi}{\partial x^{\lambda}} \frac{\partial \phi}{\partial x^{\rho}}-V(\phi)\right) . \tag{20}
\end{align*}
$$

The factor $f^{2}$ appears in front of $\tilde{T}_{\mu \nu}^{(m)}$ because of the relation

$$
\begin{equation*}
\frac{2}{\sqrt{-g}} \frac{\delta}{\delta g^{\mu \nu}}\left(\sqrt{-\tilde{g}} \mathcal{L}_{m}[\tilde{g}]\right)=\frac{\sqrt{-\tilde{g}}}{\sqrt{-g}} \frac{\delta \tilde{g}^{\lambda \rho}}{\delta g^{\mu \nu}} \tilde{T}_{\lambda \rho}^{(m)}=f^{2} \tilde{T}_{\mu \nu}^{(m)}, \tag{21}
\end{equation*}
$$

where we have used that

$$
\begin{equation*}
\frac{\sqrt{-\tilde{g}}}{\sqrt{-g}}=f^{4} \quad, \quad \frac{\delta \tilde{g}^{\lambda \rho}}{\delta g^{\mu \nu}}=f^{-2} \frac{1}{2}\left(g^{\lambda} \mu g^{\rho}{ }_{v}+g^{\lambda} v g^{\rho}{ }_{\mu}\right) \tag{22}
\end{equation*}
$$

since $\tilde{g}^{\lambda \rho}=f^{-2} g^{\lambda \rho}$ [80] and $\tilde{T}_{\mu \nu}^{(m)}=\tilde{T}_{\nu \mu}^{(m)}$. Then, the quantities $\tilde{\rho}, \tilde{p}$ and $\tilde{u}_{\mu}$ in the Jordan frame are related to the quantities $\rho, p$ and $u_{\mu}$ in Einstein's frame as [80]

$$
\begin{equation*}
\tilde{\rho}=f^{-3} \rho \quad, \quad \tilde{p}=f^{-3} p \quad, \quad \tilde{u}_{\mu}=f u_{\mu} \quad, \quad \tilde{u}^{\mu}=f^{-1} u^{\mu} . \tag{23}
\end{equation*}
$$

This gives $\tilde{T}_{\mu \nu}^{(m)}=f^{-1} T_{\mu v}^{(m)}$. By plugging Equation (20) with $\tilde{T}_{\mu v}^{(m)}=f^{-1} T_{\mu v}^{(m)}$ into Equation (19), we arrive at Einstein's equations

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R=-\frac{1}{M_{\mathrm{Pl}}^{2}} T_{\mu v}, \tag{24}
\end{equation*}
$$

where $T_{\mu \nu}$ is the total energy-momentum tensor equal to

$$
\begin{equation*}
T_{\mu v}=\left((\rho+p) u_{\mu} u_{v}-p g_{\mu v}\right) e^{\beta \phi / M_{\mathrm{Pl}}}+\left(\frac{\partial \phi}{\partial x^{\mu}} \frac{\partial \phi}{\partial x^{\nu}}-g_{\mu v}\left(g^{\lambda \rho} \frac{1}{2} \frac{\partial \phi}{\partial x^{\lambda}} \frac{\partial \phi}{\partial x^{\rho}}-V(\phi)\right)\right) \tag{25}
\end{equation*}
$$

where the contribution of torsion $T_{\mu \nu}^{(\text {tor })}=\rho_{\Lambda} g_{\mu \nu}=M_{\mathrm{Pl}}^{2} \Lambda_{C} g_{\mu \nu}$ [39] is included additively in the potential $V(\phi)$ of the self-interactions of the chameleon field. Below we analyze the Einstein equations (Equation (24)) in the cold dark matter (CDM) model [70] in the Friedmann flat spacetime with the line element [69,70]

$$
\begin{equation*}
d s^{2}=g_{\mu \nu}(x) d x^{\mu} d x^{\nu}=d t^{2}+a^{2}(t) \eta_{i j} d x^{i} d x^{j} \tag{26}
\end{equation*}
$$

where $g_{00}(x)=1$ and $g_{i j}(x)=a^{2}(t) \eta_{i j}$ with $\eta_{i j}=-\delta_{i j}$. Then, $a(t)$ is the expansion parameter of the Universe's evolution [69]. The Christoffel symbols $\left\{{ }^{\alpha}{ }_{\mu \nu}\right\}$, the components of the Ricci tensor $R_{\mu \nu}$ and the scalar curvature $R$ are equal to [69]

$$
\begin{align*}
\left\{{ }^{0}{ }_{00}\right\} & =\left\{{ }^{0}{ }_{0 j}\right\}=\left\{{ }^{j}{ }_{00}\right\}=\left\{\begin{array}{l}
i \\
{ }_{k j}
\end{array}\right\}=0,,\left\{\begin{array}{c}
0 \\
k j
\end{array}\right\}=-a \dot{a} \eta_{k j},\left\{\begin{array}{l}
i \\
0 j
\end{array}\right\}=\frac{\dot{a}}{a} \delta^{i}{ }_{j}, \\
R_{00} & =3 \frac{\ddot{a}}{a}, R_{0 j}=0, R_{i j}=\left(\frac{\ddot{a}}{a}+2 \frac{\dot{a}^{2}}{a^{2}}\right) g_{i j}, R=6\left(\frac{\ddot{a}}{a}+\frac{\dot{a}^{2}}{a^{2}}\right), \tag{27}
\end{align*}
$$

where $\eta^{i \ell} \eta_{\ell j}=\delta^{i}{ }_{j}$ and $\dot{a}$ and $\ddot{a}$ are first and second derivatives with respect to time.

## 3. Friedmann-Einstein Equations of the Universe's Evolution

In Friedmann spacetime, Einstein's equations (Equation (24)) define the equations of the Universe's evolution, which are usually called Friedmann's equations (or the Friedmann-Einstein equations) [69]. They are given by

$$
\begin{equation*}
\frac{\dot{a}^{2}}{a^{2}}=\frac{1}{3 M_{\mathrm{Pl}}^{2}}\left(\rho_{\phi}+\left(\rho_{r}+\rho_{m}\right) f(\phi)\right) \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\ddot{a}}{a}=-\frac{1}{6 M_{\mathrm{Pl}}^{2}}\left(\rho_{\phi}+3 p_{\phi}+\left(\rho_{r}+3 p_{r}\right) f(\phi)+\rho_{m} f(\phi)\right), \tag{29}
\end{equation*}
$$

where $\rho_{r}$ and $\rho_{m}$ are the radiation and matter densities. The scalar field $\phi$ couples to radiation and matter densities through the conformal factor $f(\phi)=e^{\beta \phi / M_{P l}}$. Then, the radiation density $\rho_{r}$ and pressure $p_{r}$ are related by the equation of state $p_{r}=\rho_{r} / 3$ [69]. For the description of matter we use the cold dark matter (CDM) model with the pressureless dark and baryon matter [70]. The scalar field density $\rho_{\phi}$ and pressure $p_{\phi}$ are equal to

$$
\begin{equation*}
\rho_{\phi}=\frac{1}{2} \dot{\phi}^{2}+V(\phi) \quad, \quad p_{\phi}=\frac{1}{2} \dot{\phi}^{2}-V(\phi) . \tag{30}
\end{equation*}
$$

Varying the action Equation (17) with respect to the scalar field $\phi$ and its derivative one gets the equation of motion for the scalar field [81]. In Friedmann spacetime it reads

$$
\begin{equation*}
\ddot{\phi}+3 \frac{\dot{a}}{a} \dot{\phi}+\frac{d V_{\mathrm{eff}}(\phi)}{d \phi}=0, \tag{31}
\end{equation*}
$$

where $V_{\text {eff }}(\phi)$ is the effective potential given by

$$
\begin{equation*}
V_{\mathrm{eff}}(\phi)=V(\phi)+\rho_{m}(f(\phi)-1) . \tag{32}
\end{equation*}
$$

The contribution of the radiation density comes into the effective potential in the form $\left(\rho_{r}-3 p_{r}\right)(f(\phi)-1)$. As for the equation of state $p_{r}=\rho_{r} / 3$, such a contribution vanishes. Thus, through the interaction with matter density $\rho_{m}$ the scalar field can acquire a non-vanishing mass if the effective potential $V_{\text {eff }}(\phi)$ obeys the constraints

$$
\begin{equation*}
\left.\frac{d V_{\mathrm{eff}}(\phi)}{d \phi}\right|_{\phi=\phi_{\min }}=0 \quad,\left.\quad \frac{d^{2} V_{\mathrm{eff}}(\phi)}{d \phi^{2}}\right|_{\phi=\phi_{\min }}>0 \tag{33}
\end{equation*}
$$

i.e., the effective potential $V_{\text {eff }}(\phi)$ possesses a minimum at $\phi=\phi_{\min }$. An important role for a dependence of a chameleon field mass on a density of an environment is the conformal factor $f(\phi)$ and its deviation from unity.

### 3.1. Bianchi Identity, Conservation of Total Energy-Momentum Tensor and Conformal Factor

By using Equation (27) and taking into account that in the Friedmann flat spacetime the non-vanishing components of the Einstein tensor $G^{\mu \nu}=R^{\mu \nu}-\frac{1}{2} g^{\mu \nu} R$ are equal to

$$
\begin{equation*}
G^{00}=-3 \frac{\dot{a}^{2}}{a^{2}} \quad, \quad G^{i j}=\left(-2 \frac{\ddot{a}}{a}-\frac{\dot{a}^{2}}{a^{2}}\right) g^{i j} \tag{34}
\end{equation*}
$$

one may show that Einstein's tensor $G_{\mu \nu}$ obeys the Bianchi identity [69]

$$
\begin{equation*}
G^{\mu v}{ }_{; \mu}=\frac{1}{\sqrt{-g}} \frac{\partial}{\partial x^{\rho}}\left(\sqrt{-g} G^{\rho v}\right)+\Gamma^{v}{ }_{\mu \rho} G^{\mu \rho}=0 \tag{35}
\end{equation*}
$$

where $G^{\mu \nu}{ }_{; \mu}$ is a covariant divergence and $\Gamma^{v}{ }_{\mu \rho}=\left\{{ }^{v}{ }_{\mu \rho}\right\}$ are the Christoffel symbols [69]. As a result, the covariant divergence of the total energy-momentum tensor $T^{\mu \nu}{ }_{; \mu}$ should also vanish

$$
\begin{equation*}
T^{\mu v}{ }_{; \mu}=\frac{1}{\sqrt{-g}} \frac{\partial}{\partial x^{\rho}}\left(\sqrt{-g} T^{\rho v}\right)+\Gamma^{v}{ }_{\mu \rho} T^{\mu \rho}=0 . \tag{36}
\end{equation*}
$$

Due to time-dependence only Equation (31) takes the form

$$
\begin{equation*}
\frac{1}{\sqrt{-g}} \frac{\partial}{\partial t}\left(\sqrt{-g} T^{00}\right)+\Gamma^{0}{ }_{i j} T^{i j}=0 \tag{37}
\end{equation*}
$$

where we have taken into account Equation (27). Using the non-vanishing components of the total energy momentum tensor

$$
\begin{equation*}
T^{00}=\rho_{\phi}+\left(\rho_{r}+\rho_{m}\right) f(\phi) \quad, \quad T^{i j}=-\left(p_{\phi}+p_{r} f(\phi)\right) g^{i j} \tag{38}
\end{equation*}
$$

we transcribe Equation (32) into the form

$$
\begin{equation*}
\frac{d}{d t}\left(\rho_{\phi}+\left(\rho_{r}+\rho_{m}\right) f(\phi)\right)+3 \frac{\dot{a}}{a}\left(\rho_{\phi}+p_{\phi}+\left(\rho_{r}+p_{r}\right) f(\phi)+\rho_{m} f(\phi)\right)=0 \tag{39}
\end{equation*}
$$

Since Equation (31) can be rewritten as follows:

$$
\begin{equation*}
\frac{d}{d t}\left(\rho_{\phi}+\rho_{m} f(\phi)\right)=\frac{d}{d t} \rho_{m}-3 \frac{\dot{a}}{a}\left(\rho_{\phi}+p_{\phi}\right) \tag{40}
\end{equation*}
$$

we may remove the contribution of the chameleon field in Equation (39). As result, we get

$$
\begin{equation*}
\frac{d}{d t}\left(\rho_{r} f(\phi)+\rho_{m}\right)+\frac{\dot{a}}{a}\left(4 \rho_{r} f(\phi)+3 \rho_{m} f(\phi)\right)=0 \tag{41}
\end{equation*}
$$

where we have used the equation of state $p_{r}=\rho_{r} / 3$ [69]. Due to independence of radiation and matter densities, Equation (41) can be split into evolution equations of the radiation and matter densities:

$$
\begin{align*}
\frac{d}{d t}\left(\rho_{r} f(\phi)\right)+4 \frac{\dot{a}}{a}\left(\rho_{r} f(\phi)\right) & =0 \\
\frac{d}{d t} \rho_{m}+3 \frac{\dot{a}}{a} \rho_{m} f(\phi) & =0 \tag{42}
\end{align*}
$$

For the standard dependence of the radiation and matter densities on the expansion parameter $a(t)$ [69],

$$
\begin{equation*}
\rho_{r}=3 M_{\mathrm{Pl}}^{2} \mathrm{H}_{0}^{2} \Omega_{r} \frac{a_{0}^{4}}{a^{4}}, \quad \rho_{m}=3 M_{\mathrm{Pl}}^{2} \mathrm{H}_{0}^{2} \Omega_{m} \frac{a_{0}^{3}}{a^{3}}, \tag{43}
\end{equation*}
$$

where $a_{0}, \mathrm{H}_{0}=1.438(11) \times 10^{-33} \mathrm{eV}, \Omega_{r}$ and $\Omega_{m}$ are the expansion parameter, the Hubble rate and the relative radiation and matter densities at our time $t_{0}=1 / H_{0}$ [70], the equations for the radiation and matter densities Equation (42) are satisfied identically for $f(\phi)=1$.

Thus, if the radiation and matter densities depend on the expansion parameter $a$ as $\rho_{r}(a) \sim a^{-4}$ and $\rho_{m}(a) \sim a^{-3}$, local conservation of the total energy-momentum in the Universe can be fulfilled if and only if the conformal factor $f(\phi)$, relating Einstein's and Jordan's frames and defining the chameleon-matter coupling, is equal to unity; i.e., $f(\phi)=1$. However, in this case there is no influence of the chameleon field on the evolution of the radiation and matter densities and a dependence of the
chameleon field mass on a density of its environment. In turn, for $f(\phi) \neq 1$ the evolution equations (Equation (37)) admit some exact solutions. It is convenient to search these solutions independently of the expansion parameter $a$. Treating the conformal factor $f(\phi)$ as a function of the expansion parameter $a$, i.e., setting $f(\phi)=f(a) \neq 1$, the solutions to Equation (37) can be given by

$$
\begin{align*}
\rho_{r}(a) & =\rho_{r 0} \frac{a_{0}^{4}}{a^{4}} \frac{f\left(a_{0}\right)}{f(a)} \\
\rho_{m}(a) & =\rho_{m 0} \frac{a_{0}^{3}}{a^{3}} \exp \left(3 \int_{a}^{a_{0}} \frac{f\left(a^{\prime}\right)-1}{a^{\prime}} d a^{\prime}\right), \tag{44}
\end{align*}
$$

where $\rho_{r 0}=3 M_{\mathrm{Pl}}^{2} \mathrm{H}_{0}^{2} \Omega_{r}$ and $\rho_{m 0}=3 M_{\mathrm{Pl}}^{2} \mathrm{H}_{0}^{2} \Omega_{m}$ are the radiation and matter densities at out time $t_{0}=1 / \mathrm{H}_{0}$ and $a\left(t_{0}\right)=a_{0}$, i.e., in the era of the late-time acceleration of the Universe's expansion or the dark energy-dominated era. The integration constants of the first order differential equations (Equation (35)) are fixed by the conditions $\rho_{r}\left(a_{0}\right)=\rho_{r 0}$ and $\rho_{m}\left(a_{0}\right)=\rho_{m 0}$, respectively [69,70]. According to the solutions (Equation (44)), the chameleon field has an influence on the evolution of the radiation and matter densities.

As an example of the conformal factor we may use $f=e^{\beta \varphi(a) / M_{\mathrm{Pl}}}[1,2]$, where $\varphi(a)$ is the chameleon field as a function of the expansion parameter $a$ and the solution to Equation (31), i.e., $\phi(t)=\varphi(a)$. Keeping the linear order contributions in the $\beta \varphi(a) / M_{\mathrm{Pl}}$ expansion we get

$$
\begin{align*}
\rho_{r}(a) & =\rho_{r 0} \frac{a_{0}^{4}}{a^{4}}\left(1+\frac{\beta}{M_{\mathrm{Pl}}}\left(\varphi\left(a_{0}\right)-\varphi(a)\right)\right) \\
\rho_{m}(a) & =\rho_{m 0} \frac{a_{0}^{3}}{a^{3}}\left(1+3 \frac{\beta}{M_{\mathrm{Pl}}} \int_{a}^{a_{0}} \varphi\left(a^{\prime}\right) \frac{d a^{\prime}}{a^{\prime}}\right) \tag{45}
\end{align*}
$$

Thus, the deviations of the radiation and matter densities from their standard behavior $\rho_{r}(a) \sim a^{-4}$ and $\rho_{m}(a) \sim a^{-3}$ are given by

$$
\begin{align*}
\delta \rho_{r}(a) & =\frac{\beta}{M_{\mathrm{Pl}}} \rho_{r 0} \frac{a_{0}^{4}}{a^{4}}\left(\varphi\left(a_{0}\right)-\varphi(a)\right), \\
\delta \rho_{m}(a) & =3 \frac{\beta}{M_{\mathrm{Pl}}} \rho_{m 0} \frac{a_{0}^{3}}{a^{3}} \int_{a}^{a_{0}} \varphi\left(a^{\prime}\right) \frac{d a^{\prime}}{a^{\prime}} . \tag{46}
\end{align*}
$$

Some observations of deviations of the radiation and matter densities in the Universe from their standard form might, in principle, evidence an existence of the chameleon field. Nevertheless, we have to emphasize that the contributions of the conformal factor to the radiation and matter densities at our time are not practically observable. It is seen from the solutions (Equation (44)) that the conformal factor affects the evolution of the radiation and matter densities during the radiation and matter-dominated eras only. Of course, an influence of the chameleon field evolution on the distribution of the radiation density might seem rather questionable, since the evolution equation (Equation (37)) defines an evolution of the product $\rho_{r} f(\phi)$, where one may hardly separate $\rho_{r}$ from $f(\phi)$. By introducing an effective radiation density $\rho_{r}^{(\text {eff })}=\rho_{r} f(\phi)$ we obtain a canonical radiation density Equation (43), where the contribution of $f(\phi)$ at $a=a_{0}$ is hidden very likely in $\Omega_{r}$.

### 3.2. The Friedmann-Einstein (Equation Equation (28)) as the First Integral of the Friedmann-Einstein Equation (Equation (29))

It is well-known that without the chameleon field and for the conformal factor $f(a)=1$ the Friedmann-Einstein differential equation for $\dot{a}^{2} / a^{2}$ is the first integral of the Friedmann-Einstein differential equation for $\ddot{a} / a$ [69]. However, such a property of Equation (28) with the chameleon field and the conformal factor $f(a) \neq 1$ to be the first integral of Equation (29) has not so far been investigated and proven in the literature. In order to prove that Equation (28) is the first integral
of Equation (29) with the contributions of the chameleon field and the conformal factor $f(a) \neq 1$, we rewrite Equation (28) as follows:

$$
\begin{equation*}
\frac{\dot{a}^{2}}{a^{2}}=\frac{1}{3 M_{\mathrm{Pl}}^{2}}\left(\rho_{\mathrm{ch}}+\rho_{r} f+\rho_{m}\right) \tag{47}
\end{equation*}
$$

where $\rho_{\text {ch }}=\rho_{\phi}+\rho_{m}(f-1)=\frac{1}{2} \dot{\phi}^{2}+V_{\text {eff }}(\phi)$ is the chameleon field density, given by Equation (30) with the replacement $V(\phi) \rightarrow V_{\text {eff }}(\phi)$ (see Equation (32)). In order to find $\rho_{\mathrm{ch}}$ as a function of the expansion parameter $a$ we use Equation (31) and transcribe it into the form

$$
\begin{equation*}
a \frac{d}{d a} \rho_{\mathrm{ch}}(a)+6 \rho_{\mathrm{ch}}(a)=6 V_{\mathrm{eff}}(a) \tag{48}
\end{equation*}
$$

where we have denoted $V_{\text {eff }}(\phi)=V_{\text {eff }}(a)$, assuming that $\phi$ is a function of $a$; i.e., $\phi=\phi(a)$. As a function of the expansion parameter $a$, the effective potential $V_{\text {eff }}(a)$ is given by

$$
\begin{equation*}
V_{\mathrm{eff}}(a)=V(a)+\rho_{m}(a)(f(a)-1) \tag{49}
\end{equation*}
$$

where $V(a)=V(\phi)=V(\varphi(a))$ with the additive contribution of the relic dark energy density, induced by torsion, and $f(a)=e^{\beta \varphi(a) / M_{\text {PI }}}$. The solution to Equation (48) is equal to

$$
\begin{equation*}
\rho_{\mathrm{ch}}(a)=\frac{C_{\phi}}{a^{6}}+\frac{6}{a^{6}} \int a^{5} V_{\mathrm{eff}}(a) d a \tag{50}
\end{equation*}
$$

where the term $C_{\phi} / a^{6}$ corresponds to the contribution of the kinetic term of a scalar field [87]. The integration constant $C_{\phi}$, we define as follows: $C_{\phi}=3 M_{P 1}^{2} H_{0}^{2} \Omega_{\phi} a_{0}^{6}$, where $\Omega_{\phi}$ is the integration constant, having the meaning of a relative density of a scalar field at time $t_{0}=1 / \mathrm{H}_{0}$ [70]. As a result, Equation (47) takes the form

$$
\begin{equation*}
\frac{\dot{a}^{2}}{a^{2}}=\frac{1}{3 M_{\mathrm{Pl}}^{2}}\left(\rho_{\mathrm{ch}}(a)+\rho_{r}(a) f(a)+\rho_{m}(a)\right) \tag{51}
\end{equation*}
$$

where in the right-hand-side (r.h.s.) all densities and the conformal factor are functions of the expansion parameter $a$. Further, it is convenient to rewrite Equation (29) as follows:

$$
\begin{equation*}
\frac{\ddot{a}}{a}=-2 \frac{\dot{a}^{2}}{a^{2}}+\frac{1}{3 M_{\mathrm{Pl}}^{2}} \rho_{r}(a) f(a)+\frac{1}{2 M_{\mathrm{Pl}}^{2}} \rho_{m}(a) f(a)+\frac{1}{M_{\mathrm{Pl}}^{2}} V(a), \tag{52}
\end{equation*}
$$

where we have used Equation (51). Since the second derivative $\ddot{a}$ of the expansion parameter $a$ with respect to time can be given by

$$
\begin{equation*}
\ddot{a}=\frac{1}{2} \frac{d \dot{a}^{2}}{d a} \tag{53}
\end{equation*}
$$

one may transcribe Equation (47) into the form

$$
\begin{equation*}
a \frac{d}{d a} \dot{a}^{2}+4 \dot{a}^{2}=\frac{2}{3 M_{\mathrm{Pl}}^{2}} a^{2} \rho_{r}(a) f(a)+\frac{1}{M_{\mathrm{Pl}}^{2}} a^{2} \rho_{m}(a) f(a)+\frac{2}{M_{\mathrm{Pl}}^{2}} a^{2} V(a) \tag{54}
\end{equation*}
$$

The solution to Equation (54) amounts to

$$
\begin{equation*}
\dot{a}^{2}=\frac{C}{a^{4}}+\frac{2}{3 M_{\mathrm{Pl}}^{2}} \frac{1}{a^{4}} \int a^{5} \rho_{r}(a) f(a) d a+\frac{1}{M_{\mathrm{Pl}}^{2}} \frac{1}{a^{4}} \int a^{5} \rho_{m}(a) f(a) d a+\frac{2}{M_{\mathrm{Pl}}^{2}} \frac{1}{a^{4}} \int a^{5} V(a) d a, \tag{55}
\end{equation*}
$$

where $C$ is the integration constant. Dividing both sides of Equation (55) by $a^{2}$ we arrive at the equation

$$
\begin{equation*}
\frac{\dot{a}^{2}}{a^{2}}=\frac{1}{3 M_{\mathrm{Pl}}^{2}}\left(\frac{C_{\phi}}{a^{6}}+\frac{6}{a^{6}} \int a^{5} U(a) d a+\frac{2}{a^{6}} \int a^{5} \rho_{r}(a) f(a) d a+\frac{3}{a^{6}} \int a^{5} \rho_{m}(a) f(a) d a\right), \tag{56}
\end{equation*}
$$

where we have set $C_{\phi}=3 M_{P l}^{2} C=3 M_{P 1}^{2} H_{0}^{2} \Omega_{\phi}$. Thus, Equation (51) is the first integral of Equation (29). Making a replacement $V(a)=V_{\text {eff }}(a)-\rho_{m}(a)(f(a)-1)$ we arrive at the expression

$$
\begin{equation*}
\frac{\dot{a}^{2}}{a^{2}}=\frac{1}{3 M_{\mathrm{Pl}}^{2}}\left(\rho_{\mathrm{ch}}(a)+\frac{2}{a^{6}} \int a^{5} \rho_{r}(a) f(a) d a+\frac{6}{a^{6}} \int a^{5} \rho_{m}(a) d a-\frac{3}{a^{6}} \int a^{5} \rho_{m}(a) f(a) d a\right) . \tag{57}
\end{equation*}
$$

Since the radiation and matter densities as functions of $a$ obey the equations

$$
\begin{align*}
a \frac{d}{d a}\left(\rho_{r}(a) f(a)\right) & =-4\left(\rho_{r}(a) f(a)\right), \\
a \frac{d}{d a} \rho_{m}(a) & =-3 \rho_{m}(a) f(a) \tag{58}
\end{align*}
$$

and that $\rho_{r}(a) f(a)=\rho_{r 0} f\left(a_{0}\right) a_{0}^{4} / a^{4}$ (see Equation (44)), we transcribe the right-hand-side (r.h.s.) of Equation (57) into the form

$$
\begin{equation*}
\frac{\dot{a}^{2}}{a^{2}}=\frac{1}{3 M_{\mathrm{Pl}}^{2}}\left(\rho_{\mathrm{ch}}(a)+\rho_{r}(a) f(a)+\frac{1}{a^{6}} \int \frac{d}{d a}\left(a^{6} \rho_{m}(a)\right) d a\right)=\frac{1}{3 M_{\mathrm{Pl}}^{2}}\left(\rho_{\mathrm{ch}}(a)+\rho_{r}(a) f(a)+\rho_{m}(a)\right), \tag{59}
\end{equation*}
$$

This proves that Equation (28) is the first integral of Equation (29) if the total energy-momentum is locally conserved. The evolution of the chameleon field density $\rho_{\mathrm{ch}}(a)$ independently of the expansion parameter $a$ is defined by Equation (50), which we rewrite as follows:

$$
\begin{equation*}
\rho_{\mathrm{ch}}(a)=\rho_{\Lambda}+\frac{C_{\phi}}{a^{6}}+\frac{6}{a^{6}} \int a^{5} \Phi(a) d a+\frac{6}{a^{6}} \int a^{5} \rho_{m}(a)(f(a)-1) d a \tag{60}
\end{equation*}
$$

where $\rho_{\Lambda}=M_{\mathrm{Pl}}^{2} \Lambda_{C}$. and the third term in Equation (60) is the model-dependent part of the potential of the self-interaction of the chameleon field $V(\phi)=\rho_{\Lambda}+\Phi(\phi)[4,10,16,88]$, taken as a function of the expansion parameter $a$, i.e., $\Phi(\phi)=\Phi(a)$. Such a chameleon field density may affect the acceleration of the Universe's expansion. Setting $f(a)=1$ in Equation (60) we get

$$
\begin{equation*}
\rho_{\mathrm{ch}}(a)=\rho_{\Lambda}+\frac{C_{\phi}}{a^{6}}+\frac{6}{a^{6}} \int a^{5} \Phi(a) d a, \tag{61}
\end{equation*}
$$

where the second and the last terms might still provide an acceleration of the Universe's expansion additional to that caused by the first term $\rho_{\Lambda}$, which is induced by torsion [39].

## 4. Torsion-Neutron Low-Energy Interactions

Our analysis carried out above may give an impression that after the absorption of torsion by the cosmological constant, the Einstein-Cartan gravitational theory reduces to Einstein's gravitational theory [69]. Such an impression can be real only in case of the absence of fermions. As has been shown in [40-42], there is a huge variety of minimal and nonminimal low-energy torsion-neutron interactions. The torsion tensor field $\mathcal{T}_{\sigma \mu v}$, being a tensor of the third rank and antisymmetric with respect to indices $\mu$ and $v$, i.e., $\mathcal{T}_{\sigma \mu v}=-\mathcal{T}_{\sigma v \mu}$, is defined by 24 independent components: (i) four vectors $\mathcal{E}^{\mu}=\left(\mathcal{E}^{0}, \overrightarrow{\mathcal{E}}\right)$, (ii) four axial vectors $\mathcal{B}^{\mu}=\left(\mathcal{B}^{0}, \overrightarrow{\mathcal{B}}\right)$ and (iii) 16 tensors $\mathcal{M}_{\sigma \mu \nu}[35,36,44]$ (see also [40-42]). The effective low-energy torsion-neutron potentials are presented in the form of expansion in powers of $1 / m$, where $m$ is the neutron mass, and restricted by the terms of order $O(1 / m)$, by using the Foldy-Wouthuysen (FW) canonical transformations [89]. The most interesting effective low-energy torsion-neutron interactions are induced in the rotating coordinate systems, which can be used for
experimental probes of torsion in terrestrial laboratories [48,60]. It is important to emphasize that a part of these effective low-energy torsion-neutron interactions provide a violation of time-reversal invariance [42], which can be probed in the terrestrial laboratories.

According to [42], in the coordinate system rotating with an angular velocity $\vec{\Omega}$ the time component $\mathcal{E}_{0}$ of the 4 -vector $\mathcal{E}^{\mu}$ of the torsion field induces the T -odd, i.e., violating time reversal symmetry, optical potential

$$
\begin{equation*}
\Phi_{\mathrm{eff}}^{(\mathrm{T}-\mathrm{odd})}=-i \frac{4}{3} \frac{\mathcal{E}_{0}}{m} \vec{S} \cdot \vec{\Omega} \tag{62}
\end{equation*}
$$

where $\vec{S}=\frac{1}{2} \vec{\sigma}$ is the operator of the neutron spin and $\vec{\sigma}$ are $2 \times 2$ Pauli matrices [90]. As has been shown in [47], because of the T-odd interaction (Equation (62)), the cross section for low-energy neutron-nucleus scattering, caused by the beam of polarized neutrons passing through a spinning cylinder, should acquire the correction [39]

$$
\begin{equation*}
\Delta \sigma_{\mathrm{TV}}(\Omega, p)=\frac{8 \pi}{3 \sqrt{2}} \mathcal{E}^{0} R^{2} L \frac{\Omega}{p} \tag{63}
\end{equation*}
$$

where $R$ and $L$ are the radius and length of the spinning cylinder, and $p$ is a neutron momentum (for a detailed discussion of the $p$-dependence of $\Delta \sigma_{\mathrm{TV}}(\Omega, p)$ we refer to [47] below Equation (5)). The aim of the proposed experiment is a search for the $\Omega$-dependent part of the helicity-dependent part of the difference of the cross sections for neutron-nucleus scattering, caused by neutrons polarized parallel and antiparallel to the neutron beam axis coinciding with the axis of a spinning cylinder. For contemporary experimental abilities, such a T -odd correction allows one to probe the time component of the 4 -vector part of the torsion field at the level of sensitivity of about $\left|\mathcal{E}_{0}\right| \sim 10^{-32} \mathrm{GeV}$. This is a few orders of magnitude better in comparison to the estimate obtained in [44].

Another part of the effective low-energy torsion-neutron potentials, which is not proportional to $1 / m$, can be used for probes of the components of the torsion field in the qBounce experiments dealing with ultracold neutrons (UCNs) bouncing in the gravitational field of the Earth [49-55] (see also [48]). As an example, we consider the effective low-energy potential of the time-component $\mathcal{B}_{0}$ (pseudoscalar) of the 4-axial vector $\mathcal{B}^{\mu}$ and the time-time-space-components $(\overrightarrow{\mathcal{M}})_{k}=\mathcal{M}_{00 k}$ of the tensor $\mathcal{M}_{\sigma \mu \nu}$ [42]

$$
\begin{equation*}
\Phi_{\mathrm{eff}}=\frac{1}{3} \mathcal{B}_{0} \vec{S} \cdot\left(\vec{\Omega}_{\oplus} \times\left(\vec{R}_{\oplus}+\vec{r}\right)\right)-\frac{1}{2} \vec{S} \cdot\left(\overrightarrow{\mathcal{M}} \times\left(\vec{\Omega}_{\oplus} \times\left(\vec{R}_{\oplus}+\vec{r}\right)\right)\right) \tag{64}
\end{equation*}
$$

where $\vec{\Omega}_{\oplus}$ and $\vec{R}_{\oplus}$ are the angular velocity and the radius vector of the Earth as they are shown in Figure 1. Then, $\vec{r}$ is the radius-vector of the UCN in the laboratory.

The experiments with UCNs, bouncing in the gravitational field of the Earth, are being performed in the laboratory at Institut Laue Langevin (ILL) in Grenoble. The ILL laboratory is fixed to the surface of the Earth in the northern hemisphere. Following [91-95] we choose the ILL laboratory or the standard laboratory frame with coordinates $(t, x, y, z)$, where the $x, y$ and $z$ axes point south, east and vertically upwards, respectively, with northern and southern poles on the axis of the Earth's rotation with the Earth's sidereal frequency $\Omega_{\oplus}=2 \pi /\left(23 \mathrm{hr} 56 \mathrm{~min} 4.09 \mathrm{~s}=7.2921159 \times 10^{-5} \mathrm{rad} / \mathrm{s}\right.$. The position of the ILL laboratory on the surface of the Earth is determined by the angles $\chi$ and $\phi$, where $\chi=90^{\circ}-\theta$ is the colatitude of the laboratory, defined in terms of the latitude $\theta$, and $\phi$ is the longitude of the laboratory measured east of south with the values $\theta=45.16667^{\circ} \mathrm{N}$ and $\phi=5.71667^{\circ} \mathrm{E}$ [96], respectively. The beam of UCNs moves from south to north antiparallel to the $x$-direction and with energies of UCNs quantized in the $z$-direction.


Figure 1. The position of the ILL laboratory doing the qBounce experiments on the surface of the Earth.
In the qBounce experiments the contributions of interactions beyond the gravitational interaction of the Earth are measured in terms of the transition frequencies $\omega_{p q}=E_{p}-E_{q}$ of the transitions $|q\rangle \rightarrow|p\rangle$ between two gravitational states of UCNs $|q\rangle$ and $|p\rangle$ [49-55] (see also [59,60]). As of the small values of the components of the torsion field the contribution of the $\vec{r}$-dependent part of the effective torsion-neutron potential Equation (64), where the vector $\vec{r}$ defines a location of the UCN in the coordinate system $(t, x, y, z)$, to the transition frequencies between quantum gravitational states of UCNs can be neglected in comparison to the contributions of the terms independent of $\vec{r}$. Relative to the axes $(x, y, z)$ the vectors $\vec{\Omega}_{\oplus}$ and $\vec{R}_{\oplus}$ are equal to $\vec{\Omega}_{\oplus}=\left(-\Omega_{\oplus} \sin \chi, 0, \Omega_{\oplus} \cos \chi\right)$ and $\vec{R}_{\oplus}=\left(0,0, R_{\oplus}\right)$, respectively. This allows one to transcribe the effective low-energy torsion-neutron potential Equation (64) into the form

$$
\begin{equation*}
\Phi_{\mathrm{eff}}=\Omega_{\oplus} R_{\oplus} \sin \chi\left(\frac{1}{3} \mathcal{B}_{0} S_{y}+\frac{1}{2} \mathcal{M}_{z} S_{x}-\frac{1}{2} \mathcal{M}_{x} S_{z}\right)=1.1 \times 10^{-6}\left(\frac{1}{3} \mathcal{B}^{0} S_{y}+\frac{1}{2} \mathcal{M}_{z} S_{x}-\frac{1}{2} \mathcal{M}_{x} S_{z}\right) \tag{65}
\end{equation*}
$$

where $\left(S_{x}, S_{y}, S_{z}\right)$ are operators of the neutron spin $\vec{S}$-operator components. Thus, measuring the transition frequencies of spin-flip transitions between gravitational states $|q \downarrow\rangle \rightarrow|p \uparrow\rangle$ one may measure the contributions of the pseudoscalar $\mathcal{B}_{0}$ and tensor $\mathcal{M}_{x}=-\mathcal{M}_{00 x}$ and $\mathcal{M}_{z}=-\mathcal{M}_{00 z}$ components of the torsion field. A predictable power of the qBounce experiments we may demonstrate by example of the estimate of the contribution of the pseudoscalar component $\mathcal{B}_{0}$ of the torsion field coupled to UCNs. Indeed, according to Lämmerzahl [43], the value of the pseudoscalar component of the torsion field is constrained by $\left|\mathcal{B}_{0}\right|<2 \times 10^{-18} \mathrm{GeV}$. Its contribution to the transition frequencies between quantum gravitational states of UCNs $|q \downarrow\rangle \rightarrow|p \uparrow\rangle$ is of about $\left|\Delta \omega_{p \uparrow q \downarrow}\right|<7 \times 10^{-16} \mathrm{eV}$. This value is at the level of current experimental sensitivity $\Delta E<10^{-15} \mathrm{eV}$ [55] and the sensitivity of a nearest future, which is of about $\Delta E<10^{-17} \mathrm{eV}$ and even $\Delta E<10^{-21} \mathrm{eV}[49,97]$. The experiments
discussed in this sections and and many others, which could be carried out by using effective low-energy potentials of torsion-neutron interactions derived in [40-42], might make reliable the geometrical origin of the cosmological constant or the relic dark energy, induced by torsion [39].

## 5. Discussion

We would like to emphasize that our analysis of the chameleon field as a candidate for quintessence is carried out within the classical Einstein-Cartan gravitational theory with the Einstein-Hilbert action linear in the Ricci scalar curvature. By definition [4], quintessence is a hypothetical form of dark energy described by a canonical scalar field for an explanation of the observable acceleration of the Universe's expansion. The most important that quintessence should be a hypothetical form of dark energy. In this connection in the Einstein-Cartan gravitational theory, when the cosmological constant or the relic dark energy density has the geometrical origin, caused by torsion, the chameleon field possesses no chance to be a hypothetical form of dark energy. In other words having provided a geometrical origin for the cosmological constant or the relic dark energy torsion deprives the chameleon field to have a chance to be quintessence. As a result, the chameleon field is able only to evolve above the relic background of the dark energy, caused by torsion, but not to originate it. Then, as a consequence of conservation of the total energy-momentum of the system, the chameleon field can affect the dark energy dynamics and as well as the Universe's expansion even also the late-time acceleration. We have shown that such an influence of the chameleon field on the acceleration of the Universe's expansion retains also even if the conformal factor, relating Einstein's and Jordan's frames and defining the interaction of the chameleon field with its ambient matter, is equal to unity (see Equations (60) and (61). This result is closely related to our proof that for the system, including the chameleon field, radiation and matter (dark and baryon matter), the Friedmann-Einstein equation for $\dot{a}^{2} / a^{2}$ is the first integral for the Friedmann-Einstein equation for $\ddot{a} / a$.

We have found that local conservation of the total energy-momentum of the system, including the chameleon field, radiation and matter (dark and baryon matter), leads to the equations of the evolution of the radiation and matter densities, corrected by the conformal factor. Of course, since for radiation the evolution equation defines an evolution of the product $\rho_{r}(a) f(\phi)$, where the conformal factor $f(\phi)$ is a function of the expansion parameter $a$, such a product $\rho_{r}(a) f(\phi)$ does not deviate from the standard behavior $\rho_{r}(a) f(\phi) \sim a^{-4}$. Since the radiation density $\rho_{r}(a)$ enters to the Friedmann-Einstein equations only in the form of the product $\rho_{r}(a) f(\phi)$ one may not probably separate the contribution of the conformal factor above the standard shape proportional to $a^{-4}$. In turn, for the matter density $\rho_{m}(a)$ the contribution of the conformal factor leads to a deviation from the standard behavior $\rho_{m}(a) \sim a^{-3}$ [69]. However, such a deviation might be, in principle, noticeable only during the matter-dominated era. In the dark energy-dominated era that is in our time of the late-time acceleration of the Universe, where the expansion parameter is equal to $a_{0}=a\left(t_{0}\right)$ for the Hubble time $t_{0}=1 / H_{0}$ [69], the contributions of the conformal factor to the radiation and matter densities in comparison to the standard values $\rho_{r}\left(a_{0}\right)=3 M_{\mathrm{Pl}}^{2} \mathrm{H}_{0}^{2} \Omega_{r}$ and $\rho_{m}\left(a_{0}\right)=3 M_{\mathrm{Pl}}^{2} \mathrm{H}_{0}^{2} \Omega_{m}$ are practically unobservable. This agrees well with the constraints on the deviations of the radiation and matter densities from their values at our time to a few parts per million [98], which can be obtained from the constraints on the fifth force caused by the chameleon field in the Galaxy and the Solar system.

The cosmological constant $\Lambda_{C}$, induced by torsion [39], we have included additively to the potential of the self-interaction of the chameleon field as a background of the relic dark energy: $V(\phi)=\rho_{\Lambda}+\Phi(\phi)$. In the chameleon field theory [1,2] the relic dark energy density $\rho_{\Lambda}$ is defined as follows: $\rho_{\Lambda}=\Lambda^{4}$, where the scale $\Lambda=\sqrt[4]{3 M_{\mathrm{Pl}}^{2} \mathrm{H}_{0}^{2} \Omega_{\Lambda}}=2.24(1) \mathrm{meV}$ is calculated for the relative dark energy density $\Omega_{\Lambda}=0.685(7)$ [70]. The $\phi$-dependent part of the potential of the self-interaction of the chameleon field $\Phi(\phi)$ is arbitrary to some extent, i.e., model-dependent, and demands a special analysis similar to that carried out in $[4,10,16,88]$. However, such an analysis goes beyond the scope of our paper. We would like to emphasize that a specific analysis of a dynamics of the chameleon field such as different mechanisms of chameleon screening and a formation of a fifth force, for example, in the

Galaxy and the Solar system is related also to a special choice of the potential of the self-interaction of the chameleon field [16,98]. Such an analysis has been carried out by Brax et al. [16] and Jain et al. [98]. The repetition of such an analysis goes beyond the scope of this paper.

As regards the assertion by Wang et al. [67] and Khoury [68] that since the conformal factor is practically constant during the Hubble time, so the chameleon field is not responsible for the late-time acceleration of the Universe, one may argue that the conformal factor might be, in principle, practically constant (or better to say unity), but such a behavior of the conformal factor does not prohibit the chameleon field, evolving above the relic dark energy background induced by torsion, to take a certain part in dark energy dynamics and, correspondingly, in the acceleration of the Universe's expansion (see Equations (60) and (61)) and even so in the late-time acceleration of the Universe's expansion.

As regards another canonical scalar fields which can be introduced for an explanation of an origin of dark energy and an influence on acceleration of the Universe's expansion such as symmetron and dilaton, we may say the following. Since the dynamics of the symmetron field differs from the dynamics of the chameleon one only by the shape of the potential of self-interaction [99], our conclusion concerning an identification of the chameleon field with quintessence is fully applicable to the symmetron one. In other words the symmetron field cannot be quintessence to full extent. Moreover, we have to mention that an existence of the symmetron field and its importance for an evolution of the Universe might seem to be rather questionable after the qBounce experiments [55] on the transition frequencies between quantum gravitational states of UCNs, which have excluded the existence of the symmetron field.

Then, we have to confess that our analysis of an identification of a canonical scalar field with quintessence, carried out within the classical Einstein-Cartan gravitational theory, can say practically nothing concerning dilaton. Indeed, unlike the gravitational theories with the chameleon and symmetron fields the gravitational theories with dilaton are based on string theory in terms of the non-riemannian structure of space-time [100-107]. Of course, since an inclusion of dilaton as a canonical scalar field is closely related to a requirement of scale invariance of the action of the dynamical system under consideration, the classical Einstein-Cartan gravitational theory can be, in principle, modified by a requirement of scale invariance [108]. However, in such a modified Einstein-Cartan gravitational theory the problem of the geometrical origin of the cosmological constant or the relic dark energy caused by torsion demands a special analysis, which goes beyond the scope of this paper. Nevertheless, if in such a modified Einstein-Cartan gravitational theory torsion would be a geometrical origin of the cosmological constant or the relic dark energy density, our conclusion concerning an impossibility to identify dilation with quintessence might have been valid only within such a modified Einstein-Cartan gravitational theory.

Robust support fpr the geometrical origin of the cosmological constant or the relic dark energy could be experimental observations of torsion in terrestrial laboratories in terms of its contributions to observables of different physical processes. In Section 4 we have discussed two of these experiments, which can be carried out by using beams of polarized UCNs. We mean the contribution of the T-odd torsion-neutron low-energy interaction to the cross section for the scattering of the beam of polarized neutrons by nucleus in the end of spinning cylinder. This allows one to estimate the value of the time component $\mathcal{E}_{0} \mathrm{o}$ f the 4 -vector part of the torsion field at the level of about $\left|\mathcal{E}_{0}\right| \sim 10^{-32} \mathrm{GeV}$. Another experiment on the probe of torsion can be carried out at ILL by the French-Austrian qBounce Collaboration by using Gravity Resonance Spectroscopy (GRS), a new measuring technique combining quantum measurements and gravity experiments [49-55]. The qBounce experiments, measuring transition frequencies between quantum gravitational states of UCNs, allow one to probe torsion with a sensitivity of about $\Delta E<10^{-17} \mathrm{eV}$ and even $\Delta E \sim 10^{-21} \mathrm{eV}[49,97]$. This should improve the existing upper bound on the pseudoscalar $\mathcal{B}_{0}$ component of the torsion field by a few orders of magnitude and give new constraints on the tensor $\mathcal{M}_{00 k}$ components of the torsion field [44].
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#### Abstract

We confront $f\left(T, T_{G}\right)$ gravity, with big bang nucleosynthesis (BBN) requirements. The former is obtained using both the torsion scalar, as well as the teleparallel equivalent of the GaussBonnet term, in the Lagrangian, resulting to modified Friedmann equations in which the extra torsional terms constitute an effective dark energy sector. We calculate the deviations of the freeze-out temperature $T_{f}$, caused by the extra torsion terms in comparison to $\Lambda C D M$ paradigm. Then, we impose five specific $f\left(T, T_{G}\right)$ models and extract the constraints on the model parameters in order for the ratio $\left|\Delta T_{f} / T_{f}\right|$ to satisfy the observational BBN bound. As we find, in most of the models the involved parameters are bounded in a narrow window around their general relativity values as expected, asin the power-law model, where the exponent $n$ needs to be $n \lesssim 0.5$. Nevertheless, the logarithmic model can easily satisfy the BBN constraints for large regions of the model parameters. This feature should be taken into account in future model building.


Keywords: modified gravity; nucleosynthesis; torsional gravity
PACS: 98.80.-k; 04.50.Kd; 26.35.+c; 98.80.Es

## 1. Introduction

There are two motivations that lead to the construction of modifications of gravity. The first is purely theoretical, namely, to construct gravitational theories that do not suffer from the renormalizability problems of general relativity and thus are closer to a quantum description [1,2]. The second is cosmological, namely, to construct gravitational theories that at a cosmological framework can describe the early and late accelarating eras [3-7], as well as to alleviate various observational tensions [8].

There is a rich literature on modified and extended theories of gravity. One may start from the Einstein-Hilbert Lagrangian and add extra terms, resulting in $f(R)$ gravity [9-11], in $f(G)$ gravity [12-14], in $f(G, \mathcal{T})$ theories [15], in $f(P)$ gravity [16-18] in Lovelock gravity [19,20], in Weyl gravity [21], in Horndeski/Galileon scalar-tensor theories [22,23], etc. Nevertheless, one can follow a different approach and add new terms to the equivalent torsional formulation of gravity, resulting in $f(T)$ gravity [24,25], in $f\left(T, T_{G}\right)$ gravity [26-28], in $f(T, B)$ gravity [29,30], in scalar-torsion theories [31], etc. Torsional gravity has been proven to exhibit interesting phenomenology, both at the cosmological framework [32-57] and at the level of local, spherically symmetric solutions [58-75].

One crucial test that every modification of gravity should pass that is usually underestimated in the literature is the confrontation with Big Bang Nucleosynthesis (BBN) data [76-80]. Specifically, the amount of modification needed in order to fulfill the late-time cosmological requirements must not at the same time spoil the successes of early-time cosmology, and among them the BBN phase. Hence, whatever are the advantages of a specific modified theory of gravity, if it cannot satisfy the BBN constraints it must be excluded [81-84].

In the present manuscript, we are interested in investigating the BBN epoch in a universe governed by $f\left(T, T_{G}\right)$ gravity. In particular, we desire to study various specific models that are known to lead to viable phenomenology and extract constraints on the involved model parameters. The plan of the article is as follows: In Section 2, we briefly present $f\left(T, T_{G}\right)$ gravity, extracting the field equations and applying them to a cosmological framework. In Section 3, we summarize the BBN formalism and provide the difference in the freeze-out temperature caused by the extra torsion terms. Then, in Section 4, we investigate five specific $f\left(T, T_{G}\right)$ models, confronting them with the observational BBN bounds. Finally, Section 5 is devoted to the Conclusions.

## 2. $f\left(T, T_{G}\right)$ Gravity

In this section, we briefly review $f\left(T, T_{G}\right)$ gravity [26-28]. As usual in torsional formulation of gravity, we use the tetrad field as the dynamical variable, which forms an orthonormal basis at the tangent space. In a coordinate basis, one can relate it with the metric through $g_{\mu v}(x)=\eta_{A B} e_{\mu}^{A}(x) e_{v}^{B}(x)$, where $\eta_{A B}=\operatorname{diag}(-1,1,1,1)$, and with Greek and Latin letters, denoting coordinate and tangent indices, respectively. Applying the Weitzenböck connection $W_{v \mu}^{\lambda} \equiv e_{A}^{\lambda} \partial_{\mu} e_{v}^{A}$ [25], the corresponding torsion tensor is

$$
\begin{equation*}
T_{\mu \nu}^{\lambda} \equiv W_{\nu \mu}^{\lambda}-W_{\mu \nu}^{\lambda}=e_{A}^{\lambda}\left(\partial_{\mu} e_{v}^{A}-\partial_{\nu} e_{\mu}^{A}\right), \tag{1}
\end{equation*}
$$

and then the torsion scalar is obtained through the contractions

$$
\begin{equation*}
T \equiv \frac{1}{4} T^{\rho \mu v} T_{\rho \mu \nu}+\frac{1}{2} T^{\rho \mu v} T_{\nu \mu \rho}-T_{\rho \mu}{ }^{\rho} T_{v}^{v \mu}, \tag{2}
\end{equation*}
$$

and incorporates all information of the gravitational field. Used as a Lagrangian, the torsion scalar gives rise to exactly the same equations with general relativity, which is why the theory was named the teleparallel equivalent of general relativity (TEGR).

Similarly to curvature gravity, where one can construct higher-order invariants such as the Gauss-Bonnet one, in torsional gravity one may construct higher-order torsional invariants, too. In particular, since the curvature (Ricci) scalar and the torsion scalar differ by a total derivative, in [26] the authors followed the same recipe and extracted a higher-order torsional invariant that differs from the Gauss-Bonnet one by a boundary term, namely

$$
\begin{align*}
& T_{G}=\left(K^{\kappa}{ }_{\varphi \pi} K^{\varphi \lambda}{ }_{\rho} K^{\mu}{ }_{\chi \sigma} K^{\chi v}{ }_{\tau}-2 K^{\kappa \lambda}{ }_{\pi} K^{\mu}{ }_{\varphi \rho} K^{\varphi}{ }_{\chi \sigma} K^{\chi \nu}{ }_{\tau}\right. \\
& \left.+2 K^{\kappa \lambda}{ }_{\pi} K^{\mu}{ }_{\varphi \rho} K^{\varphi v}{ }_{\chi} K^{\chi}{ }_{\sigma \tau}+2 K^{\kappa \lambda}{ }_{\pi} K^{\mu}{ }_{\varphi \rho} K^{\varphi v}{ }_{\sigma, \tau}\right) \delta_{\kappa \lambda \mu \nu}^{\pi \rho \rho \tau}, \tag{3}
\end{align*}
$$

where $K^{\mu \nu}{ }_{\rho} \equiv-\frac{1}{2}\left(T_{\rho}^{\mu \nu}-T_{\rho}^{\nu \mu}-T_{\rho}{ }^{\mu \nu}\right)$ is the contortion tensor, and the generalized $\delta_{\kappa \lambda \mu \nu}^{\pi \rho \sigma \tau}$ denotes the determinant of the Kronecker deltas. Note that similarly to the Gauss-Bonnet term, the teleparallel equivalent of the Gauss-Bonnet term $T_{G}$ is also a topological invariant in four dimensions.

Using the above torsional invariants, one can construct the new class of $f\left(T, T_{G}\right)$ gravitational modifications, characterized by the action [26]

$$
\begin{equation*}
S=\frac{M_{P}^{2}}{2} \int d^{4} x e f\left(T, T_{G}\right), \tag{4}
\end{equation*}
$$

with $M_{P}^{2}$ the reduced Planck mass. The general field equations of the above action can be found in [26], where one can clearly see that the theory is different from $f(R), f(R, G)$, and $f(T)$ gravitational modifications, and thus it corresponds to a novel class of modified gravity.

In this work, we are interested in the cosmological applications of $f\left(T, T_{G}\right)$ gravity Hence, we consider a spatially flat Friedmann-Robertson-Walker (FRW) metric of the form

$$
\begin{equation*}
d s^{2}=-d t^{2}+a^{2}(t) \delta_{i j} d x^{i} d x^{j} \tag{5}
\end{equation*}
$$

with $a(t)$ the scale factor, which corresponds to the diagonal tetrad

$$
\begin{equation*}
e_{\mu}^{A}=\operatorname{diag}(1, a(t), a(t), a(t)) . \tag{6}
\end{equation*}
$$

In this case, the torsion scalar (2) and the teleparallel equivalent of the Gauss-Bonnet term (3) become

$$
\begin{align*}
& T=6 H^{2}  \tag{7}\\
& T_{G}=24 H^{2}\left(\dot{H}+H^{2}\right) \tag{8}
\end{align*}
$$

with $H=\frac{\dot{a}}{a}$ the Hubble parameter and where dots denote derivatives with respect to $t$.
The general field equations for the FRW geometry are [27]

$$
\begin{align*}
& f-12 H^{2} f_{T}-T_{G} f_{T_{G}}+24 H^{3} \dot{f_{G}}=2 M_{P}^{-2}\left(\rho_{r}+\rho_{m}\right)  \tag{9}\\
& f-4\left(3 H^{2}+\dot{H}\right) f_{T}-4 H \dot{f_{T}}-T_{G} f_{T_{G}} \\
& \quad+\frac{2}{3 H} T_{G} \dot{f_{T_{G}}}+8 H^{2} \dot{f_{T_{G}}}=-2 M_{P}^{-2}\left(p_{r}+p_{m}\right) \tag{10}
\end{align*}
$$

with $\dot{f_{T}}=f_{T T} \dot{T}+f_{T T_{G}} \dot{T}_{G}, \dot{f}_{T_{G}}=f_{T T_{G}} \dot{T}+f_{T_{G} T_{G}} \dot{T}_{G}$, and $\dot{f}_{T_{G}}^{\ddot{ }}=f_{T T T_{G}} \dot{T}^{2}+2 f_{T T_{G} T_{G}} \dot{T} \dot{T}_{G}+$ $f_{T_{G} T_{G} T_{G}} \dot{T}_{G}^{2}+f_{T T_{G}} \ddot{T}+f_{T_{G} T_{G}} \ddot{T}_{G}$, and where $f_{T T}, f_{T T_{G}}, \ldots$ denote multiple partial differentiations with respect to $T$ and $T_{G}$. Note that in the above equations, we have also introduced the radiation and matter sectors, corresponding to perfect fluids with energy densities $\rho_{r}, \rho_{m}$ and pressures $p_{r}, p_{m}$, respectively. Lastly, we mention that the above equations for $f\left(T, T_{G}\right)=-T+\Lambda$ recover the TEGR and general relativity equations, where $\Lambda$ is the cosmological constant.

As we can see, we can re-write the Friedmann Equations (9) and (10) in the usual form

$$
\begin{align*}
& 3 M_{P}^{2} H^{2}=\left(\rho_{r}+\rho_{m}+\rho_{D E}\right)  \tag{11}\\
& -2 M_{P}^{2} \dot{H}=\left(\rho_{r}+p_{r}+\rho_{m}+p_{m}+\rho_{D E}+p_{D E}\right) \tag{12}
\end{align*}
$$

where we have defined the effective dark energy density and pressure as

$$
\begin{align*}
\rho_{D E} \equiv & \frac{M_{P}^{2}}{2}\left(6 H^{2}-f+12 H^{2} f_{T}+T_{G} f_{T_{G}}-24 H^{3} f_{T_{G}}\right),  \tag{13}\\
p_{D E} \equiv & \frac{M_{P}^{2}}{2}\left[-2\left(2 \dot{H}+3 H^{2}\right)+f-4\left(\dot{H}+3 H^{2}\right) f_{T}\right. \\
& \left.-4 H \dot{f_{T}}-T_{G} f_{T_{G}}+\frac{2}{3 H} T_{G} f_{T_{G}}+8 H^{2} f_{T_{G}}\right] \tag{14}
\end{align*}
$$

of gravitational origin.

## 3. Big Bang Nucleosynthesis Constraints

Big bang nucleosynthesis (BBN) was a process that took place during radiation era. Let us first present the framework, which provides the BBN constraints through standard
cosmology [76-80]. The first Friedmann equation from Einstein-Hilbert action can be written as

$$
\begin{equation*}
3 H^{2}=M_{P}^{-2} \rho, \tag{15}
\end{equation*}
$$

where $\rho=\rho_{r}+\rho_{m}$. In the radiation era, the radiation sector dominates; hence, we can write

$$
\begin{equation*}
H^{2} \approx \frac{M_{P}^{-2}}{3} \rho_{r} \equiv H_{G R}^{2} \tag{16}
\end{equation*}
$$

In addition, it is known that the energy density of relativistic particles is

$$
\begin{equation*}
\rho_{r}=\frac{\pi^{2}}{30} g_{*} T^{4}, \tag{17}
\end{equation*}
$$

where $g_{*} \sim 10$ is the effective number of degrees of freedom and $T$ is the temperature. Thus, if we combine (16) with (17) we obtain

$$
\begin{equation*}
H(T) \approx\left(\frac{4 \pi^{3} g_{*}}{45}\right)^{1 / 2} \frac{T^{2}}{M_{P l}} \tag{18}
\end{equation*}
$$

where $M_{P l}=(8 \pi)^{\frac{1}{2}} M_{P}=1.22 \times 10^{19} \mathrm{GeV}$ is the Planck mass.
During the radiation era, the scale factor evolves as $a(t) \sim t^{1 / 2}$. Therefore, using the relation of the Hubble parameter with the scale factor, we find that in the radiation era the Hubble parameter evolves as $H(t)=\frac{1}{2 t}$. Combining the last one with (18), we find the relation between temperature and time. Thus, we have $\frac{1}{t} \simeq\left(\frac{32 \pi^{3} g_{*}}{90}\right)^{1 / 2} \frac{T^{2}}{M_{P l}}$ (or $\left.T(t) \simeq(t / \mathrm{sec})^{-1 / 2} \mathrm{MeV}\right)$.

During the BBN, we have interactions between particles. For example, we have interactions between neutrons, protons, electrons, and neutrinos, namely, $n+v_{e} \rightarrow p+e^{-}$, $n+e^{+} \rightarrow p+\bar{v}_{e}$, and $n \rightarrow p+e^{-}+\bar{v}_{e}$. We name the conversion rate from a particle $A$ to particle B as $\lambda_{B A}$. Hence, the conversion rate from neutrons to protons is $\lambda_{p n}$, and it is equal to the sum of the three interaction conversion rates written above. Therefore, the calculation of the neutron abundance arises from the protons-neutron conversion rate [78,79]

$$
\begin{equation*}
\lambda_{p n}(T)=\lambda_{\left(n+v_{e} \rightarrow p+e^{-}\right)}+\lambda_{\left(n+e^{+} \rightarrow p+\bar{v}_{e}\right)}+\lambda_{\left(n \rightarrow p+e^{-}+\bar{v}_{e}\right)} \tag{19}
\end{equation*}
$$

and its inverse $\lambda_{n p}(T)$, and therefore for the total rate we have $\lambda_{t o t}(T)=\lambda_{n p}(T)+\lambda_{p n}(T)$. Now, we assume that the various particle (neutrino, electron, and photon) temperatures are the same and low enough in order to use the Boltzmann distribution instead of the Fermi-Dirac one, and we neglect the electron mass compared to the electron and neutrino energies. The final expression for the conversion rate is [81-84]

$$
\begin{equation*}
\lambda_{t o t}(T)=4 A T^{3}\left(4!T^{2}+2 \times 3!Q T+2!Q^{2}\right) \tag{20}
\end{equation*}
$$

where $Q=m_{n}-m_{p}=1.29 \times 10^{-3} \mathrm{GeV}$ is the mass difference between neutron and proton and $A=1.02 \times 10^{-11} \mathrm{GeV}^{-4}$.

We proceed in calculating the corresponding freeze-out temperature. This will arise comparing the universe expansion rate $\frac{1}{H}$ with $\lambda_{\text {tot }}(T)$. In particular, if $\frac{1}{H} \ll \lambda_{\text {tot }}(T)$, namely, if the expansion time is much smaller than the interaction time, we can consider thermal equilibrium [76,77]. On the contrary, if $\frac{1}{H} \gg \lambda_{t o t}(T)$ then particles do not have enough time to interact so they decouple. The freeze-out temperature $T_{f}$, in which the decoupling takes place, corresponds to $H\left(T_{f}\right)=\lambda_{\text {tot }}\left(T_{f}\right) \simeq c_{q} T_{f}^{5}$, with $c_{q} \equiv 4 A 4!\simeq$ $9.8 \times 10^{-10} \mathrm{GeV}^{-4}$ [81-84]. Now, if we use (18) and $H\left(T_{f}\right)=\lambda_{\text {tot }}\left(T_{f}\right) \simeq c_{q} T_{f}^{5}$, we acquire

$$
\begin{equation*}
T_{f}=\left(\frac{4 \pi^{3} g_{*}}{45 M_{P l}^{2} c_{q}^{2}}\right)^{1 / 6} \sim 0.0006 \mathrm{GeV} \tag{21}
\end{equation*}
$$

Using modified theories, we obtain extra terms in energy density due to the modification of gravity. The first Friedmann Equation (11) during radiation era becomes

$$
\begin{equation*}
3 M_{P}^{2} H^{2}=\rho_{r}+\rho_{D E} \tag{22}
\end{equation*}
$$

where $\rho_{D E}$ must be very small compared to $\rho_{r}$ in order to be in accordance with observations. Hence, we can write (22) using (16) as

$$
\begin{equation*}
H=H_{G R} \sqrt{1+\frac{\rho_{D E}}{\rho_{r}}}=H_{G R}+\delta H \tag{23}
\end{equation*}
$$

where $H_{G R}$ is the Hubble parameter of standard cosmology. Thus, we have $\Delta H=\left(\sqrt{1+\frac{\rho_{D E}}{\rho_{r}}}-1\right) H_{G R}$, which quantifies the deviation from standard cosmology, i.e., form $H_{G R}$. This will lead to a deviation in the freeze-out temperature $\Delta T_{f}$. Since $H_{G R}=\lambda_{t o t} \approx c_{q} T_{f}^{5}$ and $\sqrt{1+\frac{\rho_{D E}}{\rho_{r}}} \approx 1+\frac{1}{2} \frac{\rho_{D E}}{\rho_{r}}$, we easily find

$$
\begin{equation*}
\left(\sqrt{1+\frac{\rho_{D E}}{\rho_{r}}}-1\right) H_{G R}=5 c_{q} T_{f}^{4} \Delta T_{f} \tag{24}
\end{equation*}
$$

and finally

$$
\begin{equation*}
\frac{\Delta T_{f}}{T_{f}} \simeq \frac{\rho_{D E}}{\rho_{r}} \frac{H_{G R}}{10 c_{q} T_{f}^{5}} \tag{25}
\end{equation*}
$$

where we used that $\rho_{D E} \ll \rho_{r}$ during BBN era. This theoretically calculated $\frac{\Delta T_{f}}{T_{f}}$ should be compared with the observational bound

$$
\begin{equation*}
\left|\frac{\Delta T_{f}}{T_{f}}\right|<4.7 \times 10^{-4}, \tag{26}
\end{equation*}
$$

which is obtained from the observational estimations of the baryon mass fraction converted to ${ }^{4} \mathrm{He}$ [85-91].

## 4. BBN Constraints on $f\left(T, T_{G}\right)$ Gravity

In this section, we will apply the BBN analysis in the case of $f\left(T, T_{G}\right)$ gravity. Let us mention here that in general, in modified gravity, inflation is not straightaway driven by an inflaton field, but the inflaton is hidden inside the gravitational modification, i.e., it is one of the extra scalar degrees of freedom of the modified graviton. Hence, in such frameworks reheating is usually performed gravitationally, and the reheating and BBN temperatures may differ from standard ones. Nevertheless, in the present work we make the assumption that we do not deviate significantly from the successful concordance scenario, in order to examine whether $f\left(T, T_{G}\right)$ gravity can at first pass BBN constraints or not. Clearly a more general analysis should be performed in a separate project, to cover more radical cases too. In the following, we will examine five specific models that are considered to be viable in the literature.

### 4.1. Model I: $f=-T+\beta_{1} \sqrt{T^{2}+\beta_{2} T_{G}}$

Firstly, we investigate the model $f=-T+\beta_{1} \sqrt{T^{2}+\beta_{2} T_{G}}$ [28]. Since in our analysis we focus on the radiation era where the Hubble parameter $H(t)=\frac{1}{2 t}$, we can express the derivatives of the Hubble parameter as powers of the Hubble parameter itself, e.g.,
$\dot{H}=-2 H^{2}$ and $\ddot{H}=8 H^{3}$. Additionally, in order to eliminate one model parameter we will apply the Friedmann equation at present time, requiring

$$
\begin{equation*}
\Omega_{D E 0} \equiv \rho_{D E 0} /\left(3 M_{P}^{2} H_{0}^{2}\right) \tag{27}
\end{equation*}
$$

where $\Omega_{D E}$ is the dark energy density parameter and with the subscript " 0 " denoting the value of a quantity at present time. Doing so, and inserting $f=-T+\beta_{1} \sqrt{T^{2}+\beta_{2} T_{G}}$ into (13) and then into (25), we finally find

$$
\begin{align*}
& \frac{\Delta T_{f}}{T_{f}}=\left(10 c_{q} T_{f}^{3}\right)^{-1} \zeta H_{0} \Omega_{D E 0}\left(3-2 \beta_{2}\right)^{-3 / 2} \\
& \cdot\left(9-15 \beta_{2}+\right.\left.6 \beta_{2}^{2}\right)\left[\left(3+2 \beta_{2}\right) H_{0}^{2}+2 \beta_{2} \dot{H}_{0}\right]^{3 / 2} \\
& \cdot {\left[\left(9+3 \beta_{2}-2 \beta_{2}^{2}\right) H_{0}^{4}+9 \beta_{2} H_{0}^{2} \dot{H}_{0}+\beta_{2}^{2} H_{0} \ddot{H}_{0}\right]^{-1}, } \tag{28}
\end{align*}
$$

where

$$
\begin{equation*}
\zeta \equiv\left(\frac{4 \pi^{3} g_{*}}{45}\right)^{\frac{1}{2}} M_{P l .}^{-1} \tag{29}
\end{equation*}
$$

In this expression, we insert [92]

$$
\begin{equation*}
\Omega_{D E 0} \approx 0.7, \quad H_{0}=1.4 \times 10^{-42} \mathrm{GeV} \tag{30}
\end{equation*}
$$

and the derivatives of the Hubble function at present are calculated through $\dot{H}_{0}=-H_{0}^{2}\left(1+q_{0}\right)$ and $\ddot{H}_{0}=H_{0}^{3}\left(j_{0}+3 q_{0}+2\right)$ with $q_{0}=-0.503$ the current decceleration parameter of the Universe [92], and $j_{0}=1.011$ the current jerk parameter [93,94]. Hence, $\dot{H}_{0} \approx-9.7 \times 10^{-85} \mathrm{GeV}^{2}$ and $\ddot{H}_{0} \approx 4.1 \times 10^{-126} \mathrm{GeV}^{3}$.

Using the BBN constraint (26), we conclude that $\beta_{2} \in(-2.98,-2.93) \cup(0.99,1.01)$, where we have used (27) to find

$$
\begin{align*}
& \beta_{1}=\sqrt{3} H_{0} \Omega_{D E 0}\left[\left(3+2 \beta_{2}\right) H_{0}^{2}+2 \beta_{2} \dot{H}_{0}\right]^{3 / 2} \\
& \cdot {\left[\left(9+3 \beta_{2}-2 \beta_{2}^{2}\right) H_{0}^{4}+9 \beta_{2} H_{0}^{2} \dot{H}_{0}+\beta_{2}^{2} H_{0} \ddot{H}_{0}\right]^{-1} . } \tag{31}
\end{align*}
$$

Using the above range of $\beta_{2}$, we find that $\beta_{1} \in\left(2.09 \times 10^{-26}, 0.001\right) \cup(1.380,1.384)$.
In Figure 1, we depict $\left|\Delta T_{f} / T_{f}\right|$ appearing in (28) versus the model parameter $\beta_{2}$. As we can see, the allowed range is within the vertical dashed lines.


Figure 1. $\left|\Delta T_{f} / T_{f}\right|$ vs. the model parameter $\beta_{2}$ (blue solid curve), for Model I: $f=-T+$ $\beta_{1} \sqrt{T^{2}+\beta_{2} T_{G}}$. The allowed range of $\beta_{2}$, where (26) is satisfied (horizontal red dashed line), is within the vertical dashed lines.
4.2. Model II: $f=-T+a_{1} T^{2}+a_{2} T \sqrt{\left|T_{G}\right|}$

Let us now study the case $f=-T+a_{1} T^{2}+a_{2} T \sqrt{\left|T_{G}\right|}$, where $a_{1}, a_{2}$ are the free parameters of the theory [28]. In this case, we find

$$
\begin{equation*}
\frac{\Delta T_{f}}{T_{f}}=\frac{3}{10} c_{q}^{-1} \zeta^{3} T_{f}\left\{\frac{\Omega_{D E 0}}{3 H_{0}^{2}}-\sqrt{6} a_{2}\left[\frac{\sqrt{H_{0}^{2}+\dot{H}_{0}}}{6 H_{0}}\left(6-\frac{2 \dot{H}_{0}^{2}-H_{0} \ddot{H}_{0}}{H_{0}^{2}+\dot{H}_{0}}\right)-1\right]\right\} . \tag{32}
\end{equation*}
$$

Using the constraint (26), and according to (32), $\Delta T_{f} / T_{f}$ is linear in $a_{2}$; we deduce that (32) is valid for a small region around $2.7 \times 10^{83} \mathrm{GeV}^{-2}$, where we have used the constraint from current cosmological era (27)

$$
\begin{equation*}
a_{1}=\frac{\Omega_{D E 0}}{18 H_{0}^{2}}-\sqrt{6} a_{2} \frac{\sqrt{H_{0}^{2}+\dot{H}_{0}}}{36 H_{0}}\left[6-\frac{2 \dot{H}_{0}^{2}-H_{0} \ddot{H}_{0}}{\left(H_{0}^{2}+\dot{H}_{0}\right)^{2}}\right] . \tag{33}
\end{equation*}
$$

Using the above value of $a_{2}$, we find that $a_{1}=-1.1 \times 10^{83} \mathrm{GeV}^{-2}$.
4.3. Model III: $f=-T+\beta_{1} \sqrt{T^{2}+\beta_{2} T_{G}}+a_{1} T^{2}+a_{2} T \sqrt{\left|T_{G}\right|}$

Now, we analyze the model $f=-T+\beta_{1} \sqrt{T^{2}+\beta_{2} T_{G}}+a_{1} T^{2}+a_{2} T \sqrt{\left|T_{G}\right|}$, where we have four free parameters, namely, $\beta_{1}, \beta_{2}, a_{1}, a_{2}$ [28]. In order to simplify the analysis, we will impose the constraint $-2.99<\beta_{2}<\frac{3}{2}$, obtained above.

In this case, we find

$$
\begin{aligned}
& \frac{\Delta T_{f}}{T_{f}}=-\left(60 c_{q} T_{f}^{3}\right)^{-1}\{ 3 \sqrt{12} \beta_{1}\left(3-2 \beta_{2}\right)^{-1 / 2}\left(1+\beta_{2}-2 \beta_{1}\right) \\
&-18\left\{\frac{\Omega_{D E 0}}{3 H_{0}^{2}}+\frac{\sqrt{12} \beta_{1}}{18 H_{0}^{3}}\left[\left(3+2 \beta_{2}\right) H_{0}^{2}+2 \beta_{2} \dot{H}_{0}\right]^{-1 / 2}\right. \\
& \cdot\left[\left(3-6 \beta_{1}+2 \beta_{2}\right) H_{0}^{2}+2 \beta_{2} \dot{H}_{0}\right] \\
&- \frac{a_{2}}{\sqrt{6} H_{0}} \sqrt{H_{0}^{2}+\dot{H}_{0}}\left[6-\frac{2 \dot{H}_{0}^{2}-H_{0} \ddot{H}_{0}}{\left(H_{0}^{2}+\dot{H}_{0}\right)^{2}}\right]+\sqrt{6} a_{2} \\
&-\frac{\sqrt{12} \beta_{1} \beta_{2}}{18 H_{0}^{3}}\left[\left(3+2 \beta_{2}\right) H_{0}^{2}+2 \beta_{2} \dot{H}_{0}\right]^{-3 / 2} \\
& \cdot\left[\left(3+2 \beta_{2}\right) H_{0}^{4}+\left(9+8 \beta_{2}\right) H_{0}^{2} \dot{H}_{0}\right. \\
&\left.\left.\left.+\beta_{2}\left(4 \dot{H}_{0}^{2}+H_{0} \ddot{H}_{0}\right)\right]\right\} \zeta^{2} T_{f}^{4}\right\} \zeta
\end{aligned}
$$

Observing that expression (34) is linear in $a_{2}$, and using the constraint (26) and two values for $\beta_{1}$ from the aforementioned range we extracted in model I, i.e., $\beta_{1}=1.4$ and $\beta_{2}=1$, we find that (32) is valid for a small region around the point $-3.5 \times 10^{83} \mathrm{GeV}^{-2}$. Using another set of values ( $\beta_{1}=0.001, \beta_{2} \approx-2.96$ ), we find that (32) is valid for a small region around the point $-5.3 \times 10^{83} \mathrm{GeV}^{-2}$, where we have used

$$
\begin{align*}
& a_{1}=\frac{\Omega_{D E 0}}{18 H_{0}^{2}}+\frac{\sqrt{12} \beta_{1}}{108 H_{0}^{3}}\left[\left(3+2 \beta_{2}\right) H_{0}^{2}+2 \beta_{2} \dot{H}_{0}\right]^{-1 / 2} \\
& {\left[\left(3-6 \beta_{1}+2 \beta_{2}\right) H_{0}^{2}+2 \beta_{2} \dot{H}_{0}\right] } \\
&- \frac{\sqrt{6}}{36} \frac{a_{2}}{H_{0}} \sqrt{H_{0}^{2}+\dot{H}_{0}}\left(6-\frac{2 \dot{H}_{0}^{2}-H_{0} \ddot{H}_{0}}{\left(H_{0}^{2}+\dot{H}_{0}\right)^{2}}\right) \\
&-\frac{\sqrt{12} \beta_{1} \beta_{2}}{108 H_{0}^{3}}\left[\left(3+2 \beta_{2}\right) H_{0}^{2}+2 \beta_{2} \dot{H}_{0}\right]^{-3 / 2} \\
& \times\left[\left(3+2 \beta_{2}\right) H_{0}^{4}+\left(9+8 \beta_{2}\right) H_{0}^{2} \dot{H}_{0}+\beta_{2}\left(4 \dot{H}_{0}^{2}+H_{0} \ddot{H}_{0}\right)\right] \tag{34}
\end{align*}
$$

from (27). Imposing the above range of $a_{2}$, we find that $a_{1}=1.4 \times 10^{83} \mathrm{GeV}^{-2}$ for the first case and $a_{1}=2.2 \times 10^{83} \mathrm{GeV}^{-2}$ for the second.
4.4. Model IV: $f=-T+\beta_{1}\left(T^{2}+\beta_{2} T_{G}\right)^{n}$

As a next model, we consider the power-law model $f=-T+\beta_{1}\left(T^{2}+\beta_{2} T_{G}\right)^{n}$, where the free parameters are $\beta_{1}, \beta_{2}, n$. In this model, we use values of $\beta_{1}, \beta_{2}$ in order to constrain the power $n$. In this case, repeating the above steps, we find

$$
\begin{align*}
& \frac{\Delta T_{f}}{T_{f}}=\left(10 c_{q}\right)^{-1} \Omega_{D E 0} H_{0}^{2(1-n)} \tau^{4 n-1} T_{f}^{8 n-7}\left(3-2 \beta_{2}\right)^{n-2} \\
& \cdot\left[\left(3+2 \beta_{2}\right) H_{0}^{2}+2 \beta_{2} \dot{H}_{0}\right]^{2-n}\left[\left(9-12 \beta_{2}+4 \beta_{2}^{2}\right)\right. \\
& \left.\quad-2 n\left(18-39 \beta_{2}+18 \beta_{2}^{2}\right)+16 n^{2} \beta_{2}\left(2 \beta_{2}-3\right)\right] \\
& \cdot\left\{\left(9+12 \beta_{2}+4 \beta_{2}^{2}\right) H_{0}^{4}+4 \beta_{2}\left(3+2 \beta_{2}\right) H_{0}^{2} \dot{H}_{0}+4 \beta_{2}^{2} \dot{H}_{0}^{2}\right. \\
& -2 n\left[\left(18+15 \beta_{2}+2 \beta_{2}^{2}\right) H_{0}^{4}+\beta_{2}\left(27+12 \beta_{2}\right) H_{0}^{2} \dot{H}_{0}\right. \\
& \left.+6 \beta_{2}^{2} \dot{H}_{0}^{2}+2 \beta_{2}^{2} H_{0} \ddot{H}_{0}\right]+2 n^{2} \beta_{2}\left[4\left(3+2 \beta_{2}\right) H_{0}^{2} \dot{H}_{0}\right. \\
& \left.\left.+4 \beta_{2} \dot{H}_{0}^{2}+2 \beta_{2} H_{0} \ddot{H}_{0}\right]\right\}^{-1} . \tag{35}
\end{align*}
$$

We use the constraint (26) and four values for $\beta_{2}$ from the range we extracted in model I above. For $\beta_{2} \approx-2.9$, we find that the constraint (26) is valid for $n \lesssim 0.5$. Similarly, using the value $\beta_{2}=-2$, we find $n \lesssim 0.47$, while for $\beta_{2}=-1$ we find $n \lesssim 0.46$. Finally, for $\beta_{2}=1$, we find $n \lesssim 0.47$. We mention that we have used the relation

$$
\begin{align*}
& \beta_{1}=-6(12)^{-n} H_{0}^{2(1-n)} \Omega_{D E 0}\left[\left(3+2 \beta_{2}\right) H_{0}^{2}+2 \beta_{2} \dot{H}_{0}\right]^{2-n} \\
& \quad .\left\{\left(9+12 \beta_{2}+4 \beta_{2}^{2}\right) H_{0}^{4}+4 \beta_{2}\left(3+2 \beta_{2}\right) H_{0}^{2} t H_{0}+4 \beta_{2}^{2} \dot{H}_{0}^{2}\right. \\
& \\
& \quad-2 n\left[\left(18+15 \beta_{2}+2 \beta_{2}^{2}\right) H_{0}^{4}+\beta_{2}\left(27+12 \beta_{2}\right) H_{0}^{2} \dot{H}_{0}\right. \\
&  \tag{36}\\
& \left.\quad+6 \beta_{2}^{2} \dot{H}_{0}^{2}+2 \beta_{2}^{2} H_{0} \ddot{H}_{0}\right]+2 n^{2} \beta_{2}\left[4\left(3+2 \beta_{2}\right) H_{0}^{2} \dot{H}_{0}\right. \\
& \\
& \left.\left.\quad+4 \beta_{2} \dot{H}_{0}^{2}+2 \beta_{2} H_{0} \ddot{H}_{0}\right]\right\}^{-1}
\end{align*}
$$

which arises from (27).
Now, taking $\beta_{2} \approx-2.9, n \lesssim 0.5$ we find $\beta_{1} \in\left[-6.1 \times 10^{-82}, 0.0007\right] \mathrm{GeV}^{2(1-2 n)}$. Similarly, for $\beta_{2}=-2, n \lesssim 0.47$ we find $\beta_{1} \in\left[-3.5 \times 10^{-74}, 5.9 \times 10^{-6}\right] \mathrm{GeV}^{2(1-2 n)}$, while using $\beta_{2}=-1, n \lesssim 0.46$ we find $\beta_{1} \in\left[-4.4 \times 10^{-58}, 1.2 \times 10^{-6}\right] \mathrm{GeV}^{2(1-2 n)}$. Finally, for $\beta_{2}=1, n \lesssim 0.47$ we find $\beta_{1} \in\left[-6.4 \times 10^{-8}, 9.0 \times 10^{-6}\right] \mathrm{GeV}^{2(1-2 n)}$.

In order to provide the above results in a more transparent way, in Figure 2, we present $\left|\Delta T_{f} / T_{f}\right|$ from (35) in terms of the model parameter $n$. As we observe, $n$ needs to be $n \lesssim 0.5$ to pass the BBN constraint (26).


Figure 2. $\left|\Delta T_{f} / T_{f}\right|$ vs. the model parameter $n$ (blue solid curve), for Model IV: $f=-T+$ $\beta_{1}\left(T^{2}+\beta_{2} T_{G}\right)^{n}$ with $\beta_{2} \approx-2.90$, and the upper bound for $\left|\Delta T_{f} / T_{f}\right|$ from (26) (red dashed line). As we observe, constraints from BBN require $n \lesssim 0.5$.

### 4.5. Model $V: f=-T+\alpha \ln \beta_{1}\left(T^{2}+\beta_{2} T_{G}\right)^{n}$

In the last model we examine is the logarithmic one, characterized by $f=-T+$ $\alpha \ln \beta_{1}\left(T^{2}+\beta_{2} T_{G}\right)^{n}$, where $\beta_{1}, \beta_{2}, n$ are the free parameters. Repeating the above analysis, we find

$$
\begin{align*}
\frac{\Delta T_{f}}{T_{f}}=\left(10 c_{q} \zeta T_{f}^{7}\right)^{-1} H_{0}^{2} \Omega_{D E 0}\{ & \ln \beta_{1}+n[\ln 12 \\
& +4 \ln \left(\zeta T_{f}^{2}\right)+\ln \left(3-2 \beta_{2}\right) \\
& \left.\left.-2\left(3-2 \beta_{2}\right)^{-2}\left(18-39 \beta_{2}+18 \beta_{2}^{2}\right)\right]\right\} \\
\cdot\left\{\ln \beta_{1}+n\{\ln 12+\right. & 2 \ln \left(H_{0}\right)+\ln \left[\left(3+2 \beta_{2}\right) H_{0}^{2}+2 \beta_{2} \dot{H}_{0}\right] \\
-2\left[\left(3+2 \beta_{2}\right) H_{0}^{2}+\right. & \left.2 \beta_{2} \dot{H}_{0}\right]^{-2}\left[\left(18+15 \beta_{2}+2 \beta_{2}^{2}\right) H_{0}^{4}\right. \\
& \left.\left.\left.+\beta_{2}\left(27+12 \beta_{2}\right) H_{0}^{2} \dot{H}_{0}+6 \beta_{2}^{2} \dot{H}_{0}^{2}+2 \beta_{2}^{2} H_{0} \ddot{H}_{0}\right]\right\}\right\}^{-1}, \tag{37}
\end{align*}
$$

where using relation (27) we find

$$
\begin{align*}
\alpha=-6 H_{0}^{2} \Omega_{D E 0}\left\{\ln \beta_{1}+n\{\ln 12\right. & +2 \ln \left(H_{0}\right) \\
+ & \ln \left[\left(3+2 \beta_{2}\right) H_{0}^{2}+2 \beta_{2} \dot{H}_{0}\right] \\
-2\left[\left(3+2 \beta_{2}\right)\right. & \left.H_{0}^{2}+2 \beta_{2} \dot{H}_{0}\right]^{-2}\left[\left(18+15 \beta_{2}+2 \beta_{2}^{2}\right) H_{0}^{4}\right. \\
& \left.\left.\left.+\beta_{2}\left(27+12 \beta_{2}\right) H_{0}^{2} \dot{H}_{0}+6 \beta_{2}^{2} \dot{H}_{0}^{2}+2 \beta_{2}^{2} H_{0} \ddot{H}_{0}\right]\right\}\right\}^{-1} . \tag{38}
\end{align*}
$$

We consider the values $\beta_{1}=0.001 \mathrm{GeV}^{-4 n}, \beta_{2} \approx-2.9$, and we find that $n$ is allowed to take every value apart from -0.0003 and a very small region around it since (37) diverges. Moreover, $\alpha$ is allowed to take every value apart from 0 , which is the value it obtains using the above narrow window for $n$. Using the same considerations as the above models, we find that for $\beta_{1}=0.001 \mathrm{GeV}^{-4 n}, \beta_{2}=-2$ the value of $n$ is allowed to take every value apart from -0.012 and $a$ every value but 0 . Similarly, for $\beta_{1}=0.001 \mathrm{GeV}^{-4 n}, \beta_{2}=-1$ we find that $n \neq-0.018$ and $a \neq 0$, while for $\beta_{1}=0.001 \mathrm{GeV}^{-4 n}, \beta_{2}=1$ we find $n \neq-0.018$ and $a \neq 0$.

As an example, in Figure 3 we present $\left|\Delta T_{f} / T_{f}\right|$ from (37) as a function of the model parameter $n$. The model parameter $n$ is allowed to take all possible values except those
values around a very small region centered at -0.0003 , in which (37) diverges. Hence, we conclude that the logarithmic $f\left(T, T_{G}\right)$ model can easily satisfy the BBN bounds.


Figure 3. $\left|\Delta T_{f} / T_{f}\right|$ vs. the model parameter $n$ (blue solid curve), for Model V : $f=-T+$ $\alpha \ln \beta_{1}\left(T^{2}+\beta_{2} T_{G}\right)^{n}$, choosing $\beta_{1}=0.001 \mathrm{GeV}^{-4 n}, \beta_{2} \approx-2.7$. The vertical dashed line at $n-0.0003$ denotes the point where (37) diverges.

## 5. Conclusions

Modified gravity aims to provide explanations for various epochs of the universe evolution, and at the same time to improve the renormalizability issues of general relativity. Nevertheless, despite the specific advantages at a given era of cosmological evolution, one should be very careful not to spoil the other, well understood and significantly constrained, phases, such as the big bang nucleosynthesis (BBN) one.

In particular, there are many modified gravity models, which are constructed phenomenologically in order to be able to describe the late-time universe evolution at both the background and perturbation level. Typically, these models are confronted with observational data such as Supernovae Type Ia (SNIa), Baryonic Acoustic Oscillations (BAO), cosmic microwave background (CMB), cosmic chronometers (CC), gamma-ray bursts (GRB), growth data, etc. The problem is that although modified gravity scenarios, through the extra terms they induce, are very efficient in describing the late-time universe, quite often they induce significant terms at early times too, thus spoiling the early-time evolution, such as the BBN phase, in which the concordance cosmological paradigm is very successful. Hence, independently of the late-universe successes that a modified gravity model may have, one should always examine whether the model can pass the BBN constraints too.

In the present work, we confronted one interesting class of gravitational modification, namely, $f\left(T, T_{G}\right)$ gravity, with BBN requirements. The former is obtained using both the torsion scalar, as well as the teleparallel equivalent of the Gauss-Bonnet term, in the Lagrangian. Hence, one obtains modified Friedmann equations in which the extra torsional terms constitute an effective dark energy sector.

We started by calculating the deviations of the freeze-out temperature $T_{f}$, caused by the extra torsion terms, in comparison to $\Lambda$ CDM paradigm. We imposed five specific $f\left(T, T_{G}\right)$ models that have been proposed in the literature in phenomenological grounds, i.e., in order to be able to describe the late-time evolution and lead to acceleration without an explicit cosmological constant. Hence, we extracted the constraints on the model parameters in order for the ratio $\left|\Delta T_{f} / T_{f}\right|$ to satisfy the BBN bound $\left|\frac{\Delta T_{f}}{T_{f}}\right|<4.7 \times 10^{-4}$. As we found, in most of the models the involved parameters are bounded in a narrow window around their general relativity values, as expected. However, the logarithmic model can easily satisfy the BBN constraints for large regions of the model parameters, which acts as an advantage for this scenario.

We stress here that we did not fix the cosmological parameters to their general relativity values; on the contrary, we left them completely free and we examined which parameter regions are allowed if we want the models to pass the BBN constraints. The fact that in most models the parameter regions are constrained to a narrow window around their general relativity values was in some sense expected, but in general is not guaranteed or
known a priori since many modified gravity models are completely excluded under the BBN analysis since for all parameter regions their early-universe effect is huge.

In conclusion, $f\left(T, T_{G}\right)$ gravity, apart from having interesting cosmological implications both in the inflationary and late-time phase, possesses particular sub-classes that can safely pass BBN bounds; nevertheless, the torsional modification is constrained in narrow windows around the general relativity values. This feature should be taken into account in future model building.
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[^0]:    1 Disjoint union of tangent spaces: $T M=\cup_{x \in M}\{x\} \times T_{x} M$
    References [2-4] are recommended for further details.
    3 We give the definition based on our purposes; in general, we can release some hypotheses. In particular, $G$ needs to be only a locally compact topological group and $M$ needs to be a topological Hausdorff space. This definition is a version with a stronger hypothesis than the one contained in Reference [5].
    4 Fibers are $\pi^{-1}(x) \forall x \in M$.
    5 In the present case, $F$ will be a differentiable manifold, a vector space, a topological space, or a topological group. Furthermore, if we write "space", we mean one among these.

[^1]:    6 The bundle is said to be trivial if $\mathrm{U}=\mathrm{M}$.

[^2]:    7 We will be dealing with two particular types of associated bundles: a principal bundle associated to a vector bundle and a vector bundle associated to a principal bundle.
    8 The space where the orbits of $G$ span all the space.

[^3]:    9 Think of $\left(U(1), A_{\mu}\right)$ for electromagnetism.

[^4]:    10 It turns out that it is an isomorphism, since $\mathfrak{P}$ is regular.
    11 We stress that the exponential map is not an isomorphism for all Lie groups; thus, the elements generated by the exponential map belong, in general, to a connected subgroup of the total group, which is usually homeomorphic to its simply connected double cover. More in general, the isomorphism is between a subset of the algebra containing 0 and a subset of the group containing the identity. Moreover, for a compact, connected, and simply connected Lie group, the algebra always generates the whole group via the exponential map.

[^5]:    12 Here, we regard $\omega(u)$ as a function $\omega(u): P \rightarrow \mathfrak{g}$ belonging to the algebra of smooth functions to $\mathfrak{g}, \mathcal{C}^{\infty}(P, \mathfrak{g})$.

[^6]:    13 For a general $k$-form:

    $$
    \left(\omega \wedge_{d \rho} \alpha\right)\left(v_{1}, \ldots, v_{k+1}\right)=\frac{1}{(1+k)!} \sum_{\sigma} \operatorname{sign}(\sigma) d \rho\left(\omega\left(v_{\sigma(1)}\right)\right)\left(\alpha\left(v_{\sigma(2)}, \ldots, v_{\sigma(k+1)}\right)\right.
    $$

[^7]:    14 See the first Bianchi identity in Equation (56) for the proof.

[^8]:    15 Using the Cartan structure equation for $\theta, d \theta=-\frac{1}{2}[\theta, \theta]$.

[^9]:    16 Where we have introduced the notation $\Omega^{k}\left(M, P \times_{\text {Ad }} \mathfrak{g}\right):=\Omega^{k}(M, \operatorname{ad} P)$.

[^10]:    17 Here, we use the so-called interior product, i.e., a map $\iota_{\xi}: \Omega^{k}(M) \rightarrow \Omega^{k-1}(M)$, such that $\left(\iota_{\zeta} \alpha\right)\left(X_{1}, \ldots, X_{k-1}\right)=\alpha\left(\xi, X_{1}, \ldots, X_{k-1}\right)$, for vector fields $\xi, X_{1}, \ldots X_{k-1}$. Furthermore it respects $\iota_{\xi}(\alpha \wedge \beta)=\left(\iota_{\xi} \alpha\right) \wedge \beta+(-1)^{k} \alpha \wedge\left(\iota_{\xi} \beta\right)$, where $\alpha \in \Omega^{k}(M)$. Therefore, it forms an antiderivation. The relation with the Lie derivative is given by the formula $\mathcal{L}_{\mathcal{\zeta}} \alpha=d\left(\iota_{\zeta} \alpha\right)+\iota_{\xi} d \alpha$, called the Cartan identity. The interior product of a commutator satisfies $\iota_{[X, Y]}=\left[\mathcal{L}_{X}, \iota_{Y}\right]$, with $X$ and $Y$ vector fields.
    18 In fact, imposing the condition of $D_{A} \eta=0$ implies the antisymmetry of the gauge field.

[^11]:    19 We denote the metric acting on the bundle and the metric acting on the fibers in the same way; however, we will usually deal with elements of the fibers.

[^12]:    20 Torsion can be defined for every principal bundle, but physics arises when considering the frame bundle.

[^13]:    21 See Reference [10] for references about this.

[^14]:    22 Some classical works about ECSK theory and General Relativity with torsion, like References [11-13]
    23 See Reference [25] for details.
    24 Such that, for $\alpha \in \Omega^{k}\left(M, \Lambda^{p} \mathcal{V}\right)$ and $\beta \in \Omega^{l}\left(M, \Lambda^{q} \mathcal{V}\right)$, we have $\alpha \wedge \beta=(-1)^{(k+p)(l+q)} \beta \wedge \alpha$.

[^15]:    25 Omitting equations of motion $\frac{\delta L}{\delta \varphi}=0$ for the matter field, which have to be satisfied for conservation laws anyway.
    26 Without making space-time indices explicit.
    27 All fundamental constants $=1$.

[^16]:    Copyright: © 2023 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:/ / creativecommons.org/licenses/by/ 4.0/).

[^17]:    Copyright: © 2023 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:/ / creativecommons.org/licenses/by/ 4.0/).

[^18]:    1 As is well known, assuming that the rest mass energy is entirely electromagnetic in nature leads to the classical radius of the electron, which has been ruled out by experiments. Our assumption of it being at least partially electromagnetic in nature is quite reasonable.

