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With the development of energy storage and conversion or advanced propulsion
systems, heat transfer enhancement methods have become widely applied. For the require-
ment of clean power, lithium-ion batteries are considered to be the most important choice
due to their safety, high-energy density and relatively long working life. Duan et al. [1]
conducted a numerical study for the 3D temperature distribution of a lithium-ion battery
with a liquid cooling system to ensure suitable working conditions for batteries. In the
study, two main effects were considered: the channel size and inlet boundary conditions.
They found that the cooling channel width had great effects on the maximum temperature.

Recently, magnetic fields have been widely used in refrigeration and warming ap-
plications requiring high heat transmission. For this purpose, magnetic nanofluids have
been proposed to enhance heat transfer. Over a linear extending sheet, Hussain et al. [2]
investigated the heat transfer characteristics of the magnetohydrodynamic nanofluid flow.
In this study, water was the base fluid, with Zn and TiO2 working as two different types of
nanoparticles. This study aimed to investigate the effect of different influential parameters
on temperature and flow field distributions for rotating nanofluid in a magnetic field. They
found that the rotation could increase the heat flux and decrease friction drag. Another
piece of work by this research group concerned rotating nanofluids in an oil-based engine
using a two-phase nanoliquid model on an elastic surface [3].

As a renewable energy, concentrated solar power technologies are expected to play
a key role in reducing pollution levels. Agyekum et al. [4] investigated two kinds of heat
transfer fluids under two power cycles, i.e., supercritical CO2 and Rankine. Based on the
results, the sCO2 system was proven to be more economically feasible compared to the
Rankine system.

Hydrogen is also a viable choice for reducing greenhouse gas emissions, which is a
topic that has generated a lot of attention from researchers. There are several methods
for the production of hydrogen, including coal gasification, methane cracking, water
electrolysis and the partial oxidation of hydrocarbons. Recently, methane pyrolysis in
molten metals/salts has been widely investigated, having the advantage of preventing
reactor coking and the existence of rapid catalyst deactivation in conventional pyrolysis [5].
Another advantage is the high heat transfer enhancement in the pyrolysis process caused
by the large heat capacity of molten media.

Algehyne et al. [6] investigated heat transfer improvements in pseudoplastic materials
using ternary hybrid nanoparticles over a stretched porous sheet. The model of energy
conservation was built based on a normal heat conduction model focusing on heat genera-
tion/absorption. The proposed method was validated by the published findings, and an
excellent agreement was found.

Solar energy is considered to be the most appropriate energy source, and has been
exploited in different forms, such as in solar air heaters, which realize the conversion of
solar energy into thermal air energy. To enhance the thermal performance, Alam at al. [7]
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added protrusion ribs to the absorber of solar air heaters. These ribs could enhance the heat
transfer of the flowing air without causing a significant pressure drop. The roughness on
the absorber could be produced by indenting the device without adding additional mass.

For energy storage applications, the latent heat of phase-change materials is a promis-
ing method, although their common disadvantage is their low thermal conductivity, which
makes it difficult to use latent heat thermal energy storage. Behi et al. [8] used a tubular
heat pipe to improve the heat transfer and increase the charging/discharging rate. The
temperature distribution, liquid fraction and charging/discharging rates were discussed.
The proposed heat pipe system significantly improved the heat transfer between the fluid
and body frame in the operation environment.

Heat transfer enhancement methods are also used in propulsion systems [9] to realize
the thermal protection of the engine, especially at high flight speeds. The enhancement
of heat transfer in a perforated ribbed channel for blade cooling was investigated by
Liu et al. [10]. They utilized steady-state liquid crystal thermography to measure the heat
transfer coefficient over ribbed surfaces. It was found that the local heat transfer was
enhanced 12–24% in the low heat transfer regions caused by recirculation, and the averaged
heat transfer was enhanced by approximately 4–8%. With a small pressure drop penalty,
the overall heat transfer performance was improved.

Liu et al. [11] also designed a type of perforated rib with inclined holes for internal
cooling passages. This work aimed at furtherly improving the heat transfer of perforated
ribbed channels with additional secondary flows caused by inclined hole arrangements.
It was found that the penetrated flows mixed strongly with the mainstream flows at the
perforated regions for the small inclined angle case. With an increased inclined angle, the
penetrated flows approached the inclined direction and mixed with the main stream at the
inclined side.

Overall, the enhancement of heat transfer is still widely used in the application of
clean energy and energy storage and the conversion, as well as the thermal management of
propulsion systems. One kind of heat transfer enhancement is the single-phase flow with
increased heat conductivity, such as the use of nanofluids, which can work under certain
special working conditions, such as in rotating engines and magnetic fields. Additionally, a
convective heat transfer surface can be optimized to search for an improved heat transfer,
including shape, flow path and turbulators. Another important method is the use of a
two-phase flow, which absorbs plenty of energy during the phase-change process, such as
heat pipes in the thermal management of lithium-ion batteries. Research works about the
enhancement of heat transfer have been developed along the direction of novel materials,
phase changes and multiscale structure designs.
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Abstract: The auto-ignition caused by oblique shocks was investigated experimentally in a supersonic
flow regime, with the incoming flow at a Mach number of 2.5. The transient characteristics of the
auto-ignition caused by shock evolvements were recorded with a schlieren photography system,
and the initial flame kernel generation and subsequent propagation were recorded using a high-
speed camera. The fuel mixing characteristics were captured using NPLS (nanoparticle-based planar
laser scattering method). This work aimed to reveal the flame spread mechanism in a supersonic
flow regime. The effects of airflow total temperature, fuel injection pressure, and cavity length in
the process of auto-ignition and on the auto-ignitable boundary were investigated and analyzed.
From this work, it was found that the initial occurrence of auto-ignition is first induced by oblique
shocks and then propagated upstream to the recirculation region, to establish a sustained flame. The
auto-ignition performance can be improved by increasing the injection pressure and airflow total
temperature. In addition, a cavity with a long length has benefits in controlling the flame spread
from the induced state to a sustained state. The low-speed recirculating region created in the cavity is
beneficial for the flame spread, which has the function of flame-holding and prevents the flame from
being blown away.

Keywords: auto-ignition; supersonic flow; initial flame kernel; oblique shock; recirculating region

1. Introduction

Ignition and flame-holding are important issues in aircraft engine applications such as
gas turbine combustors, ramjets, and scramjets. In these high-speed flow fields, the princi-
ple of combustion organization is to maintain a velocity equivalency relationship between
the incoming reactant mixture and upstream flame propagation. The traditional flame prop-
agation theory mainly concentrates on explaining the mechanism of flame-holding [1,2].
However, for a scramjet, the auto-ignition occurs when the air flow temperature increases
to a threshold during the process of cruise flight. Fuel auto-ignition plays an important role
in the process of velocity balance between the incoming reactant mixture and upstream
flame propagation [3,4], which greatly affects the performance of the engine.

As a fundamental problem in combustion, auto-ignition phenomena have generally
been investigated under various flow conditions in the past years [5,6]. Numerical calcula-
tions were used by different researchers to describe flame behaviors [7–9]. The chemical
kinetics of auto-ignition, ignition delay time, and key mechanism were studied using shock
tubes with engine-like conditions [10–12]. Meanwhile, the auto-ignition behavior within
high temperature air is generally investigated using classical and simplified experimental
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facilities, such as a co-flow jet flame [13–15] and counter-flow flame [16,17]. In these stud-
ies, the kinetic-controlled auto-ignition phenomena are described in view of laminar and
diffusion flames. However, the supersonic flow characteristics in scramjets, such as shock
waves, have not been well considered, and the effect of shock waves on auto-ignition has
been ignored. Recently, a more scramjet-like experimental condition was tested, and the
flame structure in the crossflow of the heated air was observed, to analyze the behavior
of auto-ignition and lift-off in a subsonic flow [18,19]. The results showed the process
of auto-ignition for sustained flames in a high-temperature condition. However, how
the auto-ignition and flame holding functions in the supersonic flow regime is still an
unresolved problem.

The complexity of ignition and flame-holding in a supersonic flow-field is caused
by the introduction of additional flow phenomena, such as shock waves, a strong shear
layer, unstable wall boundary, and flow recirculation [20–22]. Although ignition and
flame-holding have been investigated by some researchers, the mechanism based on the
quasi-steady assumption of combustion is not available for the ignition transient, because
of the interference between the shock and the flame. During the ignition transient, the
generation of a shock wave has obvious influences on the combustion heat release and
pressure increase downstream. The shock wave induced by combustion can change the
fuel distribution from the initial cold condition and stationary combustion condition. Thus,
the results obtained with a cold flow and stable combustion cannot be simply applied to
common ignition dynamics [23–25]. Meanwhile, a shock wave has been proven to play
a key role in the process of changing from self-ignition, transition, and flame-holding. It
is found that the transition to flame-holding is both mixing-limited and reaction-limited,
because of the shock wave, which increases the Damköhler number Da significantly. When
sustained combustion is established, the combustion mode transition from a ramjet to a
scramjet still depends on the state of the shock train structure [26]. How to distinguish
the flame connecting phenomena caused by the co-existence of high-speed core flows and
low velocity recirculating flows remains a problem. The occurrence of the flame depends
on the fuel injection, flame holding device, the state of incoming air, and combustor
structures. Rasmussen [27] investigated the flame stabilization mechanism using laser-
induced fluorescence of OH and CH2O within a free stream with Ma = 2.4. The effect
of the arrangement of fuel injections on combustion was studied. They found that the
placement of the fuel injector had significant effects on the flame-holding mechanisms in a
directly-fueled cavity flame-holder.

However, information on auto-ignition flame spread in the supersonic flow regime,
particularly the effect of recirculation and oblique shocks on flame kernel generation and
propagation, has rarely been covered in detail. In the present work, the auto-ignition process
of hydrogen and ethylene was investigated experimentally in a supersonic flow regime
with incoming air at Mach = 2.5. First, the auto-ignitable boundary was sketched, based
on numerous ignition tests under various air flow total temperatures and fuel injection
pressures. Then, the process of the generation of an initial flame kernel and propagation
was observed with a high-speed camera and a schlieren photography system. Finally, the
effect of the length of the cavity on flame establishment and propagation is considered and
the auto-ignition mechanism is discussed.

2. Experimental Approach

2.1. Experimental Facility

The auto-ignition experiments were conducted in a directly-connected supersonic
combustion test facility, which was composed of an air heater, an isolator, a combustor,
and an expanding sector. Figure 1 shows a schematic of the layout of the ignition test
system. The mass flow rate in the supersonic combustor was 1 kg/s at Ma = 2.5, and
the total pressure was 1.6 MPa. The incoming air was heated through a vitiated heater,
in which ethanol, oxygen, and air were supplied to burn and accordingly generate heat.
The entrance condition was set based on the typical cruise flight of a scramjet. The total
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temperature of the heated air could be changed by adjusting the heat release power in the
vitiated heater. More details about the ignition facility are described in refs. [28,29].

 
Figure 1. Schematic of the ignition system.

2.2. Combustor Configuration

Figure 2 shows a schematic diagram of the supersonic combustor for the auto-ignition
test. The height of the straight combustor section was 40 mm, and the width was 50 mm.
It was connected to an expanding section for exhaust gas. The cavity used for flame-
holding had a depth of 8 mm. The cavity length could be changed from 24 mm to 56 mm,
to investigate the effect of the cavity length. The cavities with different lengths were,
respectively, named LD3, LD5, and LD7. Ethylene and hydrogen were used as the test fuel.
The fuel was injected at sonic speed in a direction perpendicular to the air stream through a
single hole with a diameter of 1 mm, located in the test section wall. The distance from the
injection placement to the cavity was 30 mm. The fuel injection pressure could be adjusted
from 1 MPa to 3.2 MPa, with a fuel stagnation temperature of 296 K. The total temperature
of the incoming air was varied from 1400 K to 1650 K. Upstream of the cavity, at a distance
of 60 mm, a pressure sensor was installed to measure the combustor pressure. To improve
the auto-ignition performance of the fuel, a ramp with an inclination angle of 18 degrees
was installed on the top wall to generate oblique shocks. Related geometric parameters
and flow conditions are listed in Table 1.

7
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Figure 2. Schematic diagram of the supersonic combustor for the auto-ignition test.

Table 1. Related parameters of the supersonic combustor.

Related Parameters

Mach number 2.5 Total temperature 1400–1650 K
Length of fuel injection 60 mm Injection pressure 1.0–3.2 Mpa
Length of cavity 24–56 mm Angle of oblique shock 18◦
Depth of cavity 8 mm Height of combustor 40 mm
Width of combustor 50 mm Test length of combustor 200 mm

2.3. Method for Flow-Field and Flame Observation

Quartz windows were mounted on the side walls of the combustor, to enable optical
measurements. Schlieren photography, as shown in Figure 3c, was performed using a high
speed video system MotionBLITZ (Mikrotron GmbH, Unterschleißheim, Germany) and
was used to record the shock train involution during the ignition transient. A 532-nm laser
system was used as a back light source, to eliminate the interference of the flame emission.
Images of the initial auto-ignition flame kernel and subsequent flame propagation were
acquired with a Photron FASTCAM-SA5, as shown in Figure 3b. The camera system
consisted of a vidicon, lens, and processor (Photron Limited, San Diego, CA, USA). The
lens was a Nikon 50~500-mm zoom lens (Photron Limited San Diego, CA, USA). The image
sensor was a CMOS with high sensitivity, and the frame rate could reach 120 thousand
frames per second.

The mixing characteristics of the vertical fuel injection were displayed utilizing NPLS
(nanoparticle-based planar laser scattering) technology. The NPLS measurement system
consisted of a computer, synchronizer, CCD camera, and pulse laser, as shown in Figure 3d.
In the NPLS measuring system, the computer controlled the interaction of the components
and received the experimental images. The input and output parameters of the synchronizer
were controlled by software, and the related assisting-computers were controlled by the
signal of the synchronizer. Time diagrams of the CCD exposure and laser output of the
pulse laser were adjusted for the purpose of measurement. The laser beam was transformed
into a sheet using a cylindrical lens. In the experiment, the thickness of the laser sheet was
1 mm. The synchronizer had eight output ports, with a time accuracy of 0.25 ns. The CCD
camera was an interline transfer type CCD, with a shortest frame time of 200 ns and array
resolution of 2000 × 2000. The gray levels of each pixel were 4096, using a micro-lens. The
pulsed laser light source was a double cavity Nd: YAG laser machine with an output laser
wavelength of 532 nm, pulse duration time of 6 ns, and highest energy of a single pulse
of 350 mJ.

8
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Figure 3. High speed image recording devices used for the ignition tests: (a) MotionBLITZ;
(b) Photron FASTCAM-SA5; (c) set-up of the schlieren photography; (d) set-up of the test section and
the NPLS system.

3. Results and Discussion

3.1. Results of Auto-Ignitable Boundary

In the current work, the occurrence of auto-ignition was captured from the light
scattering images through the windows. The ignition process began with a well-established
incoming flow condition with the air heater. Then the fuel injection switch was turned
on, with a duration of 2 s, which is a sufficiently long time to reach a time-averaged
non-premixed flow field. Auto-ignition took place, with the occurrence of an initial flame
kernel. Based on the acquired sequential flame spread images, three cases of auto-ignition
event could be classified: a failed case, without initial flame kernel generation; a case of
auto-ignition kernel appearance, without a sustained flame; and a case of successful global
ignition. To investigate the effect of the total temperature and injection, several ignition
tests were performed, with a stepwise increase of temperature by 25 K and pressure by
0.5 MPa.

Figure 4 presents the experimental results of the auto-ignitable boundary under differ-
ent injection pressures and total temperatures. The suitable auto-ignitable area is shown in
the right corner of the figure. From the figure, it is evident that a higher total temperature
of the incoming air and injection pressure improved the performance of auto-ignition.
A high temperature reduced the auto-ignition delay time of the reactants, and a high
injection pressure enhanced the fuel mixing and decreased the mixing time, to create an
ignitable concentration condition. Overall, auto-ignition appeared in a temperature range
of 1500 K–1650 K and injection pressure range of 2.0 MPa–3.5 MPa. From the experimen-
tal results, it can be seen that total temperature had a greater influence compared to the
injection pressure. Auto-ignition could occur at a high total temperature of incoming air,
even with a relatively low injection pressure. From the auto-ignitable boundary with a “C”
shape, it is also evident that for a certain total temperature of incoming air, there exists an
optimized injection pressure of fuel.
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Figure 4. Experimental results of auto-ignitable boundary under different injection pressures of the
ethylene and total temperatures of the incoming air.

3.2. Auto-Ignition Transient and Initial Flame Kernel Propagation

The laser schlieren system was employed to acquire the auto-ignition transient.
Figure 5 presents typical sequential schlieren images of the ethylene auto-ignition and
the shock wave evolvement of the auto-ignition. The total temperature of the incoming air
was 1480 K and the injection pressure of the ethylene was 1.5 MPa. In Figure 5, the layout
and interaction of shock waves are clearly displayed. The mixing of the fuel injection along
the combustor can be approximately evaluated according to the faint contrast grade. It
is noted that the boundary edge of fuel transportation has been manually marked with
dash-dotted lines. Figure 5a shows the initial phase of the shock evolution. The time
interval of the snapshots was 0.4 ms, with an exposure time of 50 μs. The subsequent
quasi-stable phase of the establishment of the shock train is depicted in Figure 5b, with a
time interval of 0.2 ms. The first image of Figure 5a displays the flow-field characteristics
just before the emergence of auto-ignition. As shown in the photograph, several typical
shocks are clearly observed: an oblique shock induced by the ramp, a bow shock by the fuel
injection, the expanding shock of the ramp rear, and the intersection reflected by the shear
layer. When the ignition begins, the intersection circled with dashed lines in the figure is
pushed ahead, and then the shock train forms. The process of shock train generation was
accompanied by a boundary separation caused by downstream heat release. Compared
with the cold condition before ignition, the intensity of the fuel mixing in the state of
stable combustion was enhanced due to the heat release. One reason for this is that the
depth of fuel penetration was increased due to the decreased velocity of the main-flow.
Another reason is that the turbulence induced by the shock train also improved the mixing
of the reactants.

Figure 6 illustrates corresponding dynamic flame sequential images of the ethylene
auto-ignition. The time interval of the snapshots was 83 μs. As shown in Figure 6, the
process of flame propagation is divided into two phases: the initial flame kernel generation
phase (left), and the quasi-stable flame phase (right), corresponding to Figure 5a,b. The
first phase involved the initial flame generation and heat accumulation by the downstream
strong combustion. The second phase refers to the upstream flame spread through the low
speed circulation cavity and the establishment of a sustained flame.

10
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Figure 5. Sequential schlieren images of the ethylene auto-ignition: (a) initial phase of the shock
evolution, with a time interval of 0.4 ms and an exposure time of 50 μs; (b) subsequent quasi-stable
phase of the establishment of the shock train, with a time interval of 0.2 ms and an exposure time of
50 μs.

By analysis of the shock layout displayed in Figure 5, it was revealed that the initial
flame kernel was caused by the incidence of the oblique shock on the ramp. The reason for
this is that the auto-ignition delay time of the reactants was shortened due to the increased
temperature and pressure behind the shock. The first visible auto-ignition kernel was at
an angle relative to the core of the flow field just downstream of the cavity. The distance
from the fuel injection point to the first visible flame kernel was defined as the ignition
delayed distance Lignition, with a length of 76 mm. Unlike the case of the combustion
directly induced by the shock, this made the interaction between the flame and the shock
uncoupled, with a relatively long delayed distance. The feedback of the ignition transition
and flame propagation was caused by the downstream accumulation of heat release. The
heat release made the pressure increase to the boundary separation, and then a shock train
was formed. The effect of the formed shock train on the flame propagation is displayed
in the seventh image of Figure 6, in which the edges of the flame were created by the
shock train.
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Figure 6. Dynamic flame sequential images of the ethylene auto-ignition, with a time interval of
83 μs.

3.3. Effect of the Cavity on Flame Stabilization and Propagation

To investigate the influence of the cavity on the establishment of a sustained auto-
ignition flame, the generation and propagation of the ethylene auto-ignition flame without
the cavity was measured as a baseline case. Dynamic and sequential flame images of the
ignition are shown in Figure 7, in which the ramp was present to create an oblique shock.
Similar to the case of Figure 6, the flame kernel was located at the core of the flow-field,
with a certain ignition delay. The subsequent flame propagation followed the common
flame spread routine through the separated boundary. The characteristics of the flame
dynamics play an important role in this phenomenon. As shown in Figure 7, the flame
shape changed abruptly and changed with a low frequency. The unsteadiness is also clearly
evident from the pressure response in Figure 8.

Figure 8 shows the pressure response characteristics of the ethylene auto-ignition
process. The pressure measured near the wall of the combustor is indicated by Pen, and
it varied from 90 kPa to 150 kPa, with time intervals ranging from 115 ms to 296 ms. The
total pressure of the main flow (Pc) measured in the air heater and the injection pressure
of ethylene (Pc2h4) were almost constant during the auto-ignition period. Therefore, the
unsteadiness of the airflow and the fuel supply system was not caused by the variation
of the pressure response. It can be concluded that the shock generated by the ramp was
the main factor behind the occurrence of the auto-ignition flame kernel, and the flow
recirculation created by the cavity had benefits for the flame’s upstream propagation
and stabilization.
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Figure 7. The dynamic flame images of the ethylene auto-ignition without the cavity (the image
parameters are similar to Figure 5).

Figure 8. Pressure response characteristics of the ethylene auto-ignition process (Pc indicates pressure
of the air heater; Pen indicates pressure measured in the supersonic combustor; Pc2h4 indicates
injection pressure of the ethylene).

To obtain more details about the effect of the cavity on flame propagation and stabiliza-
tion, three types of cavities were tested and compared. Considering the ignition efficiency,
hydrogen was selected as the test fuel. Compared with ethylene, the ignition delay time
for hydrogen is shorter, with a fast flame spread velocity in the same conditions. Owing
to the weak radiation of the hydrogen flame, heated air was seeded with nanoparticles of
SiO2 (silicon dioxide) to intensify the flame visibility, which provided benefits in acquiring
photographs with a much shorter exposure time and higher acquisition speed, for capturing
the instantaneous flame dynamics. Figure 9 presents the initial flame kernel evolvement of
the hydrogen auto-ignition. Three types of cavities were compared, with various cavity
lengths, i.e., LD7, LD5, and LD3. The injection pressure was set as 2.5 MPa. As depicted
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in Figure 9, the characteristics of flame generation and propagation were similar to the
case described above. The length of the cavity had no obvious influence on the location
of the occurrence of the flame kernel. Thus, the delayed residence time of the reactant by
the cavity was not the main mechanism behind the first occurrence of auto-ignition. In
addition, the extended recirculation zone with a longer cavity is beneficial for the initial
heat release accumulation during the flame upstream propagation. The LD7 cavity had
the strongest heat release, with an intensive light emission; while the flame of the shorter
cavity tended to be blown away.

 
Figure 9. Initial flame kernel evolvement of the hydrogen auto-ignition with various cavity lengths:
(a) case of LD7 cavity; (b) case of LD5 cavity; (c) case of LD3 cavity (the exposure times were all set as
83 μs, with a frame speed of 12,000 f/s, except for (c), whose time intervals are marked on the images;
I indicates the occurrence of the initial flame; II indicates the flame position induced by the incidence
shock; III indicates the flame point caused by the shock train).

3.4. Fuel Distribution Based on NPLS Method

Figure 10 shows the mixing characteristics of the fuel injection observed using NPLS
when a steady flame was established. The nanoparticle generator was driven by high-
pressure gaseous ethylene. When the flow field was measured with NPLS, the nanoparticles
were injected into, and mixed with, the inflow of the flow field. When the flow was
established in the observation window, the synchronizer controlled the laser pulse and
the CCD camera, to ensure synchronization of the emissions scattered by nanoparticles
and the exposure of the CCD. The scattering image gave a clear fuel distribution boundary,
in which the fuel penetration depth was influenced by the injection pressure. Combined
with the flame image obtained above, this shows that a delay in the distance existed for
the mixing between the fuel and the incoming air. The front flame edge could propagate
upstream along a suitable concentration boundary, until a steady flame was formed.
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Figure 10. Mixing characteristic of fuel injection observed using NPLS.

3.5. Analysis of Auto-Ignition and the Flame Spread Mechanism

Based on the aforementioned analysis, a fundamental physical description of the
occurrence of auto-ignition and flame propagation can be summarized. The auto-ignition
process with a cross-flow effect is shown in Figure 11. After the initial flame kernel
was formed, it was divided into two parts and transported downstream. One part was
further mixed and burned with the mainstream flame kernel that had not completed
self-ignition and accumulated heat, which is represented by propagation path 1. The
other part underwent mixing combustion in the low-speed region in the boundary layer,
represented by propagation path 2. When the combustion heat release caused boundary
layer separation, a boundary layer countercurrent flame appeared. At this time, the flame
propagation path 3 spread upstream along the equivalent of the chemically appropriate
equivalent ratio, presenting the characteristics of a “three-bifurcation flame”, which is stable
at a special position. For a successful auto-ignition event, there are three sub-processes
required: the mixing process, induction process, and thermal runaway process. The
mixing process, similarly to the preparation process, includes fuel injection and transport
downstream without chemical reactions. The distance for forming a suitable concentration
condition is defined as the mixing length indicated by Lmix. Subsequently, the distance of
the induction process is named the induction length (Linduce), in which the primary reaction
process starts, together with the accumulation of the auto-ignition precursor formaldehyde
(CHO). The existence of an induction length makes the flame front invisible. The subsequent
thermal runaway process is characterized by a massive heat release, accompanied with a
visible light scattering of OH radiation. The following two sub-processes are recognized as
distributed auto-ignition reactions and disturbed reaction layers from the perspective of
stationary flame structures [18]. At the ignition transient, a complete flame spread involves
the downstream convective and diffusive flame, and the upstream boundary flame.

 
Figure 11. Schematic diagram of auto-ignition with cross-flow injection.

Figure 12 explains the occurrence of flame auto-ignition and the spread mechanism
in a supersonic flow with the placement of the ramp and the cavity. From the figure, it
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is seen that 4, 5, 6, and 7 are developments of path 3; i.e., upstream spread flame in the
ramp and the cavity. While, 4 and 5 are the upstream spread flame in the cavity, 6 is the
trapped flame with flow circulation and 7 is the downstream spread flame in the cavity.
In Figure 12, the incidence of the shock can reduce the mixing length and the induction
length. Thus, the induction reaction is brought forward. When the initial flame kernel is
generated, the downstream flame development is similar to the case mentioned above in
Figure 11. It is necessary to span an additional distance for the combustion process, shown
as Lspread. The role of the cavity is to reduce the Lspread and ensure upstream propagation,
until the trapped circulation flame is established. A cavity with a long length has benefits
for the flame transition from the induced state to a sustained state.

 
Figure 12. Schematic diagram of an auto-ignition flame and spread mechanism, with the effects of
the ramp and the cavity.

4. Conclusions

In the present work, auto-ignition of ethylene and hydrogen caused by an oblique
shock was investigated experimentally in a supersonic flow regime, with incoming air at
Mach = 2.5. The auto-ignition transient was observed using a schlieren photography system,
and the process of the occurrence of the flame kernel and its subsequent propagation was
acquired using a high-speed camera. The effects of the incoming airflow total temperature,
fuel injection pressure, and length of the cavity on the auto-ignition and auto-ignitable
boundary were considered and compared. Several conclusions were drawn, as follows:

(1) The auto-ignition performance was extended by increasing the injection pressure
and total temperature of the airflow, with enhanced mixing efficiency and decreased
ignition delay time.

(2) The flame evolvement was described as follows: the occurrence of auto-ignition is
induced by oblique shocks and then propagates upstream to the recirculating region.
Finally, a sustained flame is established inside the recirculating region.

(3) A cavity with a long length has benefits for the flame transition from the induced state
to a sustained state. Meanwhile, the low speed recirculation created in the cavity has
benefits for the flame spread, with the function of preventing the flame from being
blown away by flow oscillations.
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Nomenclature and Abbreviations

Latin characters

Da Damköhler number
Lignition ignition delayed distance
Linduce induction length
Lmix mixing length
Lspread flame spread length
Ma Mach number
Pen pressure in the combustion chamber
Pc total pressure of the air flow
Pc2h4 injection pressure of the ethylene
Abbreviations

CCD charge coupled device
CMOS complementary metal oxide semiconductor
NPLS nanoparticle-based planar laser scattering
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Abstract: Based on the COMSOL software, body forces substituted into the Reynolds-averaged
Navier–Stokes (RANS) equations as the source terms instead of the actual blade rows were improved
to better predict the compressor performance. Improvements in parallel body force modeling were
implemented, central to which were the local flow quantities. This ensured accurate and reliable
off-design performance prediction. The parallel force magnitude mainly depended on the meridional
entropy gradient extracted from three-dimensional (3D) steady single-passage RANS solutions. The
COMSOL software could easily and accurately translate the pitchwise-averaged entropy into the grid
points of the body force domain. A NASA Rotor 37 was used to quantify the improved body force
model to represent the compressor. Compared with the previous model, the improved body force
model was more efficient for the numerical calculations, and it agreed well with the experimental
data and computational fluid dynamics (CFD) results. The results indicate that the improved body
force model could quickly and efficiently capture the flow field through a turbomachinery blade row.

Keywords: improved body force model; off-design; Reynolds-averaged Navier–Stokes equations;
meridional entropy gradient; rotor 37

1. Introduction

Because axial compressors often operate under off-design conditions, aircraft engines
must have good performance [1]. The performance of the compressor under off-design
conditions must be accurately estimated during the engine design stage [2,3]. Computa-
tional fluid dynamics (CFDs) have been considerably developed in recent decades and
can accurately and efficiently simulate the flow field and estimate the axial compressor
performance [4–6]. However, 3D, unsteady, multi-row calculations through the compres-
sor or a coupled inlet fan with the actual blade geometry demand significant computer
resources, including CPU time and memory [7,8]. Moreover, lots of flow field simulations
are required [9,10]. To save computer resources, a passage-averaged body force model
substituted into the RANS equations as the source terms instead of the actual blade rows
is proposed herein and used to simulate the pressure rise, flow turning, and loss effects
caused by the rotor/stator blade rows with reasonable computer resources [11,12].

Kim developed a body force approach to simulate the flow fields of N3-X. It was
assumed that entropy production was related to the mass flow rate (MFR) at a constant
speed [13,14]. Li et al. developed a method to perform the coupled inlet-fan Navier–Stokes
simulation using the COMSOL–CFD code [15]. The advantage of this method was that the
COMSOL–CFD code is a completely open architecture, and the flux terms in the RANS
equations can be altered without compromising the computational stability. Source terms
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and boundary conditions can be functions or logical expressions of arbitrary variables.
The body force terms were inputted into the COMSOL–CFD code and could directly
simulate the viscous flow close to the blade passage walls and the momentum exchange
between fluids. However, the parallel force model had limitations when calculating the
local parallel force magnitude, which was proportional to the square of the total relative
velocity [13]. The adjusting function g(ṁlocal) in the normal force formula, which depends
on the local MFR, also makes the numerical simulation complicated and tedious [14,15].
Based on the work [15], an improved body force model was proposed using the COMSOL–
CFD code. The COMSOL software can easily facilitate all steps in the modeling, part
definition, meshing, simulation, and data post processing processes. In this study, the
parallel force formula was modified using Marble’s results [16], which indicated that
the parallel force magnitude was proportional to the meridional entropy gradient. The
magnitude of the meridional entropy gradient was estimated from the 3D steady single-
passage RANS solutions of the compressor. The COMSOL software could accurately
translate the pitchwise-averaged entropy into the grid points of the body force domain. The
normal force formula no longer contained the term g(ṁlocal), which made the simulation
processes efficient. A NASA Rotor 37 was used to quantify the improved body force model
to represent the compressor.

The rest of this paper is organized as follows: Section 2 introduces the construction of
the improved model; Section 3 explains the computational case and numerical techniques
for flow simulations; Section 4 verifies this model, and in closing, Section 5 presents an
overall conclusion drawn.

2. Improved Body Force Model

2.1. Governing Equation

In this paper, the governing equations [15] in Cartesian coordinates can be written in
a non-conservative form, and the body force terms were added on the right-hand side as
source terms, as follows.
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count for the blade thickness, and the source term Φ is given by Φ = Φ′ + Φ′′. Φ′ and Φ′′
are body forces and extra terms, respectively, as follows.
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∂θ − rΩ ∂ρ
∂θ )) cos θ

b( ∂(Vθ (e+p)−Vxτxθ−Vθ τθθ−Vrτrθ+
.
qθ )

∂θ − rΩ ∂e
∂θ )− e

[
b( ∂ρVθ

∂θ − rΩ ∂ρ
∂θ )− ρV · ∇b

]
+ (Vx(e + p)− Vxτxx − Vyτxy − Vzτxz +

.
qx)

∂b
∂x

+(Vy(e + p)− Vxτyx − Vyτyy − Vzτyz +
.
qy)

∂b
∂y + (Vz(e + p)− Vxτzx − Vyτzy − Vzτzz +

.
qz)

∂b
∂z

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(3)

In Equation (1), the energy equation of the fluid contains the internal energy and the
mechanical energy. So, the differential form of the energy equation can be written as

ρ
D
Dt

(
E +

1
2

uiui

)
=

∂

∂xi

(
ujσij

)− ∂qi
∂xi

+ ρui fi (4)

and the differential form of the momentum equation can be written as

ρ
Dui
Dt

=
∂σij

∂xj
+ ρ fi (5)

Then, by minusing ui× Equation (5), the energy equation becomes:

ρ
DE
Dt

= σij
∂uj

∂xi
− ∂qi

∂xi
(6)

From Equation (6), it can be seen that the body force can only change the size of the
mechanical energy with nothing on the internal energy. So, Equation (1) can be written as

b
[

∂ρ
∂t +∇ · (ρV)

]
b
[
ρ DVx

Dt +
∂p
∂x − ∂τxx

∂x − ∂τyx
∂y − ∂τzx

∂z

]
b
[
ρ

DVy
Dt +

∂p
∂y − ∂τxy

∂x − ∂τyy
∂y − ∂τzy

∂z

]
=Φ + Φ′′′

b
[
ρ DVz

Dt +
∂p
∂z − ∂τxz

∂x − ∂τyz
∂y − ∂τzz

∂z

]

b

⎡
⎣ ρ DE

Dt + p∇ · V − ∂
∂x

(
k ∂T

∂x

)
− ∂

∂y

(
k ∂T

∂y

)
− ∂

∂z

(
k ∂T

∂z

)
− τxx

∂Vx
∂x − τxy

∂Vy
∂x − τxz

∂Vz
∂x

−τyx
∂Vx
∂y − τyy

∂Vy
∂y − τyz

∂Vz
∂y − τzx

∂Vx
∂z − τzy

∂Vy
∂z − τzz

∂Vz
∂z

⎤
⎦

(7)

where

Φ′′′ = (0 0 0 0 − (V x(Φ
′
x + Φ′′

x) + Vy(Φ′
y + Φ′′

y) + Vz(Φ′
z + Φ′′

z)))
T (8)

2.2. Construction of the Body Force

In this model, the blade force on a cascade section was separated into two parts that
were parallel and normal to the local flow, as shown in Figure 1. The normal force Fn
represents the effects of the pressure difference, and the parallel force Fp is related to the
viscous shear.

21



Energies 2022, 15, 4389

Figure 1. Illustration of body forces parallel and normal to the local flow.

2.2.1. Normal Body Force

The body force normal to the flow direction, Fn, is formulated as follows:

Fn =
Kn

h
VnVp +

2
c

sin(
Δα

2
)V2

n (9)

where h, Vn, Vp, and Δα are the blade-to-blade gap-staggered spacing, axial velocity, circum-
ferential velocity, and the camber angle difference between the trailing edge and leading edge,
respectively. Kn is the normal force coefficient [13] formulated in Equation (10). The second
expression on the right-hand side of Equation (9) was different from Gong’s formulation:

Kn = (4.2 − 3.3α) f (r) (10)

Here, the second expression f(r) was used to adjust the normal force coefficient Kn,
which was a line segment connected by a few control points along the spanwise direction.
The components of the normal force Fn in the x, y, and z directions are expressed as:

Fn,x = Fn
Vz cos θ−Vy sin θ

Vrel

Fn,y = −Fn
Vx
Vrel

sin θ,
Fn,z = Fn

Vx
Vrel

cos θ

(11)

where Vrel is the relative blade velocity.

2.2.2. Parallel Body Force

The parallel body force is always tangential to the relative flow and represents the
effects of the mixing of the tip leakage flow and main flow and flow blade surface boundary
layers. The parallel body force Fp is formulated as follows [11]:

Fp = −Kp

h
V2

rel (12)
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where the parallel force coefficient Kp is equal to 0.04. In a fixed speed, the magnitude of Fp
increases as the MFR increases. The entropy production across the blade domain decreases
as the MFR increases. The parallel body force Fp can be expressed as:

Fp = −T
Vm

Vrel

∂s
∂m

(13)

where s is the entropy; T is the temperature, and m is the coordinate along the meridional
streamline (Figure 2). Instead of Gong’s model, Equation (13) was used herein to calculate
the magnitude of the local parallel force because the direct relationship between the merid-
ional entropy gradient and the parallel body force makes the modeling process of the body
force easier and more physical.

Figure 2. Schematic diagram of the meridional streamline.

The velocity Vm and the partial differential ∂m can be written using the follow
-ing transformations:

dm2 = dx2 + dr2

V2
m = Vx

2 + Vr
2

Vm∂m = Vx∂x + Vr∂r

(14)

Hence, Equation (13) becomes simply

Fp = − T
Vrel

(Vx
∂s
∂x

+ Vr
∂s
∂r

) (15)

where ∂s/∂x and ∂s/∂r are the local entropy gradients along the axial and radial directions,
respectively. The local gradients of the pitchwise-averaged entropy generated across the
blade rows extracted from the 3D steady single-passage RANS solutions are used as the
input terms to Equation (15). The components of the parallel force Fp in the x, y, and z
directions are expressed as:

Fp,x = Fp
Vx

Vrel
, Fp,y = Fp

Vy

Vrel
, Fp,z = Fp

Vz

Vrel
(16)

3. Computational Case and Numerical Techniques

Figure 3 briefly shows the demand on the computational accuracy versus the computer
resources for different levels of numerical techniques [17]. It is obvious that the improved
body force model can be relatively independent of the empiricism and cost much less
computer resources than the RANS model within a proper accuracy range [18]. Below,
the RANS model and improved body force model were used to simulate the flow field
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performances of Rotor 37. Compared with the experimental data, the results were analyzed
to further validate the accuracy of the improved body force model.

Figure 3. Demands of models on accuracy versus resources.

3.1. Compressor Used for Study

A transonic compressor, a NASA Rotor 37, as shown in Figure 4, was used to validate
the improved body force model because it is a well-documented and typical test case.
This section presents the CFD tool and methodologies. The main design parameters are
summarized in Table 1.

Figure 4. Schematic of the NASA Rotor 37.

Table 1. Design parameters of the NASA Rotor 37.

Parameters Value

Blade number 36
Inlet hub-to-tip ratio 0.7

Blade aspect ratio 1.19
Tip solidity 1.29

Tip relative inlet Ma 1.48
Rotating speed (rpm) 17,188
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Table 1. Cont.

Parameters Value

Mass flow rate (kg/s) 20.19
Total pressure ratio 2.106

Adiabatic efficiency (%) 87.7

3.2. CFD Methods
3.2.1. Turbomachinery Flow Simulation

In this study, the commercial solver NUMECA FINE was used as the CFD tool for 3D
steady single-passage flow simulations of the compressor. And then later on, the meridional
entropy gradient of the compressor was extracted from steady RANS solutions simulated
by the NUMECA FINE to calculate the parallel force magnitude. Finally, the experimental
data and NUMECA FINE results were used to compare with results obtained by the
improved body force model. In detail, the temporal and spatial discretization schemes were
selected as the explicit fourth-order Runge–Kutta scheme and second-order accurate central
difference scheme, respectively. Based on previous studies [15,19,20], the one equation
Spalart–Allmaras (S–A) turbulence model was used. Some acceleration techniques, such
as implicit residual smoothing and local time stepping methods, were employed [21].
The single-blade passage simulation was performed with periodic boundary conditions
in the circumferential direction. At the inlet, the total temperature and pressure were
specified along with the flow angle. The outlet of the computational domain was located
at approximately two chords downstream of the rotor. At the outlet, based on the radial
equilibrium, the averaged static pressure was given. Adiabatic and no-slip conditions were
given on solid surfaces.

In this paper, all computations were performed using identical boundary conditions.
Figure 5 shows the computational meshes for the Rotor 37. A periodic multi-block O4H-
type structured grid was used in each blade channel. An O-type grid and an H-type grid
were employed around the blade surface and the remaining regions, respectively. The
minimum grid orthogonal angle was greater than 30◦, and y+ near the wall was less than 5,
as shown in Figure 6.

Figure 5. NUMECA FINE computational mesh. (a) Perspective view and (b) View from casing at LE
and TE of hub.
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A series of computations were conducted with four different meshes to verify the
solution errors related to the grid by imposing the same boundary conditions, and the
MFR and adiabatic efficiency are shown in Figure 7. The figure illustrates that the adiabatic
efficiency and MFR remained basically the same when the mesh number reached 734,761.
So, the grid that consists of a total of 734,761 meshes was selected to achieve the mesh
independence needed to provide the flow field analysis in detail.

Figure 6. Distribution of y+ on walls of the hub, blade, and shroud.

(a) 

Figure 7. Cont.
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(b) 

Figure 7. Mesh independence verification. (a) Mass flow rate and (b) Adiabatic efficiency.

3.2.2. HMNF Flow Simulation

High Mach Number Flow (HMNF) as a COMSOL–CFD module was selected to add
body forces into the governing equations for simulating the pressure rise, flow turning, and
loss effects caused by the blade rows in this study. The finite element method was employed
to discretize the RANS equations, and the one equation S–A turbulence model was used
the same as the turbomachinery flow simulation. In the HMNF module, segregated
solvers were used to compute the flux, in which Newton’s method was executed. For 3D
numerical full-annulus simulations, the full-annulus grid of the compressor was chosen
as a hexahedral structure grid, and local encryption near the wall was carried out. The
boundary conditions were the same as in the NUMECA FINE simulations. The HMNF
module computational mesh for the Rotor 37 is shown in Figure 8, and the rotor region is
marked in blue. The grid consists of a total of 75,600 meshes and is appropriate in achieving
the mesh independence needed to provide the flow field analysis in detail, as shown in
Figure 9.

(a) (b) 

Figure 8. HMNF module computational mesh. (a) 3D view and (b) Meridional plane view.
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(a) 

(b) 

Figure 9. Mesh independence verification. (a) Mass flow rate; (b) Pressure ratio.

According to the above formulas, the magnitude of the body force is mainly determined
by the local flow field and blade geometry parameters. Before the numerical calculations,
it is necessary to discretize the blade geometry parameters into the body force domain grid
points, and it mainly includes the camber angle α, the blade-to-blade gap-staggered spacing h,
the blockage b, and the solidity σ as shown in Figure 10. The local gradient of the pitchwise-
averaged entropy as an input term to the parallel force formula was obtained from steady
RANS solutions simulated by the commercial solver NUMECA FINE in this study. Figure 11
shows the pitchwise-averaged entropy on the meridional plane for a 98% choked mass flow
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at 100% of the designed rotor speed. The number in Figure 11 represents the value of the
isentropic curve. The values of the entropy around the hub and shroud were larger, and the
loss, which degraded the compressor performance, was also larger. Because the body forces
were added into the governing equations as source terms, the improved body force formula
was defined at grid points of the body force domain. However, the body force model grid is
different from the pitchwise-averaged NUMECA FINE grid. The COMSOL software could
easily and accurately translate the body force formula inputs extracted from solutions solved
by the NUMECA FINE to grid points of the body force domain. Then, the values of the entropy
gradient along the axial and radial directions at those grid points could be determined.

(a) 

(b) 

Figure 10. Cont.
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(c) 

(d) 
Figure 10. NASA Rotor 37 blade geometry parameters. (a) The camber angle α (rad); (b) The spacing
h (m); (c) The solidity σ (1); and (d) The blockage b (1).

(a) 

Figure 11. Cont.
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(b) 

Figure 11. The pitchwise-averaged entropy contours. (a) View on the meridional plane and (b) View
around shroud and hub.

4. Model Validation

The flow field performances of the Rotor 37 were simulated using the NUMECA FINE,
and they improved the body force model. The simulated results were analyzed to further
validate the accuracy of the improved body force model.

Figure 12 illustrates a comparison of the Rotor 37 pressure ratio versus the MFR at
80%, 90%, and 100% of the designed rotor speed. It was shown that NUMECA FINE and
the improved body force model results agreed very well with the experimental data ob-
tained from the AGARD Advisory Report 355 entitled CFD Validation for Propulsion System
Components. The experimental values were slightly higher than the simulation results. The
maximum error was 1.2%. At other speeds, the simulation that used the improved body
force model generally agreed well with the NUMECA results. The maximum error was
1.9%, which was still within the acceptable error range. Compared with Li’s model [15], the
results using the improved body force model were better at lower MFR points. Therefore,
the improved body force model could capture the flow field through a turbomachinery
blade row well within a proper accuracy range.

 

Figure 12. Rotor 37 pressure ratio versus mass flow rate.

Figure 13 presents the pitch-averaged total temperature ratio, total pressure ratio,
Mach number, and swirl angle at the outlet along the spanwise direction for a 98% choked
mass flow (Figure 12) for the experimental data, NUMECA FINE, and body force models.
Compared with the Gong and Li models, the distributions of the performance parameters
around the hub and shroud obtained using the improved body force model were better
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and agreed well with the experimental data. The errors about the NUMECA FINE and
improved body force model in the comparisons with the experimental data in Figure 13a–c
are listed in Table 2. Figure 14 presents the Mach number contours, pressure contours, total
pressure contours, and swirl angle contours on the meridional plane for a 98% choked
mass flow. The comparison between the NUMECA FINE and the improved body force
model indicated that the results’ overall distribution trends were basically the same. In
the rotor region illustrated in Figure 14, it could be approximated that the pressure and
total pressure increased linearly along the streamwise direction. The inlet airflow was also
deflected through the blade passage, with the flow angle increasing almost linearly.

(a) 

(b) 

Figure 13. Cont.
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(c) 

(d) 

Figure 13. Comparison of Rotor 37 flow characteristics at outlet along the span. (a) Total pressure
ratio distribution; (b) Swirl angle distribution; (c) Total temperature distribution; and (d) Mach
distribution.

Table 2. The errors in the comparisons with the experimental data.

NUMECA FINE Improved Body Force Model

Figure 13a 3.2% 3.4%
Figure 13b 8.3% 14%
Figure 13c 3.7% 2.8%
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(a) 

(b) 

(c) 

(d) 

Figure 14. The pitchwise−averaged parameter contours on the meridional plane. (a) Dimensionless
total pressure contours; (b) Dimensionless pressure contours; (c) Mach contours; and (d) Swirl
angle contours.

It should be noted that based on the COMSOL software, this model could be further
optimized in future work. It could be assumed that the local entropy gradients ∂s/∂x and
∂s/∂r are functions of the local parameter ρVx, where Vx and ρ are the local axial velocity
and density, respectively. The values of the local entropy gradients ∂s/∂x, ∂s/∂r and the
local parameter ρVx were extracted from the 3D steady single-passage RANS solutions. In
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that case, the flow field of aircraft/engine integration under clean and distorted inflows
can be simulated easily using this model.

5. Conclusions

Body forces substituted into the RANS equations as the source terms instead of the
actual blade rows solved using the COMSOL–CFD code were improved to better predict
the compressor performance. The flow field performances of Rotor 37, including the
pressure rise, flow turning, and loss effects caused by the blade rows were simulated by
the improved body force model. Compared with the experimental data, NUMECA FINE,
Gong’s model, and Li’s model the following conclusions can be drawn:

1. Based on the COMSOL software, the improved body force model could directly simu-
late the viscous flow close to the blade passage walls and the momentum exchange
between fluids. The improved parallel force formula is modified using Marble’s re-
sults, indicating that the magnitude of the parallel force is proportional to the entropy
gradient along the meridional streamline extracted from 3D steady single-passage
RANS solutions. Therefore, the modeling process of the body force is easier and
more physical.

2. The improved normal force formula no longer contains the term g(ṁlocal), which
makes the simulation processes more efficient. Compared with those of NUMECA
FINE, the total number of grid points for the HMNF module is less at least an order
of magnitude, and it takes less time to compute them. The simulation results for the
Rotor 37 indicate that the improved body force model could capture the flow field
through a turbomachinery blade row well within a proper accuracy range. When 3D,
full-annulus, unsteady, multi-row calculations through the compressor or integrated
calculations of the aircraft and engine were performed, the improved body forces
could be substituted into the RANS equations as the source terms instead of the actual
blade rows, and it could greatly reduce the total number of grid points and save
significant computer resources, including CPU time and memory.

3. Because body forces are added into the governing equations as source terms, the
improved body force formula was defined at grid points of the body force domain.
The COMSOL software could easily and accurately translate the body force formula
inputs extracted from solutions solved by the NUMECA FINE-Turbo EURANUS to
grid points of the body force domain. The COMSOL software environment can easily
facilitate all steps in the modeling, part definition, meshing, simulation, and data post
processing processes.
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Abstract: Thrust, propulsion, vector control of supersonic jets has been applied to jet and rocket engines,
ejectors, and other many devices. In general, there are two approaches to this type of control, namely
mechanical moving systems and fluidic thrust vector control systems without moving parts, with me-
chanical moving systems being the most common. However, generally speaking, these systems are very
complicated, and more simple methods and devices are desired. In this study, an extremely simple
method for the thrust vector control of a supersonic jet by a fluidic Coanda nozzle (FC-nozzle) using the
entrainment of the surrounding fluid and Coanda effect is newly proposed. The FC-nozzle consists of a
pipe nozzle (Pi-nozzle), spacer, and linearly expanded Coanda nozzle (Co-nozzle) with eight suction pipes
(Su-pipes) installed to surround the jet from the Pi-nozzle. The jet from the Pi-nozzle flows straight with
the entrainment flow of the surrounding fluid. When some Su-pipes are closed, the pressure between the
jet and Co-nozzle wall decreases, and subsequently, the jet deflects to the closed side of the Su-pipe and
reattaches to the wall by the Coanda effect. The flow characteristics and deflection characteristics of the
supersonic jet from the FC-nozzle are examined by the visualized flow pattern using the Schlieren method
and measurements of the velocity distribution. As a result, it is shown that by changing the number of
Su-pipes and the locations at which they are closed, the deflection angle and circumferential position of
the jet from the Pi-nozzle can be easily controlled.

Keywords: thrust vector control; supersonic jet; nozzle; flow entrainment; Coanda effect; schlieren method

1. Introduction

Supersonic jets are widely used in the industrial field, in applications such as jet and
rocket engines, ejectors, gas-atomization, and many other devices. There has been signifi-
cant research on the flow characteristics of supersonic under-expanded jet flows (SSU-jets).
Donaldson and Snedeker [1] and Kojima and Matsuoka [2] showed the flow structure of the
SSU-Jet by measuring the pressure and velocity distributions, and Nourl and Whitelaw [3],
Zapryaggaezet et al. [4], and Shakouchi et al. [5,6] (2019, 2020) investigated the flow char-
acteristics of the SSU-Jet by visualizing its flow pattern with the Schlieren method and
measuring the pressure and velocity distributions to show the applications of this device.
Shadow et al. [7] investigated the spreading rate of the SSU-jet, and Gutmark et al. [8]
studied the aeroacoustics of turbulent jets and noise reduction by the chevron nozzle.

The vector control of jet thrust through propulsion is an important research subject.
Thrust vector control of the SSU-jet is mainly applied to the altitude control of aircrafts
by a jet engine or rocket engine. There are two approaches in general, namely mechanical
moving systems and fluidic thrust vector control systems without moving parts, with
mechanical moving systems being the most common. Recent typical examples of such
systems are the mechanical thrust vector control system of the jet engine in V/STOL
aircrafts and rocket engines. However, this is a very complicated system, and simpler
methods and devices are desired. Some fluidic systems without moving parts have been
proposed. Deere [9] summarized the research on a fluidic thrust vectoring system without
moving parts conducted at the NASA Langley Research Center and showed that the throat
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shifting method provides the most efficient thrust control of the fluidic thrust vectoring
methods, but larger thrust vector angles can be obtained with the shock vector control
method. Additionally, Páscoa et al. [10] reviewed studies on thrust-vectoring in support
of a V/STOL non-moving mechanical propulsion system and introduced the idea that,
generally speaking, there are three major systems based on mechanical approaches: the two
main bulk streams of the Coanda nozzle and the fluidic control concepts. Fluidic vector
thrust control systems with co-flow [11,12], counter-flow [13], a synthetic jet actuator [14,15],
shock vector control [16], and sonic throat skewing [17] were introduced and explained.
Allen and Smith [18] presented a jet vectoring technique with a novel spray method
called Coanda-assisted spray manipulation. The primary jet flows through the center of
a rounded collar. The control jet is parallel to the primary jet flow and is adjacent to the
convex collar according to known Coanda effect principles and entraining and vectoring of
the primary jet, resulting in controllable radial-peripheral directional spraying. However,
further research on the thrust vector control of supersonic jets is required. Porhashem
et al. [19] and Yan, et al. [20] investigated thrust control by fluidic injection and the flow
field characteristics of the SSU-jet. Trancossi et al. [10,21–24] analyzed the use of the aerial
Coanda high-efficiency orienting nozzle (ACHEON) for aircraft propulsion based on the
dynamic equilibrium of two jet streams. Conventional fluidic vector control systems
without moving parts also require seconday control jets.

In this paper, a new and simple method for the vector control of supersonic jets is
proposed. This method involves a fluidic Coanda nozzle (FC-nozzle) and uses the entrain-
ment of the surrounding fluid and the Coanda effect [6]. The FC-nozzle consists of a pipe
nozzle (Pi-nozzle), spacer, and linearly expanded Coanda nozzle (Co-nozzle) with eight
suction pipes (Su-pipes) installed to surround the jet from the Pi-nozzle. The jet from the Pi-
nozzle flows straight with entrainment of the surrounding fluid. When some suction pipes
are closed, the pressure between the jet and Co-nozzle wall decreases, and subsequently,
the jet deflects to the closed side of the Su-pipe and attaches to the wall by the Coanda
effect. The flow characteristics and deflection characteristics of the supersonic jet from the
FC-nozzle were investigated by the visualized flow pattern using the Schlieren method
and measurements of the velocity distribution. We show that by changing the number of
Su-pipes and the locations at which they close, the deflection angle and circumferential
position of the jet can be controlled. Furthermore, when there is no fluid to be entrained by
the jet, that is, when the surroundings are in a vacuum state, the same type of control can
be performed by blowing small amounts of fluid and air from the Su-pipe. This new fluidic
thrust vector control system of the supersonic jet is extremely simple compared to other
conventional methods that require control with additional devices, such as secondary jets.

2. Experimental Apparatus and Procedure

2.1. Schematics of the Fluidic Coanda Nozzle

Figure 1 shows a schematic diagram of the fluidic Coanda nozzle (FC-nozzle) with no moving
parts. The FC-nozzle is an extremely simple system that consists of a pipe nozzle (Pi-nozzle),
spacer, and linearly expanded Coanda nozzle (Co-nozzle) with eight suction pipes (Su-pipes)
installed to surround the jet from the Pi-nozzle. The diameter of the Pi-nozzle is d0 = 4.0 mm, and
the inlet diameter, length, and expansion angle of the Co-nozzle are dic = 5.0 mm, Lc/dis = 2.4,
and α = 20◦, respectively. On the circumference of the Co-nozzle, eight Su-pipes (n = 8) with
diameters of dis = 2.4 mm are installed. The thickness of the spacer is 2.0 mm, and the inlet and
outlet diameters are 4.0 and 4.7 mm, respectively. The origin of the coordinates is at the center of
the Pi-nozzle exit, and the direction of jet flow is along the x axis. The directions perpendicular to
it are the r and r’ axes, as shown in Figure 1.
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Figure 1. FC-nozzle (Fluidic thrust vector control of the Pi-jet by the FC-nozzle with 8 SU-pipes):
When all Su-pipes are opened, the jet flows downstream along the nozzle axis, as shown in (a). When
some Su-pipes are closed, the pressure between the outer edge of the jet and the wall of the Co-nozzle
decreases and then the jet deflects to the closed side of Su-pipe by the Coanda effect as shown in (b).

2.2. Experimental Procedure

The compressed air from the air compressor is supplied to the Pi-nozzle after passing
through a dryer and flow control valve, and supersonic jets are issued from the Pi-nozzle or
FC-nozzle to the ambient air. A static pressure hole with a diameter of 0.8 mm is installed on the
pipe wall connected to the upstream side of the Pi-nozzle, and the pressure there is used as the
supply pressure, P0. The supplied pressure changes from P0 = 0.1 to 0.48 MPa. In the current
study, most of the experiments were carried out at a supply pressure of P0 = 0.38 MPa, which is
sufficient to obtain a supersonic jet. The flow pattern was visualized by the Schlieren method
(KATO KOKEN, ss150, Japan) and the image was recorded. The total and static pressures in the
flow field were measured with Pitot tubes, and the velocity distribution was obtained using
their values, taking into account the effect of air compressibility. The outer and inner diameters
of the total pressure tube were 1.0 mm and 0.8 mm, respectively, and the diameter and hole
diameter of the static pressure tube were 1.0 mm and 0.6 mm, respectively.

3. Propulsion Vectoring Method

When all 8 Su-pipes are opened, the jet entrains the surrounding fluid from the Su-
pipes and around the jet, and flows downstream along the nozzle axis, as shown in Figure 1a.
On the other hand, when some Su-pipes are closed, the jet cannot entrain surrounding fluid
from their sides, and subsequently, the pressure between the outer edge of the jet and the
wall of the Co-nozzle decreases, and then, the jet deflects to the closed side of the Su-pipe by
the Coanda effect, as shown in Figure 1b. Therefore, arbitrary circumferential vector control
of the jet from the Pi-nozzle can be performed by changing the number of Su-pipes and the
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locations at which they are closed. If these Su-pipes are opened and closed using a solenoid
valve and a computer control system, dynamic thrust vector control becomes possible.

There does not necessarily have to be eight Su-pipes. All that is necessary is to block
part of the circumference of the jet from the Pi-nozzle.

4. Results and Discussion

First, the flow characteristics of under-expanded supersonic jet from the Pi-nozzle are
investigated using the visualized flow pattern and measurements of the velocity distribution.

4.1. Jet Flow from the Pi-Nozzle
4.1.1. Visualized Flow Pattern

The visualized flow pattern of the under-expanded supersonic jet from the pipe nozzle
(Pi-nozzle) (Figure 1) produced by the Schlieren method is shown in Figure 2. The supplied
pressure is P0 = 0.38 MPa. The black and white colored areas in the jet are compression and
expansion regions, respectively, and white colored x shaped pseudo-shock waves can be
seen in the shock cell. The dotted lines in the figure indicate the approximate jet boundary
derived from the measurements of the cross sectional velocity distributions at x/d0 = 2.1,
4.2, 5.4, 8.3. The jet boundary is at the position of r at u/uc = 0.1. The jet expands at the
nozzle exit and the jet width increases almost linearly in the range of x/d0 > 3.0.

Figure 2. Visualized flow pattern of the under-expanded supersonic jet issued from the Pi-nozzle
produced by the Schlieren method, P0 = 0.380 MPa: The dotted lines indicate the approximate jet
boundary with the position of r at u/uc = 0.1.

4.1.2. Jet Centerline Velocity Distribution

The jet centerline velocity uc is indicated by a circle in Figure 5 shown later. This
was obtained from the measurements of the total and static pressure distributions. The jet
repeatedly expands and compresses and reaches the maximum value at x/d0 = 5.8. In the
downstream area of x/d0 > 12.5, uc decay occurs slowly.

4.2. Jet Flow from the FC-Nozzle

Next, the flow characteristics and vector control of the jet issued from the FC-nozzle
with the Co-nozzle were investigated using the visualized flow pattern and measurements
of the velocity distribution.

4.2.1. Visualized Flow Pattern

Figure 3a shows the visualized flow pattern of the FC-jet issued from the FC-nozzle
when all the Su-pipes are opened, 0-close. The supplied pressure is P0 = 0.38 MPa. The jet
flows straight to the downstream entraining the surrounding fluid from the Su-pipes and
around the jet (Figure 1a). The shock waves can be seen in the jet, and the white and
black colored areas from the nozzle exit represent the expansion and compression shock
waves, respectively. However, the FC-jet with 0-close decays faster than the Pi-jet shown in
Figure 2, because the entrainment of surrounding fluid is suppressed by the Co-nozzle.
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Figure 3. Visualized flow pattern of the jet issued from the FC-nozzle by Schlieren method, P0 = 0.38 MPa
(Effect of suction flow): The deflection angle of the jet was measured using visualized flow pattern.

Figure 3d shows the case in which Su-pipes 1©– 3© and 6©– 8© are closed (6-closed).
The entrainment from those Su-pipes is prevented, and the pressure between the outer edge
of the jet from the Pi-nozzle and the wall of the Co-nozzle decreases. Consequently, the jet
deflects and reattaches to the wall of the Co-nozzle by the Coanda effect. The deflection
angle is β = 10°, which is the same as the opening angle of the Co-nozzle.

Figure 3b,c show the 2- and 4-closed cases, respectively. Figure 3e shows the 8-closed
case, where the jet flows straight to the downstream area; however, since the jet cannot
entrain the surrounding fluid from the Su-pipe and the flow resistance of the nozzle
increases, the jet velocity is slower than those of the others.

4.2.2. Deflection Angle, β

Figure 4 shows the deflection angle, β, and the number of closed Su-pipes, nc. β
increases as nc increases and has a maximum value of β = 10◦ at nc = 6. In the figure, the
results for the greater supply pressure, P0 = 0.46 MPa, are also shown for reference, and
both values are approximately the same. By changing the number of Su-pipes and the
locations at which the Su-pipes close, the deflection angle and circumferential position of
the jet can be controlled.
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Figure 4. Deflection angle, β (P0 = 0.38, 0.48 MPa): The deflection angle has a maximum value of β = 10◦

at nc = 6.

4.2.3. Practical Operation

In practical applications, it is conceivable to use a computer-controlled solenoid valve
to change the number of Su-pipes and the locations at which they close.

4.3. Velocity Distribution

In order to clarify the flow characteristics of the straight and deflected jets, the jet
center line and cross-sectional velocity distributions were measured.

4.3.1. Jet Centerline Velocity Distribution

Figure 5 shows the centerline velocity distribution of the jets uc at P0 = 0.38 MPa.
The velocity was obtained by measurements of the total and static pressure distributions
with consideration of the compressibility of the fluid, air. In Figure 5, the position of the
nozzle exit of the FC-nozzle is x/d0 = 3.5 (the distance in the x-direction from the exit of
the FC-nozzle: s/d0 = 0.0). The Pi-jet flows downstream with a large fluctuation of uc,
corresponding to the expansion and compression shock waves of the flow, and uc decreases
monotonously in the region of x/d0 > 11. In the 0-closed case, uc is smaller than in the
Pi-jet due to the large flow resistance of the Co-nozzle. Moreover, as the number of closed
Su-pipes increases, the entrainment of the surrounding fluid from the Su-pipe decreases.
The uc of the 8-closed condition decreases monotonously, and it approximately equals that
of the 6-closed case in the region of x/d0 > 8.

Figure 5. Jet centerline velocity distribution, uc (0-, 6-, 8-closed jets and Pi-jet, P0 = 0.380 MPa): The uc of
the 0-closed nozzle is smaller than that of the Pi-jet owing to the large flow resistance of the Co-nozzle.
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4.3.2. Cross-Sectional Pressure and Velocity Distributions

1. Total Pressure Distribution

Figure 6a shows the total pressure distributions, Pt /P0, in the cross-section at x/d0 = 4.2
(s/d0 = 0.7) for the 0-closed condition as an example. The jet of the 0-closed case flow straight to
the downstream area, and the profile is axisymmetric and dented at the center. In comparison,
the 6-closed case has a small maximum total pressure because of the large flow resistance of the
Co-nozzle and the asymmetric profile.

Figure 6b,c are the results at x/d0 = 5.4, 8.3, respectively. The profile at x/d0 = 8.3 for
the 0-closed case is axisymmetric, and the maximum value is approximately twice that of
the 6-closed case.

Figure 6. Total pressure distribution, P/P0, in the cross section (0−, 6−closed jets, P0 = 0.380 MPa).

2. Static Pressure Distribution

Figure 7a shows the static pressure distribution, Ps/P0, in the cross section at x/d0 = 5.4
(s/d0 = 1.9) for the 0-closed case. The profile is dented at the center by the expansion shock
wave [2].

Figure 7b shows the results for the 6-closed case and Figure 7c is a three-dimensional
drawing of Figure 7b. The profile is asymmetric, because the jet deflects and reattaches to
the wall of the Co-nozzle, and consequently, the shape of the jet deforms. The jet reattaches
to the wall of the Co-nozzle at the +r’-axis side and entrains the surrounding fluid from the
–r’-axis side because of negative pressure.

3. Sectional Velocity Distribution

Figure 8 shows the velocity distribution obtained with the total and static pressure
measurements under the consideration of the compressibility of the fluid in the cross-
section at x/d0 = 5.4. The velocity profile of the 6–closed case is smaller than that of the
0-closed case because of a larger flow resistance of the Co-nozzle.
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Figure 7. Static pressure distribution, Ps /P0, in the cross section at x/d0 = 5.4 (P0 = 0.38 MPa): The jet
reattaches to the wall of the Co-nozzle at the +r’−axis side and entrains the surrounding fluid from
the –r’-axis side of the negative pressure.

Figure 8. Cross sectional velocity distribution at x/d0 = 5.4 (P0 = 0.38 MPa): The velocity profile of the
6−closed nozzle is asymmetric because the jet deflects and reattaches to the side wall of the Co-nozzle.

Figure 9 shows the velocity distribution in the cross section at x/d0 = 4.2, 5.4, and 8.3
for the 0-, 6-, and 8-closed cases. In Figure 9a, the results for the Pi-jet are also shown
for reference. The velocity was obtained by taking the static pressure, Ps, as the ambient
pressure, i.e., the atmospheric pressure, Pa. The velocity distribution of the 0-closed case at
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x/d0 = 5.4 and the results shown in Figure 8a are approximately the same, because the static
pressure is much smaller than the total pressure, as shown in Figures 6 and 7. In this case,
it seems that the velocity may be obtained by using Ps as Pa.

Figure 9. Cross sectional velocity distribution at x/d0 = 4.2, 5.4, 8.3 (P0 = 0.38 MPa, Ps = Pa): The
maximum velocity of the 0−closed case is approximately equal to that of the Pi-jet and is larger than
that of the 8−closed case.

The maximum velocity of the 0-closed case is approximately equal to that of the Pi-jet
and larger than that of the 8-closed case, because the flow resistance of the Co-nozzle for
the 8-closed case is greater than those of the others.

The flow characteristics of the straight and deflected flows were made clear by the
velocity measurements.

4.3.3. Thrust, Approximate Estimation

The deflected jet has an asymmetric velocity profile, as shown in Figure 9b. The thrust,
F, of the jet was calculated by the following equation under the assumption that the cross-
section of the jet is approximately circular. At this time, the mean values of the x-r and x-r’
planes were taken for the asymmetric velocity distribution. The density, ρ, was estimated
approximately using the equation of the state of gas.

F =
∫ ∞

0
ρu22πrdr + (Pe − Pa) Ae (1)
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Figure 10 shows the thrust, F, of the FC-jet calculated at x/d0 = 5.4 (s/d0 = 1.9) for
P0 = 0.38 MPa. The F of the 6-closed case is smaller than that of the 0-closed case because
the entrainment from the surroundings of the 6-closed case is restricted. On the other hand,
the F of the 8-closed case is larger than that of the 0-closed case, and this seems to be due to
the jet approaching proper expansion. The differences in the F value when the static pressure
is atmospheric pressure, and when the measurements were used, the value was ± 6 % for the
0- and 8-closed cases and ±29% for the 6-closed case, respectively. The large difference for the
6-closed case is probably due to the deformation and asymmetry of the jet’s shape. We showed
that by changing the number of the Su-pipes and the locations at which they close, the deflection
angle and circumferential position of the jet can be controlled, and consequently, the thrust of the
supersonic jet can be controlled by a new simple fluidic vector control system.

Figure 10. Thrust, F, of the supersonic jet from the FC-nozzle: The thrust of the 8-closed case is greater
than that of the 0-closed case, and this seems to be due to the jet approaching proper expansion.

4.3.4. Thrust Vectoring by Sub Jets

When there is no fluid to be entrained by the jet, that is, when the surrounding area is
in a vacuum state, the same control can be performed by blowing a small amount of fluid
from the Su-pipe.

Using the same nozzle, the FC-nozzle, to blow sub-jets from the two Su-pipes (2-blow) at a
small portion of the total flow rate of Qc = 10 [L/min], the jet supplied with P0 = 0.38 MPa is
deflected, similar to the result shown in Figure 3d, at an angle of β = 10◦ to the side that does
not blow out, because the pressure on the blowing side increases. Qc = 10 [L/min] is about 1.8%
of the main jet flow estimated under the standard state.

Figure 11 shows the visualized flow pattern, and the number of Su-pipes blowing is
nb = 2 from 4© and 5© in Figure 3 with all remaining Su-pipes are closed.

1. Effect of the Blowing Flow Rate Qc on the Deflection Angle β Figure 12 shows the
relationship between β and Qc when air is blown from Su-pipes 2, 4, and 6. β increases
as Qc increases, and β also increases as the number of blowing nozzles, nb, decreases,
because by increasing nb, the blowing flow rate per Su-pipe decreases. The deflection
angle has a maximum value of β = 10◦ at nb = 2 and Qc = 8 [L/min].

Figure 11. Deflection angle, β, of the 2-blow condition (P0 = 0.38 MPa, Qc = 10 [L/min]).
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Figure 12. Deflection angle, β and blowing flow rate, Qc (P0 = 0.38 MPa): The deflection angle
increases as Qc increases, and β also increases as the number of blowing nozzle nb decreases.

2. Effect of the Number of Blowing Nozzles, nb, on the Deflection Angle β

Figure 13 indicates the relation between β and nb. The deflection angle has a maximum
value of β = 10◦ at nb = 2, and in the 4−, 6−, and 8−blow cases, the deflected angles are 6◦,
4◦, and 0◦, respectively.

Figure 13. Deflection angle, β, and the number of Su-pipes blowing, nb (P0 = 0.38 MPa, Qc = 10 [L/min]):
The deflection angle has a maximum value of β = 10◦ at n = 2.

It is considered that the deflection angle β can be increased by increasing the opening
angle α of the FC-nozzle. However, investigation of the characteristics of the shape of the
FC-nozzle, such as the optimal length and α, is a subject for further study.

5. Conclusions

In this paper, thrust vector control of the supersonic under-expanded jet by a non-
moving system was examined, and a new and simple vector control method for supersonic
jets was proposed. The method uses a fluidic Coanda nozzle (FC-nozzle) entrain the
surrounding fluid and the Coanda effect. The FC-nozzle consists of a pipe nozzle (Pi-
nozzle), spacer, and linearly expanded Coanda nozzle (Co-nozzle) with eight suction pipes
(Su-pipes). The jet from the Pi-nozzle flows straight with entrainment of the surrounding
fluid from the Su-pipes and around the jet. When some Su-pipes are closed, the pressure
between the jet and Co-nozzle wall decreases, and subsequently, the jet deflects to the
closed side of the Su-pipe and attaches to the wall of the Co-nozzle by the Coanda effect.
The flow characteristics and deflection characteristics of the supersonic jet issued from the
FC-nozzle were assessed by the visualized flow pattern using the Schlieren method and
measurements of the velocity distribution.

(1) By changing the number of the Su-pipes and the locations at which the Su-pipes close,
the deflection angle and circumferential position of the jet can be controlled. That is,
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vector control of the thrust of the supersonic jet can be performed with this new and
simple method and apparatus.

(2) This new fluidic thrust vector control method for supersonic jets is extremely simple
compared to other conventional methods that require control with additional devices,
such as secondary jets.

(3) In practical applications, it is conceivable that a computer-controlled solenoid valve
could be used to change the number of Su-pipes and the locations at which they close.

(4) When there is no fluid to be entrained by the jet, that is, when the surroundings are in
a vacuum state, the same type of control can be gained by blowing a small amountof
fluid from the Su-pipe.

The effects of the expansion angle and length of the Co-nozzle on jet deflection are
issues for further study.
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Nomenclature

Ae exit area of the Pi-nozzle
dic diameter of the Su-pipe
dis inlet diameter of the Co-nozzle
d0 diameter of the Pi-nozzle
F thrust
Lc length of the Co-nozzle
n number of Su-pipes
nb number of blowing Su-pipes
nc number of closing Su-pipes
Pa ambient pressure (atmospheric pressure)
Pe exit pressure of the Pi-nozzle
Ps static pressure
Pt total pressure
P0 supply pressure
Qc total blowing flow rate
r, r’ perpendicular directions of the x-axis, respectively (Figure 1)
s distance in the x-direction from the exit of the FC-nozzle
u velocity in the x direction
uc jet centerline velocity
x direction of jet flow (Figure 1)
α expansion angle of Co-nozzle
β jet deflection angle
ρ density of fluid (air)
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Abbreviations

Co-nozzle Coanda nozzle
FC-nozzle fluidic Coanda nozzle
Pi-nozzle pipe nozzle
SSU-jet supersonic under-expanded jet flow
Su-pipe suction pipe
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Abstract: The feasibility of regenerative cooling technology in scramjet engines has been verified,
while the heat transfer behavior involved in the process needs further study. This paper expounds
on the necessity of coupled heat-transfer analysis and summarizes its research progress. The results
show that the effect of pyrolysis on heat transfer in the cooling channel depends on the heat flux and
coking rate, and the coupling relationship between combustion and heat transfer is closely related
to the fuel flow rate. Therefore, we confirm that regulating the cooling channel layout according to
the real heat-flux distribution, suppressing coking, and accurately controlling the fuel flow rate can
contribute to accomplishing the optimal collaborative design of cooling performance and combustion
performance. Finally, a conjugate thermal analysis model can be used to evaluate the performance of
various thermal protection systems.

Keywords: scramjet; regenerative cooling; coupled heat transfer; pyrolysis

1. Introduction

Hypersonic vehicles are a major development direction for the aeronautic and astro-
nautic industries in the 21st century [1]. The constantly improved flight speed of hypersonic
vehicles must be accompanied by a sharp increase in aerodynamic heating [2]. Scramjet
is considered a promising power device for hypersonic vehicles because of its simple
structure and high specific impulse [3]. Fast and efficient combustion is an inevitable
prerequisite for the operation of scramjet engines [4]. However, the aerodynamic heating of
the approaching airstream and the combustion heat release of fuel will produce enormous
thermal loads, making scramjet engines endure severe thermal environment challenges
during flight [5]. Therefore, scramjet engines must rely on effective thermal protection
systems to ensure their operation stability. In particular, with the continuous increase in
the flight Mach number, thermal protection technology is highly coupled with the working
processes of the engine gas side and has become a technological bottleneck point limiting
the improvements in engine performance.

Regenerative cooling is widely used in liquid rocket engines as a thermal protection
technology, and its feasibility in scramjet engines has also been verified. For instance, the
regenerative cooling scramjet engine X-51A successfully flew for 140 s [6]. The working
process is that the pressurized fuel enters the cooling channel to remove the wall’s heat and
then injects it into the combustion chamber to complete the combustion [7]. This method
can not only cool the engine but also improves the performance of the scramjet [8]. The heat
transfer modes involved in regenerative cooling mainly include three modules: convection
and radiation heat transfer from the gas to combustion chamber inwall, heat conduction
of the combustion chamber structure, and convection heat transfer from the hot wall to
the coolant.

This paper summarizes the main characteristics of the regenerative cooling process
of a scramjet engine, expounds on the necessity of coupled heat-transfer analysis, and
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introduces the research progress of the coupled heat-transfer technology. Furthermore, the
main problems in the study of coupled heat transfer are discussed to provide a reference
for the optimization design and practical application of the thermal protection system of
the scramjet engine.

2. Necessity of Coupled Heat Transfer Analysis in Regenerative Cooling

The principal characteristics of the regenerative cooling process of a scramjet engine
are as follows:

(1) Fuel in the cooling channel operates in supercritical conditions, mainly to avoid heat
transfer deterioration due to phase change, which may lead to the failure of the
thermal protection system;

(2) After exceeding the pyrolysis temperature, the endothermic hydrocarbon fuel will
produce a pyrolysis reaction to form a mixture of small molecule gases, providing an
additional chemical heat-sink;

(3) Fuel composition and physical properties change dramatically during cooling due to
the combined action of endothermic and cracking reactions;

(4) Coking may occur during the endothermic pyrolysis of fuel, and the formation of
coking deposits will lead to heat transfer deterioration and even channel blockage;

(5) The change in fuel composition will also affect its combustion performance; in addi-
tion, the thermal environment of the combustor wall is determined by the combustion
performance and cooling efficiency.

Aiming at the thermal environment and the above characteristics of a scramjet en-
gine, scholars have carried out extensive research on aerodynamic heating, supersonic
combustion, and supercritical flow heat transfer. However, few studies that have jointly
considered these aspects. In terms of the heat transfer characteristics of supercritical fluid
in a cooling channel, most of the existing studies have used fixed heat flux boundary
conditions. However, the research by Zhao et al. [9] showed that the effects of constant
and variable heat flux on the pyrolysis process were different; they considered it necessary
to study the coupling mechanism of endothermic hydrocarbon fuel pyrolysis and heat
transfer under non-uniform heat flux. In the study of Han et al. [10], the influence of the
coupling effect on temperature results was more than 100 K, strongly supporting Zhao and
colleagues’ conclusion.

In summary, the coupled heat transfer mechanism in the combustor is crucial for
scramjet engines’ optimal collaborative design.

3. Research Progress of Regenerative Cooling Coupled Heat Transfer in Scramjet

According to the above analysis, the following discussion will include: the pyrolysis
heat transfer coupling in the cooling channel, the combustion and heat transfer coupling
in the combustion chamber, and the conjugate thermal analysis considering aerodynamic
heating in the regenerative cooling of scramjet engines.

3.1. Pyrolysis Heat Transfer Coupling in the Cooling Channel

Figure 1 [11] shows that the fuel in the cooling channel will undergo a chemical reac-
tion after the temperature exceeds the critical temperature, which will further affect the
flow and heat transfer process. For this coupling relationship and interaction mechanism,
Feng et al. [12,13] found that a chemical reaction boundary exists during the flow develop-
ment in a tube beside the velocity and temperature boundary layer; in addition, they also
established a one-dimensional framework to amplify the coupling relationship between
flow and pyrolysis reaction and defined the characteristic time to quantitatively describe
its coupling scale.
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Figure 1. The schematic of heat and mass transfer in the cooling channel [11].

From the perspective of flow characteristics, Jiang et al. [14] numerically analyzed
the effect of supercritical n-decane pyrolysis on heat transfer performances. The results
showed that the small molecular substances produced by pyrolysis reduced the overall
density, the diffusion capacity of fuel components was enhanced, and the inhomogeneity
of flow distribution was reduced. Lei et al. [15] analyzed the evolution process of coupled
heat transfer in pyrolysis from the perspectives of boundary layer development, turbulent
shear stress, and thermophysical properties. The results showed that the heat transfer
coefficient was positively correlated with the mass flow rate, negatively correlated with the
equivalent diameter, and nonlinearly correlated with the heat flux density. Meanwhile, the
effect of heat flux was related to the development of the thermal boundary layer and the
change of thermophysical properties caused by pyrolysis. Tian et al. [16] considered that
the pyrolysis reaction of RP-3 fuels could increase the velocity at the outlet of the channel
by three times. Moreover, Li et al. [17] quantitatively calculated the effect of the cooling
channel aspect ratio on heat transfer capacity. The results showed that the increase in the
aspect ratio improved the heat transfer performance of the main flow region. The heat
transfer coefficient at the aspect ratio of 5 was five times higher than that at the aspect ratio
of 3, and the wall temperature at the corner was increased by 4K.

Pyrolysis usually occurs first at high-temperature regions near the wall. Li et al. [18]
studied to what purpose this occurred and found that the effect of pyrolysis on heat transfer
was nonlinearly related to the variety of heat flux, which was related to the secondary
products produced by pyrolysis and the thermal boundary layer effect. The secondary
product influenced the fuel composition, causing an increase in viscosity, affecting the
thermal diffusivity, and thus reducing the Nusselt number. Meanwhile, the pyrolysis near
the wall caused dramatic changes in the radial distribution of the fluid, changed the thermal
properties in the boundary layer, and led to the deterioration of heat transfer. Tian et al. [11]
also obtained the same conclusion and elaborated from the perspective of hydrocarbon
fuel chemical heat sink, flow transition, and ultra-high wall temperature. They reported
that the pyrolysis reaction provided a chemical heat sink and accelerated the flow rate,
thereby reducing the fuel heating rate and wall temperature. At the same time, the mass
fraction of small molecule products increased along with the pyrolysis reaction, and the
risk of surface coking and carbon deposition also increased. In addition, Gong et al. [19]
numerically studied the effect of the secondary reaction on the heat transfer in reacting
flow and reported that the heat transfer efficiency reaches a maximum value with increased
hydrocarbon fuel conversion.

Jiao et al. [20,21] experimentally studied the pyrolysis heat-transfer coupling charac-
teristics of RP-3 flowing in a vertical upward tube at supercritical pressures in the context
of the buoyancy effect. The results showed that under the condition of high heat flux,
the buoyancy effect will lead to heat transfer deterioration which cannot be restored by
increased pressure. Pyrolysis promotes the heat transfer performance of fuel by doubling
the average thermal conductivity in the pyrolysis zone. Next, they focused on microscopic
heat-transfer behavior in the heat transfer deterioration and the cracked region by numeri-
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cal simulation. They considered that pyrolysis affected heat transfer by two mechanisms:
furnish heat absorption or deliver capacity through the endothermic (exothermic) chemical
reactions and modify fuel composition and physical properties. The two factors interact
and work together to produce different results in different regions. In addition, Li et al. [22]
studied the coupling effect of pyrolysis and flow heat transfer from the perspectives of
wall temperature distribution, thermal acceleration, n-decane mass fraction, streamline
characteristics, and vortex structure. The results showed that pyrolysis reduced the shear
stress and turbulent kinetic energy, reducing the velocity difference between the viscous
sublayer and the buffer layer, and increasing the near-wall temperature. From another
perspective, the high cracking in the near-wall region significantly reduces the density of
fuel components, increases the velocity in the boundary layer, and further reduces the wall
temperature. This means that thermal acceleration is beneficial to enhance heat transfer. In
addition, the vortex structure generated by pyrolysis also increases heat transfer.

It is worth noting that coking is often accompanied by pyrolysis, so it is necessary to
further consider coking in pyrolysis-coupled heat transfer. An experiment was conducted
by Wang et al. [23] to study the impact of the S-bend tube and mass flow rate on the
thermal cracking and coke deposition behavior of supercritical aviation kerosene RP-3.
When the outlet temperature of RP-3 was 600–700 ◦C, the conversion rate of the S-bend
tube was 9.3% higher than that of the straight tube, and the gas yield was also slightly
increased. This can be due to the secondary flow and Dean vortex formed by the bending
structure affecting the flow field structure. The dual effects of high temperature and low
speed promote thermal cracking in the core area of the S-bend tube. While the secondary
flow enhances the fuel mixing effect, it also increases the local resistance, making the coke
precursor easier to deposit near the wall and causing additional coking. On the other
hand, the increase in mass flow affects the fuel’s temperature, velocity, and turbulent
kinetic energy, thereby reducing the cracking conversion rate and coke deposition rate.
Furthermore, Zhang et al. [24] proposed a framework for 2D dynamic coking research by
simultaneously coupling the detailed pyrolysis model of n-decane that involved secondary
reactions with the MC-II coking model. Coking kinetics and their effect on flow and heat
transfer characteristics have been studied in depth. The results showed that the framework
established by dynamic mesh technology can better simulate the coking process and reflect
the uneven distribution of deposited coke. Maximum conversion of n-decane obtained
simultaneously was independent of the coking process. Finally, three penalties for coking
are summarized. The increase in the maximum temperature increases the risk of solid
structure breaking, the increase in thermal resistance decreases cooling performance, and
the decrease in flow cross-sectional area increases pressure drop.

3.2. Combustion and Heat Transfer Coupling in the Combustion Chamber

Due to the dual role of fuel in regenerative cooling technology, there is a highly
coupled relationship between fuel pyrolysis and combustion, which determines the heat
flux, wall temperature, and structural stress response of the combustion chamber wall, and
is critical to the design of thermal protection systems. To study this coupling relationship,
establishing a one-dimensional mathematical model with fast calculation is a relatively
easy solution. A typical one-dimensional model contains three modules of the heat transfer
process, as shown in Figure 2. Zhang et al. [25] evaluated the performance of active thermal
protection systems at different Mach numbers and equivalence ratios by the above model.
In addition, the performance of the active thermal protection system and the active–passive
combined thermal protection system is compared and analyzed. The results show that the
combined thermal protection system can effectively reduce the wall temperature of the
combustion chamber due to the role of the passive layer insulation material.
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Figure 2. Schematic diagram of one-dimensional coupled heat transfer model of hydrogen fuel
scramjet [25].

However, experimental studies can more realistically reflect this coupling relationship.
Taddeo et al. [26] designed a regeneratively cooled combustor to study pyrolysis-combustion
coupling and fuel-coking activity. Under the experimental conditions of ethylene as fuel
and air as oxidant, the effects of fuel mass flow and equivalence ratio as two command
parameters on the thermal environment of the combustion chamber were determined. The
characterization parameters included the heat flux between the burned gas and the inner
wall of the combustion chamber, the heat flux absorbed by the fuel in the cooling channel,
and the heat transfer efficiency of the combustion chamber. The experimental results
showed that when the first command parameters increased by 16–20%, the heat flux
density of the corresponding gas side increased by 20% and 28%, which was determined
by the equivalence ratio and pressure. The cooling side’s physical and chemical heat fluxes
were positively correlated with both command parameters. Similarly, the heat transfer
efficiency of the combustor also increased with the increase in the fuel mass flow rate and
changed nonlinearly with the increasing equivalence ratio, which means that there exists a
maximum value. In addition, the sensitivity analysis of two characteristic heat fluxes to
command parameters was performed. In the study of combustion conditions, it is found
that when the equivalence ratio is greater than 1, radiative energy transfer accounts for
more than thermal convection. The opposite is true when the equivalence ratio is equal to
1. Finally, the coking activity of ethylene was studied by monitoring the fuel pressure drop
in the cooling channel.

In addition, the thermo-fluid-solid coupling is noteworthy. Gopinath et al. [27] numer-
ically studied the three-dimension semi-couple transient fluid–thermal–structural response
of the metallic sandwich panel with a corrugated core during hypersonic accelerated
cruise-flight. The semi-coupled fluid–thermo–structural analysis methodology numerical
framework is shown in Figure 3. The thermo-structural loads are estimated by adopting a
high-speed gas-dynamic flow model bonded with Eckert’s reference temperature. Taking
the flight condition of Mach number 7 as an example, the coolant’s flow and heat transfer
characteristics are discussed, and the results of the directional displacement response of
sandwich plates with and without cooling are compared and analyzed. The results show
that the active cooling system not only improves the thermal protection capability by
70% but also reduces the bending deformation of the panel thermal structure response
by 90%. In conclusion, the defect in the coupling of the thermal load and the cooling
side is not considered in the method developed in this paper. Therefore, it is necessary to
further develop the research method of flow–thermal–structural bidirectional coupling.
To solve the problem of limited coolant for scramjet engines, Zhang et al. [28] proposed a
topology optimization design method for the fluid-structure correlation of regenerative
cooling channels to improve the overall heat transfer efficiency. The topology optimization
structure of the cooling channel adopts the variable density method and takes heat transfer
efficiency as the objective function. Under different heat flux distributions, the flow and
heat transfer processes in the structure are quantitatively analyzed. The results show that
the topological channel’s average wall temperature and pressure drop are reduced by
5.8% and 20.6%, respectively, and the uniformity of the hot wall temperature is increased
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twice. The reason is that the microchannel perpendicular to the mainstream direction can
distribute the inlet fuel to the adiabatic wall surface, thereby improving flow uniformity.
However, the backflow phenomenon at the inlet and the “capillary” zone near the outlet
will weaken the local heat transfer, resulting in a local high-temperature zone that needs
further study.

 
Figure 3. Numerical framework of the semi-coupled fluid–thermo–structural analysis methodol-
ogy [27].

3.3. Conjugate Thermal Analysis Considering Aerodynamic Heating

To evaluate the thermal state of the components of a scramjet engine, it is necessary to
comprehensively consider aerodynamic heating, combustion heat release, and cooling heat
transfer, which require conjugate thermal analysis. Han et al. [10] innovatively developed
a method for conjugate thermal analysis of regeneratively cooled scramjet engines. The
scheme uses the principle of energy conservation to iteratively calculate the aerodynamic
heating of the aircraft’s inner and outer surface, the internal combustion heat release and
structural thermal analysis, and the convective heat transfer of the coolant on the two interfaces.
Specifically, the external flow field of the aircraft was calculated under adiabatic and isothermal
boundary conditions. The aerodynamic heating of the scramjet surface was calculated by
the direct correction method and used as the input condition to solve the structural thermal
equation. Moreover, the additional heat load caused by the combustion phenomenon was
reflected by increasing the adiabatic surface temperature in the combustion chamber. In
addition, based on the assumption that the internal space of the aircraft is full of fuel and
saturated steam, the average temperature of its volume was estimated. Concomitantly, the
flow rate of n-dodecane in the cooling channel was calculated. The schematic diagram
of the thermal analysis scheme and the flowchart of conjugate heat transfer is shown in
Figures 4 and 5, respectively. Thus, the temperature fields of the outer surface of the
scramjet, the inner surface near the combustion chamber, the internal space, and the cooling
channel were obtained. Comparing the numerical results for Mach 6 at an altitude of
22.342 km, it was found that the coolant outlet temperature increased by up to 107 K after
considering the aerodynamic heating absorbed by the internal space from the thermal
structure. In some exceptional cases, however, cooling channels further heat the internal
space in a complex way.

Furthermore, based on the developed numerical calculation method, the appropriate
material can be selected subsequently according to the temperature of each component,
which can also be used as the basis for the relevant design parameters of the cooling
channel, such as the mass flow rate of the coolant, the inlet temperature and pressure,
and the geometric parameters of the channel. In addition, an appropriate arrangement of
payloads consisting of the internal system from a thermal point of view can be designed
based on the internal space temperature of the aircraft. In summary, the advantage of
conjugate thermal analysis is the ability to consider the coupling of all factors, which can
be an important reference for the optimal design of the thermal protection system of the
scramjet engine.
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Figure 4. Regimes considered for thermal analysis of X-51A-like aircraft [10]. (The purple marking
region in the figure represents the internal flow region of the engine including the cooling channel).

Figure 5. Flowchart of conjugate heat transfer [10].

4. Conclusions

This paper illustrates the necessity of research on coupled heat transfer of regenera-
tive cooling technology for scramjet engines and summarizes its research progress. The
following conclusions can be drawn:

(1) Pyrolysis in the cooling channel is not always conducive to heat transfer but is related to
the heat flux and coking rate. Therefore, it is worthy of further study to regulate the cool-
ing channel layout according to the actual heat flow distribution and suppress coking;

(2) The coupling relationship between combustion and heat transfer in the combustion
chamber needs more in-depth research to achieve the optimal collaborative design
of cooling performance and thrust performance. On the other hand, apart from
calculating the one-way thermal structure response, the two-way coupling of the
structure after thermal deformation and the flow field also needs to be explored;

(3) Further validating and improving the accuracy of the conjugate thermal analysis
model and using it to evaluate the performance of various thermal protection systems
can significantly save test and time costs.
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Abstract: The marine environment may change the force on the fluid and inevitably influence
bubble behavior and the two-phase flow in the reactor core, which are vital to the safety margin of a
nuclear reactor. To explore the effect of the marine motion on the flow and heat transfer features of
subcooled flow boiling in the reactor core, the volume of fluid (VOF) method is employed to reveal
the interaction between the interface structure and two-phase flow in the subchannel under rolling
motion. The variations of several physical parameters are obtained, including the transverse flow, the
vapor volume fraction, the vapor adhesion ratio, and the phase distribution of boiling two-phase flow
with time. Sensitivity analyses of the amplitude and the period of the rolling motion were performed
to demonstrate the mechanisms of the influence of the rolling motion. We found that the transverse
flow in the subchannel was mainly affected by the Euler force under the rolling motion. In contrast
to the two-phase flow in the static state, the vapor volume fraction and vapor adhesion ratio show
different characteristics under rolling motion. Additionally, the onset of significant void (OSV) point
changes periodically under rolling motion.

Keywords: rolling motion; subcooled flow boiling; transverse flow; subchannel; VOF

1. Introduction

An offshore floating nuclear plant combines a nuclear power plant and a floating
platform. Its flexibility is a huge advantage in energy supply. However, marine conditions
will change the force on the fluid and inevitably influence the two-phase flow, bubble
behavior, and void fraction in the reactor core, which are vital to the occurrence of boiling
crisis phenomena and the safety margin of the reactor core.

Various researchers have experimentally studied two-phase flow under rolling motion.
Yan et al. [1] investigated the interfacial parameters of an adiabatic bubbly flow in a narrow
rectangular channel under rolling conditions. The test section offsetting the rolling axis
was installed on the rolling platform. The rolling parameters were amplitudes from 10◦ to
30◦ and periods from 8 s to 16 s. There were no obvious differences among interfacial
parameters at the same position under inclined and rolling conditions. They deduced
that this is because the buoyancy induced by the rolling motion was far less than the
lateral component of the buoyancy induced by gravity. Tanjung et al. [2] experimentally
investigated the bubble behavior in the saturated pool boiling under rolling motion. The
test section was installed above and below the rolling axis. The rolling parameters were
amplitudes of 10◦ and 30◦ and periods of 10 s and 20 s. They found that the tangential and
centrifugal inertia force in the non-inertia frame significantly affected the bubble behaviors.
These forces had an opposite effect on the bubble behaviors when the relative positions
of the test section and the rolling axis were different. Hwang et al. [3] carried out an
experiment on the subcooled flow boiling in a circular tube. The test loop was installed
below the rolling axis. The rolling parameters were amplitudes from 15◦ to 40◦ and periods
from 6 s to 18 s. The effect of the rolling motion on the critical heat flux was weak when the
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period was above 6 s. Compared with the static state, the critical heat flux under the rolling
motion was higher than the static state for the high pressure of 24 bar, while it was affected
by the mass flux and the rolling amplitude for the low pressure. Li et al. [4,5] conducted
a visualization experiment to study bubble behaviors of a subcooled flow boiling under
rolling motion. The test section was a narrow rectangular channel with a single-heated
surface. The test loop offsetting the rolling axis was installed on the rolling platform. The
rolling parameters were amplitudes from 8◦ to 16◦ and periods of 10 s to 15 s. The effects of
additional force, variations in local pressure, and flow rate oscillation on bubble behavior
were analyzed. They found that the rolling motion changed the parameters of bubbles due
to the variation in the local pressure drop.

The conclusions of the above studies do not coincide or even contradict each other on
the effect of rolling motion for the following three reasons. Firstly, the working conditions
and the structure of the test section are widely varied. These factors (the adiabatic vs.
boiling two-phase flow, or the narrow rectangular vs. circular channel) have different
effects on the flow and characteristics, not to mention the effect of the rolling motion.
Secondly, the fictitious force on the bubble varied with the positions of the rolling axis and
the test section and may have an opposite effect on the bubble behavior and trajectory.
Thirdly, the effect of the rolling motion on the test section was hardly separated from the
effects of pressure or mass variations arising from the test loop, which is also under the
rolling motion.

Experimental research is difficult to conduct for extremely detailed phenomena such
as bubble behaviors. Recently, the investigation of two-phase flow by numerical methods
was developed with the improved multiphase flow model and affordable computing power.
The CFD techniques can provide detailed spatial and temporal distributions of various
parameters [6–8]. The numerical methods for two-phase flow can be divided into two
branches according to whether the interface between immiscible fluids is tracked or not.
In the present study, the vapor and liquid are well separated for the flow boiling in the
reactor core. Moreover, the interface structure plays a key role in the two-phase flow and
heat transfer, which may differ from the existing literature conclusions due to the coupling
of the phase change and the marine motion [9]. Consequently, the interface-tracking
method is the only feasible and viable choice for this research. The VOF method has a clear
advantage of intrinsic mass conservation among the typical interface-tracking methods.
The numerical simulation of the flow boiling with high inlet subcooling in the reactor core
can be accomplished with a combination of the mass transfer model called the Lee model.

The behavior of isolated bubbles in the pool boiling [10,11] and flow boiling has been
investigated using the VOF model. Only the natural convective flow needs to be considered
in the former condition. The deformation and trajectory of an isolated bubble in the latter
condition are more complicated, owing to the interaction between the bubble and the
forced flow. Bahreini et al. [12] and Jeon et al. [13] simulated the subcooled flow boiling
with a uniform and a linear inlet velocity profile. Bahreini et al. suggested that the bubble
shape was different between the two cases because the inertial force of the surrounding
liquid changed. Jeon et al. found that the condensing bubble finally changed into an
ellipsoidal shape while the adiabatic bubble changed into a wing shape. Guo et al. [14]
and Cheng et al. [15] simulated the growth of a single bubble in the subcooled flow
boiling and investigated the effect of the microlayer during the bubble ebullition. The
microlayer contributed greatly to the increase in the heat transfer coefficient, and 30% of the
evaporation occurred in the microlayer. Pattamatta et al. [16] and Liu et al. [17] investigated
the interaction of two and three bubbles in a rectangular channel. Pattamatta et al. found
that the coalescence time was shorter when the downstream bubble was smaller than the
upper one. In the study of Liu et al., the random perturbation of the upper bubble would
accelerate the condensation of the lower bubble.

In the actual flow boiling process, the growth process and the interaction of bubbles
are quite different from those of isolated bubbles, which essentially affect the two-phase
flow regime and the heat transfer pattern. Lee et al. [18] simulated the subcooled flow
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boiling in a rectangular channel with two opposite heated surfaces. The bubble was less
spherical for a larger inlet velocity. In addition, the large bubble broke into small bubbles in
the downstream region due to the shear stress induced by larger velocity. Kuang et al. [19]
and Yin et al. [20] investigated the flow boiling in an intermediate-diameter tube under
low heat and mass flux. The slug bubbles were unstable in the upper section and likely
broke into churn slugs or churn froth. They suggested that the heat transfer coefficient
was dominated by the nucleate boiling under the given geometry and working conditions.
Devahdhanush et al. [21] compared two-phase interfacial behavior for the flow boiling in
macro- and micro-channels. The heat transfer performance of micro-channels was better
than that of macro-channels. However, bubbles in the micro-channel tended to grow in
the radial direction and occupied the entire flow area. This increased the possibility of
two-phase choking. Darshan et al. [22] found that the boiling performance in the dimpled
tube is better than that in the plain tube because the cavities on the heated surface promoted
the initiation of bubble nucleation and contributed to the increase in nucleation sites. In
addition, the departure frequency in the dimpled tube was larger than that in the plain
tube. Zhuan et al. [23] and Yang et al. [24] studied the flow boiling in the horizontal straight
and coiled tube. Zhuan et al. claimed that the bubble behavior significantly affected the
transition of two-phase flow patterns. Yang et al. pointed out that the physical field in
the tube bend differed from that in the straight section under the effects of buoyance and
centrifugal force.

Several studies focused on the subcooled flow boiling under the marine environment
using the VOF model. Amidu et al. [25] investigated the subcooled flow boiling in an
inclined rectangular channel with a single-heated surface facing downward. The bubble
was attached to the heated surface due to the buoyancy effect. Then, it slid along the
surface under the drag force induced by the surrounding liquid. Bahreini et al. [26]
and Lee et al. [27] studied the flow boiling in a rectangular channel under microgravity
conditions. In their study, larger bubbles formed in the microgravity case than in the
normal gravity case. However, the variation in bubble size had a contrary effect on the
heat transfer. Bahreini et al. indicated that lateral coalescence of bubbles enhanced the
heat transfer. On the contrary, Lee found larger bubbles coalesced into the vapor blanket,
and the heat transfer deteriorated. Wang et al. [28] simulated the pool film boiling at a
horizontal plate heater under different gravity magnitudes and inclination angles. The
result showed that bubble departure diameter increased with the decreasing gravity. The
heat flux increased with the inclination angle, and this was because bubbles moved along
the heated surface and disturbed the flow. Wei et al. [29] compared the subcooled flow
boiling in the static and swing cases. They concluded that the bubble shape was similar
while the bubble distribution was different because of the variation in mass flow rate.

In summary, the coupling of multiple factors has a complex effect on bubble behaviors.
Firstly, the hydrodynamics vary with the structure of the channel. Secondly, the bubble
structure and the mechanism of the boiling crisis are strongly related to the working
conditions. Thirdly, in addition to the orientation of the heated surface, the transient body
force induced by marine motion also affects the two-phase flow in the heated channel. All
these factors must be satisfied to investigate the effect of marine motion on the two-phase
flow in the reactor core. However, little research has been carried out in this regard.

The main purpose of this study was to analyze the effect and mechanism of the rolling
motion on the boiling two-phase flow in the subchannel. We established a numerical
model to simulate the flow boiling with high heat flux and inlet subcooling in the sub-
channel by the VOF approach. This model was validated for the static case, and a mesh
independence study was performed. In the present study, the tendency of the transient
physical parameters and distributions, including the transverse velocity, the vapor volume
fraction, the vapor adhesion ratio, and the phase distribution, are described along the
heated channel. The cause and effect between these physical parameters and the rolling
motion are discussed. Moreover, a sensitivity analysis was carried out to demonstrate
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how the rolling motion amplitude and period affect the bubble behavior of subcooled flow
boiling in the subchannel.

2. Computational Methods

2.1. Governing Equations

The capability of the VOF model with the Lee model to predict the subcooled flow
boiling has been demonstrated in the published literature. In this study, a three-dimensional
computational model is established to simulate the two-phase flow in the subchannel by
combining the VOF model and the Lee model. In the VOF method, the liquid–vapor
interface can be tracked transiently. Liquid and vapor are considered as individually
immiscible and incompressible phases. In each control volume, the volume fractions of
liquid and vapor phases sum to unity, and only the latter αv is solved.

∂

∂t
(αvρv) +∇ ·

(
αvρv

→
v
)
=

.
mlv − .

mvl (1)

The mass source term on the right-hand side of Equation (1) represents the mass
transfer due to the phase change. The interface is calculated by the geometric reconstruction
scheme. The velocity field solved by the momentum equation, Equation (2), is shared by
both the liquid and vapor phases.

∂

∂t

(
ρ
→
v
)
+∇ ·

(
ρ
→
v
→
v
)
= −∇p +∇ ·

[
μ

(
∇→

v +∇→
v

T
)]

+ ρ
→
g +

→
Fs (2)

The surface tension force
→
Fs is modeled by the continuum surface force (CSF) model

proposed by Brackbill et al. [30], in which the wall adhesion effect is considered. In the
present study, the surface tension coefficient and the contact angle are 5.4943 × 10−3 and
90◦, respectively. The energy equation is given by

∂

∂t
(ρE) +∇ ·

(→
v (ρE + p)

)
= ∇ · (k∇T′′ ) + Sh, (3)

where E is a mass-averaged variable:

E =
αvρvEv + αlρlEl

αvρv + αlρl
. (4)

The energy for vapor phase, Ev, is given by

Ev= cp,vT′′ − p
ρv

+
v2

2
. (5)

The energy for liquid phase, El, is given by

El= cp,lT′′ − p
ρl

+
v2

2
. (6)

For a computation cell full of liquid or vapor, the material properties of the working
fluid are piecewise linear functions of temperature, which are obtained from the NIST
Chemistry WebBook website [31]. For a computation cell that contains both liquid and
vapor, the material properties are volume fraction-averaged values. For instance, the
density is represented as

ρ = αvρv + (1 − αv)ρl. (7)

The phase change process is accomplished by the Lee model. The difference between
the local and saturated temperatures determines whether the phase change occurs. There-
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fore, the nucleation can be simulated in the saturated phase without pre-existing interfaces.
In the Lee model, the mass transfer rate depends on the below temperature regime.

.
mlv = βlαlρl

(
T′′

l − T′′
sat

)
T′′

sat
(8)

.
mvl = βvαvρv

(
T′′

sat − T′′
v
)

T′′
sat

(9)

In the current work, the empirical coefficients βl and βv are set as 160 s−1 and 100 s−1,
respectively. The heat transfer rate is obtained by multiplying the mass transfer rate by the
latent heat, a constant of 1019.4 kJ/kg.

The realizable k-ε turbulence model with the standard wall function is adopted in
this simulation, considering the high Reynolds number flow and secondary flow in the
subchannel. The mesh generation uses the ICEM CFD software. The results of four meshes
with different cell sizes in the near-wall region are compared with the experimental result.
The mesh with a total number of 8.30 million is adopted.

The numerical calculation is implemented by the Fluent v18.2 software. The pressure
term is interpolated by the PRESTO! scheme. The pressure–velocity coupling is treated with
the PISO scheme. The least square cell-based method is used for gradient discretization.
The numerical convergence has been performed in a prior study.

2.2. Computational Domain and Boundary Conditions

Coolant flows through the subchannels formed between the fuel rods to remove heat
from the reactor core. The rod bundles can be subdivided into rod-centered or coolant-
centered subchannels. In the present study, a coolant-centered subchannel arranged in a
square array is selected as the computational domain. The rod diameter and pitch distance
are 9.5 mm and 3.1 mm, respectively. The heated length is 1.555 m. A rectangular region is
connected to each rod gap, making the computational domain identical to the test section.
This region is in the shape of 1.55 mm × 3.1 mm and is referred to as a connected area
(Figure 1a). Given that the structure of the channel affects the hydrodynamic characteristics,
we investigate the effect of the marine environment in isolation from the cross-flow between
subchannels and the secondary flow due to the spacer grid.

The two-phase flow phenomena in different regions of the subchannel are discussed
in Section 3. For convenience, these regions are defined as follows (Figure 1b,c). CS-H1
represents the cross-section which is H1 from the inlet. The flow domain between CS-H1
and CS-H2 is Domain H1-H2. It is divided into four quadrants numbered anticlockwise.
The northeast one is Quadrant-1 (of Domain H1-H2). Segment H1-H2 includes all the
heated surfaces and rectangular unheated surfaces adjacent to them in Domain H1-H2. The
northeast one is Wall-1 (of Segment H1-H2).

The boundary conditions are set according to No.1.2211 of the subchannel test in
NUPEC PSBT [32]. This working condition of this test is close to that of the normal
operation of the pressurized water reactor (PWR). The test is performed under the pressure
of 14.72 MPa. The heating power is 90 kW. The inlet temperature and the mass flux are
568.55 K and 3030.6 kg/

(
m2·s), respectively. The boundary conditions are shown in Table 1.

Curved surfaces representing fuel rods are heated with consistent heat flux. The three
surfaces around a connected area are unheated.

Table 1. Boundary conditions.

Position Boundary Condition Parameter and Value

Inlet Velocity inlet αv = 0, vx = vy = 0, vz = 4.13 m/s, T′′ =568.55 K
Heated wall No-slip wall ∂αv

∂
→
n
= 0, vx = vy = vz = 0, k ∂T′′

∂
→
n

= 1939.3 KW/m2

Unheated wall No-slip wall ∂αv

∂
→
n
= 0, vx = vy = vz = 0, k ∂T′′

∂
→
n

= 0
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Figure 1. Computational domain. (a) Subchannel; (b) domain and quadrant; (c) segment and wall.

2.3. Marine Motion

The sliding mesh model (SMM) is used to model the subchannel moving under marine
motion. In the SMM, the boundaries of the subchannel and cells in the flow domain move
together in a rigid body motion. The shape of each cell is unchanged. The node of the cell
is a function of time and is updated in each time step. Therefore, the governing equations
are written as

∂

∂t
(αvρv) +∇ ·

(
αvρv

(→
v − →
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))
=

.
mlv − .

mvl, (10)
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)
= ∇ · (k∇T′′ ) + Sh, (12)

where
→
vm is the velocity of the moving boundary and the cells.

In the present study, the marine motion is simplified to the rolling motion following
the trigonometric function. In the rolling motion, angle θ at time t is defined by

θ(t) = θm sin
(

2π

T
t
)

, (13)

where θm and T are the amplitude and the period, respectively. Then, the angular velocity
ω and the angular acceleration ε can be given as

ω(t) =
.
θ =

2π

T
θm cos

(
2π

T
t
)

, (14)

ε(t) =
..
θ = −4π2

T2 θm sin
(

2π

T
t
)

. (15)

The y-axis of the reference frame S is the rotational axis of the rolling motion. At
the beginning of the rolling motion, the subchannel starts to rotate from the equilibrium
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position, i.e., the vertical position, to the extreme position in the negative direction of the
x-axis.

A non-inertial reference frame S′ with axes x′, y′, and z′ is established for the conve-
nience of presenting and analyzing the results. The origin is located at the center of the
inlet (the red one in Figure 1). The non-inertial frame S′ is attached to the subchannel under
rolling motion. The y′-axis coincides with the y-axis. The z′-axis is parallel to the flow
direction. Viewed from the frame S, the frame S′ rotates with the angle θ. For a particle in
the rotating frame S′, Newton’s second law is given by

m
→
a
′
=

→
F +

→
Fτ +

→
Fn +

→
Fc. (16)

Three further terms called fictitious forces are added to the right-hand side of New-
ton’s law of motion. The three forces are the Euler force, the centrifugal force, and the
Coriolis force, →

Fτ = m
→
aτ = −m

→
ε ×→

r , (17)
→
Fn = m

→
an = −m

→
ω ×

(→
ω ×→

r
)

, (18)

→
Fc = m

→
ac = −2m

→
ω ×→

v
′
, (19)

where
→
v
′

is the velocity of the particle in the frame S′.

2.4. Validation of the Numerical Model

We validated the numerical model by comparing the numerical prediction with the
experimental data for the void fraction in the static case. The experiment performed by
NUPEC consists of a series of void measurements using full-size mock-up tests for PWRs.
Part of the experimental database has been made available for the OECD/NRC PSBT
benchmark to validate numerical models. The working condition of run No.1.2211 of the
experiment is closest to that of the normal operation of the PWR among the subchannel
tests. Therefore, the experimental data of this run are selected for the validation of the
numerical model. Additionally, the cross-sectional void fraction at a given elevation was
the only data provided in the subchannel test.

A mesh independence study is performed using four different numbers of mesh cells.
The numerical predictions for the cell numbers of 8 million and 10 million deviate from
the experimental data by 11.9% and 10.4%, respectively (Figure 2). Given the complex two-
phase flow behavior, the mesh with around 8 million cells is selected to provide accuracy
with minimum computing time.

Figure 2. Numerical validation and mesh independence study.
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3. Results and Discussion

The results of a rolling case and a static case are compared at first to discuss the two-
phase flow features under rolling motion. It should be pointed out that the amplitude and
the period of the rolling case mentioned above are 15◦ and 3 s, respectively. A sensitivity
analysis of the amplitude and the period is carried out in Section 3.2 based on the discussion
in Section 3.1.

In this section, the result of rolling cases is calculated in the non-inertial frame S′ and
presented within the time of a period. The time is in the range of 0 to T. A notable exception
is that t = −T/6. It means the time that is T/6 before the beginning of the rolling motion
in a period.

3.1. Effect of Rolling Motion
3.1.1. Transverse Flow

The secondary flow is classified into two kinds by the physical mechanism [33]. Sec-
ondary flows of the first kind, driven by pressure, occur in both laminar and turbulent flows.
Secondary flows of the second kind due to the non-isotropic Reynolds stress distribution
only occur in turbulent flow in straight pipes of a noncircular cross-section. In the present
study, these two kinds of secondary flows both exist under the effect of cross-section,
boiling, and rolling motion. This flow perpendicular to the main direction of fluid motion
is referred to here as transverse flow. Figure 3 depicts the transverse velocities on the x-axis
(x′-axis) of CS-1.10 m, CS-1.20 m, CS-1.30 m, and CS-1.40 m. The transverse velocities on
the y-axis (y′-axis) are shown in Figure 4.

The transverse velocities in all the cross-sections are nearly constant with time under
static state. The profiles of the transverse velocity on the x-axis and the y-axis are similar
and feature two peaks. The transverse velocities are almost zero in the middle of the
cross-section, whereas they reach the peaks in the rod gap. The transverse velocities in the
rod gap increase with the height of the cross-section.

The transverse velocities under rolling motion differ significantly from those under static
state. They change periodically. Firstly, transverse velocity profiles at the beginning of the
period (Figures 3b and 4b) are almost the same as those at the end (Figures 3f and 4f). Secondly,
the profiles of the transverse velocity on the x′-axis at the moments t and t + T/2 are
symmetric with respect to the y′-axis. Thirdly, when the subchannel is in the equilibrium
position, which is the same as that under static state, the transverse velocity under rolling
motion is far more than that under static state, especially in the middle of the cross-section
(Figure 3b,d).

The above-mentioned transverse flow is induced mainly by boiling and rolling motion.
The liquid subcooling is too high to permit bubble nucleation near the subchannel inlet.
The heat transfer regime is forced convection. With increasing height, boiling initiates when
the liquid in the vicinity of the heated surface reaches saturated. Mass transfer between the
liquid phase and the vapor phase and the disturbance of bubbles lead to transverse flow
inside the subchannel.

Under static state, due to the symmetrical geometry of the subchannel, the transverse
velocity fields at the cross-sections are axially symmetrical with two vortices rotating
reversely in the rod gaps (Figure 5a), with a sketch of the subchannel in the lower left
corner). A similar transverse flow field is also obtained in Bieder et al.’s study [34]. Further
downstream, the nucleate boiling intensifies, and the transverse velocity increases. The
nucleate boiling occurs only in the vicinity of the heated surface while the bulk liquid is
still subcooled. As a result, there is almost no transverse flow at the cross-section center
under static state. Moreover, flow and heat transfer in the subchannel are stable, and the
transverse flow is independent of time.

Boiling will promote the transverse flow of fluid, whereas rolling motion has a pre-
dominant role under rolling motion. The formation and evolution of the transverse flow
under rolling motion are interpreted with the transverse flow fields.
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Figure 3. Transverse velocity profiles on the x-axis (x′-axis). (a) Cross-section of the subchannel;
(b) t = 0; (c) t = T/4; (d) t = T/2; (e) t = 3T/4; (f) t = T.

When the subchannel rotates anticlockwise to the equilibrium position, the angular
acceleration is negative (Figure 5b), and the Euler force on the fluid is positive along the
x′-axis (Equation (11)). Meanwhile, a region consisting of the middle of the cross-section
and the two gaps around the x′-axis is free of wall impediment. Fluid in this open region
flows along the x′-axis to the positive direction under the action of the Euler force, and two
secondary vortices of the reverse direction emerge at the cross-section (Figure 5c). On the
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negative side of the x′-axis, the transverse velocity induced by boiling and rolling motion is
in the opposite direction. Therefore, the secondary vortex on the negative side of the x′-axis
is weakened by the rolling motion and smaller than that under static state. On the positive
side of the x′-axis, the secondary vortex induced by boiling merges into that induced by
rolling motion because of the same direction.

Figure 4. Transverse velocity profiles on the y-axis (y′-axis). (a) Cross-section of the subchannel;
(b) t = 0; (c) t = T/4; (d) t = T/2; (e) t = 3T/4; (f) t = T.
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Figure 5. Transverse flow field. (a) Static case; (b) angular acceleration of the rolling case; (c) rolling
case t = −T/6; (d) rolling case t = 0; (e) rolling motion t = T/6; (f) rolling case t = T/4; (g) rolling
case t = T/3; (h) rolling case t = T/2.
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When the subchannel reaches the equilibrium position (t = 0), the Euler force de-
creases to zero. The transverse velocity in the middle of the cross-section reaches the
maximum, far more than that under static state, whereas the secondary vortices in the
middle still prevail at the cross-section (Figure 5d). The maximum transverse velocity
on the x′-axis occurs in the vicinity between Rod-2 and Rod-3 due to the promotion of
boiling. Under the effect of boiling and rolling motion, transverse flow in the connected
area comes up. However, the velocity profiles differ between the two sides of the x′-axis
due to the combined effect of boiling and rolling motion. On the two sides of the y′-axis,
the transverse velocity is slightly greater than that under static state, but rapidly decreases
to zero near the middle of the secondary vortices.

Then, the subchannel rotates anticlockwise to the extreme position. The angular
acceleration is positive during this process, and the Euler force on the fluid is negative
along the x′-axis. Transverse velocity around the x′-axis decreases gradually and then
increases reversely, and new secondary vortices emerge (Figure 5e). In the meantime,
transverse velocity around the positive and negative sides of the y′-axis also decreases
gradually, and the effect of boiling on the transverse flow field comes into view gradually.

When the subchannel reaches the extreme position (t = T/4), the Euler force increases
to its maximum. The transverse flow field is similar to that under static state (Figure 5f).
However, the transverse velocity at this time is far less than that at the other moments in
the rolling motion process. The transverse velocity around the negative side of the x′-axis
is strengthened due to the same direction of the transverse flow induced by boiling and
rolling motion. In contrast, the transverse velocity around the positive side is weakened
due to the opposite direction. Consequently, transverse velocity on the x′-axis decreases
along the positive direction. The rolling motion almost does not affect the transverse flow
around the positive and negative sides of the y′-axis. Two secondary vortices are formed in
the rod gap, and the transverse velocity profile is the same as that under static state.

Next, the subchannel changes to rotate clockwise from the extreme position to the
equilibrium position. During this process, the angular acceleration and the Euler force on
the fluid still point to the x′-axis in the positive and negative directions, respectively. The
transverse velocity in the middle of the cross-section increases, and two secondary vortices
of reverse direction emerge (Figure 5g). When the subchannel reaches the equilibrium
position (t = T/2) again, the Euler force is zero, and the transverse velocity in the middle
of the cross-section increases to its maximum. The two transverse velocity profiles on the
x′-axis are symmetrical around the axis of x′ = 0 (Figure 5h).

The evolution of the transverse flow during the next half period is similar to those
during the above-mentioned first half period.

3.1.2. Vapor Volume Fraction

Transverse flow under static state is very different from that under rolling motion, as
is vapor volume fraction in the two-phase domain. Tendencies of vapor volume fraction in
the domain are shown in Figure 6a, in which the vapor volume fraction is the area-averaged
value in each domain of 0.10 m height. The results in four domains from CS-1.00 m to
CS-1.40 m are displayed. At any moment, the vapor volume fraction increases along the
flow direction in the static and the rolling cases. However, the tendencies of the vapor
volume fraction are different. The vapor volume fraction in each domain is constant under
static state, whereas it oscillates under rolling motion. The period of vapor volume fraction
under rolling motion is almost half that of the rolling motion. Moreover, vapor volume
fraction under rolling motion is always greater than that under static state for each domain.

Under static state, the vapor volume fraction in Quadrant-1 and Quadrant-2 are
constant and approximately equal to each other (Figure 6b,d). The tendency of vapor
volume fraction in each quadrant features a similar pattern to that of the whole domain.
The vapor volume fraction increases along the flow direction in both quadrants. Under
rolling motion, the tendency of the vapor volume fraction in each quadrant differs from that
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in the whole domain (Figure 6c,e). In each domain, vapor volume fraction in both quadrants
oscillates with the period equal to that of rolling motion but is in phase opposition.

Figure 6. Instantaneous vapor volume fraction. (a) Domain; (b) Quadrant-1 in the static case;
(c) Quadrant-1 in the rolling case; (d) Quadrant-2 in the static case; (e) Quadrant-2 in the rolling case.

The difference in vapor volume fraction between the static and rolling case is primarily
attributed to the difference in transverse flow field. The transverse flow fields in both
the quadrants are similar and constant with time under static state, whereas they differ
significantly and oscillate periodically under rolling motion. The reason is explained below
in chronological order.

The transverse flow pattern at the cross-section remains the same during the process
when the subchannel rotates anticlockwise to the equilibrium position. Highly subcooled
bulk fluid flows successively by Rod-1 and Rod-2, and the fluid temperature nearby Rod-1 is
lower. As a result, the vapor volume fraction in Quadrant-1 is far less than that in Quadrant-
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2 when the subchannel is in the equilibrium position (t = 0), when t = Δt0. The vapor
volume fraction in Quadrant-1 and Quadrant-2 reaches the minimum and the maximum,
respectively. After that, the subchannel continues to rotate anticlockwise, and the transverse
flow field begins to reverse. A portion of the bulk fluid and fluid in the connected area
flow to the vicinity of Rod-2. Bubbles in Quadrant-2 condense quickly, leading to vapor
volume fraction decreases therein. A portion of the bulk fluid still flows to the vicinity of
Rod-1. However, the flow rate decreases with time, and the vapor volume fraction increases
therein. When the subchannel reaches the extreme position (t = T/4), the vapor volume
fractions in Quadrant-1 and Quadrant-2 are approximately equal to their values under
static state. After that, the subchannel rotates clockwise, and the transverse flow pattern
at the cross-section does not change after t = T/3 (Figure 5g,h). Highly subcooled bulk
fluid flows successively by Rod-2 and Rod-1, and the bulk fluid temperature nearby Rod-1
is higher. As a result, the vapor volume fraction continues to decrease in Quadrant-1 and
increase in Quadrant-2.

The tendencies of vapor volume fraction in both quadrants in the next half period
reversed those in the above-mentioned first half period.

Noteworthy, in the rolling case, the vapor volume fraction in Quadrant-1 and Quadrant-
2 oscillates around that under static state and is in phase opposition. The summation of
the vapor volume fraction in each quadrant, i.e., the vapor volume fraction in a domain, is
equal to or greater than that in the static case. This is because the increment under rolling
motion is larger than the decrement all the time. Especially in Domain 1.0–1.1 m, the vapor
volume fraction in each quadrant is equal to or greater than that under static state due to
the lower position where the boil begins.

3.1.3. Vapor Adhesion Ratio

For subcooled flow boiling in the subchannel, the vapor volume fraction remains
small in the computation domain and typically no more than a few percent. However,
the bubbles adjacent to the wall may crowd sufficiently, and a growing bubble layer may
form eventually. The departure from nucleate boiling (DNB) occurs without a sustained
macroscopic contact between the liquid and the surface, even though the bulk flow in the
subchannel may still be highly subcooled. Predictions of the vapor volume fraction and
vapor adhesion are essential. The vapor adhesion ratio at the wall can be defined as

R =

∫
vapor dA∫
wall dA

(20)

The denominator denotes the area of the wall, and the numerator denotes the area of
the wall covered with vapor.

The tendencies of the vapor adhesion ratio at the wall are shown in Figure 7a. The
vapor adhesion ratio is an area-averaged value at the wall, including both the heated
and unheated surface in each domain 0.1 m high. It is defined in this way because the
bubbles can not only be formed adjacent to the heated surface but also be pushed to the
unheated surface. The vapor adhesion ratios increase along the flow direction under both
static and rolling cases. The vapor adhesion ratio of Segment 1.00–1.10 m under rolling
motion is greater than that under static state, whereas the vapor adhesion ratio of Segment
1.10–1.40 m is lower than that under static state.

For the static case, all the walls have axial symmetry, and the vapor adhesion ratio at
them is identical and stable (Figure 7b,d). For the rolling case, the vapor adhesion ratios at
both walls oscillate with a period equal to that of rolling motion (Figure 7c,e). Interestingly,
the vapor adhesion ratio at Wall-2 is essentially constant when the vapor adhesion ratio at
Wall-1 decreases or increases, and vice versa.

The vapor adhesion ratio at each wall increases along the flow direction. The effect
of the transverse flow on the vapor adhesion ratio is slight at the lower position (Segment
1.00–1.20 m) under rolling motion. In Segment 1.00–1.10 m, the variation in the vapor
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adhesion ratio with time can be divided into three phases on both walls: increase, constant,
and decrease. Furthermore, the vapor adhesion ratios under rolling motion are always
greater than those under static state on both walls. They oscillate with the period half as
much as that of rolling motion. In Segment 1.10–1.20 m, the vapor adhesion ratios under
rolling motion on both walls oscillate around that under static state.

Figure 7. Instantaneous vapor adhesion ratio. (a) Segment; (b) Wall-1 in the static case; (c) Wall-1 in
the rolling case; (d) Wall-2 in the static case; (e) Wall-2 in the rolling case.

The tendencies of the vapor adhesion ratio are different at the upper position (Segment
1.20–1.40 m) due to the combined effects of the vapor volume fraction and the transverse
flow. At the beginning of rolling motion (t = 0), the vapor adhesion ratio at Wall-1
is less than that under static state due to transverse flow. Then, it gradually increases
to approximately the value under static state when the subchannel reaches the extreme
position (t = T/4). After that, the incoming fluid temperature in the vicinity of Rod-1
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begins to increase, and more fluid reaches saturated to boil. In the meantime, the vapor
volume fraction in Quadrant-1 and the vapor adhesion ratio at Wall-1 increase.

When the subchannel rotates anticlockwise from the extreme to the equilibrium po-
sition, the vapor volume fraction in Quadrant-1 increases continuously, and bubbles on
the heated surface shift along the transverse flow. Finally, a great quantity of bubbles
accumulate near the boundary between the heated surface and the unheated surface by
the entrainment and flush of transverse flow. The vapor layer thickness increases as the
vapor volume fraction increases, while the vapor adhesion ratio is constant (Figure 7d).
The subcooled fluid in the middle of the cross-section and the gap between Rod-1 and
Rod-2 flows to Rod-1 after the subchannel reaches the equilibrium position (t = T/2). The
vapor volume fraction in Quadrant-1 decreases gradually. The bubbles, far from the heated
surface in the boundary between the heated surface and the unheated surface, are apt to be
affected by transverse flow and begin to condense. Therefore, the maximum vapor layer
thickness at Wall-1 decreases while the vapor adhesion ratio is constant.

When the subchannel reaches the extreme position again (t = 3T/4), the transverse
velocity in the vicinity of Rod-1 begins to increase. After that, the vapor volume fraction
in Quadrant-1 decreases gradually. The bubbles shift to the center of the heated surface
slowly, which leads to the decrease in the vapor adhesion ratio at Wall-1.

The tendencies of the vapor adhesion ratio at other walls follow the same pattern as
that at Wall-1. In conclusion, although the vapor volume fraction under rolling motion is
always higher than that under static state at the upper position of the flow domain, the
transverse flow tends to cause bubble accumulation, and the vapor adhesion ratio is less
than that under static state all the time.

3.1.4. Phase Distribution

For PWRs at normal operation, local boiling occurs at a higher elevation of the reac-
tor core. Vapor bubbles grow attached to the fuel rod while the bulk flow is still highly
subcooled. As the height increases, multiple bubbles coalesce to form thin and discon-
tinuous vapor layers. Therefore, the flow pattern in the present study is quite different
from that in saturated boiling. In addition, the phase distribution in the subchannel is
significantly different from that in the circular and rectangular tubes under the effect of the
geometrical configuration.

The vapor–liquid phase distribution in Quadrant-1 is shown in Figure 8. Only the
vapor phase is shown in the figure, with color indicating the perpendicular distance
between the interface and the heated surface. The region inside the black dashed line is the
heated surface. The regions between the continuous and dashed lines are the rectangular
unheated surfaces adjacent to the rod.

Flow and heat transfer in the subchannel are stable under static state. The OSV occurs
around CS-1.05 m. Even though the heat flux of the fuel rod is uniform, fluid along both
sides of the heated surface reaches saturated earlier under the effect of the channel sectional
configuration (Figure 8a).

As the height increases, fluid along both sides and the center of the heated surface
begins to boil (Figure 8b). The bubble is not the typical sphere but is long and narrow
due to the transverse flow (Figure 5a). The fluid near the heated surface flows from both
sides to the center, and the bubbles will be elongated to incline towards the center of the
heated surface. Some bubbles will break into multiple small bubbles to merge with bubbles
in the center of the heated surface. Bubbles in the center of the heated surface will grow
continuously and bridge bubbles on both sides.

Further downstream, two vapor columns come into being due to more bubbles accu-
mulating on both sides of the heated surface (Figure 8c). It should be emphasized that part
of the vapor column herein is separated from the heated surface by liquid and does not
cover the heated surface absolutely (Figure 8d). Vapor near the surface is submerged in the
boundary layer with low velocity, and vapor far away from the surface flows downstream
with high velocity. They detach from each other due to the velocity difference. Vapor far
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away from the surface interconnects together as a column, whereas the vapor phase and
the liquid phase are separated near the surface.

Figure 8. Vapor–liquid phase distribution in Quadrant-1: (a) 0.95–1.10 m; (b) 1.10–1.25 m;
(c) 1.25–1.40 m. (d) A detail of the static case; (e) a detail of the rolling case.

Under rolling motion, the vapor–liquid phase distribution in the subchannel varies
with time due to transverse flow, which features the following characteristics. When the
subchannel reaches the equilibrium position (t = 0 or t = T/2), which is the same as that
under static state, the phase distribution is significantly different from that under static state.
The OSV point under rolling motion is much lower than that under static state (Figure 8a).
Further downstream, vapor bubbles are swept by the transverse flow and the amount of
the vapor increases along the direction of the transverse flow. Although the transverse flow
fields are similar when t = 0 and t = T/2, the phase distributions are slightly different.
Different directions of the transverse flow not only result in different positions where
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bubbles accumulate but also affect the vapor volume fraction. When t = T/2, transverse
flow heated by Rod-2 then flows to Rod-1, causing more liquid to boil (Figure 8e). Bubbles
on the left side of the heated surface grow in length and eventually break into discrete
bubbles. Multiple bubbles on the right side coalesce and collect at the boundary of the
heated and unheated surface. When the subchannel reaches the extreme position (t = T/4
or t = 3T/4), the vapor–liquid phase distribution is similar to that under static state due to
a similar transverse flow field.

3.2. Sensitivity Analysis
3.2.1. Transverse Flow

The effects of the amplitude on the transverse flow are shown in Figure 9, taking the
transverse velocity in CS-1.40 m as an example. The transverse flow velocity distributions
are similar for different amplitudes. The rolling motion dominates the transverse flow
in the middle of the cross-section at any time. Therefore, the Euler force increases as the
amplitude increases. So, the transverse velocity in the middle of the cross-section increases.
The transverse flow in other locations is dominated by both boiling and rolling motion.

Figure 9. Effect of the amplitude on the transverse velocity. Transverse velocity on the x′-axis at
(a) t = 0 and (b) t = T/4; (c) transverse velocity on the y′ -axis at (c) t = 0 and (d) t = T/4.

The transverse velocity in the middle of the cross-section is in the positive direction
of the x′-axis when the subchannel is in the equilibrium position (t = 0). On the negative
side of the x′-axis, the transverse flow is in the negative x′-axis direction. For the small
amplitude (7.5◦), the transverse velocity induced by rolling motion is small, and the effect
of boiling on the transverse flow is prominent. At this time, the transverse velocity profile
is similar to that under static state. For the large amplitude (22.5◦), the transverse velocity
induced by rolling motion is large, and the effect of the rolling motion is dominant. The
closer to the middle of the cross-section, the greater the transverse velocity. Figure 10
compares the transverse flow with different amplitudes of rolling motion. The secondary
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vortices induced by boiling still exist around the negative x′-axis when the amplitudes are
7.5◦ and 15.0◦ but vanish thoroughly at 22.5◦ (the red box in Figure 10).

Figure 10. Transverse flow field with different amplitudes (t = 0). (a) θm = 7.5◦; (b) θm = 15.0◦;
(c) θm = 22.5◦.

On the positive x′-axis, the transverse flow induced by boiling is superimposed on
that induced by rolling motion due to identical direction. The transverse velocity here
increases as the amplitude increases.

On the y′-axis, the transverse flow on the positive side is identical to that on the
negative side. If the amplitude of rolling motion is small (7.5◦), the transverse velocity
induced by rolling motion is small, and the transverse flow on the y′-axis is dominated by
both boiling and rolling motion. The velocity profiles are approximately the same, but the
magnitude is higher than that under static state. If the amplitude of rolling motion is large
(22.5◦), the effect of rolling motion on the transverse flow is prominent. The transverse flow
induced by rolling is higher, especially on both ends of the y′-axis. As can be seen from
the black box in Figure 10, the secondary vortex is intensified gradually, and the center
approaches the y′-axis as the amplitude increases. When the amplitude is 22.5◦, the location
where the transverse velocity on y’-axial equals zero is the center of the secondary vortex.

The transverse velocity in the middle of the cross-section is in the negative direction
of the x′-axis when the subchannel is in the extreme position (t = T/4). On the x′-axis,
the transverse flow is dominated by both boiling and rolling motion. The transverse flow
induced by boiling remains the same throughout. Hence, the rolling motion enhances
the transverse flow on the negative x′-axis and mitigates it on the positive side. As the
amplitude increases, the transverse velocities on the negative and positive sides of the
x′-axis are in reverse. On the y′-axis, the transverse flow is only dominated by boiling and
independent of the amplitude of rolling motion.

The effects of the period on the transverse flow are depicted in Figure 11. The trans-
verse velocity profiles are the same for different periods. The transverse flow in the middle
of the cross-section is dominated by rolling motion all the time. Therefore, as the period
decreases, the Euler force increases, as does the transverse velocity in the middle of the
cross-section. In the other location of the cross-section, the transverse flow is dominated by
both the boiling and rolling motion.

When the subchannel is in the equilibrium position (t = 0), the transverse flows on
both the x′-axis and y′-axis are dominated by the rolling motion. Therefore, the transverse
flow velocity in the whole cross-section decreases as the period decreases, except that in
the center of the secondary vortex is zero.

When the subchannel is in the extreme position (t = T/4), the effect of boiling on the
transverse flow comes into view. On the x′-axis, the transverse velocity on the negative side
increases while that on the positive side decreases as the period decreases. The transverse
flow on the y′-axis is only dominated by boiling and independent of the period.

In summary, the Euler force is the fundamental reason for the variation in the trans-
verse flow under rolling motion. It depends on the amplitude and period of rolling motion.
The Euler force increases with the amplitude, decreases with the period, and vice versa.
Consequently, the tendency of the transverse flow is the same when the amplitude increases
or the period decreases.
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Figure 11. Effect of the period on the transverse velocity. Transverse velocity on the x′-axis at (a) t = 0
and (b) t = T/4; (c) transverse velocity on the y′-axis at (c) t = 0 and (d) t = T/4.

3.2.2. Vapor Volume Fraction

The tendencies of vapor volume fraction are similar for different amplitudes of rolling
motion in each domain (Figure 12a). The vapor volume fraction in each domain approaches
the maximum when the subchannel deviates from the equilibrium position (about t = 0 or
t = T/2), and the minimum when it deviates from the extreme position (about t = T/4
or t = 3T/4). The period of the vapor volume fraction is half that of rolling motion. As
the amplitude of rolling motion increases, the maximum of the vapor volume fraction
in each domain increases. For Domain 1.30–1.40 m, the maximum of the vapor volume
fraction under rolling motion is 2.5%, 7.3%, and 17.5% larger than the time-averaged
vapor volume fraction under static state when the amplitude is 7.5◦, 15.0◦, and 22.5◦,
respectively. However, the minimum is constantly equivalent to that in the same domain
under static state.

The vapor volume fraction in different quadrants is analyzed, taking the vapor
volume fraction in Domain 1.30–1.40 m as an example (Figure 12b,c). The tendencies of
the vapor volume fraction in Quadrant-1 are similar for different amplitudes of rolling
motion. The tendencies of the vapor volume fraction in Quadrant-2 are the same as
those in Quadrant-1 but different in phase by 180◦. When the subchannel deviates from
the equilibrium position (about t = 0 or t = T/2), the difference between the vapor
volume fraction in Quadrant-1 and Quadrant-2 increases as the amplitude of rolling motion
increases. When the subchannel deviates from the extreme position (about t = T/4 or
t = 3T/4), the vapor volume fraction in Quadrant-1 or Quadrant-2 is independent of the
amplitude of the rolling motion. Therefore, the maximum of the vapor volume fraction
in each domain increases while the minimum is unchanged as the amplitude of rolling
motion increases.

Figure 13 depicts the vapor volume fraction variation with the rolling motion period.
As discussed previously, the variation in the vapor volume fraction fundamentally results
from the variation in the transverse flow induced by the Euler force. When the amplitude
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of rolling motion increases or the period decreases, the variation in the transverse flow is
identical, and so is the vapor volume fraction.

Figure 12. Effect of the amplitude on the vapor volume fraction. (a) Domain; (b) Quadrant-1 of
Domain 1.30–1.40 m; (c) Quadrant-2 of Domain 1.30–1.40 m.

Figure 13. Effect of the period on the vapor volume fraction. (a) Domain; (b) Quadrant-1 of Domain
1.30–1.40 m; (c) Quadrant-2 of Domain 1.30–1.40 m.
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3.2.3. Vapor Adhesion Ratio

The tendencies of the vapor adhesion ratio are similar for different amplitudes of
rolling motion at each segment (Figure 14a). The vapor adhesion ratio at each segment
approaches the minimum when the subchannel deviates from the equilibrium position
(about t = 0 or t = T/2), and the maximum when it deviates from the extreme position
(about t = T/4 or t = 3T/4). The period of the vapor adhesion ratio is half that of rolling
motion. As the amplitude of rolling motion increases, the minimum of the vapor adhesion
ratio at each segment decreases. For Segment 1.30–1.40 m, the minimum of the vapor
adhesion ratio under rolling motion is 18.0%, 23.0%, and 45.9% smaller than the time-
averaged vapor adhesion ratio under static state when the amplitude is 7.5◦, 15.0◦, and
22.5◦, respectively. Nevertheless, the maximum is equivalent to that in the same segment
under static state.

The vapor adhesion ratio at different walls is analyzed, taking the vapor adhesion ratio
at Segment 1.30–1.40 m as an example (Figure 14b,c). The tendencies of the vapor adhesion
ratio at Wall-1 are similar for different amplitudes of rolling motion. The minimum of the
vapor adhesion ratio decreases, and the maximum is constant as the amplitude of rolling
motion increases. The tendencies of the vapor adhesion ratio at Wall-2 and Wall-1 are the
same but different by a relative 180◦ phase shift. When the subchannel deviates from the
equilibrium position (about t = 0 or t = T/2), the difference between the vapor adhesion
ratio at Wall-1 and Wall-2 increases as the amplitude of rolling motion increases. When
the subchannel deviates from the extreme position (about t = T/4 or t = 3T/4), the vapor
adhesion ratio at Wall-1 or Wall-2 is independent of the amplitude of the rolling motion.
Therefore, the minimum of the vapor adhesion ratio in each segment decreases while the
maximum is unchanged as the amplitude of rolling motion increases.

Figure 14. Effect of the amplitude on the vapor adhesion ratio. (a) Segment; (b) Wall-1 of Segment
1.30–1.40 m; (c) Wall-2 of Segment 1.30–1.40 m.
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Figure 15 depicts the vapor adhesion ratio variation with the rolling motion period. In
addition to the vapor volume fraction, the variation in the transverse flow induced by the
Euler force fundamentally results in the variation in the vapor adhesion ratio. Therefore,
when the amplitude of rolling motion increases or the period decreases, the variation in the
transverse flow is identical, as is the vapor adhesion ratio. Figure 16 shows the effect of the
amplitude and the period on the vapor–liquid phase distribution in Quadrant-1 (t = T/2).
The bubbles accumulate on the boundary of the heated and unheated surface when the
subchannel is in the equilibrium position. When the amplitude increases or the period
decreases, the bubble thickness increases, but the vapor adhesion ratio is basically constant.

 

Figure 15. Effect of the period on the vapor adhesion ratio. (a) Segment; (b) Wall-1 of Segment
1.30–1.40 m; (c) Wall-2 of Segment 1.30–1.40 m.

Figure 16. Phase distribution with different amplitudes and periods (t = T/2). (a) θm = 7.5◦, T = 3 s;
(b) θm = 22.5◦, T = 3 s; (c) θm = 22.5◦, T = 5 s.

81



Energies 2022, 15, 4866

4. Discussion

In the present study, we investigated the subcooled flow boiling in the subchannel
under rolling motion following the trigonometric function. The tendency of physical
parameters, including the transverse flow, volume fraction, and vapor adhesion ratio, was
explored along the flow direction. The phase distribution in the two-phase flow domain is
presented in this paper. The effects and mechanisms of the rolling motion parameters on
the two-phase flow in the subchannel are analyzed. The main conclusions are as follows.

(1) The transverse flow under rolling motion is a composition of the boiling-induced
and motion-induced transverse flow. The transverse flow induced by rolling motion funda-
mentally results from the Euler force in the non-inertial reference frame. The transverse
flow in the center of the cross-section increases with the amplitude of the rolling motion
and decreases with the period. The transverse flow in the other position of the cross-section
depends on the rolling motion parameters and the position of the subchannel.

(2) The location of the OSV point and the vapor volume fraction in the two-phase flow
domain varies with time because of the variation in the transverse flow. When the subchan-
nel is around the equilibrium position, the volume fraction reaches the maximum, which
increases with the amplitude of the rolling motion and decreases with the period. When
the subchannel is about the extreme position, the volume fraction reaches the minimum,
which is insensitive to the rolling motion parameters.

(3) In the present study, the vapor adhesion ratio upstream of CS-1.20 m is only related
to the volume fraction, while the downstream is affected by both the volume fraction and
the transverse flow. For the flow domain downstream of CS-1.20 m, the vapor adhesion ratio
in the downstream reaches the minimum when the subchannel is around the equilibrium
position. This minimum decreases with the amplitude of the rolling motion and increases
with the period. The vapor adhesion ratio in the downstream reaches the maximum when
the subchannel is about the extreme position. The maximum is insensitive to the rolling
motion parameters.

(4) When the rolling motion parameters change, the phase distribution is similar at
the same time under rolling motion. In the present study, bubbles slide to the boundary of
the heated and unheated surface. The bubble thickness at this boundary increases with the
amplitude of the rolling motion and decreases with the period.
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Nomenclature

General Symbols

A area, m2

a acceleration, m/s2

aτ Euler acceleration, m/s2

an centrifugal acceleration, m/s2

ac Coriolis acceleration, m/s2
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E energy
F force, N
Fτ Euler force, N
Fn centrifugal force, N
Fc Coriolis force, N
Fs surface tension, N/m
g gravity, m/s2

hlv latent heat, J/kg
H height, m
k conductive coefficient, W/(m· K)
v velocity, m/s
m mass, kg
.

m mass transfer rate, kg/
(
m3· s

)
→
n boundary normal vector
p pressure, Pa
→
r position vector
R vapor adhesion ratio
S inertial frame of reference
S
′

non-inertial frame of reference
Sm mass source term, kg/

(
m3· s

)
Sh energy source term, W/m3

T period of the rolling motion, s
T′′ temperature, K
t time, s
Greek Letters

α volume fraction
β (evaporation and condensation) coefficient, 1/s
θ angle, rad
θm amplitude of the rolling motion, rad
μ viscosity, Pa·s
ρ density, kg/m3

ω angular velocity, rad/s
ε angular acceleration, rad/s2

Superscript
′ in the non-inertial reference frame
Subscripts

l liquid
sat saturation state
v vapor
x, y, and z x-, y-, and z-axes
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Abstract: In this work, a discontinuous airfoil fin printed circuit heat exchanger (PCHE) was used as a
recuperator in a micro gas turbine system. The effects of the airfoil fin geometry parameters (arc height,
maximum arc height position, and airfoil thickness) and the airfoil fin arrangements (horizontal and
vertical spacings) on the PCHE channel’s thermo-hydraulic performance were extensively examined
by a numerical parametric study. The flow features, local heat transfer coefficient, and wall shear
stress were examined in detail to obtain an enhanced heat transfer mechanism for a better PCHE
design. The results show that the heat transfer and flow resistance were mainly increased at the
airfoil leading edge owing to a flow jet, whereas the airfoil trailing edge had little effect on the
thermo-hydraulic performance. The airfoil thickness was the most significant while the arc height
and the vertical spacing were moderately significant to the performance. Moreover, only the airfoil
thickness had a significant effect on the PCHE compactness. Based on a comprehensive investigation,
two solutions NACA-6230 and -3220 were selected owing to their better thermal performance and
smaller pressure drop, respectively, with horizontal spacings of 2 mm and vertical spacings of 2 or
3 mm.

Keywords: printed circuit heat exchanger; NACA airfoil fins; micro gas turbine recuperator; thermo-
hydraulic; parametric study

1. Introduction

A printed circuit heat exchanger (PCHE) as a new type of heat exchanger is widely used
in high-pressure and high-temperature applications [1]. It possesses a high heat exchange
area density (2500 m2/m3), high compactness, and a large heat transfer coefficient [2], due
to the millimeter-level micro channels. Compared to some special finned surfaces [3,4] and
metal foam heat exchangers [5], the unique diffusion welding technology of PCHE can
improve its reliability. Because of the above advantages, PCHEs are commonly used in fuel
gas supply systems, LNG regasification, and cryogenic applications, supercritical carbon
dioxide (sCO2) systems, and liquefied hydrogen and hydrogen refueling stations.

Apart from the above benefits of PCHE, a key problem of flow resistance needs to be
solved when it is used in thermal power cycles. Numerous extensive studies have been
conducted on this problem. Four types of PCHE channels have been the most studied [2,6],
which are shown in Figure 1. Among these, the straight [7,8] and zigzag [9,10] fins are
continuous fin types, whereas the S-type [11] and airfoil fins [12] are discontinuous fin types.
Tsuzuki et al. [11] first found that an S-type fin channel has one-fifth the pressure drop of
a zigzag channel at an equal heat transfer performance. Kim et al. [12] first designed an
airfoil fin PCHE channel using the NACA-0020 model. The simulation results showed that
the heat transfer coefficients of the airfoil fin and zigzag channels were similar; however,
the pressure drop of the airfoil fin channel was reduced to one-twentieth of that of the
zigzag channel.
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Figure 1. Four kinds of PCHE channels.

Because airfoil fin channels have demonstrated the best thermo-hydraulic perfor-
mances, many studies have been conducted on airfoil fin PCHE applications in various
fields. An experimental study of airfoil fin (NACA-0025) PCHE in a concentrating solar
power system was performed by Wang et al. [13], with molten salt as a working fluid. The
experimental data presented that the heat transfer performance of the airfoil fin PCHE was
superior to the traditional PCHEs with straight and zigzag fins. Chen et al. [14] compared
a NACA-00XX airfoil fin PCHE with a conventional zigzag PCHE used in the supercritical
carbon dioxide Brayton cycle. The numerical results also presented that the pressure drop
of the airfoil fin PCHE was remarkably reduced, and it maintained excellent heat transfer
performance. The NACA-0010 airfoil fin PCHE demonstrated better comprehensive per-
formance than the other three PCHEs (0020, 0030, and 0040). Xu et al. [15] performed a
numerical study on four discontinuous fin configurations (rectangle, rounded rectangle,
ellipse, and airfoil fins) in parallel and staggered arrangements. The results showed that
the fin configurations had little effect on the overall thermo-hydraulic performances at low
mass flow rates, and the airfoil fin with the staggered arrangement was better than the
other types of fins. Chu et al. [16] studied three types of airfoil fin (NACA-8315, 8515, and
8715) PCHEs with consistent and reverse layouts used as condensers in the supercritical
CO2 Brayton power cycle. The results showed that the NACA-8515 airfoil fins with both
consistent and reverse layouts on average improved the heat transfer coefficient by 28%
and 11% with an increase of the pressure drop by 150% and 22%, respectively, compared
with the symmetrical airfoil fins (NACA-0015). Ma et al. [17] employed an airfoil fin PCHE
in a very high-temperature reactor and studied the effect of the fin-endwall fillet on the
thermo-hydraulic performance. They found that the fin-endwall fillet increased the heat
transfer and pressure drop with a longitudinal pitch of 1.63, whereas it had little effect
when the longitudinal pitch was above 1.88. Although the above studies have examined
airfoil fin PCHEs from different aspects, there is no report on the numerous parameters of
airfoil fins and their arrangements. In addition, the enhanced heat transfer mechanism of
airfoil fins needs to be clarified to guide PCHE design.

In this work, the discontinuous airfoil fin PCHE was employed as a micro gas turbine
recuperator in the extended-range electric vehicle system [18], which has high requirements
on heat transfer, pressure drop, and compactness, simultaneously. Therefore, the effects of
the airfoil fin parameters (arc height, maximum arc height position, and airfoil thickness)
and the airfoil fin arrangements (horizontal and vertical spacings) on the heat transfer and
pressure drop were extensively examined by a parametric study. The flow features, local
heat transfer coefficient, and wall shear stress were investigated to obtain an enhanced heat
transfer mechanism for a better PCHE design.
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2. Mathematical Approach

2.1. Physical Model and Boundary Conditions

In this work, the heat transfer and pressure drop of PCHE channels with different
NACA airfoil fins were investigated. The structures of the two types of channels are shown
in Figure 2. The examined geometrical parameters of the airfoil fin PCHE channels include
the horizontal spacing (Lh), vertical spacing (Lv), airfoil chord (Ll), arc height (hl), maximum
arc height position (ll), and airfoil thickness (tl), corresponding to the NACA airfoil rules.

Figure 2. Structure parameters of NACA airfoil fins and arrangements.

The computational domain and boundary conditions are shown in Figure 3. Specifi-
cally, the inlet is a velocity boundary with a fixed temperature (Tin = 630 K), the outlet is a
pressure boundary (Pout = 0.3 MPa), the left and right walls are periodic boundaries, and
the up, down, and airfoil walls are fixed temperature (Twall = 650 K) walls. The working
fluid (compressed air) was incompressible, and its thermo-properties only varied with
temperature, as can be seen from Table 1.

 
Figure 3. Computational domain and boundary conditions of airfoil fin channels.

Table 1. Thermo-physical properties of cold air (0.3 MPa, 600–720 K) [19].

Equation: f(T)=c1·T2+c2·T+c3

ρ (kg/m3) Cp (J/kg/K) λ (W/m/K) μ (kg/m/s)

c1 4.801 × 10−6 4.46 × 10−5 −1.432 × 10−8 −1.235 × 10−11

c2 −0.009275 0.1777 7.462 × 10−5 5.021 × 10−8

c3 5.969 929.5 0.005678 5.191 × 10−6

The structured grids were used for the airfoil fin channels’ computational domain.
The near wall grids were refined with y plus less than 1 [20], as shown in Figure 4. A
grid independence test was performed on the NACA-0320 airfoil fin channel, as shown in
Figure 5, and the total number of grids was chosen as 892,000.
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Figure 4. Computational grids of airfoil fin PCHE channels.

 
Figure 5. Grid independence test results for the PCHE channel with NACA-0320 airfoil fins.

2.2. Governing Equations and Numerical Approach

In this study, the realizable k-ε model was employed [21,22]; the governing equations
are given below [23].

The continuity equation is
∂(ρui)

∂xi
= 0 (1)

The momentum equation is

∂

∂xj
(ρuiuj) = − ∂P

∂xi
+

∂

∂xj
[μ(

∂ui
∂xj

+
∂uj

∂xi
− 2

3
δij

∂uj

∂xj
)] +

∂

∂xj
(−ρu′

iu
′
j) (2)

The energy equation is

∂

∂xi
[ui(ρE + P)] =

∂

∂xi
[(λ +

cPμt

Prt
)

∂T
∂xj

+ μui(
∂ui
∂xj

+
∂uj

∂xi
− 2

3
δij

∂uj

∂xj
)] (3)

where E is the total energy, E = CPT − P/ρ + u2/2, and λ is the thermal conductivity.
The k equation is

∂

∂xj
(ρkuj) =

∂

∂xj
[(μ +

μt

σk
)

∂k
∂xj

] + Gk − ρε (4)
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The ε equation is

∂

∂xj
(ρεuj) =

∂

∂xj
[(μ +

μt

σε
)

∂ε

∂xj
] + ρC1Sε − ρC2

ε2

k +
√

vε
(5)

where Gk represents the production of turbulent kinetic energy and is modeled as Gk = μtS2.
The μt represents the eddy viscosity and is modeled as μt = ρCμk2/ε [24].

In the above expressions, C1 = max
[
0.43, η

η+5

]
, S =

√
2SijSij, Sij = 1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
,

C2 = 1.9, σk = 1, and σε = 1.2 [25].
The semi-implicit method for the pressure-linked equations (SIMPLE) algorithm was

employed on the velocity and pressure equations, and a second-order upwind scheme was
employed on the energy and momentum equations. The scaled residuals for all solutions
must be less than 10−6 [26,27] to obtain convergence.

2.3. Data Reduction

The average convective heat transfer coefficient (h), average pressure drop (ΔPL), and
total average heat flux (QA) were employed to assess the heat transfer, flow resistance, and
compactness of the PCHEs, respectively [28–30].

h =
q

Twall − 0.5(Tin + Tout)
(6)

ΔPL = ΔP/L (7)

QA = Q/A (8)

where q is the average heat flux, L is the channel length, ΔP is the pressure drop between
the inlet and outlet, and A is the area of heat exchange.

2.4. Numerical Model Validation

An experimental work by Ishizuka et al. [31] was used to validate the numerical
model in this work. The experimental PCHE is a typically zigzag-type channel with the
following geometrical parameters: hot-side channel pitch pl = 9 mm, angle α = 115◦, and
radius r = 0.95 mm; cold-side channel pitch pl = 7.24 mm, angle α = 100◦, and radius
r = 0.9 mm. The fluids for the two sides were both supercritical CO2. The hot-side working
fluid is supercritical CO2; inlet temperature = 553.05 K, inlet pressure = 2.52 MPa, and
mass flow rate = 0.867 g/s. The cold-side working fluid is also supercritical CO2; inlet
temperature = 381.05 K, inlet pressure = 8.28 MPa, and mass flow rate = 0.9456 g/s. The
comparison of experimental data and the numerical results are shown in Table 2. The
maximum error for the cold side is less than ±5%, and the maximum error for the hot side
is less than ±1%, which meet the accuracy requirements.

Table 2. Numerical model validation using experimental data [31].

Experimental Numerical Error

Pressure drop of cold
side (Pa) 73,220 76,832.0 −3612 (−4.9%)

Pressure drop of hot
side (Pa) 24,180 24,381.6 −2016.6 (−0.83%)

Temperature difference of
cold side (K) 140.38 146.8 −6.42 (−4.6%)

Temperature difference of
hot side (K) 169.6 171.3 −1.7 (−1.0%)
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3. Results and Discussion

3.1. Effect of Arc Height (hl)

Four different arc heights (0330, 3330, 6330, and 9330) are compared in Figure 6. With
the increase in arc height, the airfoils present more asymmetry, and the convective heat
transfer coefficient (h), pressure drop per unit length (ΔPL), and heat flux per unit area (QA)
increase but to different extents. The average h values for 3330, 6330, and 9330 are 2.3%,
6.4%, and 8% higher than that for 0330, respectively. In addition, the average ΔPL values
for 3330, 6330, and 9330 are 3.3%, 15.4%, and 27.7% higher than that for 0330, respectively.
The above trends suggest that the pressure drop increases rapidly with the increase in hl,
whereas the heat transfer performance increase is moderate. Moreover, the QA increases
slightly with increasing arc height (hl); this means that the hl is dis-significant to the PCHE
compactness design.

u

h
Q

A
ΔP

L

 

 

Figure 6. Average performance for different airfoil arc heights (hl).

The distributions of the velocity u, turbulent kinetic energy (TKE), local convective
heat transfer coefficient (hlocal), and wall shear stress (WSS) for NACA-0330 and 9330 are
shown in Figure 7. From Figure 7a, velocity u for NACA-0330 is accelerated significantly in
the main flow region, whereas for NACA-9330, this occurs near the airfoil surface, which is
more beneficial for heat transfer improvement. The TKE for NACA-0330 is remarkable at
the airfoil trailing edge, which indicates severe turbulent pulsations (see Figure 7b). The
TKE for NACA-9330 is inhibited by the vertical velocity component. Figure 7c shows that
the hlocal reaching the maximum at the airfoil leading edge is due to the jet flow heat transfer
being significant (than the convective heat transfer). The hlocal reach to the minimum at the
airfoil trailing edge is due to the secondary flow velocity being very low, causing a thick
boundary layer. Moreover, the hlocal for NACA-0330 in the main flow region and at the
airfoil trailing edge is higher than that for NACA-9330, whereas the hlocal for NACA-9330
in the near-wall region is significantly higher than that for NACA-0330. In Figure 7d, the
WSS reflects the flow resistance created by the airfoil fins. It can be seen that the WSS is
significant owing to the turbulent flow impingement on the airfoil leading edge, whereas it
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is minimum at the airfoil trailing edge owing to a secondary vortex generation. In addition,
the WSS for NACA-9330 is overall greater than that for NACA-0330, based on the more
drastic impact effect and the lower secondary flow generation of the former.

 

 

 

 

 

 
(a) (b) 

 

 

 

 

 

 
(c) (d) 

Figure 7. Contours of velocity u, TKE, hlocal, and WSS for NACA-0330 and -9330 airfoils. (a) Velocity
u distributions for NACA 0330 and 9330 (middle surface, uin = 18 m/s). (b) TKE distributions for
NACA 0330 and 9330 (middle surface, uin = 18 m/s). (c) hlocal distributions for NACA 0330 and
9330 (wall surface, uin = 18 m/s). (d) WSS distributions for NACA 0330 and 9330 (wall surface,
uin = 18 m/s).

3.2. Effect of Maximum Arc Height Position (ll)

The maximum arc height position (ll) mainly affects the second half of the airfoil
structure, whereas it has a minor effect on the first half, as in the cases of NACA-6220, 6420,
6620, and 6820 shown in Figure 8. The average h, ΔPL, and QA values for the four kinds of
ll indicate that the ll is not significant to the three evaluation performances. Relatively, h
and ΔPL for ll < 5 (NACA-6220 and -6420) cause slightly greater effects than that for ll > 5
(NACA-6620 and -6820). Moreover, the QA values for the four cases are similar.

The distribution of the velocity u, TKE, hlocal, and WSS for NACA-6220 and -6820 are
shown in Figure 9. The velocity u for NACA-6220 presents a high acceleration at the airfoil
leading edge, whereas it exhibits a low back flow at the airfoil trailing edge. The TKE
for NACA-6820 is significantly higher than that for NACA-6220 after the airfoil trailing
edge. The above flow feature causes the hlocal for NACA-6220 to be much higher at the
airfoil leading edge than that for NACA-6280. In comparison, the hlocal for NACA-6820
is much higher in the main flow region than that for NACA-6220 owing to the high TKE
distribution. The WSSs also present similar tendencies as the hlocal distributions for NACA-
6220 and -6820, which are also determined by the flow features. In comparison, the partial
differences between the hlocal and the WSS do not cause remarkable variations in the overall
performance, as shown in Figure 8.
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Figure 8. Average performances for different locations of maximum arc height (ll).
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Figure 9. Contours of velocity u, TKE, hlocal, and WSS for NACA-6220 and 6820 airfoils. (a) Velocity
u distributions for NACA 6220 and 6820 (middle surface, uin = 18 m/s). (b) TKE distributions for
NACA 6220 and 6820 (middle surface, uin = 18 m/s). (c) hlocal distributions for NACA 6220 and
6820 (wall surface, uin = 18 m/s). (d) WSS distributions for NACA 6220 and 6820 (wall surface,
uin = 18 m/s).
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3.3. Effect of Airfoil Thickness (tl)

The effect of the airfoil thickness (tl) on the average performance is shown in Figure 10.
The structure diagrams show significant differences among the four cases. The width
increases with the increase in tl, and the average h, ΔPL, and QA are all obviously heightened
with the increase in tl. The average h for 0320, 0330, and 0340 are 9.58%, 21.4%, and 33.8%
higher than that of 0310, respectively. The average ΔPL for 0320, 0330, and 0340 are 38.1%,
113%, and 246.25% higher than that of 0310, respectively. Additionally, the increase in
airfoil thickness is an advantage to improve the PCHE compactness.

The distributions of the velocity u, TKE, hlocal, and WSS for NACA-0310 and 0340 are
shown in Figure 11. The velocity u for NACA-0310 shows a relatively uniform distribution,
owing to the small distribution of the narrow airfoil. In comparison, the velocity u for
NACA-0340 presents a severe acceleration between two rows of the airfoils, owing to the
reduction in the cross-section area by the large width of the airfoils. In addition, the velocity
u distribution shown in the red dotted frame in Figure 11a indicates that although the
large tl causes a high-intensity reverse flow at the airfoil trailing edge, it is inhibited by
the accelerating fluid. NACA-0340 has an extremely higher TKE than NACA-0310 and,
partially, the TKE can be up to 10 times higher. The hlocal and WSS for NACA-0340 present
significant increases at the airfoil leading edge because the increase in the windward area
causes a remarkable jet flow effect. In comparison, the hlocal and NACA-WSS for 0340 are
slightly increased by the interstitial flows.

ΔP
L

u

h
Q

A

 

 

Figure 10. Average performance for different airfoil thicknesses (tl).

3.4. Effects of Horizontal Spacing (Lh) and Vertical Spacing (Lv)

The average performance for different horizontal spacing (Lh) is shown in Figure 12.
The h, ΔPL, and QA slightly decrease with the increase in Lh. The average h values of Lh = 3,
4, and 5 mm are 2.2%, 4.1%, and 6.4% lower than that of Lh = 2 mm, respectively. The
average ΔPL of Lh = 3, 4, and 5 mm are 6.2%, 9.6%, and 12.2% lower than that of Lh = 2 mm,
respectively. From Figure 13, it can be seen that the hlocal and WSS distributions for two
cases (Lh = 2 and 5 mm) are similar around the airfoil walls. This suggests that the variation
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in Lh has no effect on the enhanced heat transfer mechanism, and the variation rate of
the average performance is uniform. This is because of the secondary flow at each airfoil
trailing edge, which leads to a periodic flow redevelopment.

The average performance for different vertical spacings (Lv) is shown in Figure 14.
The average h of Lv = 3, 4, and 5 mm are 4.2%, 6.4%, and 6.6% lower than that of Lv = 2
mm. The average ΔPL of Lv = 3, 4, and 5 mm are 26.3%, 37.1%, and 42% lower than that of
Lv = 2 mm, respectively. The average h and ΔPL show that the performances of Lv = 4, and
5 mm are quite propinquity. It means that when Lv is above 3 mm, the vortices caused by
the airfoils are not coupled to each other anymore. Moreover, the Lv > 3 mm is not suggested
due to the compactness demands. From a comprehensive point, the Lv = 3 mm is suggested
due to the average h being smaller—lower than that of Lv = 2 mm, and the average ΔPL
is significantly lower than that of Lv = 2 mm. The global distributions of the velocity u,
TKE, hlocal, and WSS for Lv = 2 mm in Figure 15, also show that the disturbed flow and
turbulent pulsation between the two rows of the airfoils are superimposed, fundamentally
causing the heat transfer and flow resistance to increase. In comparison, the corresponding
distribution for Lv = 5 mm suggests that the complex flow features caused by the airfoils
are independent of each other.
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(c) (d) 

Figure 11. Contours of velocity u, TKE, hlocal, and WSS for NACA-0310 and 0340 airfoils. (a) Velocity
u distributions for NACA 0310 and 0340 (middle surface, uin = 18 m/s). (b) TKE distributions for
NACA 0310 and 0340 (middle surface, uin = 18 m/s). (c) hlocal distributions for NACA 0310 and
0340 (wall surface, uin = 18 m/s). (d) WSS distributions for NACA 0310 and 0340 (wall surface,
uin = 18 m/s).
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Figure 12. Average performance for different horizontal spacings (Lh).
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Figure 13. Contours of velocity u, TKE, hlocal, and WSS for Lh = 2 and 5 mm with NACA-0320.
(a) Velocity u distributions for Lh = 2 and 5 mm (0320, middle surface, uin = 18 m/s). (b) TKE distribu-
tions for Lh = 2 and 5 mm (0320, middle surface, uin = 18 m/s). (c) hlocal distributions for Lh = 2 and
5 mm (0320, wall surface, uin = 18 m/s). (d) WSS distributions for Lh = 2 and 5 mm (0320, wall surface,
uin = 18 m/s).

95



Energies 2022, 15, 5095

u

Lv
Lv
Lv
Lv

h
ΔP

L
Q

A

 

Figure 14. Average performance for different vertical spacings (Lv).
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(c) (d) 

Figure 15. Contours of velocity u, TKE, hlocal, and WSS for Lv = 2 and 5 mm with NACA-0320.
(a) Velocity u distributions for Lv = 2 and 5 mm (0320, middle surface, uin = 18 m/s). (b) TKE distribu-
tions for Lv = 2 and 5 mm (0320, middle surface, uin = 18 m/s). (c) hlocal distributions for Lv = 2 and
5 mm (0320, wall surface, uin = 18 m/s). (d) WSS distributions for Lv = 2 and 5 mm (0320, wall surface,
uin = 18 m/s).
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4. Conclusions

In this study, airfoil fins PCHEs were employed as micro gas turbine recuperators for
extended-range electric vehicles, and the thermo-hydraulic performances of PCHE channels
with airfoil fins were numerically studied. Five geometric parameters, i.e., arc height (hl),
maximum arc height position (ll), airfoil thickness (tl) horizontal spacing (Lh), and vertical
spacing (Lv) were examined in detail, and the enhanced heat transfer mechanism was
analyzed. The main conclusions are summarized as follows:

(1) The heat transfer and the flow resistance are mainly increased at the airfoil leading
edge owing to the flow jet. A secondary vortex is produced at the airfoil trailing
edge, causing a violent turbulent pulsation; however, it has a minor effect on the heat
transfer improvement.

(2) Among the five geometrical parameters, the airfoil thickness (tl) is the most significant.
The arc height (hl) and the vertical spacing (Lv) are moderately significant, whereas
the maximum arc height position (ll) and the horizontal spacing (Lh) are almost in-
significant to the thermo-hydraulic performance. Moreover, only the airfoil thickness
has a significant effect on the PCHE compactness.

(3) Two solutions (NACA-6230 and -3220) were selected for their better thermal per-
formance and smaller pressure drop, respectively, with Lh = 2 mm and Lv = 2 or
3 mm.
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Nomenclature

A Area (m2)
C1, C2 Realizable k-ε model constants
Cp Specific heat (J/kg/K)
E Internal energy (J/kg)
h Heat transfer coefficient (W/m2/K)
L Length (m)
Lh, Lv Horizontal and vertical spacing (mm)
Ll, hl, ll, tl Airfoil chord, arc height, maximum are height position and airfoil thickness
T Temperature (K)
TKE Turbulent kinetic energy (J/kg)
P Pressure (Pa)
PCHE Printed circuit heat exchanger
Pr Prandtl number
Q Heat flux (W)
u, v, w Streamwise, transverse, and vertical velocity components (m/s)
WSS Wall shear stress
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Greek letters
ε Turbulence dissipation rate (m3/s2)
λ Thermal conductivity (W/m/K)
μ Dynamic viscosity (kg/m/s)
ρ Density of fluid (kg/m3)
Subscripts
in, out Inlet and outlet
i, j, k Directions of the coordinate system
wall Wall
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Abstract: Numerical simulation is an effective tool for the thermal management of propulsion sys-
tems. Moreover, it contributes to the design and performance assessment of solar greenhouses for
mushroom ventilation. Because the planning and design of the clustered solar greenhouse are still
undiscovered, this study has developed a 3-D mathematical model suitable for a large-scale park
of mushroom solar greenhouses based on computational fluid dynamics (CFD) theory. The effects
of the orientation arrangement, horizontal spacing, vertical spacing of the cultivation racks, and
the building distance between adjacent greenhouses on the ventilation performance were analyzed.
The numerical simulation showed good agreement with the experimental measurement. The CFD
results indicated that the reasonable layout of cultivation racks in mushroom solar greenhouses
is a north-south arrangement. The horizontal spacing of cultivation racks has a significant influ-
ence on the wind speed and cooling rate, and the optimal spacing is 0.8 m. The overall height
of the cultivation racks has little effect on the ventilation performance. Nevertheless, the vertical
spacing between cultivation rack layers has a remarkable effect, and the optimal vertical spacing
is 0.29 m. Reducing the building distance between the two adjacent greenhouses within a certain
range helps increase the ventilation efficiency, leading to an increase in land utilization in the green-
house park. The optimal building distance between the adjacent greenhouses is 10 m. The research
results can provide theoretical guidance for improving the production quality and land utilization of
mushroom facilities.

Keywords: ventilation; solar greenhouse; numerical simulation; system design

1. Introduction

Propulsion systems are important, widespread, and reliable devices in many fields
such as aircraft engines, rocket engines, and scramjets. To improve the thermal manage-
ment and flow control, numerical simulation has been employed as an effective method for
the design and performance assessment. Computational fluid dynamics (CFD) plays an
important role in the numerical simulation and is widely used in the field of engineering
design, such as for solar greenhouse [1–3]. The solar greenhouse is a unique and distinctive
greenhouse type in northern China, which does not need to consume fuel for heating in
the production process [4,5]. It is a type of high-efficiency and energy-saving horticultural
facility [6]. Even in the cold season, the solar greenhouse can only rely on sunlight to
meet the needs of crop growth due to the conversion of heat energy to maintain the indoor
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temperature [7–9]. The production and consumption of edible fungi in the world is very
large [10]. In recent years, the planting area and output of mushrooms have shown a
multiple growth. It is worth mentioning that China’s annual output of mushrooms can
reach more than 70% of the global total. This is mainly attributed to the rapid development
of the special solar greenhouse for mushroom production [11]. Although the heat flux
in the greenhouse mostly comes from solar radiation and energy storage during the day,
heating systems are used to deal with extreme weather in the design of the greenhouse.
Zheng et al. [12] investigated the thermal performance of various nanofluids in heat ex-
changers. The tested optimal Fe3O4-water nanofluid was used as a heat transfer medium
in the heating system. The results provided an empirical formula of Nusselt numbers
for adjustment strategies under different working conditions. The effects of various sur-
factants on the stability and thermophysical properties of nanofluids were investigated
experimentally after the preparation of the nanofluids [13], and the thermal efficiencies
of different nanofluids were analyzed in a plate heat exchanger [14], a pipe [15], and an
indoor electric heater under a magnetic field [16]. In order to ensure the high yield and
high quality of crops in solar greenhouses, it is necessary to properly control the main
environmental factors, such as temperature, humidity, and CO2 concentration [17,18]. The
most practical and most effective way to control temperature is ventilation. Therefore, the
planning and design of the mushroom solar greenhouse can be carried out according to
ventilation performance. As mushrooms are placed on the cultivation rack in the form
of fungus sticks, the layout of the cultivation racks is extremely important. However, the
existing construction principle for a clustered greenhouse park is based on the effective
light interception, which does not fit into the weak-light habit of mushroom.

The ventilation plays a very important role in the greenhouse management, directly
affecting the yield of mushrooms. A reasonable ventilation design of the mushroom solar
greenhouse can not only regulate the internal environment of the greenhouse, but can
also improve the efficiency of energy utilization [19]. Firstly, the ventilation can eliminate
excess heat inside the greenhouse to the outside environment, so as to reduce the internal
humidity and harmful gases [20]. Secondly, due to the external and internal air circulation,
the temperature distribution in the greenhouse will become more uniform. The elimination
of extreme temperature helps adjust the micro-environment to avoid disease. Thirdly, the air
exchange can also accelerate the airflow, which is conducive to the growth and development
of mushrooms [21]. Bournet et al. [22] performed a CFD simulation to investigate the vent
configuration in the glass greenhouse. Villagrán et al. [23] studied the effect of roof vents
on the ventilation performance of multi-span greenhouses. He et al. [24] evaluated the
ventilation characteristics of a plastic greenhouse. Bartzanas et al. [25] investigated the
natural ventilation in an arched greenhouse. Pakari and Ghani [26] analyzed the airflow
distribution in a greenhouse equipped with wind towers. Zhang et al. [27] assessed the
impacts of vent structure in Chinese solar greenhouses. Nevertheless, there are few studies
on the ventilation of mushroom solar greenhouses. The mushroom solar greenhouse has
high requirements regarding temperature, humidity, and other environmental factors. In
general, the research results of a vegetable greenhouse cannot be copied to mushroom solar
greenhouses. Therefore, there is an urgent need to fill that gap.

Mushrooms are produced in the form of fungus sticks in cultivation racks. Therefore,
the ventilation is more complicated than soil cultivation. The uneven airflow distribution
may reduce mushroom growth speed, so the greenhouse ventilation for mushroom fungus
sticks plays a significant role [28]. Although scholars have carried out some research on
greenhouse ventilation, the reported literature mostly takes the empty greenhouse as the re-
search object. Han et al. [29] developed a ventilation equation for a mushroom greenhouse
based on functional heat balance, and the air vents were designed to improve the tempera-
ture distribution. Zhang et al. [30] proposed a method to install ventilation pipes on the
cultivation racks to improve the ventilation performance. Beak et al. [31] used CFD to sim-
ulate the effect of airflow pattern on the crop growth in the cultivation racks. Kim et al. [32]
pointed out that the increase of the number of cultivation racks would significantly increase
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the airflow resistance and thus reduce the uniformity of temperature and humidity in the
greenhouse. However, there are essential differences between vegetable and mushroom
plant in solar greenhouses. In fact, the layout of cultivation racks in planting vegetables
cannot meet the efficient production of mushrooms because the fungus will produce a
significant amount of heat energy. It is important to ensure a uniform temperature dis-
tribution in greenhouses for mushroom cultivation [33]. In the production practice, it is
found that the ventilation ability of fungus sticks is not strong due to the too-small spacing
between the layers of the cultivation racks, resulting in an excessively high temperature to
the disadvantage of mushroom growth. Moreover, in the planning and design of large-scale
greenhouse parks, the building distance between adjacent greenhouses also has a signifi-
cant impact on the ventilation. However, little attention has been given to the clustered
solar greenhouse.

In the present research, a mushroom solar greenhouse in China is used as the study
object, and the ventilation performance is studied by CFD numerical simulation. Through
analyzing the influence of the important parameters of orientation arrangement, horizontal
spacing, vertical spacing of the cultivation racks, and the building distance between ad-
jacent greenhouses, the optimal arrangement scheme of cultivation racks and the layout
strategy of a clustered greenhouse park can be obtained. The results can provide important
theoretical guidance for improving the production quality and land utilization rate of
mushroom facilities and provide key technical support for the system design of mushroom
solar greenhouses.

2. Theories and Methods

2.1. The Experimental Greenhouse

As shown in Figure 1, the greenhouse used in the experiment is the third generation of
energy-saving mushroom solar greenhouse located in the Shenyang area (latitude: 41◦49′ N,
longitude: 123◦34′ E, altitude: 42 m). The orientation is 7◦ from south to west. The east-west
length is 60 m. The span is 10 m. The ridge height is 6 m. The north wall height is 4 m. The
horizontal projection length of the rear slope is 1.9 m. The thicknesses of the two side walls
and the back wall are both 0.5 m. The outside of each wall is installed with a 0.1 m EPS
insulation layer., and the front roof of the greenhouse is 0.15 mm PO film.

 
Figure 1. Schematic diagram of the mushroom solar greenhouse.
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Under continuous sunny weather conditions, the environmental monitoring station
based on the internet of things platform is used to measure the external environment,
including temperature, humidity, solar radiation, wind speed, and wind direction. These
measured parameters act as the initial and boundary conditions of the CFD model. The
temperature and humidity measurement instrument in the greenhouse is the RC-4HC
hygrothermograph (temperature precision: ±0.5 ◦C, temperature range: −40 ◦C~85 ◦C, hu-
midity precision: ±3% RH, humidity range: 0%~100% RH). The device uses the Em50/R/G
data collector as the core system. Sensors measuring different environmental parameters
are integrated into the same collector for data collection, and the data are recorded every
10 min. The distribution of measuring points in the greenhouse is as follows: The wind
speed measuring points from the north to the south are 0.5 m, 3.5 m, and 6.5 m away from
the front foot, and there are four measuring points in total. The data collection interval is
set at 10 min. The soil measurement points are arranged at a greenhouse soil depth of 0.1 m
plane and are 2 m, 5 m, and 8 m away from the front foot, respectively. There are nine air
temperature and humidity measuring points, distributed on four different planes, which
are 2 m, 5 m, and 7 m away from the front roof, and the measuring planes are 1 m, 3 m,
5 m, and 6 m away from the ground. The time interval of data collection is 10 min. The
temperature and humidity sensors, positioned 10 cm below the soil, are numbered A1–A3
order. Similarly, the height of 1 m is numbered A4–A6. The height of 3 m is numbered
A7–A9. The height of 5 m is numbered A10 and A11, and the height of 6 m is numbered
A12. The specific arrangement of measuring points is shown in Figure 2.

Figure 2. Distribution of measuring points in the experimental testing.

2.2. Geometry Model and Meshing

As shown in Figure 3a, the 3-D geometry model is built according to the actual
structure parameters of a mushroom solar greenhouse. As displayed in Figure 3b, the com-
putational domain is divided by an unstructured hexahedral grid, and the size threshold is
set as 25 mm. Moreover, grid refinement is carried out for the vents of the solar greenhouse,
where the threshold is set as 3 mm. The mesh quality is controlled based on the mesh
distortion standard. The maximum distortion range is 0.42~0.66. The weight is 0.24. The
mean value is 0.52, and the standard deviation is 0.07. The mesh number of each model
ranges from 4.68 × 105 to 4.77 × 105. According to the verification of mesh independence
and maximum deformation, the numerical simulation requirements can be achieved.
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Figure 3. Geometry and grid model of the mushroom solar greenhouse: (a) geometric configuration;
(b) grid division.

2.3. Governing Equations

The fluid dynamics mainly follow the mass conservation equation, energy conserva-
tion equation, and momentum conservation equation. The finite volume method is used for
the numerical simulation of the mushroom solar greenhouse. The computational domain is
divided into a finite number of single, small discretization units to solve control equations.
By this means, the physical parameters of each node can be obtained to effectively analyze
the fluid flow. The mass conservation equation represents the volume and mass changes
caused by the density changes of substances in unit space in unit time, and its expression is
as follows:

∂ρ

∂t
+∇

(
ρ
→
v
)
= 0 (1)

where ρ is the fluid density (kg·m−3), t is the time (s), and
→
v is the velocity vector.

The momentum conservation equation is the accumulated amount of all external forces
acting on the computing unit in time, namely, the momentum changes of the computing
unit. The expression is as follows:

∂

∂t

(
ρ
→
v
)
+∇

(
ρ
→
v
→
v
)
= −∇P +∇ · (τ

)
+ ρ

→
g (2)

where P is the pressure, τ is the stress tensor, and
→
g is the gravity acceleration.

The energy conservation equation is the spatial accumulation of the resultant force on
the computing unit, namely, the energy change of the computing unit. The expression is
as follows:

∂

∂t
(ρE) +∇ ·

(→
v (ρE + P)

)
= ∇ ·

(
ke f f∇T − ∑

j
hj

→
J j +

(
τe f f · →v

))
(3)

where E is the flow energy, ke f f is the effective conductivity, T represents the temperature,

hj is the sensible enthalpy, τe f f is the effective viscosity shear, and
→
J j is the diffusion flux

of species.
The discrete coordinate (DO) model can be directly applied to transparent, translucent,

and opaque optical media such as air, film, glass, and soil surface. It has been used in
many climate models of greenhouses [34]. In this numerical simulation, the DO model is
employed to calculate the radiation heat flux in several directions.

In order to simulate the internal environment in solar greenhouses, different turbulence
models have been compared [35]. The results indicate that the standard k-ε turbulence
model has the highest prediction accuracy. Therefore, the standard k-ε turbulence model
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is selected in this research, and the expressions of the k equation and ε equation are
as follows:

∂

∂t
(ρk) +

∂

∂xi
(ρkui) =

∂

∂xj

[(
μ +

μt

σk

)
∂k
∂xj

]
+ Gb + Gk − YM − ρε (4)

∂

∂t
(ρε) +

∂

∂xi
(ρεui) =

∂

∂xj

[(
μ +

μt

σε

)
∂ε

∂xj

]
+ C1ε

ε

k
Gk − C2ερ

ε2

k
(5)

where k is the turbulence kinetic energy, ε is the dissipation rate of turbulence kinetic energy,
ui is the velocity vector in Cartesian coordinates, μt is the eddy viscosity, and σk and σε are
the turbulent Prandtl numbers; their values are σk = 1.0 and σε = 1.3, respectively. C1ε and
C2ε are the model courants, and their values are C1ε = 1.44 and C2ε = 1.92, respectively.
Gk is the generation of k due to mean velocity gradients, Gb is the generation of k due to
buoyancy, and YM is the contribution of fluctuating dilation in compressible turbulence to
overall dissipation rate.

2.4. Numerical Details

In summer, the south wind is dominant in Shenyang, China. Therefore, the south
wind direction is set as 0◦ angle, and the wind speed is set as 5 m/s according to the actual
situation. The airflow in the greenhouse is very complicated and not only has a large range
but also produces many eddy currents and a large Reynolds coefficient. In the established
model, the east, west, and north sides of the greenhouse are set as opaque wall boundaries,
while the south roof is defined as a translucent boundary. The physical parameters of soil,
envelope, and air in the numerical model are shown in Table 1.

Table 1. Material property parameters in the mushroom solar greenhouse.

Materials
Density

(kg·m−3)
Heat Conductivity Coefficient

(W·m−1·K−1)
Specific Heat
(J·kg−1·K−1)

Air 1.22 0.0242 1006.43
PE plastic film 923 0.38 2300

EPS 9 0.032 1246
Soil 1900 2.0 2200

The 3-D transient analytical solution is calculated in ANSYS FLUENT. The discrete
format is the second-order upwind format, and the semi-implicit method for the pressure
linked equation (SIMPLE) algorithm is used as a means of pressure and velocity correction.
The absolute convergence criterion is 10−6 for the energy equation, 10−3 for the mass and
momentum equation, and 10−4 for the other equations. The report function is used to
calculate the ventilation cooling efficiency and wind speed.

2.5. Experimental Verification

The CFD simulation results are compared with the experimental measurements to
verify the prediction accuracy of the established model. As shown in Figure 4, the com-
parison of the measuring points at different heights is basically consistent, which indicates
that the numerical simulation shows good agreement with the experiment. The maximum
relative error between the average simulated and the measured values is at 5.5 m from the
ground. Because this height is relatively high in the greenhouse, it is easy for there to be
gaps in the film in the ventilation position near the top. Therefore, the temperature at the
measurement point A12 is affected by the airflow outside the greenhouse, and the relative
error is 5.42%. In the soil at the height of −0.1 m, the difference between the average
simulated and measured values is 0.94 ◦C, with a relative error of 5.08%. This is because
the front foot and top vents of the greenhouse are easily affected by external airflow.

106



Energies 2022, 15, 5899

Figure 4. Comparison between the numerical simulation and experimental measurement.

3. Results

3.1. Effect of Orientation Arrangement of Cultivation Racks

A model is established for two arrangements (i.e., north-south vertical arrangement
and east-west horizontal arrangement) of cultivation racks frequently used by farmers in
production practice, and the influence of different orientation modes on the ventilation
performance of fungus sticks is analyzed. In the premise of ensuring the same fungus
sticks, the specific parameters are listed in Table 2.

Table 2. Parameters of cultivation racks in the orientation arrangement investigation.

North-South Vertical Arrangement East-West Horizontal Arrangement

Length (m) 8 58
Number (row) 29 4

Height (cm) 25 25

Through numerical simulation methods, Figure 5 demonstrates the distribution of
wind speed at different heights (i.e., 0.5 m, 1 m, 1.5 m) of the mushroom solar greenhouse
under the two orientation modes of cultivation racks. The airflow field inside the green-
house reached a stable state at 50 s after the vent is opened. As can be seen from the velocity
distribution, the wind speed near the ground of the greenhouse reaches the maximum,
while that on the cross section shows a decreasing trend as the height increases. In the
east-west arrangement mode, the maximum wind speeds on the sections of 0.5 m, 1 m,
and 1.5 m are 8.2 m/s, 7.0 m/s, and 4.7 m/s, respectively. Nevertheless, in the north-south
arrangement mode, they are 6.9 m/s, 4.7 m/s, and 2.3 m/s, respectively. There are two
important findings. On the one hand, the wind speed at each height in the vertical arrange-
ment mode is larger than that in the horizontal arrangement mode. On the other hand,
the wind speed distribution of the vertical arrangement is significantly more uniform than
that of the horizontal arrangement. The reason for this can be explained by the ventilation
effect. The comprehensive ventilation of front bottom and top is adopted in the mushroom
solar greenhouse. Therefore, the vertical arrangement of cultivation racks is conducive to
providing smooth passage for airflow propagation. As a result, the ventilation efficiency of
fungus sticks is higher.
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Figure 5. Velocity distributions of typical horizontal cross sections under different arrangements of
cultivation racks: (a) 0.5 m height; (b) 1.0 m height; (c) 1.5m height.
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Figure 6 shows the comparison of average wind velocity under the two arrangement
modes of cultivation racks. On each cross section, the wind speeds of the east-west
arrangement at three different heights are significantly higher than that of the north-south
arrangement. The average velocity of the east-west arrangement at 0.5 m height is 2.4 m/s
higher than that of the north-south arrangement. Similarly, the average velocities of the
east-west arrangement at 1.0 m and 1.5 m are 1.4 m/s and 0.8 m/s higher than that of the
north-south vertical arrangement, respectively. The results indicate that the north-south
arrangement of cultivation racks significantly improves the ventilation performance of the
mushroom fungus sticks.

Figure 6. Velocity magnitudes of typical horizontal cross sections under different arrangements of
cultivation racks.

The speed vectors under the two modes were analyzed, and the numerical simulation
results are illustrated in Figure 7. Due to the blocking effect of the east-west cultivation
racks in the front row, the fresh air from outside cannot be smoothly blown to the rear
cultivation racks, but can only be blown through the small gap between the layers. As a
result, the ventilation effect on the cultivation racks in the last row cannot be achieved.
Nevertheless, in the north-south arrangement of cultivation racks, the outside wind can
smoothly flow into the greenhouse without the blocking effect. The cooling rate of each
layer of the cultivation rack is reasonable. The wind can form a uniform flow in every gap
between two rows of cultivation racks, which guarantees the ventilation efficiency in the
mushroom solar greenhouse.

Statistical analysis was conducted on the average velocity of different heights, and the
processing results are shown in Figure 8. It can be seen that the wind speed of the north-
south arrangement in most areas of the greenhouse is much larger than that of the east-west
arrangement. However, the wind speed of the east-west arrangement is slightly larger at
the 1/3 section of the greenhouse. This is because the horizontally arranged cultivation
racks in the front rows will block the wind flow into the greenhouse. The airflow has to
move from the gap near the film to the top location of the greenhouse. As a result, fresh
wind that has not been fully exchanged will escape from the top vent. What is worse, is that
the last two rows have little airflow because the fresh wind cannot smoothly reach those
cultivation racks. In conclusion, the appropriate orientation arrangement of cultivation
racks in the mushroom solar greenhouse is the north-south arrangement. The average
wind velocity in this layout is larger in comparison with the east-west arrangement, and
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the airflow is more uniform. It not only helps improve the ventilation efficiency in each
layer of the cultivation racks, but also contributes to the breath of mushroom fungus sticks.

Figure 7. Velocity vectors of typical vertical cross sections under different arrangements of cultiva-
tion racks.

Figure 8. Velocity magnitudes of typical vertical cross sections under different arrangements of
cultivation racks.

3.2. Effect of Horizontal Spacing of Cultivation Racks

As the configuration of cultivation racks in the mushroom solar greenhouse does
not have a definitive design, the present research has carried out numerical simulation
to determine the horizontal spacing of the cultivation racks. In order to find out the best
horizontal spacing, seven different cases were investigated, and the detailed parameters
are exhibited in Table 3.
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Table 3. Parameters of cultivation racks in the horizontal spacing investigation.

Order A B C D E F G

Horizontal spacing (m) 0.6 0.7 0.8 0.9 1.0 1.1 1.2
Racks number 20 19 18 17 16 15 15

The ventilation characteristics of different horizontal spacings of cultivation racks
were compared, and the numerical results are displayed in Figure 9. The numerical results
indicate that the overall velocity distribution is not significantly affected by the horizontal
spacing. Nevertheless, the magnitude of the wind speed is distinguishing. As can be seen
from the horizontal spacing of 0.6 m and 0.7 m, the maximum wind speed between adjacent
cultivation racks reaches 3.21 m/s due to the small spacing. Nevertheless, most of the
airflow directly moves in the corridor between the cultivation racks, resulting in low wind
speed and uneven velocity distribution inside the cultivation racks. When the spacing is
enlarged from 0.8 m to 1.2 m, the wind can run through the internal fungus stick of the
cultivation racks, so as to achieve the desired ventilation effect. Through the numerical
simulation, it can be concluded that the larger the spacing, the more advantageous it is for
the ventilation inside the greenhouse. However, the horizontal spacing between the existing
cultivation racks is too low. Some of the cultivation racks near the back wall do not have
the fresh wind evenly blowing to them. As the horizontal spacing of the cultivation racks is
enlarged to 1.2 m, the predicament is relieved. Nevertheless, too-large horizontal spacing
is detrimental to the scale of production. In this way, the number of fungus sticks will be
reduced, which will greatly reduce the total output of the mushroom solar greenhouse.

Figure 9. Velocity distributions of typical cross sections under the different horizontal spacings of
cultivation racks.

Statistical analysis was conducted on the average wind speed under different horizon-
tal spacings of the cultivation racks, and the results are demonstrated in Figure 10. The
average airflow velocities of the five cases with horizontal spacing of 0.8 m, 0.9 m, 1.0 m,
1.1 m, and 1.2 m, all of which are 0.65 m/s, are basically the same. However, the wind
speeds of 0.6 m and 0.7 m are about 0.46 m/s when the external wind just enters the green-
house, and the wind speeds only reach about 0.6 m/s when the ventilation period is 15 s.
This indicates that too-small horizontal spacing is to the disadvantage of ventilation of the
cultivation racks. The difference of wind speed between 0.8 m and 1.2 m is only 0.05 m/s,
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suggesting that the ventilation performance of the cultivation racks can be satisfied when
the horizontal spacing is 0.8 m. This is consistent with the above results.

Figure 10. Velocity magnitudes of typical cross sections under different horizontal spacings of
cultivation racks.

3.3. Effect of Vertical Spacing of Cultivation Racks

There is no systematic study on the ventilation effect of the spacing between cultivation
rack layers (i.e., vertical spacing) on the ventilation performance. Based on the above
research results, the layout of cultivation racks is the north-south arrangement. The
horizontal spacing is specified as 0.8 m, and the vertical spacing of the cultivation racks is
investigated with an interval of 0.1 m and 0.01 m for interpolation modeling. The specific
parameters of the six different established cases are shown in Table 4.

Table 4. Parameters of cultivation racks in the vertical spacing investigation.

Order A B C D E F

Vertical spacing (cm) 26 27 28 29 30 31
Height of cultivation rack (m) 2.18 2.26 2.34 2.42 2.50 2.58

Numerical simulation was conducted on the overall ventilation rate of the greenhouse
under different vertical spacings of the cultivation racks, and the results are illustrated in
Figure 11. It can be seen from the velocity distribution that the wind speed is more uniform
with an increase in the vertical spacing between adjacent cultivation racks. Moreover,
the greater the vertical spacing between the layers is, the larger the average wind speed
is. When the vertical spacing is 26 cm, the wind speed inside the cultivation racks near
the back wall is very low. Only the front part has airflow, which is too high and reaches
2.48 m/s. With the increase of vertical spacing, the cultivation racks near the back wall
gradually acquire wind flow. When the vertical spacing increases to 29 cm, the whole
cultivation rack can gain access to wind flow, and the distribution of wind speed is much
more uniform. As the vertical spacing of the cultivation racks increase to 30 cm and 31 cm,
however, the ventilation performance is disappointing. Even though the wind can run
through the whole cultivation rack, the distribution of wind speed is disorganized.
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Figure 11. Velocity distributions of typical cross sections under different vertical spacings of cultiva-
tion racks.

Figure 12 exhibits the statistical value of the average wind speed in each cross section.
The results indicate that the average velocity first increases and then decreases according to
the increase in the vertical spacing from 26 cm to 31 cm. and the maximum wind speed
reaches 1.26 m/s at 29 cm. If the vertical spacing is increased further, the ventilation effect
becomes weak. Therefore, the best vertical spacing of the cultivation rack layer is 29 cm.

Figure 12. Velocity magnitudes of typical cross sections under different vertical spacings of cultiva-
tion racks.

3.4. Ventilation Design of Clustered Greenhouse Park

The simulation model of twelve greenhouses in a double row has been established
in the cluster greenhouse park, and the ventilation effect is displayed in Figure 13. It can
be seen that the airflow outside the first three rows of greenhouses is irregular, and the
wind speed at the air inlet of each greenhouse is inconsistent. Nevertheless, the airflow
movement of the front inlet of each greenhouse is relatively consistent from the fourth
row to the sixth row, which is quite different from the first three greenhouses. By contrast,
the wind speed of the middle cross section in the six rows is uniform without significant
difference. It can be clearly seen from the top cross section that the airflow in the first
two rows is irregular, and the wind speed at the outlet of each greenhouse is inconsistent.
However, the airflow movement of each greenhouse is relatively consistent from the third
row to the sixth row.
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Figure 13. Flow fields of three typical cross sections under different greenhouse arrangement.

Furthermore, in order to reduce the calculation cost and to improve the accuracy, an
enriched model of three greenhouses was established. The ventilation and cooling efficiency
of different building distances before and after the greenhouse were studied. Because there
is no shading effect in the front greenhouse, this numerical simulation mainly analyzes the
second and third row of greenhouses. Figure 14 shows the comparison of cooling efficiency
under different building spacings between the two greenhouses. Figure 14a demonstrates
the internal temperature variation inside the second row under the building spacing from
5 m to 14 m. As can be seen, the internal cooling rate of the greenhouse decreases obviously
with the increase in building spacing. It shows a decreasing trend of 0.3 m/s for every 1 m
increase. However, the quantitative change occurs between 10 m and 11 m. The cooling
rate of 11 m spacing is significantly faster than that of 10 m from the beginning of 10 s,
and the gap increases to 1 ◦C in the ventilation period of 40 s. However, the difference
fades away after 100 s. Moreover, the cooling rate does not change significantly when the
building spacing increases to 12 m and 14 m. The cooling efficiency of the third row of
clustered greenhouses was also analyzed, and the results are shown in Figure 14b. It can be
seen that the cooling trend of the third row is consistent with that of the second row. The
temperature decreases by 0.1 ◦C every 1 m increase in the building spacing. The third row
also undergoes quantitative changes at 10 m and 11 m. In the ventilation period of 20 s,
the cooling rate is significantly faster when the building spacing is 11 m than when it is
10 m, and the maximum temperature difference reaches to 0.8 ◦C at 50 s. Nevertheless, the
temperature at 10 m and 11 m is basically the same when the ventilation time reaches 100 s,
and there is no change in the cooling rate when the building spacing increases to 12 m
and 14 m.

Figure 14. Cooling rate of the clustered solar greenhouse under different building spacings: (a) the
second row; (b) the third row.
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The ventilation performance was studied, and the distribution of the average wind
speed in the clustered greenhouses is exhibited in Figure 15. The wind speed inside the
second row is analyzed in Figure 15a. According to intuition, the greater the building
spacing between greenhouses is, the greater the wind speed. Nevertheless, the velocity
magnitude first increases to the maximum, and then slowly reduces to smooth. The average
wind speed rises gradually with the increase in building spacing from 5 m to 7 m. However,
the change of airflow is not significant from 8 m to 14 m. The peak value of wind speed
reaches 0.71 m/s under the building spacing of 10 m. After the ventilation flow is stable
in the greenhouse, the wind speed at 11 m, 12 m, and 14 m are 0.59 m/s, 0.62 m/s, and
0.68 m/s, respectively. The fungus sticks actually need high wind speed to achieve efficient
ventilation. In consideration of the growth habit of mushroom, the optimal building spacing
of the second row of clustered greenhouses is 10 m. Corresponding analysis was carried
out on the third row, and the results are shown in Figure 15b. The wind speed increases to a
maximum, and then slowly reduces to smooth. The velocity magnitude gradually increases
as the building spacing is enlarged from 5 m to 9 m. However, there is no significant change
from 10 m to 14 m. When the building distance between the clustered greenhouses is 14 m,
the peak value of airflow velocity inside the greenhouses is 0.70 m/s. Nevertheless, it falls
rapidly to 0.58 m/s when the ventilation effect reaches a stable level at 100 s. The average
wind speed under the building spacing of 11 m, 12 m, and 14 m are 0.49 m/s, 0.52 m/s,
and 0.54 m/s, respectively. With the increase in ventilation time, the wind speed inside the
greenhouse begins to rise until it reaches a stable level when the building spacing is 10 m.
Therefore, the optimal building spacing of the third row of greenhouses is also 10 m.

Figure 15. Air velocity variation of the clustered solar greenhouse under different building spacings:
(a) the second row; (b) the third row.

4. Discussion

The growth of mushrooms is greatly affected by environmental factors, such as tem-
perature, humidity, illumination, and CO2 concentration. Among these environmental
factors, the most influential one is the temperature. A too-high or too-low temperature
will cause damage to the growth of mushrooms. The optimal growth temperature is
5~33 ◦C for mycelial growth and 12~28 ◦C for mushroom emergence. Because the growth
of mushrooms requires less solar radiation intensity, the ventilation plays a very important
role in the exchange of micro-environment and energy in the production process of solar
greenhouses. In some places, it is difficult to grow mushrooms using conventional methods
(i.e., cold winter or strong sunshine in summer, etc). However, in solar greenhouses, the
mushroom can be grown in some harsh climate conditions. Previous scholars have per-
formed a series of investigations into vegetable greenhouses and have obtained important
results with academic value. However, little attention has been paid to the system design
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of a mushroom solar greenhouse. On the one hand, the mushroom has more demanding
requirements on temperature and humidity; therefore, the ventilation results of a vegetable
greenhouse cannot be directly applied to a mushroom greenhouse. On the other hand,
the fungus sticks are produced in the form of cultivation racks, in which the ventilation is
much more complicated than in soil cultivation. Nevertheless, there is a research gap in the
configuration scheme of cultivation racks such as orientation arrangement, horizontal spac-
ing, and vertical spacing. In addition, the planning and design of the vegetable greenhouse
park is based on the principle that the front greenhouse does not affect the lighting of the
back greenhouse. However, it does not fit into the weak light habit of mushroom. There is
no systematic study on the ventilation of a large-scale park of mushroom solar greenhouses.
In order to improve the production efficiency in the clustered mushroom greenhouse park,
it is of significant importance to establish the theoretical basis of ventilation design theory.

In order to explore the system design of clustered mushroom solar greenhouses, the
present research has developed a 3-D mathematical model based on CFD theory to study the
ventilation performance. According to the analysis of different orientation arrangements of
cultivation racks, it can be asserted that the best design is the north-south arrangement. This
arrangement not only maximizes the wind speed in the greenhouse, but also enables the
fresh air into the greenhouse to flow evenly to each cultivation shelf, which is conducive to
the ventilation of fungus sticks. In addition, through the analysis of the horizontal spacing
of the cultivation racks, it can be concluded that the optimal horizontal spacing is 0.8 m.
If the separation distance of the cultivation racks is blindly increased, the overall airflow
velocity in the greenhouse will not improve significantly, but will waste the land utilization.
According to the analysis of vertical spacing of cultivation racks, it is suggested that the
optimal vertical spacing of cultivation racks is 29 cm. This configuration helps create a
smooth passage to achieve the best ventilation effect of the fungus sticks. According to
the analysis of the cooling rate and ventilation efficiency of clustered greenhouses, the
optimal building spacing is 10 m. This arrangement contributes to the normal growth and
development of mushroom fungus sticks, which can not only increase the utilization rate
of land, but also ensure the best cooling rate of each greenhouse.

Greenhouse cultivation is a suitable agricultural techniques for creating and controlling
the inside microclimate to be adequate for plant growth. For mushroom solar greenhouses
in summer, the temperature is too high to cause the normal growth of fungus crops
under the strong solar radiation and weak wind. It is of great significance to find the
reasonable planning of clustered greenhouse parks and the effective method of rapid
cooling inside the greenhouse to ensure the high-quality production. As a matter of fact,
the major environmental factors, including temperature, humidity, illuminance, and gas
concentration, in the greenhouse are invisible. Nevertheless, the reported research on
greenhouse ventilation is still mainly focused on experimental research, which has long
cycle, high cost, and is difficult to reproduce according to different climate conditions. The
CFD numerical simulation can effectively solve the above problems and can realize the
visual analysis of airflow field and temperature distribution. However, there are few reports
on the numerical simulation of mushroom solar greenhouse ventilation. The following
work will further use CFD to study the effect of vent configuration on the ventilation
performance of mushroom solar greenhouses.

5. Conclusions

In this study, the CFD theory has been used to establish a mathematical model for the
numerical simulation of clustered mushroom solar greenhouses. The effects of orientation
arrangement, horizontal spacing, vertical spacing of the cultivation racks, and the building
spacing between clustered greenhouses on the ventilation performance have been investi-
gated. The best orientation arrangement of cultivation racks inside the mushroom solar
greenhouse is a north-south layout because of the maximum wind speed. Moreover, the
fresh wind into the greenhouse can flow evenly to each layer of cultivation racks, which
contributes to the ventilation of mushroom fungus sticks. The optimal horizontal spacing
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of the cultivation racks is 0.8 m, which is conducive to wind running through the interior
of the cultivation racks, so as to achieve a reasonable ventilation effect. The optimal vertical
spacing between cultivation rack layers is 29 cm, which can not only avoid the shielding
effect, but can also improve the uniformity of wind speed distribution. For the clustered
mushroom solar greenhouse park, the best building spacing between adjacent greenhouses
is 10 m, which can not only increase the land utilization rate, but also ensure the best
cooling effect of each greenhouse.
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