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Preface to “Perspectives and Challenges in Doctoral

Research—Selected Papers from the 10th Edition of

the Scientific Conference of the Doctoral Schools of

“Dunărea de Jos” University of Galati (SCDS-UDJG)"

This Special Issue of the journal Inventions includes papers from different research fields

reflecting the sectional talks presented at the 10th edition of the Scientific Conference of the Doctoral

Schools of “Dunărea de Jos” University of Galaţi, which took place in June 2022. The objective of the

2022 Conference was to bring together perspectives and challenges in doctoral research in a common

forum and to provide a platform enabling doctoral researchers to meet and share state-of-the-art

developments in their fields.

The Special Issue includes 13 papers presented at the conference from several fields, including

mechanical and industrial engineering, food science and biotechnology, electrical/electronic

engineering, systems engineering and information technologies, chemistry, and economic models

and strategies.

Eugen Rusu and Gabriela Rapeanu

Editors
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Editorial Note for the Special Issue: Perspectives and
Challenges in Doctoral Research—Selected Papers from the
10th Edition of the Scientific Conference of the Doctoral Schools
from the “Dunărea de Jos”
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1 Department of Mechanical Engineering, Dunărea de Jos University of Galati, 47 Domnească Street,
800201 Galati, Romania; eugen.rusu@ugal.ro

2 Faculty of Food Science and Engineering, Dunărea de Jos University of Galati, 111 Domnească Street,
800201 Galati, Romania

* Correspondence: gabriela.rapeanu@ugal.ro

This editorial note is dedicated to the 10th Scientific Conference which was held on
June 2022 in Galati, Romania, and was organized by the Council of Doctoral Schools of
the “Dunărea de Jos” University of Galati (SCDS-UDJG). The papers in this Special Issue,
which reflect the sectional talks exhibited at the SCDS-UDJG, originate from a relatively
variety of research fields. The goal of this conference and Special Issue was to present the
most recent innovations in doctoral research while bringing together new perspectives
and challenges.

This Special Issue contains a total of 13 scientific works that were presented at the
SCDS-UDJG conference and includes topics including artificial intelligence technologies,
mechanical and industrial engineering, mechatronics, materials system engineering, food
science and bio-resources engineering.

Four articles present studies related to artificial intelligence technologies, representing
the majority of papers published in this Special Issue. In article [1], the authors attempted to
identify the most effective multivariate model for screening for main drugs of abuse, includ-
ing opioids, cannabinoids, and hallucinogenic amphetamines (2C-x, DOx, and NBOMe)
based on their ATR-FTIR spectra. Several machine learning methods, including Support
Vector Machines (SVMs), eXtreme Gradient Boosting (XGB), Gradient Boosting, Random
Forest, and K-Nearest Neighbors (KNN), were used to assess the drug class membership.

In article [2], the authors presented alternative training methods that were evaluated
for an Artificial Neural Network (ANN) intended to identify JWH synthetic cannabinoids.
The authors employed the Python programming language along with the Neural Designer
data science and machine learning platform to improve the model’s performance in terms
of output sensitivity.

In the study reported in article [3], a technique based on deep learning and machine
learning was used to help doctors to more accurately categorize breast cancers as benign or
malignant utilizing BUS photographs. The authors suggested a technique that incorporates
Hu’s moments as handcrafted and significant aspects in the analysis of breast tumors. This
technique may be applied to aid in the clinical diagnosis of breast cancers after detection
by offering a good combination of segmentation and Hu’s moments.

Last but not least, A CNN (convolutional neural network) version along with full
photographs from four digital databases were considered in article [4] to describe a method
for fingerprint categorization. The suggested model has three stages: a preprocessing stage
that handles edge enhancement operations, data resizing and data augmentation, and a
post-processing stage that concentrates on classification tasks.

Three articles in this Special Issue present findings in the field of mechanical and
industrial engineering. Thus, articles [5,6] take wind energy as their main objects of

Inventions 2023, 8, 73. https://doi.org/10.3390/inventions8030073 https://www.mdpi.com/journal/inventions
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research. The objective of article [5] was to provide a parallel assessment of the wind
resources from the Black Sea’s onshore and offshore regions, taking into account some
significant local sites such as the harbors.

Article [6] uses weather information from the Maritime Hydrographic Directorate
collected over a 13-year period (2009–2021) to present a general survey of the wind energy
potential of the Black Sea coast of Romania. Furthermore, in article [7], information and
design options appropriate to the entire shipping industry are presented along with an
overview of the development of the modern low-speed marine two-stroke diesel engine
from the perspective of the technical water-cooling plant, taking into consideration and
starting from the market requirements for power and speed.

In the domain of mechatronics, two articles, [8,9], were also published. The flexible
assembly, disassembly, and repair of a mechatronic line (A/D/RML) supported by an
autonomous robotic system (ARS), two robotic manipulators (RM), and a visual servoing
system (VSS) are the subject of the article [8], which describes modeling and control
techniques used in this field of study.

The A/D/RML comprises a flexible cell (FC) with a 6-DOF ABB industrial robotic
manipulator (IRM) and an ARS for manipulation and transport, along with six workstations
(WS) on a mechatronics line (ML) attached to the flexible cell (WS). The work in question
also covers the question of how to synchronize data between different types of industry-
standard field equipment and control systems. With the aim of obtaining precise positioning
in a processing technology applied to a laboratory mechatronics line (ML), the essential
contribution of article [9] is the modeling and control of a complex autonomous system
(CAS) outfitted with a robotic manipulator (RM) and a mobile vision sensor (MVS).

The next two research articles cover topics related to materials system engineering.
Thus, article [10] describes an event-based PID controller equipped in a conveyor trans-
portation system. PID control is one of the most widely researched methods of control
used for controlling the event trigger transportation system. Article [11] also studies the
corrosion rate indicated in the material loss per unit of time and the surface characteristics
of the carbon steel type S235JR blasted with different types of materials (quartz, alumina,
and red garnet with a particle size between 60 and 80 mesh (0.25–0.60 mm)). The corrosion
rate was estimated using electrochemical techniques such as the open circuit potential,
corrosion rate, polarization resistance, and gravimetric process.

Finally, the other two articles included in this Special Issue focus on various bioactive
compounds from plant matrices used to enhance the extraction process and acquisition of
by-products and value-added extracts for the design of functional food products. The ex-
traction optimization of biologically active compounds, especially anthocyanin compounds
and polyphenol compounds, and the antioxidant activity from red grape (Băbească Neagră)
peels is discussed in article [12], while article [13] investigates the optimization of the
parameters impacting on the concentration of anthocyanins in red onion skins and their
antioxidant activity. These two studies are based on the idea that natural food additives
should take the place of synthetic ones in the food system while also controlling the food
industry’s economic value chain by exploiting various valuable byproducts.

At this final point, it has to be highlighted that the works discussed above reflect the
most recent advancements in the fields of artificial intelligence technologies, mechanical
and industrial engineering (wave and wind energy), mechatronics, materials system engi-
neering, food science, and bio-resources engineering. In the opinion of this Special Issue’s
Guest Editors, these papers represent a starting point for further studies and open new
research directions.

Acknowledgments: This scientific event was supported by a grant from the Romanian Ministry of
National Education.

Conflicts of Interest: The authors declare no conflict of interest.
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Optimization of Extraction Parameters of Anthocyanin
Compounds and Antioxidant Properties from Red Grape
(Băbească neagră) Peels

Daniela Serea, Oana Emilia Constantin, Georgiana Horincar, Nicoleta Stănciuc, Iuliana Aprodu,

Gabriela Elena Bahrim and Gabriela Râpeanu *

Faculty of Food Science and Engineering, Dunărea de Jos University of Galati, 111 Domnească Street,
800201 Galati, Romania
* Correspondence: gabriela.rapeanu@ugal.ro; Tel.: +4-0336-130-177

Abstract: Using a Central Composite Design, the extraction of bioactive compounds from red
grape Băbească neagră peels was optimized by applying a conventional solvent extraction. On the
anthocyanin content, total phenolic content, and antioxidant activity (using the DPPH method), the
effects of extraction factors, including ethanol and citric acid concentrations, extraction temperature,
and duration, were investigated. For each of the investigated parameters, a quadratic model was
suggested. The maximum and minimum variables investigated in the coded form of the experimental
plan are the concentrations of citric acid (0.10–2.64%), ethanol (38.06–96.93%), operating temperature
(13.06–71.90 ◦C), and extraction time (11.36–78.63 min). The optimal mixture for recovering the most
significant amount of polyphenol content and antioxidant activity was 85% ethanol, 0.85% citric acid,
52.14 min, and 57 ◦C. Based on the experimental approach, the anthocyanin content ranged from
1.71 to 2.74 mg C3G/g DW, the total phenolic content ranged from 24.67 to 43.97 mg/g, and the
antioxidant activity ranged from 15.95 to 20.98 mM TE/g DW. Overall, it should be stressed that
establishing operating factors to maximize model responses can improve the extraction process and
the obtaining of red grape peel value-added extracts for creating functional food products.

Keywords: anthocyanins; antioxidant; red grape; citric acid; ethanol; temperature; time; CCD

1. Introduction

Nowadays, due to the high content of valuable compounds, the wine industry is
responsible for the generation of by-products used, in various branches of industry such
as animal feed, composting, or ethanol production [1]. About 75% of cultivated grapes
are intended for wine production, of which 20–30% represent residual products [2,3].
This waste represents grape pomace which consists of skin, remaining pulp, seeds, and
bunch fragments [4]. Grape pomace represents a valuable source of important nutrients.
Different studies have presented the use of dried pomace powder for directly fortifying
food products such as dairy, meat, and fish [2]. The research on grape pomace may be
relevant for industrial reasons due to the rising need for nutraceutical and antioxidant
compounds [5]. Increasing demand and production of wines have begun generating
increased amounts of grape by-products during the winemaking process such as peel/skin,
and their disposal poses a burden on the environment. However, grape skin/peels are
stocked with bioactive compounds, favoring the use of these by-products as functional
ingredients. The major bioactive compounds in grapes are phenolic acids, flavonoids,
anthocyanins, proanthocyanins, and stilbenes [6,7], most concentrated in the skin [8].
The composition of grape peel/skin is variable based on varietal diversity, agronomic
conditions of the region in which they were cultivated, and the extraction techniques
used [9]. Despite these environmental factors, the bioactive chemicals that remain in the
grape skins after winemaking can be extracted [10–12]. Those compounds are evaluated as

Inventions 2023, 8, 59. https://doi.org/10.3390/inventions8020059 https://www.mdpi.com/journal/inventions
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potential antioxidants [13] and food colorants [14]. Given the antioxidant characteristics of
grape skin/peel, these compounds can be useful in many foods’ industrial aspects where
the prevention of oxidative damage or free radical formation is involved. Therefore, food
quality, shelf-life extension, and intelligent packaging could be improved or maintained by
developing these characteristics [13].

Among the phenolic compounds present in grapes, flavonoids (flavonols, antho-
cyanins, flavan-ols, and their derivative proanthocyanidins) are the most abundant physio-
logically active phytonutrients in grapes with major grape skins and seeds and are involved
in the biological activities of grape products [15,16]. Due to their dual functions, antho-
cyanin pigments play a significant role in grapes and wines. Firstly, their concentration,
forms, and derivatives directly affect the finished wine’s color, making them a crucial
component of sensory qualities. Secondly, they are thought to possess a variety of biologi-
cal qualities, such as antioxidant properties, which protect against neurological disorders
and exhibit anti-inflammatory, anti-hepatotoxicity, cardioprotective, chemotherapeutic,
hepatoprotective, and neuroprotective activity [17–19]. The anthocyanins profile from
red grapes consists of 3-O-monoglucosides of delphinidin, cyanidin, petunidin, peonidin,
and malvidin [20]. Therefore, their extraction and application in different food matrices
represent a way of valorizing grape by-products (skins) by obtaining value-added ingredi-
ents (natural colorants and antioxidants) in order to replace synthetic food additives [21].
Additionally, phenolic acids can be found in grapes, free or conjugated with sugars, antho-
cyanins, or condensed tannins [22]. Proanthocyanidins, also known as condensed tannins,
are released from both grape skins and seeds and are what give wine its astringent and
bitter characteristics [23,24].

Optimizing the extraction process efficiently to maximize the amount of biologically
active compounds from the by-products of the food industry is still a scientific concern [9].
Over time, many studies have highlighted different methods of extracting bioactive com-
pounds from the skin of grapes through different extraction techniques [9,25], among them
solid–liquid extractions, such as mechanical agitation and solvent extraction (ethanol and
methanol extraction). The solvent selection used for the extraction can increase extraction
efficiency, time, quality, and solvent consumption. The development and optimization
of efficient extraction procedures are essential to improve the extraction of valuable com-
pounds. To improve the extraction process, the following parameters are usually taken
into account: matrix, solvent, temperature, pH, liquid–solid ratio, and extraction time [26].
Common methods for extracting phenolic compounds from fruit and vegetables include
Soxhlet extraction, maceration, and hydrodistillation, which rely on the effectiveness of
various solvents as extractants as well as the use of heat and/or mixing. The selection of a
solvent is based on several factors, such as its physicochemical properties, cost, and toxicity.
Some solvents, such as ethanol, water, and their mixtures, are designated as “generally
recognized as safe”). Moreover, the preferred solvent systems are currently used for natural
products [27].

Using a central composite design and response surface methodology (RSM), this study
sought to maximize the extraction of phenolic antioxidants from grape skins. A conven-
tional single-factor experiment, which does not consider the interactive effects among the
analyzed variables, could not fully show the effects of the parameters on the responses.
The screening of a wide variety of factors is possible with response surface methodology
based on a central composite design (RSM-CCD), which provides information on the cu-
mulative impact of the factors while helping to lower the cost of the analysis, in addition to
evaluating the contribution of each factor [28]. The study used ethanol concentration, acid
type, duration, and temperature as our extraction parameters. The dependent variables
included total phenolic content (mg GAE/g), total monomeric anthocyanins (mg G3G/g),
and DPPH radical scavenging levels (responses). Data on extraction factors having notable
impacts on the phenolic antioxidants in grape skins were obtained from single-factor tri-
als. The ideal extraction condition was then more precisely determined by the RSM-CCD
analysis of these components. The CCD offers a decent quantity of information for incon-
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sistency testing without requiring many design points, making it perfect for sequential
experimentation [29].

2. Materials and Methods

2.1. Reagents and Chemicals

For the chemical characterization of biologically active compounds from red grape skins,
we used 96% ethanol, Folin–Ciocâlteu reagent (FC), DPPH (2,2-diphenyl-1-picrylhydrazyl),
Trolox (6-hydroxy-2,5,7,8-tetramethylchroman-2-carboxylic acid), methanol (MeOH), potas-
sium chloride solution (KCl), sodium acetate solution (CH3COONa), sodium carbonate
(Na2CO3) 20%, and Gallic acid solution which were obtained from Sigma Aldrich (St. Louis,
MO, USA).

2.2. Red Grape Skins Preparation

Red grapes from the Băbească neagră variety were purchased from a local market
in Galati, Romania (from the 2020 harvest). The grape skins were manually separated,
washed with cold water, and rinsed with distilled water at a ratio of 1:2 (w/w). Then, they
were wiped with paper towels to remove any residual pulp. The collected skins were
freeze-dried using Alpha 1–4 LD plus equipment (CHRIST, Osterode am Harz, Germany)
at −42 ◦C under a pressure of 10 Pa for 48 h. Finally, the dried skins were grounded and
stored at 4 ◦C in a hermetically closed jar until further analysis.

2.3. Extraction of Biologically Active Compounds

A total of 1 g of dried peel grape powder was utilized for the extraction along with
9 mL of the solvent (38.06–96.93% ethanol) and 1 mL of citric acid with a range of concen-
trations from 0.01 to 2.64%. The extractions took place at 13.06–71.9 ◦C for 11.36 to 78.6 min
using a sonication water bath (MRC Scientific 193 Instruments, Holon, Israel), followed by cen-
trifugation at 5000 rpm for 10 min at 4 ◦C, and the supernatant was phytochemically analyzed.

2.4. Determination of the Total Anthocyanins Content (TAC)

In order to estimate the total monomeric anthocyanins content (TAC), a modified pH
differential method was used [30]. Before the analysis, the samples were diluted (D = 1:10).
Then, 200 μL of vegetable extract, and 800 μL of a buffer solution with a pH of 1.0/4.5 were
used, and the absorbance of diluted extracts was measured at two distinct wavelengths:
520 nm and 700 nm. The results were expressed as milligrams of cyanidin-3-glucoside
(C3G) per gram of dry weight (DW).

2.5. Total Phenolic Compounds Determination

The total phenolic compounds content (TPC) was achieved using the modified method
of Dewanto et al. [31]. Briefly, a mixture was obtained by adding 200 μL extract, 15.8 mL
ultrapure water, and 1 mL of Folin-Ciocâlteu reagent. After 10 min, a volume of 3 mL of 20%
Na2CO3 was added, and the mixture was maintained in a dark place for 60 min at 25 ◦C.
The mixture absorbance was measured at a wavelength of 765 nm. The results obtained
were expressed as mg gallic acid equivalents GAE/g DW. The gallic acid concentration for
the standard curve was 10–100 ppm, and the equation obtained was y = 1.6991x − 0.0256.

2.6. Antioxidant Activity—DPPH Assay (AOA)

The antiradical activity of red grape skin extracts was determined using 2,2-diphenyl-1-
picrylhydrazyl (DPPH) according to Castro-Vargas et al. [32] and Turturică et al. [30]. Briefly,
a mixture was obtained by adding a 200 μL extract and a 3.9 mL DPPH solution 0.1M. The
mixture was maintained in a dark place for 90 min at 25 ◦C. The mixture absorbance was
measured at a wavelength of 515 nm. A control was prepared by adding 200 μL methanol
and 3.9 mL DPPH solution 0.1 M, and the absorbance mixture was also measured. The
results obtained were expressed as mM Trolox/g DW. The Trolox concentration for the
standard curve was 10–100 ppm, and the equation obtained was y = 0.45x + 0.0075.
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2.7. Experimental Design

The antioxidant activity of the red grape skin extract was experimentally determined,
and the TAC, TPC, and AOA were optimized using the Central Composite Design (CCD)
approach. An experimental factorial model was created using the design of 21 experimental
variants, 3 central points, and a core component of 5 variables. The experimental plan’s
variables’ maximum and lowest values are shown in Table 1 in both their present and
coded forms. Additionally, the CCD develops a quadratic model for the response variables.

Table 1. Range of values for the variables examined and values encoded.

Code Independent Variables Units Minimum Maximum Coded Low Coded High

A Citric acid % 0.0100 2.64 −1 = 0.10 +1 = 2.00
B Ethanol % 38.06 96.93 −1 = 50.00 +1 = 85.00
C Temperature ◦C 13.06 71.90 −1 = 25.00 +1 = 60.00
D Time min 11.36 78.63 −1 = 25.00 +1 = 65.00

The experimental conditions can be represented by a second-order polynomial model (1):

R = b0 + ∑n
i bi ·xi+∑n

i=1 bii·x2
ii + ∑ bij·xi·xjd (1)

where R is the predicted response, b0 is the intercept, bi, bii, and bij are the regression coeffi-
cients, xi and xjd are the independent variables analyzed, and n is the number of factors.

2.8. Statistical Analysis

To assess the experimental model in the study, we used the statistical program Design
Expert (v. 13) from Design-Expert® (Stat-Ease, Inc., Minneapolis, MN, USA). The results of
each analysis were performed in triplicate, and they are shown as mean standard deviation.

3. Results and Discussion

In order to find the optimized parameters for the extraction process, a Central Compos-
ite Design (CCD) and surface response modeling were used to establish the ideal parameters
for optimizing the extraction process. In this respect, the content of total anthocyanins, total
polyphenolic compounds, and antioxidant activity were measured.

The four independent variables (citric acid concentration, ethanol concentration, tem-
perature, and time of extraction) were used to optimize the extraction parameters modeled
by CCD in this study (Table 2).

Table 2. The CCD matrix with the measured values in terms of TAC, TPC, and AOA.

Run
Factor 1 Factor 2 Factor 3 Factor 4 Response 1 (R1) Response 2 (R2) Response 3 (R3)

A: Citric Acid
%

B: Ethanol
%

C: Temperature
◦C

D: Time
min

TAC
mg/g

TPC
mg/g

AOA
mM/g

1 0.1 85 25 65 2.09 ± 0.08 29.01 ± 1.70 19.76 ± 0.25
2 1 67 13.06 45 2.15 ± 0.11 29.97 ± 1.55 18.24 ± 0.13
3 1 67 71.9 45 2.29 ± 0.02 40.97 ± 1.70 15.95 ± 0.39
4 1 67 42 45 2.24 ± 0.02 36.94 ± 1.67 17.26 ± 0.14
5 1 67 42 45 2.25 ± 0.18 37.04 ± 1.49 17.25 ± 0.16
6 0.1 50 25 25 2.45 ± 0.03 29.93 ± 0.38 19.65 ± 0.66
7 2 50 25 65 2.64 ± 0.18 30.12 ± 1.71 19.05 ± 0.89
8 0.1 85 60 65 2.4 ± 0.39 31.09 ± 0.56 18.91 ± 0.50
9 2 50 60 65 2.17 ± 0.22 31.92 ± 0.89 19.31 ± 0.24

10 0.01 67 42 45 2.1 ± 0.09 30.86 ± 1.23 20.16 ± 0.64
11 0.1 50 60 25 2.53 ± 0.29 43.97 ± 0.94 18.38 ± 0.20
12 1 67 42 11.36 2.05 ± 0.10 31.41 ± 1.39 18.77 ± 0.29
13 2.64 67 42 45 2.49 ± 0.15 35.88 ± 0.98 20.49 ± 0.55
14 2 85 25 25 1.71 ± 0.08 24.67 ± 1.11 20.98 ± 0.40
15 1 67 42 78.63 2.32 ± 0.11 26.45 ± 1.92 18.72 ± 0.18
16 2 85 60 25 2.07 ± 0.07 31.1 ± 0.56 17.47 ± 0.50
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Table 2. Cont.

Run
Factor 1 Factor 2 Factor 3 Factor 4 Response 1 (R1) Response 2 (R2) Response 3 (R3)

A: Citric Acid
%

B: Ethanol
%

C: Temperature
◦C

D: Time
min

TAC
mg/g

TPC
mg/g

AOA
mM/g

17 1 67 42 45 2.24 ± 0.02 37.12 ± 1.94 17.26 ± 0.27
18 1 67 42 45 2.25 ± 0.00 37.01 ± 1.15 17.26 ± 0.13
19 1 96.93 42 45 2.59 ± 0.10 42.07 ± 1.66 16.35 ± 1.25
20 1 38.06 42 45 2.03 ± 0.16 32.25 ± 1.44 17.61 ± 0.80
21 1 67 42 45 2.25 ± 0.11 37.14 ± 1.96 17.35 ± 0.21

3.1. Effect of the Extraction Parameters on TAC

As can be seen in Table 2, the total anthocyanins content varied from 1.71 to 2.64 mg/g
DW as a function of the various variables. Considering the extraction environment’s
variables, the values of TAC from red grape skins were explained using regression equations
developed after the ANOVA analysis (Table 3). The Model F-value of 1003.34 for TAC
from red grape peels suggests that the model is significant. Model terms are significant if
the determined p-values are less than the value of 0.0500, according to the results. In this
situation, the following terms, such as A, B, C, D, AB, AC, AD, BC, BD, CD, B2, C2, and D2,
are significant model terms.

R1 (TAC) = 2.26 + 0.1375A + 0.1722B + 0.0380C + 0.1043D + 0.0368AB − 0.06AC + 0.3622AD + 0.1324BC +
0.2475BD − 0.0750CD + 0.0038A2 + 0.0225B2 − 0.008C2 − 0.0200D2 (2)

Table 3. ANOVA for the reduced quadratic model calculated for TAC and TPC extraction and AOA.

TAC TPC AOA

Source SS df MS F-Value p-Value SS df MSquare F-Value p-Value SS df MS F-Value p-Value

Model a 0.9492 14 0.0678 1003.34 <0.0001 518.33 13 39.87 2495.65 <0.0001 37.31 14 2.67 1241.30 <0.0001
A-Citric acid 0.0547 1 0.0547 809.95 <0.0001 29.58 1 29.58 1851.33 <0.0001 2.06 1 2.06 960.80 <0.0001

B-Ethanol 0.1661 1 0.1661 2457.72 <0.0001 46.57 1 46.57 2915.05 <0.0001 0.8648 1 0.8648 402.78 <0.0001
C-Temperature 0.0197 1 0.0197 290.88 <0.0001 131.49 1 131.49 8230.00 <0.0001 6.37 1 6.37 2967.68 <0.0001

D-Time 0.0606 1 0.0606 896.65 <0.0001 6.78 1 6.78 424.19 <0.0001 0.0137 1 0.0137 6.40 0.0447
AB 0.0044 1 0.0044 65.51 0.0002 0.0853 1 0.0853 5.34 0.0541 0.0459 1 0.0459 21.39 0.0036
AC 0.0314 1 0.0314 465.24 <0.0001 7.84 1 7.84 490.84 <0.0001 0.1584 1 0.1584 73.76 0.0001
AD 0.4312 1 0.4312 6380.64 <0.0001 95.57 1 95.57 5982.19 <0.0001 0.7707 1 0.7707 358.95 <0.0001
BC 0.1403 1 0.1403 2076.49 <0.0001 6.74 1 6.74 422.14 <0.0001 1.40 1 1.40 652.50 <0.0001
BD 0.1302 1 0.1302 1926.32 <0.0001 57.93 1 57.93 3626.06 <0.0001 1.56 1 1.56 728.21 <0.0001
CD 0.0450 1 0.0450 665.91 <0.0001 34.40 1 34.40 2153.40 <0.0001 2.19 1 2.19 1022.08 <0.0001
A2 0.0001 1 0.0001 1.57 0.2568 44.28 1 44.28 2771.33 <0.0001 20.60 1 20.60 9596.00 <0.0001
B2 0.0076 1 0.0076 112.10 <0.0001 - - - - - 0.1771 1 0.1771 82.50 <0.0001
C2 0.0010 1 0.0010 14.16 0.0094 5.49 1 5.49 343.61 <0.0001 0.0642 1 0.0642 29.90 0.0016
D2 0.0060 1 0.0060 88.49 <0.0001 125.06 1 125.06 7827.78 <0.0001 3.91 1 3.91 1820.54 <0.0001

Residual 0.0004 6 0.0001 0.1118 7 0.0160 0.0129 6 0.0021
Lack of Fit b 0.0003 2 0.0001 4.76 0.0876 0.085 3 0.0283 4.23 0.0986 0.0060 2 0.0030 1.72 0.2885
Pure Error 0.0001 4 0.000 0.0268 4 0.0067 0.0069 4 0.0017
Cor Total 0.9496 20 518.44 20 37.33 20

Sum of Squares—SS; Mean Square—MS; a Significant; b Not significant. Equation (2) presents the relationship
between the TAC (R1) and the variables expressed in coded units.

The ethanol (B) had the most positive impact on the anthocyanins content according
to the regression equation’s b coefficients. Furthermore, citric acid concentration (A), and
extraction time (D) all improved the TAC of the extracts. The extraction of TAC from red
grape skins was negatively influenced, as shown in equation 1, by interactions between
citric acid concentration and temperature (AC), temperature and time of extraction (CD),
and a quadratic time of extraction (C2) and temperature (D2).

There was a moderate effect on the TAC from the interactions between citric acid
and ethanol concentration (AB), citric acid concentration and time (AD), and ethanol
concentration and time (BD) of TAC extraction from red grape skins.

In analyzing Figure 1(Aa–Ad), a synergistic effect of the independent variables (citric
acid concentration, ethanol concentration, temperature, and time) on the TAC of the extract
was found. Figure 1A depicts the correlation between the independent and dependent
variables which was predicted using second-order contour plots. The three-dimensional
response reveals the impact of the selected parameters on the extract’s TAC. Figure 1(Ab)
shows that citric acid concentration and extraction time are the main parameters impacting
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TAC extraction. The maximum value for TAC was achieved at 2% citric acid concentration
and about 65 min extraction time. The negative effect of interaction between time and
temperature was also identified by Li et al. [9], who observed that from 40 to 51 ◦C,
there was a significant rise in TAC extraction yield, but above 51 ◦C, the yield began to
decline. Furthermore, as shown in Figure 1(Ad), lower extraction times (25 min) and higher
concentrations of ethanol (85%) led to a decreased TAC value. The contour plots showed
that the concentration of anthocyanins was affected by ethanol concentration rather than
temperature variation (Figure S1(Aa,Ac)).

 

Figure 1. Three-dimensional surface plots screening the effect of the variables on the TAC ((A)—(a):
citric acid–ethanol; (b): citric acid–time; (c): ethanol–temperature; (d): ethanol–time), TPC ((B)—(a):
citric acid–ethanol; (b): citric acid–time; (c): temperature–time; (d): ethanol–temperature) and AOA
((C)—(a): citric acid–ethanol; (b): citric acid–time; (c): ethanol–time; (d): temperature–time).

Several parameters’ perturbation plots show how each impacted the current response
(Figure 2A). The perturbation plot compares the effects of all factors in the design space
and is used to determine which factors have the greatest impact on the response. A steep
slope or curvature in a factor indicates the sensitivity of the response to that factor, whereas
a relatively flat line indicates a factor’s insensitivity to change [33]. Thereby, curve B in
the perturbation graph looks crucial in determining TAC, showing how significantly the
ethanol value affected the result. Curves A and D, which represented time and citric acid,
respectively, showed that these variables had a less significant impact on the extraction
than ethanol.
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Figure 2. Perturbation graphs of each independent variable on TAC (A), TPC (B), and AOA (C) of
the red grape peel extracts. A: citric acid (%); B: ethanol (%); C: temperature (◦C); D: time (min).

Table 2 shows the concentrations of anthocyanins extracted from the skin of Băbească
neagră grapes obtained by varying the parameters of the conventional extraction method
using a CCD model. The highest concentration of anthocyanins TAC (2.64 mg/g) corre-
sponds to the extracts obtained with EtOH 50% acidified with citric acid 2% at 25 ◦C, for
65 min of extraction. Therefore, the yields of anthocyanin extraction may be increased by
mixing water with ethanol, and the extracts are easy to introduce into biological systems.
The results corroborate those of Khazaei et al. [34], who used RSM with Box–Behnken to
discover that increasing the solvent ratio to the solute improved anthocyanin extractions
by raising TAC. Similar results were obtained by de Andrade et al. [35] who reported
in the skin of Syrah grapes an anthocyanin content of 3.25 ± 0.03 mg M3G/g DW. Yam-
mine [36] used an extraction ratio of 50% ethanol and extracted from the Cabernet Franc
grape an anthocyanin content of 11.67 ± 1.67 mg/g DW from the pomace of the Cabernet
Franc grape. With the help of the maceration method, Arozarena et al. [37] extracted a
concentration of anthocyanins from the skins of the grape variety Cabernet Sauvignon of
23.3 ± 0.3 g M3G/kg DW. The same approach was used to obtain, from the skins of the
Graciano grape variety, an amount of 22.6 ± 0.4 g M3G/kg DW. Rockenbach et al. [12]
observed a total anthocyanin content value between 2.89 and 9.34 mg/g DW in six red
grape (Vitis vinifera and Vitis labrusca) extracts from Brazil. These differences between the
anthocyanin contents in the grape can be explained by the factors involved in the vine
cultivation and also between varieties.

3.2. Effect of the Extraction Parameters on TPC

This study aimed to find the ideal parameters for extracting phenolic compounds from
red grape skins. The TPC ranged from 24.67 to 43.97 mg/g DW based on the experimental
design depicted in Table 2. Data presented in Table 3 revealed that for TPC, a Model F-value
of 2495.65 implies that the model is significant, and p-values less than 0.05 imply that the
model terms were significant. Model terms are considered significant if their p-values are
less than 0.0500. In this case, A, B, C, D, AC, AD, BC, BD, CD, A2, C2, and D2 are significant
model terms.

R2 (TPC) = +37.41 + 3.19A + 2.88B + 3.10C − 1.10D − 0.1614AB − 0.9895AC + 5.39AD − 0.9180BC + 5.21 BD −
2.07CD − 2.42A2 − 0.6054C2 − 2.89D2 (3)

The model equation presenting the correlation between the R2 (TPC) and the vari-
ables in coded units is revealed in Equation 3. The regression equation’s b coefficients
showed that the ethanol concentration and extraction time positively affected the phenolic
compounds extraction.
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The interactions between citric acid concentration and time of extraction (AD) and
between ethanol concentration and extraction time (BD) had an appreciably positive effect
on TPC extraction. On the contrary, citric acid concentration (A2) and extraction time (D2)
had an appreciably negative contribution. Furthermore, interactions between citric acid
concentration and ethanol concentration (AB) and acid citric concentration and temperature
(AC) of extraction, as well as ethanol concentration and temperature (BC), had a moderately
negative effect on the TPC yield.

Figure 1(Ba–Bf) shows the tridimensional surface plots and 3D surfaces of the interac-
tions between the concentrations of citric acid and ethanol, temperature, and extraction
time that have the greatest influence on the extraction of TPC. The TPC increased when the
ethanol concentration approached 85% and the citric acid concentration reached over 2%,
according to an analysis of the impacts of ethanol concentration and citric acid concentra-
tion (Figure 1(Ba)). According to the surface graphs, citric acid concentration and ethanol
concentration had a greater impact on polyphenol concentration than did extraction dura-
tion. A decrease in phenolic compounds content is observed at an increased concentration
of citric acid and extraction time (Figure 1(Bb)). Additionally, the increase in TPC with
an increasing temperature was observed at low (<25 min) and moderate (35 min) extrac-
tion time concentrations. However, the effect of the temperature almost disappeared at a
higher extraction time (>65 min) (Figure 1(Bc)). Figure 1(Bd) demonstrates a considerable
increase in TPC with a decreasing temperature and increasing ethanol concentration in the
solvent composition.

Moreover, the perturbations graph (Figure 2B) exhibiting the effects of each indepen-
dent variable on the TPC revealed that both citric acid and ethanol concentration had a
significant influence on increasing the TPC.

Following the conventional extraction, the highest content of total phenolic com-
pounds, 43.97 mg EAG/g DW, was obtained for the extraction with 50% ethanol and
0.1% citric acid after 25 min of extraction at 60 ◦C. Katalinić et al. [38] reported content
of 45.0 ± 26.3 mg EAG/g grape skin following a conventional extraction with ethanol
(ethanol/water 80/20, at 60 ◦C, for 60 min). On the other hand, Negro et al. [39] obtained
a content of 33.3 ± 0.3 mg EAG /100 g DW in the skin of red grapes by extraction with
80% ethanol with acetic acid. Poudel et al. [40] determined a content of 8.47 ± 0.20 (mg/g
EAG) in the skin of the Ebizuru grape variety by 80% methanol extraction with 1N HCl.
Tournour et al. [41] reported a content ranging from 69.30 to 131.70 mg/g EAG for different
grape cultivars following a conventional magnetic stirring extraction for 48 h using an 80%
ethanolic solution.

3.3. Effect of Extraction Parameters on AOA

The recorded values of antioxidant activity ranged from 15.95 to 20.98 mM TE/g DW
according to the influence of various variables (Table 2). For the AA parameter, the model
is suggested to be significant by the model’s Model F-value of 1241.30, and p-values less
than 0.0500 indicate that model terms are significant. In this case, A, B, C, D, AB, AC, AD,
BC, BD, CD, A2, B2, C2, and D2 are significant model terms.

Equation (4) reveals the model equation for the relationship between the antioxidant
activity (R3) and variables expressed in coded units.

R3 (AOA) = +17.21 − 0.8438A − 0.3931B − 0.6835C − 0.0497D − 11.84AB − 0.4843AD − 0.4184BC −
0.8576BD + 0.5237CD + 1.66A2 − 0.1089B2 − 0.0656C2 + 0.5114D2 (4)

The regression equation’s b coefficients showed that among all the variables, the
time of extraction had a minor negative effect on antioxidant activity. The interaction
between citric acid concentration and ethanol concentration (AB) significantly negatively
impacted the AOA of the red grape skin extract. The interactions between citric acid
concentration and time of extraction (AD), ethanol concentration and temperature (BC),
ethanol concentration and time of extraction (BD), quadratic ethanol concentration (B2),
and quadratic temperature (BD) were all found to have a small negative impact (C2).
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Additionally, the interaction between temperature and time (CD) and quadratic extraction
duration had a moderate impact on the extract’s antioxidant activity (D2). Additionally, the
antioxidant activity of the red grape skins extract is significantly positively influenced by
quadratic citric acid content (A2).

The second-order contour plots were designed to predict the correlation between the
independent and dependent variables, as seen in Figure 1C. The same correlation is used
to highlight the synergistic effects of the studied independent variables on the values of
antioxidant activity for the red grape skin extract. The correlative effect of the selected
independent three-dimensional response area can describe the extract’s antioxidant activity.
Figure 1(Ca–Cd) shows the extraction parameters that affect antioxidant activity. The
maximum antioxidant activity was obtained after 25 min of extraction at a concentration
of ethanol of about 85%. Antioxidant activity increases as citric acid concentrations in-
crease (Figure 1(Ca,Cb)). Shorter extraction times and higher citric acid concentrations
also positively impacted the DPPH free radical-scavenging capacity, as evidenced by the
plots. AOA decrease was observed at an increased ethanol concentration (Figure 1(Cc)).
However, at higher extraction times (≥45 min) and at a moderate ethanol concentration
(64%) an increase in AOA was observed (Figure S1(Cc)). Higher temperatures increase
the solubility of phenolic compounds, leading to an increase in AOA. Nonetheless, using
higher extraction temperatures and a longer extraction time, the extracted phenolic com-
pounds began to degrade and, after reaching equilibrium, reduced AOA concentrations
(Figure 1(Cd)). Similar results were obtained by Li et al. [9] who found a negative correla-
tion between increasing ethanol concentration and increasing temperature, indicating that
the antioxidant activity of AOA decreased as the ethanol concentration and temperature
increased. Moreover, curve D from the perturbations graph has played a significant role in
the determination of AOA in the perturbation graph, demonstrating the sizeable influence
of the time of extraction value. Additionally, curves B and C will have less impact on
extraction than curve A (Figure 2C).

After 25 min of extraction at 25 ◦C, the extraction with 85% ethanol and 2% citric
acid produced the highest AOA of 24.67 mM TE/g DW. For the same grape variety but
harvested in 2012, Constantin et al. [42] reported 4.89 ± 0.02 μM TE/g DW by the ABTS
assay. Rockenbach et al. [12] obtained an average of 2.076 mM TE/100 g DW for different
grape varieties from Brazil. The pinot noir and Isabel varieties had the highest levels of
antioxidant activity. In a study conducted by Kupe et al. [43], nine ‘Karaerik’ grape clones’
peel samples showed DPPH radical scavenging between 1.08 and 1.34 mM TE /100 g FW.
After model validation, for extraction, Li et al. [9] used the following parameters: 49%
ethanol/51 C/15 min and obtained an AOA of 41.78 ± 1.13 mg TE/g.

3.4. Extraction Parameter Optimization and Validation

To verify the model equation, the model suggested the best factors based on maximiz-
ing response desirability (Figure 3, Table 4). The ramp graphs are labeled with a specific
point that represents the optimal level for the variable under study. The value of the desir-
ability function varies from the value zero, outside the imposed limits, to the value 1 or a
value close to 1. The program’s objective is to maximize the function, starting at a random
point and aiming for the steepest slope possible [44]. A score of 1 (0.926) meant that all
chosen conditions were true. The ideal conditions for maximizing phenolic compounds
extraction and antioxidant activity were 0.85% citric acid, 85% ethanol, a temperature of
57.39 ◦C, and an extraction time of 52.14 min.
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Figure 3. The optimization desirability bar chart (A) and ramps (B).

Table 4. The mathematical model’s validation.

Dependent Variable Predicted Value
95% Confidence

Intervals
Experimental Value

TAC (mg C3G/g DW) 2.25 2.23–2.27 2.26
TPC (mg GAE/g DW) 37.41 37.09–37.73 37.22
AOA (mM TE/g DW) 17.20 17.08–17.32 17.11

According to the model, the maximal levels of anthocyanins, total phenolic com-
pounds, and antioxidant activity were 2.25 mg C3G/g DW, 37.41 mg GAE/g DW, and
17.2 mM TE/g DW, respectively. The experimental findings (Table 4) demonstrated fast
responses to the model’s predictions. Three extractions were carried out under those
predicted variables to verify the model. In a study conducted by Li et al. [9], using a Box–
Behnken design by RSM optimized the extraction parameters (48.80% ethanol at 50.79 ◦C
for 14.82 min) of grape skin for obtaining the highest yields of the TPC (15.24 mg GAE/g)
and TAC (3.46 mg CGE/100 g).

4. Conclusions

To obtain peel extracts from Băbească neagră grapes with a high yield of pheno-
lic compounds and high levels of antioxidant activity, the conventional solvent extrac-
tion process variables (citric acid concentration—0.85%, ethanol concentration—85%,
temperature—57.39 ◦C, and extraction time—52.14 min) were optimized using a CCD
and response surface methodology. The maximum concentrations of anthocyanins (2.25 mg
C3G/g DW), total phenolic compounds (37.41 mg GAE/g DW), and DPPH radical scav-
enging activity (17.2 mM TE/g DW) in the experiment were obtained from the interaction
of time, temperature, acid, and solvent concentrations. The optimized extraction process
may be a potentially efficient way to obtain valuable extracts from affordable, natural
sources like grape skins with potential antioxidants and a high yield of anthocyanins and
other phenolic compounds. These results demonstrate proper factor combinations and a
unique solvent mixture for obtaining a high yield of phenolic compounds and, particularly,
anthocyanins.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/inventions8020059/s1.
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Abstract: We present a comparative study aiming to determine the most efficient multivariate model
screening for the main drugs of abuse based on their ATR-FTIR spectra. A preliminary statistical
analysis of selected spectra data extracted from the public SWGDRUG IR Library was first performed.
The results corroborated those of an exploratory analysis that was based on several dimensionality re-
duction methods, i.e., Principal Component Analysis (PCA), Independent Component Analysis (ICA),
and autoencoders. Then, several machine learning methods, i.e., Support Vector Machines (SVM),
eXtreme Gradient Boosting (XGB), Random Forest, Gradient Boosting, and K-Nearest Neighbors
(KNN), were used to assign the drug class membership. In order to account for the stochastic nature
of these machine learning methods, both models were evaluated 10 times on a randomly distributed
subset of the whole SWGDRUG IR Library, and the results were compared in detail. Finally, their
performance in assigning the class identity of three classes of drugs of abuse, i.e., hallucinogenic (2C-x,
DOx, and NBOMe) amphetamines, cannabinoids, and opioids, were compared based on confusion
matrices and various classification parameters, such as balanced accuracy, sensitivity, and specificity.
The advantages of each of the illicit drug-detecting systems and their potential as forensic screening
tools used in field scenarios are also discussed.

Keywords: amphetamines; cannabinoids; opioids; ATR-FTIR spectra; PCA; ICA; autoencoders; SVM;
XGB; random forest; gradient boosting; K-Nearest Neighbors (KNN)

1. Introduction

Amphetamines are a class of psychotropic compounds that became popular in recent
decades for their stimulant, euphoric, and hallucinogenic effects. In recent decades, many
such new psychotropic substances have emerged in the black market [1]. Among these,
three important groups of hallucinogenic amphetamines have been noticed in recent years,
i.e., 2C-x, DOx, and NBOMe amphetamines.

The 2C-x class of drugs owes its name to Alexander Shulgin and refers to the two
carbon atoms that bind the amino group to the benzene ring [2]. The compounds included
in the DOx class of hallucinogenic amphetamines are characterized by the presence of
methoxy groups in the phenyl ring at the 2 and 5 positions, and a substituent at the
4-position of the phenyl ring [3]. The NBOMe amphetamines, which are analogs of the
2C-x drugs, emerged in the early 2000s when they were first synthesized [4,5].

Cannabinoids are a class of drugs similar in structure to the chemical compounds
found in the natural products of Cannabis sativa. With the accessibility of cannabinoids
expanding, especially of synthetic ones, public concern about these compounds is rising [6].
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Opioids represent a class of drugs of abuse with important effects for the treatment of pain,
used in a medical but also in an illicit scope [7,8].

Such illicit drugs constantly emerging in the black market represent a current problem
of our days. From this point of view, it is important to develop models which can be able to
automatically detect the class membership of these new compounds.

2. Related Work

Machine learning and statistical methods have been successfully applied to detect
various types of drugs. Pereira et al. [9] applied PCA followed by PLS-DA (Partial Least
Squares Discriminant Analysis) and ATR-FTIR spectra to identify the presence of different
illegal drugs in seized ecstasy tablets. In a recent study [10], Koshute et al. developed
a machine-learning model based on various techniques, such as random forests, neural
networks, or logistic regression, in order to identify fentanyl analogs based on mass spectra.
Lee et al. [11] developed machine learning models applied to LC-MS-MS (High-Resolution
Liquid Chromatography Mass Spectrometry) in order to identify unknown controlled
substances and new psychoactive substances (NPS). For this purpose, Artificial Neural
Networks (ANN), Support Vector Machine (SVM), and K-Nearest Neighbors (KNN) models
were developed for the classification of 13 subgroups, including the 2C series, opiates, and
classical cannabinoids. Wong et al. [12] analyzed the detection of some novel psychoactive
substances based on Gas Chromatography–Mass Spectrometry (GC-MS). In this scope, three
machine learning models were applied, namely ANN, Convolutional Neural Networks
(CNN) and Balanced Random Forest (BRF).

The aim of our study is to develop a machine learning system that can be used for
the detection of various drugs of abuse, namely 2C-x, DOx, and NBOMe amphetamines,
opioids, and cannabinoids, based on their ATR-FTIR (Attenuated Total Reflectance–Fourier-
Transform Infrared Spectroscopy) spectra.

3. Materials and Methods

3.1. Dataset Preparation

Attenuated Total Reflectance–Fourier Transform Infrared (ATR-FTIR) spectrometers
are increasingly used for in-field screening for illicit drugs, as they are portable instruments
and do not require sample preparation [13]. The ATR-FTIR spectra used in this study were
extracted from the SWGDRUG public spectral library [14]. They consist of 95 spectra of
the targeted illicit drugs and of randomly selected negatives of forensic interest, as shown
in Table 1. In order to perform statistical analysis, the spectra were divided into four
classes: Class 1—amphetamines (including 2C-x, DOx, and NBOMe hallucinogens); Class
2—opioids; Class 3—cannabinoids; and Class 4—negatives. The class of amphetamines
contains the spectra of 25 substances, the class of opioids includes the spectra of 36 com-
pounds, the class of cannabinoids consists of the spectra of 18 substances, and the class
of negatives was formed with the spectra of 16 different (randomly selected) compounds.
The statistical analysis, autoencoders, and machine learning modeling were performed by
using the Python packages numpy 1.24.1, scipy 1.10.0, scikit-learn 1.2.1, and sequitur 1.2.4.

3.2. Exploratory Data Analysis

In order to identify patterns and anomalies, an exploratory investigation based
on statistics and graphical representations was first performed on the dataset. Two
types of exploratory data analysis methods were used, i.e., statistical and dimensionality-
reduction methods.

3.2.1. Statistical Measures

To gain a better understanding of the trends in our dataset, we used a series of
statistical parameters. The mean was used to assess the central tendency of the data, while
the standard deviation was used to measure the amount of dispersion of the data. A low
value of the standard deviation indicates that the data values tend to be close to the true
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value of the set, and a higher value indicates that the data values are spread out on a
larger interval.

Table 1. Compounds included in the database.

Nr. crt. Amphetamines Opioids Cannabinoids Negatives

1 2C-B HCl 4’-Methyl acetyl fentanyl HCl JWH-018
N-(5-chloropentyl) analog

4-Acetoxy-N,N-
Dimethyltrypt-
amine oxalate

2 2C-C HCl para-Methyl acetyl
fentanyl HCl JWH-203 Cocaine base

3 2C-E HCl Benzylfentanyl HCl JWH-250 Sertraline HCl

4 2C-T-7 HCl Acryl fentanyl HCl JWH-122 Trenbolone Hexahydro
benzylcarbonate

5 2C-T-2 HCl 2-Furanylbenzyl fentanyl JWH-018 adamantyl-
carboxamide 4-estren-3beta, 17beta-diol

6 2C-I HCl 2R,4S-2-Methyl fentanyl HCl JWH-018 Butalbital

7 2,5-Dimethoxy-4-Chloro-
amphetamine HCl

Despropionyl
para-fluorofentanyl JWH-307 Boldenone Acetate

8 2,5-Dimethoxy
phenethylamine HCl

Despropionyl
ortho-fluorofentanyl JWH-081 Cocaine HCl

9 3,4-Dimethoxy
amphetamine HCl cis-3-Methyl fentanyl HCl JWH-022 Safrole

10 2,5-Dimethoxyamphetamine HCl Norfentanyl JWH-210 Phenazepam

11 DOI HCl trans-3-Methyl fentanyl HCl JWH-019 Methenolone

12 d,l-4-Bromo-2,5-
dimethoxyamphetamine HCl para-Methoxy fentanyl HCl JWH-073 Methaqualone base

13 4-Chloro-2,5-dimethoxyamphetamine
HCl (DOC)

para-Chloroisobutyryl
fentanyl HCl JWH-018 Benzimidazole MBZP HCl

14 25B-NBOMe HCl ortho-Methylacetyl
fentanyl HCl FUB-JWH-018 Diazepam

15 25C-NBOMe HCl Heptanoyl fentanyl HCl JWH-249 Etaqualone HCl

16 25I-NBOMe Base beta-Hydroxy fentanyl HCl JWH-018 indazole Oxazepam

17 25E-NBOMe HCl 3-Methyl butyryl fentanyl HCl AB-FUBICA

18 25D-NBOMe HCl beta’-Phenyl fentanyl ADB-PINACA

19 25H-NBOMe HCl ortho-Fluoroisobutyryl
fentanyl HCl

20 25N-NBOMe HCl para-Fluoroacetyl
fentanyl HCl

21 25C-NB3OMe HCl meta-Fluoroisobutyryl
fentanyl HCl

22 25C-NB4OMe HCl
Tetrahydrofuran fentanyl 3-

tetrahydrofurancarboxamide
HCl

23 25I-NBOMe HCl para-Methyl cyclopropyl
fentanyl HCl

24 25I-NB3OMe HCl para-Methoxy
furanyl fentanyl HCl

25 25I-NB4OMe HCl ortho-Methyl cyclopropyl
fentanyl HCl
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Table 1. Cont.

Nr. crt. Amphetamines Opioids Cannabinoids Negatives

26 ortho-Fluoro furanyl
fentanyl HCl

27 N-benzyl para-fluoro
norfentanyl HCl

28 N-Benzyl para-fluoro
cyclopropyl norfentanyl HCl

29 Despropionyl meta-
Fluorofentanyl

30 para-Fluoro
fentanyl HCl

31 ortho-Methoxy
furanyl fentanyl

32 Heroin Hydrochloride
Monohydrate

33 W-18

34 W-15

35 06-Monoacetyl
morphine HCl

36 Morphine HCl
trihydrate

The skewness considers the extremes of the dataset. A distribution is considered
symmetrical if the skewness is between −0.5 and 0.5, moderately skewed if the skewness is
between −1 and −0.5 or 0.5 and 1, and highly skewed if the skewness is less than −1 or
greater than 1. In his paper on series analysis, Grigoletto [15] argued that the more skewed
the data, either positive or negative, the less accurate the analysis is.

Excess kurtosis indicates how much the dataset resembles a normal distribution. This
parameter has been successfully used by Loperfido [16] for outlier detection. Distributions
similar to the normal distribution are called mesokurtic; those with positive excess kurtosis
are referred to as leptokurtic, while distributions with negative excess kurtosis are called
platykurtic [17]. Minimum and maximum values were also calculated to account for the
peaks of the spectra.

3.2.2. Principal Component Analysis (PCA)

PCA is a multivariate technique [18] that accomplishes dimensionality reduction by
linearly transforming the data into a new coordinate system, where the variation in the data
can be described with a set of new orthogonal variables, called principal components (PCs).
Its advantage is the ability to plot combinations of PC scores in order to identify clusters of
closely related data points. PCA was also used as an exploratory analysis method, in order
to evaluate to what extent the chosen classes form well-defined clusters.

3.2.3. Independent Component Analysis (ICA)

ICA is a technique often used in signal processing and presumes to separate a multi-
variate signal into additive subcomponents by making the hypothesis that one subcom-
ponent is Gaussian and all other subcomponents are statistically independent of each
other [19]. ICA can also be used for signals that are not generated by mixing, such as our
case, where we consider each ATR-FTIR spectrum as a complex multivariate signal. This
technique also uses graphical tools to plot combinations of components to identify clusters
of similar objects (compounds in our case).

Similarly to PCA, ICA was used as an exploratory method. Even if PCA and ICA have
the same role, they differentiate one from another. An important difference is that PCA is
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focused on dimension reduction, while ICA concentrates on separating information into
independent components [20].

3.2.4. Autoencoders

Autoencoders represent a subset of ANN used to obtain efficient representations of
data. The algorithm extracts several features and then attempts to recreate the original input
from these features [21]. The autoencoder is defined by two functions, i.e., the encoder
function and the decoder function. The first step in using these networks is to train both
the encoder and the decoder at the same time through gradient descent. The second step
consists of removing the decoder part of the model, leaving only the encoder. Thus, the
output of a model consists of the key features of the input. Those features can be used
in the same way as with PCA or ICA for a two-dimensional representation of spectra. In
our paper, we used a linear autoencoder trained on the whole dataset with an encoding
dimension of 10. For the graphical representation, we chose the best features for cluster
formation.

3.3. Machine Learning Methods (MLM)

Multiclass classification of the analyzed spectra was then performed with five machine
learning models, i.e., SVM [22], eXtreme Gradient Boosting (XGB) [23], Random Forest [24],
Gradient Boosting [25], and KNN [26]. These models were chosen due to their efficiency,
simplicity, and their fast implementation. Such models have been successfully used to
classify counterfeit drugs based on their infrared spectra [27].

For all the models, the dataset was randomly split into two partitions, summing up
60% of all spectra for training and 40% for testing. Each model was then trained on the
training set and evaluated on the testing set. The model, training, and test datasets were
then deleted. We define this process as a training session. Although the initial dataset for
each session was the same, the training and testing sets were different at each iteration,
because the entries were randomly selected each time. In other words, the models were
trained and evaluated each time on different selections of the same dataset. Each training
session was repeated 10 times. Furthermore, the hyperparameter selection was performed
using the Optuna 3.1.0 hyperparameter optimization framework.

The following parameters were calculated in order to assess and compare the perfor-
mances of the models:

Sensitivity(TPR) =
TP

TP + FN
(1)

Specificity(TNR) =
TN

TN + FP
(2)

Balanced accuracy(TNR) =
TPR + TNR

2
(3)

Matthews correlation coefficient =
TP × TN − FP × FN√

(TP + FP)(TP + FN)(TN + FP)(TN + FN)
(4)

where TP is the number of true positives, TN is the number of true negatives, FP is the
number of false positives, and FN is the number of false negatives.

4. Results and Discussions

4.1. Exploratory Data Analysis
4.1.1. Statistical Measures

The purpose of the statistical analysis was to better understand the relationship be-
tween the three classes of drugs of abuse and the class of negatives. First, the mean
ATR-FTIR spectrum was calculated for each class for the qualitative assessment of the
data. The results, illustrated in Figure 1, indicate that all the targeted classes have the main
peak near 2800 cm−1. The strongest peak characterizes the amphetamines, followed by
the cannabinoids, opioids, and negatives. Although the peak at 2800 cm−1 of opioids and
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negatives have nearly the same intensity, their mean spectra can be easily differentiated
because the opioids have a second relatively strong peak at 2400 cm−1.

Figure 1. Mean ATR-FTIR spectrum calculated for the amphetamines (blue), opioids (orange),
cannabinoids (green), and negatives (red) included in the database.

The statistical parameters calculated for the mean spectra are presented in Table 2. In
terms of the central tendency of the spectra, the mean values vary only between 0.0338
and 0.0452. The data dispersion shows that the class of amphetamines stands out with
a standard deviation of 0.0263, almost double of the next one, determined for the class
of cannabinoids. The relatively large standard deviation of the class of amphetamines
indicates that the spectra of these compounds are less similar than those included in the
other classes. This is probably due to the fact that the class of hallucinogenic amphetamines
is formed by three subclasses of compounds, i.e., 2C-x, DOx, and NBOMe amphetamines.

Table 2. Statistical parameters calculated based on the mean ATR-FTIR spectra of the targeted classes
of compounds, between 1500 and 4000 cm−1, with a resolution of 1.92 cm−1.

Amphetamines Opioids Cannabinoids Negatives

Mean 0.0338 0.0393 0.0452 0.0341

Standard Deviation 0.0263 0.0126 0.0128 0.0105

Skewness 1.877 1.261 2.567 0.7721

Excess Kurtosis 2.760 1.276 8.098 0.2311

Minimum 0.0126 0.0254 0.0258 0.0186

Maximum 0.135 0.0744 0.1072 0.0678

The skewness of the spectra of each class indicates that none ranges between −0.5 and
0.5, so none of the analyzed classes of compounds has a symmetrical distribution. The class
of negatives is a moderately skewed dataset, as its skewness ranges between 0.5 and 1. The
sets formed by the spectra of the three modeled classes of positives have skewness values
larger than 1, so they are highly skewed.

The distributions of the spectra of the three classes of positives are leptokurtic, as they
have large excess kurtosis. The largest excess kurtosis is recorded for the cannabinoids.
The negatives have a mesokurtic distribution. The excess kurtosis of this group being very
small (close to zero), their distribution may be considered practically normal. The results
obtained for the negatives are consistent with the fact that it contains the highest diversity of
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substances, with the rest of the classes consisting of substances with very similar molecular
structures and hence very similar ATR-FTIR spectra.

4.1.2. Principal Component Analysis

A two-component PCA was then performed as a preliminary exploratory analysis.
Figure 2 displays the score plot obtained for the first two PCs, which indicates that the
amphetamines form the most compact cluster. The points associated with the opioid and
cannabinoid compounds are much more spread out. Many of the points associated with
the negatives are overlying the clusters formed by the positives, especially the cluster
of opioids.

Figure 2. Score plot of the first two principal components of a two-component PCA displaying the
class of amphetamines (red), opioids (green), cannabinoids (blue), and negatives (black).

4.1.3. Independent Component Analysis

The score plot obtained with a three-component ICA is displayed in Figure 3. It
indicates that ICA leads to better clustering, especially for the class of amphetamines. The
opioids and the cannabinoids also show a better grouping than in the case of PCA. There
is practically no improvement in the group of negatives, their associated points being
scattered on nearly the whole plot.

4.1.4. Transformers

The results obtained with 10 component transformers are presented in Figure 4. For
the class of amphetamines, this method leads to results similar to those obtained with
ICA. However, there is an improvement in the other three modeled classes: the opioid
and cannabinoid classes are more clearly separated, and the negatives tend to be better
discriminated as well.
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Figure 3. Score plot of the first two components of a three-component ICA displaying the class of
amphetamines (red), opioids (green), cannabinoids (blue), and negatives (black).

Figure 4. Score plot of the 3rd and 8th components of a ten-component transformed operation dis-
playing the class of amphetamines (red), opioids (green), cannabinoids (blue), and negatives (black).

4.2. Classification Models

SVM, XGB, Random Forest, Gradient Boosting, and KNN were then used for classifica-
tion purposes. In order to assess the overall performances of the models, as measured based
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on the average values obtained for 10 runs, it is useful to analyze Table 3 in conjunction
with the confusion matrices that were determined for each model, which are displayed
in Figures 5–9. Table 3 indicates that the SVM and the XGB models are the most accurate,
their accuracy being nearly the same. At the same time, SVM has the highest specificity,
while XGB is the most sensitive model, all other models being significantly less specific or
sensitive. SVM and XGB have the best (and comparable) Matthews correlation coefficient,
while the coefficient determined for the other models is significantly smaller. The value
of this coefficient is positive for all the models, which indicates positive correlations in all
cases. The SVM and XGB models also have the highest ROC AUC, which has the same
value (of 0.91) for both models. The ROC AUC being very high (very close to 1), we may
conclude that these two models have a very good prediction rate.

Table 3. Standard performance metrics calculated for the machine learning models.

Model
Balanced

Accuracy (%)
Sensitivity (%) Specificity (%)

Matthews
Correlation
Coefficient

ROC AUC

SVM 92.08 ± 5.41 87.91 ± 5.16 96.25 ± 4.13 0.86 ± 0.04 0.91

XGBoost 91.99 ± 7.33 95.29 ± 7.59 88.69 ± 6.11 0.81 ± 0.05 0.91

Random forest 81.57 ± 8.66 71.15 ± 7.55 92.00 ± 8.74 0.67 ± 0.09 0.81

Gradient Boosting 76.46 ± 5.86 64.64 ± 4.95 88.28 ± 5.47 0.53 ± 0.05 0.76

K-Nearest Neighbors 66.88 ± 10.20 69.84 ± 10.20 90.64 ± 9.66 0.49 ± 0.12 0.80

Figure 5. Confusion matrix for the SVM model.
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Figure 6. Confusion matrix for the XGB model.

Figure 7. Confusion matrix for the Random Forest model.
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Figure 8. Confusion matrix for the Gradient Boosting model.

Figure 9. Confusion matrix for the KNN model.
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If we take into account that the tested models are tree-based models (XGB, Random
Forest, and Gradient Boosting), decision boundary models (SVM), and non-parametric
models (KNN), we may conclude that the decision boundary models performed best,
followed by the tree-based models and the non-parametric models.

The confusion matrices (Figures 5–9) indicate that, except for the Gradient Boosting
model, all the models classify the amphetamines with 100% accuracy. The Gradient Boost-
ing model is not that far behind, with an accuracy of 85.71%. The main difference between
the models, regarding the class of amphetamines, is related to the rate of false positives,
which is 11.11% for the SVM model, 33.33% for the XGB model, 60% for the Random Forest
model, 50.29% for the Gradient Boosting model, and 67.27% for the KNN model. In other
words, the classification of amphetamines with the Random Forest, Gradient Boosting, and
KNN models is only marginally better than a random guess.

The opioids are 100% correctly classified by the XGB model. The second-best correct
classification rate (90%) is recorded for the SVM model, with 10% of the opioids being
misclassified as negatives. The other models fail to assign the correct class identity for a
significant number of opioids.

The cannabinoids are recognized as such with 100% accuracy only by the SVM model.
The second-best model is the XGB model, the rest of the models often failing to distinguish
them, especially from the opioids. The other models have significantly lower performances
in the case of the cannabinoids as well.

Taking into account both the accuracy and the misclassification rates, the negatives
seem to be the hardest to classify correctly for all models, most probably because of the
large variety of substances that are forming this class in the dataset.

The availability of screening tools able to screen for illicit substances harmful to
humans in a fast and reliable way is essential for public safety. The models presented in
this paper can work in harmony with the currently recommended methodology of designer
drug detection.

We explored the use of five distinct and highly different multivariate models and
discussed their classification performance, next to the interpretation of the confusion matrix
for addressing the specifics of each class of substances used in the classification. All the
models are more specific than sensitive (see Table 3).

Both SVM and XGB models yielded accuracy results close to other systems previ-
ously built for screening for drugs of abuse [28,29]. However, it should be noted that
the later systems were built to detect only one (cannabinoids) [28] or two (hallucinogenic
amphetamines and cannabinoids [29]) classes of illicit drugs. In our case, the balanced accu-
racy is calculated for three classes of positives (amphetamines, opioids, and cannabinoids).
Hence, the results obtained with SVM and XGB may be considered very good, as both
models screen simultaneously for a larger number of classes of drugs of abuse, i.e., (2C-x,
DOx, and NBOMe) hallucinogenic amphetamines, cannabinoids, and opioids. Moreover,
it is reasonable to expect that their accuracy will increase once more ATR-FTIR spectra of
substances belonging to the targeted classes of compounds become available.

From the point of view of overall accuracy, the best-performing model was SVM. As
forensic screening systems designed to operate ATR-FTIR field (portable) analytical instru-
ments, the developed models should be able to perform cost-effective, non-destructive,
real-time, direct, on-site tests. However, the main objective of these models is to narrow
down the number of samples further subjected to in-depth analysis with more sophisti-
cated stationary analytical instruments in the laboratory. Only the samples tested on-site
and assigned a positive class identity (hallucinogenic amphetamines, cannabinoids, and
opioids) will be analyzed in the laboratory in order to determine their individual identity
(not only their class membership).

Hence, the essential feature of such a screening system is its efficiency in detecting
positives. In our case, no hallucinogenic amphetamine, cannabinoid, or opioid should be
misclassified as a (false) negative. For this reason, XGB is a better fit for the purpose than
SVM, as XGB yields no false negatives. While 10% of the opioids are erroneously classified
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as negatives by SVM, no amphetamine, opioid, or cannabinoid is misclassified as a negative
by XGB.

It is true that XGB has a higher rate of misclassified positives than the SVM model.
XGB misclassifies 33% of the negatives as amphetamines and 20% of the cannabinoids as
opioids, while SVM misclassifies only 11.11% of the negatives as amphetamines and 11.11%
as opioids. However, the false positives (false hallucinogenic amphetamines, cannabinoids,
and opioids), although also not desirable, are less important. As mentioned before, their
individual identity (molecular structure) will be determined during the tests subsequently
performed in the laboratory, based on a series of analytical methods that are recommended
for each class of drugs of abuse by specialized international agencies such as the United
Nations Office on Drugs and Crime [30,31]. In conclusion, SVM performs better than the
other tested models, but XGB is a better choice from a forensic point of view.

5. Conclusions

The high classification accuracy of the presented models indicates that artificial
intelligence-based strategies represent an important route to follow in the context of au-
tomatizing the processing of ATR-FTIR spectra during field operations. The model which
performs best under the classification strategy that takes into account only the overall
accuracy is SVM. However, as these are forensic tools, the classification strategy should
also consider the false negative rate. For this reason, XGB was found to be the best choice,
as it has a significantly lower false negative rate, while its overall accuracy is only very
slightly lower than that of SVM.

We believe that the screening systems presented in this paper still have an important
potential for improvement, especially in terms of distinguishing better between the classes
of positives (amphetamines, cannabinoids, and opioids). We aim to continue our work by
using strategies such as the following: increasing the number of positives included in the
training set; applying the classification algorithms not to their spectra, but to the PCA or
ICA scores derived from these spectra [32]; preprocessing the input with a feature weight
that enhances the variables having the largest modeling and/or discriminating power [33];
and using as input only the most relevant variables, as selected with techniques such as
Genetic Algorithms (GA) [29].
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Abstract: The present study aims to outline a general overview of the wind energy potential along
the Romanian coast of the Black Sea, using the weather data provided by the Maritime Hydrographic
Directorate covering a 13-year time interval (2009–2021). The data obtained from seven automatic
weather coastal stations distributed along the Romanian perimeter were used to evaluate the wind
regime, highlighting the Black Sea’s complex marine environment. The analysis based on the
evaluation of the wind parameters per each station registered on the total period revealed that
the overall wind characteristics are similar, resulting in no significant variations depending on the
station’s location. Moreover, the climatic picture of the Black Sea can be interpreted as two seasons,
winter and summer, a conclusion based on the analysis made of the seasonal and monthly variation
of the wind aspects. Subsequently, the outcomes obtained in this research imply that the Romanian
Black Sea coast has the potential to be a good location for wind energy development due to the strong
winds that blow in the region.

Keywords: wind potential; Romanian coast; Black Sea area; weather stations; marine environment

1. Introduction

Offshore wind energy is considered an important pillar in achieving net greenhouse
gas emissions. According to the European Commission, by 2050, Europe must develop
between 230 and 450 GW of offshore wind capacity, which will provide up to 30% of
Europe’s electricity needs. To date, Romania is the leader of Southeast Europe in terms
of onshore development, with an installed capacity of 3 GW [1]. The onshore wind farm
development was mainly carried out in the Dobrogea plateau, where almost 80% of the
existing wind turbines in Romania are concentrated. The largest onshore wind farm
in Europe is Fantanele–Cogealac, in the Dobrogea area, with an installed capacity of
600 MW [2].

Most research regarding the Black Sea wind and wave conditions indicates that the
northwestern part presents a higher energy level than the eastern sector [3–8]. The evalu-
ation carried out in [4], Rusu L., Bernardino M., and Guedes Soares C. outlined that the
average wind speed value registered at Sulina meteorological station was 7.29 m/s, and
at Chonomors’ke was 4.47 m/s, whereas at Gloria platform it was registered a value of
5.16 m/s. The observations provided by the two weather stations were made at a height
of 10 m above the water, and those from the Gloria platform at a height of 36 m. In
the same research, the wind speed analysis was made indicating that the western part
registers significant seasonal variations, whereas the east is characterized by more stable
conditions [9,10].

Furthermore, in their paper [10], the authors performed a comparison between the
average wind speed from coastal stations and data provided by satellites. The analysis
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stated the following wind speed average values: 4.9 m/s (coastal stations) and 6 m/s
(satellites). Moreover, in [11], based on wind and wave conditions evaluated over a period
of 50 years (1958–2007), it is concluded that the wind and wave climate of the western Black
Sea basin presents a large spatial and seasonal variability. The authors mentioned that the
wind speed exceeded 40 m/s offshore and 25 m/s near the shore.

The analysis carried out in [12,13] indicates that the Romanian coast has a higher
energy level during the winter season, with an average wind speed of approximately
9.7 m/s and a power of 870 W/m2 at a height of 80 m. Moreover, in [12] it is mentioned
that during the warm season the wind climate registers values between 5.69–7.17 m/s with
a maximum in September and a minimum in August. The cold season has an average
wind speed located in the range of 7.67–8.59 m/s, with higher values being registered in
January and minimums in October. The average annual wind speed at the height of 10 m is
approximately 7.1 m/s.

Myslenkov et al. pointed out in the paper [14] that low-quality wind and wave
potential were observed during the summer months. In their article [15], Rusu L., Răileanu
A., and Onea F. obtained, based on the data provided by the Gloria platform, speeds of
6–7 m/s at heights of 10 m. In addition, in the papers [16,17], the authors highlighted the
fact that in the vicinity of Romania and Ukraine, the wind speed during the winter season
reaches an average value of 7.7 m/s and a maximum of 13.2 m/s. Diaconita A., Rusu L.,
and Andrei G. concluded in their study [18] that the average wind speed at a height of
10 m was 6.7 m/s. According to [19], the average wind speed is between 7–6 m/s in the
offshore area and, respectively, near the Romanian coast. Near the Crimean Peninsula, an
average wind speed of about 5.5 m/s was recorded.

Likewise, from the analysis carried out in the period 1979–2009, in [20], it was deter-
mined that in the December, January, and February season the winds have the highest
magnitude, reaching values of approximately 8.1 m/s in the western part of the Black Sea
and 8.7 m/s in the Sea of Azov. The authors specify that the Sea of Azov is exposed to
strong winds compared to the Black Sea. The strongest wind values registered during
summer (June, July, August) are in the Sea of Azov (6.1 m/s), whereas in the northwestern
part of the Black Sea there are values around 5.7 m/s, whereas in the southwestern part, the
wind reaches speeds of approximately 5.5 m/s. In spring (March–April–May), maximum
wind speed values reach 7.0 m/s in the Sea of Azov and 6.3 m/s in the northwestern Black
Sea. During autumn, maximum wind values of approximately 7.6 m/s were recorded in
the Sea of Azov and 7.2 m/s in the northwestern Black Sea.

Based on the literature review mentioned above, the Black Sea area can be considered
a valuable source of renewable energy. Data analyzed in [21] indicate that wind speed
increases offshore, with only the central part of the deep-water sector having higher average
wind speeds (nearly 7 m/s) compared to the southeastern part of the Exclusive Economic
Zone (EEZ), where the wind speed decreases. A large part of Romania’s EEZ has deep
waters (>50 m), suitable for floating platforms. Whereas deep areas are accessible for
floating wind turbines, at depths greater than 150 m the costs of maintenance increase
significantly. Moreover, in [21], the authors evaluated the potential of the offshore wind
sector in Romania, estimating a total capacity of 94 GW, which means a total annual energy
production (AEP) of 239.04 TWh, of which 22 GW (AEP = 54.44 TWh) from fixed turbines
and 72 GW (AEP = 184.6 TWh) from offshore wind farms.

This study can be considered an opportunity since there is a significantly growing
interest in offshore wind project development on the Romanian coast of the Black Sea.
Consequently, this research paper will focus on the analysis of the wind characteristics
based on the data provided by the Maritime Hydrographic Directorate over a period of
13 years, indicating the wind potential along the Romanian coast. The elements of the
novelty of the present work are defined as follows: (a) the Romanian coast wind regime is
assessed by in situ measurements for seven sites located on or near the shoreline, compared
to other research that used modeled or satellite data and very few observations; (b) a long-
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term overview of the wind resources is provided (13 years); (c) the full wind characteristics
coverage of the area because of the location of the stations.

2. Materials and Methods

2.1. Target Area

The Black Sea (Figure 1) represents an inland sea located between Europe, Anatolia,
and the Caucasus, covering an area of 423,000 km2. It has a volume of 555,000 km3, an
average depth of 1315 m, and a maximum of 2258 m. It is considered one of the most
isolated parts of the planetary ocean, being connected to the Mediterranean Sea through the
Bosporus and Dardanelles straits and to the Sea of Azov through the Kerch Strait [22–24].

 
Figure 1. The Black Sea. Image obtained from [25].

The Black Sea is defined by an irregular shape, having as riparian states Romania,
Ukraine, Russia, Georgia, Turkey, and Bulgaria. The largest bay is located in the western
part of the sea off the coast of Bulgaria (bays of Bulgaria and Varna), followed by the bays
of Odesa and Karkinit (in the northwest) and bays of Kalamit and Feodora in Crimea. In
the eastern part of the sea can be seen the bays of Novorossiysk and Gelendzhik, whereas
in the south there are Sinop bay and Samsun Bight. Crimea is the largest peninsula in the
Black Sea [8].

The bathymetry of the Black Sea is divided between the reef, the continental slope,
and the abyssal plain. The reef occupies up to 25% of the total area of the seabed and
has average depths between 100–200 m and a width of 200 km. In the remaining area,
depths below 2000 m can be found. The configuration of the bathymetric line as well as the
presence of depressions and canyons have an important influence on the distribution of
water masses and the direction and speed of currents [22–24,26].

The Black Sea region climate is temperate–continental, influenced by the baric centers
situated above Southeast Europe: the Azores anticyclone and the Southeast European
anticyclone. Furthermore, the Black Sea is roughly encompassed by mountain belts: the
Pontics to the south, the Caucasus to the north and east, and the Carpathians to the west.
Therefore, the sea climate can be indicated as follows: in the summer the air temperature is
relatively uniform, whereas in the winter the air temperature can be described according
to the geographical locations (minimums in the northwest corner and maximums in the
southeast). Water temperatures vary according to the season: in summer, the surface water
warms to 25 ◦C, (occasional extremes up to 28 ◦C), whereas in winter the sea temperatures
reach 6–8 ◦C. The northwest coast has ice during winter, whereas the southeast remains
around 9 ◦C [27,28].
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One of the most valuable features of the Black Sea is that the water layers cannot
mix. The sea’s hydrochemical configuration is mainly influenced by basin topography and
fluvial inputs, resulting in a strong stratified vertical structure. The first layer, located on
the sea surface over 50 m, is less dense, less salty, and broadly cooler, fueled by large river
systems. The second layer, the cold one, has a mass of water located at depths from 50 to
180 m. Fluvial inputs represent the European rivers that flow into the Black Sea (Danube,
Dnieper, Don) as well as precipitation. Annually, the Black Sea gains an approximate
quantity of 350 km2 of water from the aforementioned rivers and nearly 250 km2 from
precipitation, whereas 350 km2 of water is evaporated [22,26,29,30].

Black Sea salinity is established by the balance between freshwater received by rivers
and the Mediterranean water entering through the Bosporus Strait. At the surface, an
average salinity of 16–18 PPT (twice lower than the salinity of the surface waters of the
world ocean) was recorded. The bottom layer salinity increases to 21–22.5 PPT at a depth
below 120–200 m [31].

Two types of sea currents are present in the Black Sea: the surface currents, caused
by the cyclonic wind pattern, and the double currents caused by the Kerch and Bosporus
straits. Surface currents form two closed circles: the western and the eastern circles. The
first one is opposite the Danube Delta and has a width of 100 km which decreases towards
the south, whereas its velocity is around 0.5 km/h. The width of the second circle varies
between 50 and 100 km, and the velocity is 1 km/h. The Bosporus double current consists
of the water exchange between the Black Sea and the Marmara Sea. At the surface, there is
less salty and lighter water that flows into the Marmara Sea at a speed of 2 m/s. At depths
of 50–120 m, there is the saltier and denser water of the Marmara Sea which flows into the
Black Sea with a speed of 4–6 m/s. Regarding the Kerch Strait, the first current, located at
the surface flows from the Sea of Azov to the Black Sea with 1–2 m/s, whereas the bottom
current flows in the opposite direction at a depth of about 5 m [22].

The Black Sea circulation is generally driven by the Rim current (cyclonic). This current
follows the continental slope in the northwestern and western parts of the Black Sea and
presents various cyclonic and anticyclonic whirlwinds within the primary current. The
Black Sea has a horizontal circulation defined by gyres (cyclonic and anticyclonic currents
directed by the force of the wind). Occasionally, the Rim Current has a width of tens of km
and a maximum speed of 0.8–1 Nd or 40–50 cm/s, which sometimes reaches values up to
1.6 Nd or 80–100 cm/s [29,32–36].

The Black Sea tides vary from 1.1 cm near the Crimean Peninsula to 19 cm in the
Dnieper–Bug estuary (Kherson and Nikolaev), 13–14 cm in Odesa and Illichivsk, and up to
12.6 cm on the eastern coast (Batumi). In general, semidiurnal tides prevail in the Black
Sea [37].

2.2. Wind Dataset

The analysis carried out in this research aims at a comprehensive picture of the
wind potential of the Black Sea northwestern part, the Romanian littoral, based on the
data and information provided by the Maritime Hydrographic Directorate over a 13-year
time period.

The Maritime Hydrographic Directorate is the Romanian Naval Forces specialized
structure that provides meteorological, oceanographical, and climate information to the
Navy’s ships and units [38].

The department responsible for the data that this research relies on is the Climatology
Laboratory from the Maritime Hydrographic Directorate (MHD). The purpose of this labo-
ratory is to collect, manage, and analyze Meteorological and Oceanographic (METOC) data
from the area of interest. Currently, the Naval Forces Marine Meteorological Surveillance
Network (RSMM-FN), includes seven coastal automatic weather stations at the lighthouses
subordinated to MHD and five naval automatic weather stations on board some military
vessels. The study is based on the data and information collected by the seven automatic
stations, located on the entire Romanian coast and distributed from north to south. Their
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location and metadata can be seen in Figure 2 and Table 1, where the altitude represents
the station height above the mean sea level, and the sensor altitude represents the sensor
height above ground [38].

Figure 2. Location of weather stations on the Romanian Black Sea coast [39].

Each station is equipped with specific instruments able to process the climate infor-
mation as detailed in Table 1. Further, the data are transmitted to the MHD headquarters
to be registered and analyzed. The system is capable of recording the following data and
information: wind speed and direction, air temperature, precipitations, visibility, wind
gusts, air pressure, and dew point. The wind parameters which are the key element to our
research, are recorded and processed as an average value every 10 min, 24 h a day. The
observations were made in the 2009–2021 period.
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Table 1. Locations and characteristics of the seven automatic weather coastal stations.

Station Latitude Longitude Altitude Instruments

Sulina 45.15◦ 29.76◦ 1.6 m

• Vaisala WXT520 (10 m altitude) heated multisensor composed of:

− WINDCAP ultrasonic wind speed and direction sensor;
− RAINCAP precipitation sensor;
− PTU module including BAROCAP capacitive pressure, THERMOCAP

temperature, and HUMICAP humidity sensors.

• Vaisala PWD22 (9.7 m altitude) heated present time and visibility multisensor
composed of:

− 2 RAINCAP capacitive precipitation sensors;
− optical visibility sensor including PWT11 transmitter and PWC22

receiver/processor;
− temperature sensor—Pt100 thermistor.

Sf. Gheorghe 44.90◦ 29.60◦ 0.5 m

• Vaisala WXT520 (5.5 m altitude) heated multisensor composed of:

− WINDCAP ultrasonic wind speed and direction sensor;
− RAINCAP precipitation sensor;
− PTU module including BAROCAP capacitive pressure, THERMOCAP

temperature, and HUMICAP humidity sensors.

• Vaisala PWD22 (5.2 m altitude) heated present time and visibility multisensor
composed of:

− 2 RAINCAP capacitive precipitation sensors;
− optical visibility sensor including PWT11 transmitter and PWC22

receiver/processor;
− temperature sensor—Pt100 thermistor.

G.
Portitei 44.68◦ 28.99◦ 0 m

• Vaisala WXT520 (10 m altitude) heated multisensor composed of:

− WINDCAP ultrasonic wind speed and direction sensor;
− RAINCAP precipitation sensor;
− PTU module including BAROCAP capacitive pressure, THERMOCAP

temperature, and HUMICAP humidity sensors.

• Vaisala PWD22 (9 m altitude) heated present time and visibility multisensor
composed of:

− 2 RAINCAP capacitive precipitation sensors;
− optical visibility sensor including PWT11 transmitter and PWC22

receiver/processor;
− temperature sensor—Pt100 thermistor.

Midia 44.32◦ 28.69◦ 6.3 m

• Vaisala WXT510 (12.7 m altitude) heated multisensor composed of:

− WINDCAP ultrasonic wind speed and direction sensor;
− RAINCAP precipitation sensor
− PTU module including BAROCAP capacitive pressure, THERMOCAP

temperature, and HUMICAP humidity sensors.

Constanta 44.15◦ 28.67◦ 5 m

• Vaisala WS425 (11.2 m altitude) heated ultrasonic wind speed and
direction sensor.

• Temperature and relative air humidity sensor QMH102, based on the Vaisala
HMP45D transmitter (8.2 m altitude), composed of:

− temperature sensor—thermistor Pt-100 IEC 751;
− HUMICAP relative humidity sensor.

• Vaisala PWD22 (8.2 m altitude) heated multisensor of present time and
visibility composed of:

− 2 RAINCAP capacitive precipitation sensors;
− optical visibility sensor including PWT11 transmitter and PWC22

receiver/processor;
− temperature sensor—Pt100 thermistor.

• Vaisala PMT16A pressure sensor—silicon capacitive sensor (7.2 m altitude)

Tuzla 43.99◦ 28.67◦ 16 m

• Vaisala WXT520 (5.5 m altitude) heated multisensor composed of:

− WINDCAP ultrasonic wind speed and direction sensor;
− RAINCAP precipitation sensor;
− TU module including BAROCAP capacitive pressure, THERMOCAP

temperature and HUMICAP humidity sensors.
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Table 1. Cont.

Station Latitude Longitude Altitude Instruments

Mangalia 43.80◦ 28.60◦ 3.6 m

• Vaisala WS425 (14.3 m altitude) heated ultrasonic wind speed and
direction sensor.

• QMH102 air temperature and relative humidity sensor, based on the Vaisala
HMP45D transmitter (8.3 m altitude), composed of:

− temperature sensor—thermistor Pt-100 IEC 751;
− HUMICAP relative humidity sensor.

• Vaisala PWD22 (8.2 m altitude) heated multisensor of present time and
visibility composed of:

− 2 RAINCAP capacitive precipitation sensors;
− optical visibility sensor including PWT11 transmitter and PWC22

receiver/processor;
− temperature sensor—Pt100 thermistor.

• Vaisala PMT16A pressure sensor—silicon capacitive sensor (7.4 m altitude).

3. Results

The present research evaluates the wind data provided by MHD on the 2009–2021
period. Among the reasons for the analysis is to identify an average wind speed value
based on the data provided from all seven stations throughout the period. The primary data
are represented as average values recorded every day of every month for all 13 years. The
evaluation of monthly averaged wind speed data is based on the averages collected from
all seven automatic stations each month to analyze the wind patterns and characteristics
presented in the Black Sea area. The second analysis was carried out by taking the maximum
wind speed value recorded by each station each month during the time interval, then
calculating the average of all these maximum values. Additionally, wind roses, which show
the frequency and direction of the wind, were created to visualize the data.

Figure 3 and Table 2 provide a first evaluation of the wind speed, emphasizing the
distribution of the mean values of each station per month. From the seven stations’ data
review, we may notice that all data are in the same range, except Sf. Gheorghe, whose
values are lower than the averages with approximately 1–2 m/s, because its location is
approximately 3 km from the shoreline, the lower wind sensor height (5.5 m), and the
higher surface roughness due to surrounding terrain whereas all the other stations are
situated on the shoreline (Gura Portitei, Tuzla), or even slightly in the sea (Sulina, Midia,
Constanta, Mangalia) and have the sensors at about 10 m.

Figure 3. Mean monthly values of the wind speed.
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Table 2. Mean monthly values of the wind speed.

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Constanta 5.9 5.6 5.2 4.6 4.4 4.4 4.3 4.7 5.2 5.5 5.4 5.8

Mangalia 6.2 6.2 5.9 5.2 4.6 5.0 4.9 5.5 5.9 6.2 5.8 6.2

Sulina 6.3 6.3 5.9 5.2 4.9 4.7 4.4 5.2 5.4 5.8 5.7 6.0

G. Portitei 4.7 5.0 4.8 4.5 4.2 4.1 4.0 4.4 4.6 4.6 4.8 4.3

Sf. Gheorghe 3.3 3.6 3.2 3.1 2.6 2.4 2.5 2.6 2.8 3.3 3.2 3.0

Midia 6.7 6.6 6.3 5.4 4.7 5.2 5.1 5.6 6.0 6.3 6.3 6.5

Tuzla 5.7 5.6 5.2 4.7 4.4 4.1 4.0 4.6 5.2 5.4 5.2 5.5

Average 5.5 5.6 5.2 4.7 4.3 4.3 4.2 4.7 5.0 5.3 5.2 5.3

As can be seen, the most energetic month is February, with an average wind speed
of 5.6 m/s, followed by January (5.5 m/s), and both December and October, with a value
of 5.2 m/s. The outcome of the presented analysis reveals that the most dynamic season
is winter. The following season with great value is autumn. As presented earlier, October
reported a mean wind speed of 5.3 m/s, close to November (5.2 m/s) and September
(5 m/s). Further, the next season evaluated is spring, with the following wind speed
recorded: March—5.2 m/s, April—4.7 m/s, and May—4.3 m/s. Lastly, the lowest energetic
season is summer; the lowest value registered belongs to July—4.2 m/s, followed by
June—4.3 m/s, and August—4.7 m/s.

From the analysis made, based on the entire data collected over the 13-year period, an
average wind speed value of 4.9 m/s was obtained.

The highest average values of wind speed were recorded by Midia station (5.9 m/s),
situated on the south part of the Romanian coast, followed by Mangalia (5.6 m/s), also
located in the south, Sulina—5.5 m/s (north), Constanta—5.1 m/s (south), Tuzla—5 m/s
(south), G. Portitei—4.5 m/s (north), and Sf. Gheorghe—3 m/s (north), resulting in greater
values registered in the southern part of the Romanian coast.

In Figure 4, a more precise analysis of the average and maximum wind speed of
each month can be observed, based on the information collected from all seven automatic
stations during the entire period.

 
(a) 

Figure 4. Cont.
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(b) 

(c) 

(d) 

Figure 4. Monthly wind speed analysis; (a) winter; (b) spring; (c) summer; (d) autumn.

3.1. Mean Wind Data Analysis per Month

In the present section, the mean wind speeds each month were analyzed to outline
in a comprehensive way the climatic picture of the Romanian coast of the Black Sea. As
presented above, January is one of the most energetic months of the year, alongside February
and December, with a registered wind speed mean value of 5.5 m/s. The values recorded in
this month are in good agreement, being in the range of 4.2 m/s (20 Jan) and 6.9 m/s (two
observations made on 6 and 25 Jan). Following the same trend, in February, mean wind
speeds were recorded in the range of 4 m/s (18 Feb) and 7.1 m/s (8 Feb), having an average
wind speed of 5.6 m/s. The maximum average wind speed from February represents
the greatest value in this particular analysis. From the evaluation made, February is the
most dynamic month; nevertheless, no major variations were observed. The next month
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presented is March, where an average of 5.2 m/s was recorded. The maximum value was
recorded on the 9th—6.4 m/s, whereas the lowest was on the 3rd—4.2 m/s. In the fourth
month of the year, values in the range of 3.4 (30 Apr)—5.8 m/s (15 and 20 Apr) with a
mean value of 4.7 m/s were registered. Spring season evaluation ends in May, which
has an average wind speed data of 4.3 m/s. From the analysis made it can be seen that a
maximum value of 5.4 m/s was noticed on the 14th, whereas a minimum of 2.8 m/s was on
the 22nd, representing the lowest value recorded regarding the average wind speed. The
evaluation of the data collected from the seven stations illustrates a continuous decrease
with the summer season, where the lowest values were recorded. Based on the evaluation
made, in June a mean wind speed of 4.3 m/s was noticed. In the present month, minimum
values of 3.7 m/s (three observations made on 15, 21, and 22) and a maximum of 5.7 m/s
on the 26th were registered. July is the lowest energetic month with a wind speed value
of 4.2 m/s. Several minimum values were recorded: 3.5 m/s—30th, 3.6 m/s—6th, and
also a maximum of 5 m/s on 4th. In terms of wind variations, July is a stable month with
differences between the maximum and minimum of 1.4 m/s. In addition, August wind
values have differences of 1.7 m/s between the maximum registered (5.7 m/s—8 Aug) and
the minimum (4 m/s—6 Aug). The next season discussed is autumn, with the following
months: September, October, and November. Firstly, September shows an average of 5 m/s,
a minimum of 4.1 m/s at the beginning of the month (3 Sep), and a maximum of 6.1 m/s at
the end of the month (30 Sep). Secondly, in October, values in the range of 4.2 m/s (19 Oct)
and 7 m/s (7 Oct) were recorded. The average wind speed value noticed was 5.3 m/s, close
to the one observed in November—5.2 m/s. It can be noticed that values are increasing as
the months approach the end of the year. A minimum observation of 4 m/s was made on
11th November, whereas a maximum observation was made on the 21st—6.5 m/s. The last
month of the present analysis, December, shows an average of 5.3 m/s, outlining once more
that it is a dynamic month concerning the wind energy potential. The analysis outlines a
maximum of 7 m/s on the 29th and minimum values of 4.4 m/s on the 14th, 22nd, and
25th. Based on the evaluation made for each month during the entire period analyzed,
it resulted that the values were encountered in the range of 2.8 m/s (22nd of May) and
7.1 m/s (8th of February). Nevertheless, no major variations were encountered, and the
values obtained followed either an increasing or decreasing path.

3.2. Maximum Wind Values

The second approach of the present paper represents the analysis of the maximum
values obtained from the evaluation of wind speed. The maximum wind values in the Black
Sea can vary significantly depending on the season and the specific location. In general, the
Black Sea is known for its strong winds, especially during the winter months when storms
are more common. The highest wind speeds are typically found in the western part of the
Black Sea, whereas in the eastern part of the Black Sea, the winds are generally less strong.
It is important to note that the Black Sea is also prone to sudden and severe storms, which
can bring strong winds and rough seas. These storms can occur at any time of year, but
they are most common in the winter and spring.

In Figure 5 and Table 3, the monthly maximum wind speed broken down by stations is
illustrated. The outline revealed from the entire database suggests a mean maximum value
of 12.4 m/s. The highest mean value registered was in January—14.5 m/s, followed by
February—14.1 m/s and December—14 m/s, resulting again that winter is the most intense
season concerning the wind potential. The next season with dynamic conditions is autumn,
with the following values: October—13 m/s, November—12.5 m/s, and September—11.9 m/s.
Following the same criteria, the third season is spring. In March, a maximum mean wind
speed of 12.6 m/s was registered, whereas in April it was 11.4 m/s, and in May 11.1 m/s.
The last season discussed is summer with the following recorded values: August—11.4 m/s,
July—11.1 m/s, and the lowest high value—10.8 m/s (June). This analysis follows the same
trend as the mean wind speed with the same season’s order depending on the wind dynamic.
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Figure 5. Monthly mean maximum values of the wind speed.

Table 3. Monthly mean maximum values of the wind speed.

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Constanta 14.3 13.8 12.4 11.4 11.4 11.2 11.5 11.4 12.3 13.0 12.3 13.4

Mangalia 15.6 15.7 14.6 12.8 12.3 12.4 12.2 12.7 13.3 14.8 14.2 15.5

Sulina 16.4 15.8 14.1 12.8 12.3 11.9 12.8 12.9 12.8 13.6 13.3 15.5

G. Portitei 12.9 12.5 11.3 10.7 10.6 9.7 10.4 10.6 10.7 11.2 11.8 13.3

Sf. Gheorghe 10.5 10.1 7.8 7.4 7.0 7.0 8.2 8.2 8.1 9.5 8.9 9.9

Midia 16.7 16.3 14.8 13.4 13.1 12.7 12.7 13.2 14.1 14.9 14.5 16.0

Tuzla 14.8 14.4 13.5 11.5 11.3 10.5 10.2 10.6 12.3 13.9 12.7 14.1

Average 14.5 14.1 12.6 11.4 11.1 10.8 11.1 11.4 11.9 13.0 12.5 14.0

Moreover, it is concluded that the maximum wind speed values recorded from each
station are roughly in the same sequence as presented earlier in the highest average val-
ues evaluation, reiterating that the southern part presents high values than the north-
ern part: Midia—14.4 m/s, Mangalia—13.8 m/s, Sulina—13.7 m/s, Tuzla—12.5 m/s,
Constanta—12.4 m/s, G. Portitei—11.3 m/s, and Sf. Gheorghe—8.6 m/s.

3.3. Maximum Wind Values Recorded per Month

In this section, the averages of the greatest wind speeds recorded per month are
analyzed to illustrate the most dynamic periods referred to in this study. As explained
earlier, with a value of 14.5 m/s, January is the month with the highest data registered in
terms of mean maximum wind speeds. The peak of this analysis is reached on the 6th when
a value of 21 m/s was registered. The same value is encountered on the 3rd of December.
Considerable great values were seen in January: 18 Jan—18.6 m/s, 17 Jan—18.1 m/s, and 26
and 27 Jan—17 m/s. Close to the monthly maximum mean speed recorded in January is the
one registered in February—14.1 m/s. Apart from the peak recorded on the 8th of February
(18.6 m/s), other high values were recorded on the dates of the 7th (18.5 m/s) and 22nd
(17.8 m/s), but after these values, the lowest data was observed—9.6 m/s (29 Feb). Further,
moving to the next season, high values are considerably lower. In March a mean maximum
value of 15.8 m/s was marked on the 9th, whereas the average value is 12.6 m/s. Other
great values were seen on the following dates: 15.3 m/s—14 Mar, 15.2 m/s—8 Mar, and
15 m/s—24 Mar. Particular attention is paid to April, which presents an extended period
with greater values than the rest of the month. In the period of 13–22 April appropriate
wind data were observed resulting in stable conditions in terms of weather parameters.
Peaks of 14.3 m/s on the 14th, 14.1 m/s on the 17th, and 14.8 m/s on the 20th were recorded,
whereas medium values were seen among them in order to smooth the continuous wind
trend. In May no major variations were observed. Values between 8.4 m/s (22nd of May)
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and 13.8 m/s (4th of May) were seen, as in Figure 4b. In June, the lowest mean value
concerning the maximum wind speed was observed—10.8 m/s. In this month, a peak of
16 m/s was seen on the 20th, and others in the range of 8.8 m/s (22 Jun) and 13.1 m/s (27 Jun)
were recorded. Low values are also detailed in Figure 4c. In July, maximum wind average
speeds are considerably lower: 13.6 m/s—4 Jul and 24 Jul. The last month of the summer
season, August presents an average maximum wind speed of 11.4 m/s. A maximum value
of 14.5 m/s was recorded on the 11th; still, no major variations were observed. The second
energetic season is autumn. In September all values are in good agreement, being in the
range of 10 m/s (13th Sep) and 14.6 m/s (26th Sep). In October, values are considerably
higher, recording a mean maximum wind speed of 13 m/s. Other high values presented in
this month can be seen in Figure 4d (18 m/s—17 Oct, 17 m/s—7 Oct, 16.7 m/s—25 Oct).
November represents a stable month, illustrating a difference of 4.2 m/s between the lowest
value (10.5 m/s—2 Nov and 11 Nov) and 14.7 m/s—13 Nov. Similar wind data are seen
in this month with minor ups and downs. The last month analyzed is December. Like
February, December presents significant variations in terms of mean maximum wind speeds
with differences of 10.1 m/s observed. As presented earlier, a peak of 21 m/s was seen on
the 3rd of December, followed by lower values: 17.5 m/s—19 Dec and 16.8 m/s—29 Dec.
The analysis made in this section concluded that winter is the most suitable season in terms
of dynamic wind parameters, nevertheless unstable conditions are seen in December and
February. Stable conditions are located in November and April.

3.4. Wind Directions

The wind direction in the Black Sea can vary greatly depending on the time of year and
the specific location within the sea. The Black Sea is generally influenced by the prevailing
winds in the region, typically westerly or southwesterly. During the winter months, the
winds tend to be stronger and more consistent, whereas, in the summer, the winds are
generally lighter and more variable. In addition to the prevailing winds, the Black Sea
is also influenced by local weather patterns and topographic features, which can affect
wind direction and strength. The purpose of the present section is to evaluate the wind
frequencies by direction, depending on the month (Figure 6).

The wind direction is typically from the northwest in the winter and from the southeast
in the summer, however, a few exceptions have been found based on the data used on
the time interval. The winter months are basically following the same wind frequencies:
December—NW (22.7%) and W (22.6%); January—NW (21.8%) and N (19.7%); February—N
(22.9%), S—(15.5%). In spring, great wind frequencies are found from the southeast. In March,
there are high values both in the north (19.3%) and south (17.4%), representing a transit
month from one season to another. In April and May, great values are found from the south
(19.4%—Apr, 17%—May), followed by wind frequencies from the southeast (18.3%—Apr,
15.8%—May). In June, winds from the south can be found with a frequency of 16.4%, followed
by those from the north—15.8%. In July, the wind shifts to NW (18%) and N (16.1%). August,
the last month of summer, has similar values related to July: N (23.6%) and NW (18%). The
wind directions presented in autumn are from the northwest: September—N (18.5%), NW
(15.9%), October—N (21.1%), NW (16.9%), and November—N (20.6%), NW (16.7%). The
analysis highlighted that during winter and autumn seasons the prevailing wind direction
is from N–NW–W, whereas in spring the wind blows more frequently from S–SE or N. The
summer season presents higher wind direction frequencies from N–NW or S.
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Figure 6. Wind frequency by directions; (a) winter; (b) spring; (c) summer; (d) autumn.

4. Discussion

This study aimed to assess the climatic wind picture along the western coast of the
Black Sea, identifying its mean and maximum wind speed values each month to provide
the most suitable periods in terms of wind energy potential. Moreover, the wind directions
were analyzed. The outcome of this research is based on the MHD weather data over a
13-year interval (2009–2021) from seven automatic marine stations situated on lighthouses
along the Romanian Black Sea coast.

An important aspect that requires more detailed investigation is the storm dynamics
presented in the Black Sea. Storm dynamics in the Black Sea are complex phenomena and
can be influenced by various factors. One important factor is the contrast in temperature
between the sea and the surrounding land, creating instability in the atmosphere, which
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can lead to the development of storms. Another crucial factor is the movement of air
masses. Warm, moist air from the Mediterranean Sea can move northward into the Black
Sea, interacting with colder air masses from the east or west, leading to the development of
storms, particularly in winter and spring.

The aim of this analysis is to identify the periods that presented storm characteristics
(wind speed greater than 14 m/s). The research was based on the average stormy days
from all seven stations over the 13-year interval. In January, an average of 28 stormy days
was registered, the most significant dates being 3, 6, 17, 18, 22, 25, 26, 27, and 30 January.
Midia station reported 52 days in January with great wind values in the evaluated period.
In February, a lower value was registered—25 stormy days and once again Midia station
recorded the most numerous days (45). The following days were observed with high
values: 3, 17, 18, 22, 25, and 26 February. Further, in spring, the number of days with storm
aspects decreases: March—12 days, April—8 days (the 20th of April represents the most
energetic day concerning the storms occurring), and May—4 days. No extremes were seen
in summer. In all three months of this season (June, July, and August) a value of 3 days per
month was seen in terms of the average number of stormy days. Moving to the autumn
season, the number of stormy days is significantly increasing. In September an average of
8 days with wind speed greater than 14 m/s was registered, Midia being again the station
with the most numerous days registered (23). The average value obtained in October was
17 days which fulfilled the storm criteria, and various days were seen with high values
(7, 8, 16, 17, 24, and 25 of October). November registered an average number of stormy
days of 11 days. Lastly, based on the data from all seven stations, an average of 23 stormy
days was obtained in December. Midia registered 45 days, whereas Mangalia obtained
43 days for the total period evaluated. The following days are noticed as dynamic ones
(10, 29, 30, and 31 of December). Based on the evaluation, it is concluded that the winter
months present the tendency for storms to occur (December—23 days, January—28 days,
February—25 days). Moreover, it is revealed that these complex weather conditions are
fulfilled in the southern part of the analyzed area. Still, no significant variations are noticed.

5. Conclusions

In the present research, the wind potential of the Romanian coast of the Black Sea was
evaluated considering its main parameters (speed and direction). Based on the MHD wind
datasets considering a 13-year time interval, the wind climate of the respective area was
highlighted, indicating the most suitable months for strong and persistent winds. Relevant
trends considering the wind dynamics were outlined, resulting from the evaluation of mean
and maximum wind speed values. In addition, the wind directions issue was discussed and
a summary regarding the periods in which present storm characteristics was elaborated.

From the analysis made, based on the entire data collected over the 13-year period,
an average wind speed value of 4.9 m/s and a mean maximum value of 12.4 m/s were
obtained. All the analyses made indicate that during winter, which is the most energetic
season, strong winds are encountered and the most numerous days with storms are seen;
nevertheless, unstable conditions are noticed in December and February. Moreover, it
is revealed that wind speed values recorded from each station are roughly in the same
sequence, although greater values were registered in the southern part of the Romanian
coast. Concerning the wind directions, it was highlighted that most wind directions are
from N or NW regardless of the season (winter, summer, or autumn), whereas other
directions (S or SE) were seen in summer.

The Black Sea is known for its variable and sometimes unpredictable weather, in-
cluding strong winds and storms, particularly during winter. These winds can reach high
speeds and can create large waves and rough sea conditions. The wind’s direction and
strength can affect the sea’s navigability and shipping safety. Strong winds and rough
seas can make it difficult for vessels to maintain their course and can cause delays in
shipping. On the other hand, favorable wind conditions can help to speed up the voyage
and make it more efficient [40]. In conclusion, the offshore wind industry presented in
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Europe has been rapidly increasing in recent years, with many nations eager to invest
heavily in the development of offshore wind farms. However, this area is not considered
an ideal location for offshore wind power due to its generally lower wind speeds than
those in other European areas where offshore wind power is more prevalent, such as the
North Sea and the Baltic Sea. Although, the present research proves that the western coast
of the Black Sea has moderate to high wind resources and may be suitable for nearshore
wind power generation. To sum up, more research is needed to fully understand the wind
characteristics of the Black Sea and the potential for offshore or nearshore wind power in
this region.

Author Contributions: Writing—review and editing, methodology, L.-I.N.; data curation, resources
V.-M.T.; supervision and project administration, E.R. All authors have read and agreed to the pub-
lished version of the manuscript.

Funding: This work was carried out in the framework of the research project CLIMEWAR (CLimate
change IMpact Evaluation on future WAve conditions at Regional scale for the Black and Mediter-
ranean seas marine system), supported by a grant of the Ministry of Research, Innovation, and
Digitization, CNCS—UEFISCDI, project number PN-III-P4-PCE-2021-0015, within PNCDI III.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data that were used in the present study are available by official
statement. The wind data were obtained from the Maritime Hydrographic Directorate.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Available online: https://www.interregeurope.eu/agrores/news/news-article/10859/opportunities-of-black-sea-offshore-
wind/ (accessed on 29 December 2022).
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Abstract: This study presents an algorithm for fingerprint classification using a CNN (convolutional
neural network) model and making use of full images belonging to four digital databases. The main
challenge that we face in fingerprint classification is dealing with the low quality of fingerprints,
which can impede the identification process. To overcome these restrictions, the proposed model
consists of the following steps: a preprocessing stage which deals with edge enhancement operations,
data resizing, data augmentation, and finally a post-processing stage devoted to classification tasks.
Primarily, the fingerprint images are enhanced using Prewitt and Laplacian of Gaussian filters. This
investigation used the fingerprint verification competition with four databases (FVC2004, DB1, DB2,
DB3, and DB4) which contain 240 real fingerprint images and 80 synthetic fingerprint images. The
real images were collected using various sensors. The innovation of the model is in the manner in
which the number of epochs is selected, which improves the performance of the classification. The
number of epochs is defined as a hyper-parameter which can influence the performance of the deep
learning model. The number of epochs was set to 10, 20, 30, and 50 in order to keep the training time
at an acceptable value of 1.8 s/epoch, on average. Our results indicate the overfitting of the model
starting with the seventh epoch. The accuracy varies from 67.6% to 98.7% for the validation set, and
between 70.2% and 75.6% for the test set. The proposed method achieved a very good performance
compared to the traditional hand-crafted features despite the fact that it used raw data and it does
not perform any handcrafted feature extraction operations.

Keywords: convolutional neural networks; fingerprint images; data augmentation; fingerprint
classification

1. Introduction

Various approaches to automatically authenticate fingerprints for personal identifica-
tion and verification have found important applications in ensuring public security and
criminal investigations. A fingerprint represents a graphical pattern on the surface of a
human finger expressed by ridges and valleys. Ridges are the upper skin surface parts of
the finger that touch a surface, and valleys are the lower parts. In a fingerprint image, ridge
lines are the dark areas, and valleys are the bright areas which represent the inter-ridge
spaces. Fingerprints are unique and are the most reliable human feature which can be
utilized for personal identification [1].

Automatic fingerprint identification uses fingerprint features such as ridge flow, ridge
period, ridge ending, and the delta or core points for fingerprint enrollment and verification
steps [2]. Matching performance is strongly affected by fingertip surface conditions such
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as fingerprint deformations or distortions, fingerprint collection conditions, variations
in the pressure between the finger and the acquisition sensor, scars, age, race, sex, etc.
Additionally, the minutiae extraction can be affected by noise, rotation, and the scale
of the images or fingerprint alignment information [1–3]. There is a sinusoidal-shaped
wave of ridges with some slow changes in their orientation. This characteristic defines a
fingerprint pattern. However, fingerprint images are prone to structural imperfections. In
order to create an accurate identification system, an effective enhancement algorithm is
necessary. This algorithm can be coupled with a performance classification method [4,5]. A
major limitation of fingerprint recognition algorithms is that only small-area fingerprint
images are usually available to the algorithm for differential matching. This calls for
a model which can solve the restoration of the whole fingerprint image to make the
process of fingerprint recognition and matching more effective [6–8]. The enhancement
step is based on the obvious directional behavior manifested in a fingerprint image. Some
effective enhancement techniques are based on the Prewitt and Laplacian of Gaussian
filters [9,10]. Additionally, a robust feature extractor and classifier must be able to deal with
augmentation operations such as translation, rotation, or skin distortion.

The process of feature extraction and matching demands some preprocessing opera-
tions such as ridge enhancement (for a fingerprint structure clarity), followed by feature
extraction using artificial neural networks. Recently, deep convolutional networks have
been heavily used in image recognition. Most of these are devoted to a single-frame
recognition with an improved classification performance [11–15]. The main advantage of
CNN-based classifiers is that they are fully independent of any human actions devoted
to feature extraction and classification. For large databases, the computational cost of
searching for a fingerprint image is huge, but CNNs drastically reduce this burden.

In the present study, starting from the fact that the existing fingerprint recognition
algorithms rely too heavily on the details of the fingerprint, a software solution was
proposed to evaluate the quality of fingerprint identification by using a convolutional
neural network (CNN) architecture and by calling full images belonging to four digital
databases. We did not perform any handcrafted feature extraction operations. The main
challenge that we face is the low quality of fingerprints, which can impede or make the
identification process difficult.

The main contributions of this work are as follows:

- Despite intense development efforts, there is still one open research problem devoted
to the restoration of whole fingerprint images to make the process of fingerprint
recognition and matching more effective. We discuss the investigation of whole
fingerprint images.

- We aim to validate the edge enhancement operations, data augmentation, and the
network structure regarding the potential of a CNN architecture to accurately identify
the fingerprints for a further classification task.

- The Prewitt and Laplacian of Gaussian filters are used to enhance the edges that separate
the ridges and valleys in the fingerprint images. Moreover, we do not use any skeletoniza-
tion operations to convert gray-scale fingerprint images to black-and-white images.

- To decrease the training time, we reduce the dimensionality of the fingerprint images
from [256 × 256] to [80 × 80] pixels.

- To improve the performance of the proposed model, we use the rotation as a data
augmentation technique.

- As CNNs can learn discriminative features from whole fingerprint images and they
do not require explicit feature extraction to do so, the deep learning approach is an
attractive option in fingerprint identification. Thus, the performance of the proposed
CNN model is evaluated based on the accuracies for the training and validation tests
with attention paid to the number of epochs, which is considered the hyper-parameter
of the CNN that could influence the performance of the deep learning model.

The rest of this paper is organized as follows: Section 2 reviews the related litera-
ture and emphasizes the most important sources of our motivation. Also, in Section 2
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the adopted methodology, the design of our CNN method, and the used databases are
presented. Section 3 shows the results obtained from several experiments, discusses and
evaluates the accuracy values provided by the individual systems. Finally, Section 4
provides a summary of our research and sets out our future work intentions.

2. Materials and Methods

2.1. Related Work

Over the last thirty years, there have been important developments in deep learning
methods. These developments had a significant impact on a wide range of applications
dealing with computer vision and pattern recognition. The research field of automatic
fingerprint recognition is among the most interesting topics, due to the requirement to
increase the recognition accuracy rate. Additionally, deep learning methods avoid the focus
on methods devoted to minutiae extraction as handcrafted features, shifting the interest to
the analysis of the whole image. The latest investigations devoted to the field of fingerprint
image organization are reviewed in this section.

The most sensitive step in the fingerprint recognition scheme is image improvement.
Wang et al. [16] proposed an algorithm for fingerprint image quality enhancement, i.e.,
to improve the clarity and continuity of ridges, based on the wavelet transform and a
mechanism of compensation coefficients for each sub-band based on a Gaussian template.
Yang et al. [17] presented an enhancement technique which approached both spatial and
frequency domains. A spatial ridge-compensation filter was employed to enhance the
fingerprint image in the spatial domain. Then, a frequency bandpass filter performed sharp
attenuation of both the radial and angular-frequency domains. Shrein et al. [13] used a
convolutional neural network that performed the classification tasks for fingerprints in
the IAFIS (integrated automated fingerprint identification system) database with 95.9%
accuracy. He has shown that precise image preprocessing, aiming to reduce the dimen-
sionality of the feature vector, greatly decreased the training times, even in networks of
moderate depth. Mohamed [14] thoroughly investigated all the factors which may affect
fingerprint classification using CNNs. His proposed system consists of a preprocessing
stage dealing with increasing the fingerprint quality, and a post-processing step devoted to
training and classification. A resized image (its dimensions reduced from 512 × 512 pixels
to 200 × 200 pixels) was created in order to reduce the training time. A classification
accuracy of 99.2% with a zero rejection rate was reported. Militello et al. [15] used a pre-
trained convolutional neural network and two fingerprint databases with heterogeneous
characteristics (PolyU and NIST) for classification purposes. The used features were the
arch, left loop, right loop, whorl, and three nets: AlexNet, GoogLeNet, and ResNet. The
comparative analysis allowed the system to determine the type of classification that should
be used for the best performance in terms of precision and model efficiency. Borra et al. [18]
reported a method based on a denoising procedure (the wave atom transform technique),
image augmentation (based on morphological operations), and an adaptive genetic neural
network in order to evaluate the performance of the approach. The networks used the
feature values that were extracted from each image. The experiments were performed
on the FVC2000 databases. The authors reported better performance values compared
to some neural networks and machine learning approaches. Listyalina et al. [19] sought
to classify raw fingerprint images. They proposed a deep learning method (i.e., transfer
learning GoogLeNet) which transferred the classification steps, such as pre-processing,
feature extraction, and classification rather than training a deep CNN architecture. They
used fingerprint images from the NIST-4 database and reported performance accuracy mea-
sures as follows: 94.7% and 96.2% for the five-class and four-class classification problems,
respectively. Tertychnyi et al. [20] proposed an efficient deep neural network algorithm to
recognize low-quality fingerprint images. These images are affected by physical damage,
dryness, wetness, and/or blurriness. A VGG16 convolutional network model was em-
ployed based on transfer learning for training. In addition, both image dimension reduction
and data augmentation were performed to improve the computing cost. They reported an
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average accuracy of 89.4%; this is almost the same accuracy provided by regular CNNs.
Finally, Pandya et al. [21] proposed a model which encompasses a pre-processing stage
(histogram equalization, enhancement based on a Gabor filter, and ridge thinning) and a
classification stage using a CNN architecture. The proposed algorithm achieved a 98.21%
classification accuracy with a 0.9 loss for 560 samples (56 users providing 10 images each).
Overfitting was avoided by Nur-A-Alam et al. [22] using a combination of the Gabor filter-
ing technique coupled with deep learning techniques and principal component analysis
(PCA). The meaningful features that can support an automatic authentication process for
the fingerprint for personal identification and verification were extracted using the fusion
of CNNs and Gabor filters; PCA reduces the dimensionality of statistical features. The
proposed approach reached an accuracy of 99.87%. An efficient unimodal and multimodal
biometric system based on CNNs and feature selection for fast palmprint recognition was
recently proposed by Trabelsi et al. [23]. Simplified Gabor–PCA convolutional networks,
an enhanced feature selection method, and a “reduction of the dimensions” approach were
used to achieve a high recognition rate, i.e., 0% equal error rate (meaning the best trade-off
between false rejections and false acceptances) and 100% rank-one recognition (meaning
the percentage of samples recognized by the system). Oleiwi et al. [24] introduced a finger-
print classification method based on gender techniques, which integrates the Wiener filter
and multi-level histogram techniques with three CNNs. They used CNNs to extract the
fingerprint features followed by Softmax as a classifier.

2.2. Proposed Methodology
2.2.1. Mathematical Approaches

To improve the quality of fingerprint images, the first- and second-order derivative
filters were used. An image is defined by an image function A(x, y) that gives the intensity
of the gray levels at pixel position (x, y). The gradient vector of the image function is
defined as in [25]:

∇A(x, y) =
[
GxGy

]
=

[
∂A(x, y)

∂x
∂A(x, y)

∂y

]
(1)

• Prewitt Operator

The Prewitt filter detects the vertical and horizontal directions of the edges of an image
by locating those pixel values defined by steep gray values [26]. The Prewitt operator
consists of two 3 × 3 convolution masks [25–27]:

Gy =

⎡
⎣+1 0 −1
+1 0 −1
+1 0 −1

⎤
⎦ ∗ A(x, y) (2)

Gx =

⎡
⎣+1 +1 +1

0 0 0
−1 −1 −1

⎤
⎦ ∗ A(x, y) (3)

where A is the image source and * is the 2D convolution operation.

• The Laplacian operator

The Laplace operator is computed using the second-order derivative approximations
of the image function A(x, y). It is noise sensitive, so it is often combined with a Gaussian
filter to decrease the sensitivity to noise [28]. The Laplacian filter searches the zero crossing
points of the second-order derivatives of the image function and establishes the rapid
changes in adjacent pixel values that belong to an edge [28,29].

∇2 A(x, y) =
∂2 A(x, y)

∂x2 +
∂2 A(x, y)

∂y2 (4)
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A zero value indicates the areas of constant intensity, while values < 0 or > 0 are placed
in the vicinity of an edge.

• The Laplacian of Gaussian (LoG) operator

For an image A(x, y) with pixel intensity values (x, y), a combination of the Laplacian
and Gaussian functions generates a new operator LoG [20], centered on zero and with a
Gaussian standard deviation σ:

LoG(x, y) = − 1
πσ4

[
1 − x2 + y2

2σ2

]
e−

x2+y2

2σ2 (5)

The Gaussian operator suppresses the noise before using the Laplace operator for edge
detection. The LoG operator detects areas where the intensity changes rapidly, namely the
function’s values are positive on the darker side (pixel values close to 0) and negative on
the brighter side (pixel values close to 255) [30].

2.2.2. Dataset

The analyzed fingerprint images belong to the FVC2004 database, which is the property
of the University of Bologna, Italy [31]. The image data are described, in detail, in Table 1.

Table 1. Dataset characteristics.

FVC2004 Datasets Fingerprint Scanner Image Size Fingerprint Images Total Image Number
after Augmentation

BD1 Optical sensor “V300”
by CrossMatch 640 × 480 80 720

BD2 Optical sensor “U.are.U 4000” 328 × 364 104 936

BD3 Thermal Sweeping Sensor
“FingerChip FCD4B14CB” by Atmel 300 × 480 104 936

BD4 Synthetic fingerprint generator 288 × 384 104 936

In order to enhance the limitations of low-quality fingerprint images, both the Prewitt
and LoG filters were used to enhance the edges that separate the ridges and valleys in the
fingerprint images [9,10]. Figure 1 displays examples of image enhancement from each
used database and filter.

2.2.3. Data Augmentation

The optimization of a CNN which uses small datasets means avoiding the network
convergence to a local minimum. This issue is overcome using augmentation to extend
the training dataset and to prevent the issue of overfitting during training. The number of
images has been increased nine times. Data augmentation has been performed by executing
±30◦ rotations, from 0◦ to 360◦. This provided a total of 3528 images, of which 2469 were
used as training samples. Additionally, each image was resized from 256 × 256 pixels to
80 × 80 pixels to be more suitable to be fed into the network and to reduce the training
time. Figure 2 shows an example of data augmentation.

2.2.4. Convolutional Neural Network

A CNN architecture aggregates convolutional modules that perform feature extraction,
pooling, and fully connected layers [32]. CNNs perform well in recognition of images
tasks. To optimize the performance of a CNN model, it has to be trained to extract the most
important deep discriminatory features. As a general description of a CNN architecture
and its learning strategy, we could mention that a gradual training process designed to
solve complex concepts is employed. Thus, the early layers detect the general features of a
given image. Furthermore, from layer to layer the convolution filters are trained to detect
more and more complex patterns, such as object features (Figure 3). The model architecture
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is given in Table 2. The parameter settings and some hyperparameters selected for the
proposed CNN model are also presented (Table 3). They were established before training.
An epoch means the whole dataset passes once forward and backward through the neural
network. Usually, the number of epochs is determined when the validation accuracy
starts decreasing, even if the training accuracy is still increasing. In addition, one epoch
is too large to be run through the model as a whole, so it is divided into several smaller
subsamples called batches. A higher number of epochs increases the cost of computational
complexity and the risk of overfitting, respectively. The variation in the number of epochs
stops when the validation loss no longer improves.

Figure 1. Samples of fingerprints from our evaluation datasets and examples of enhanced fingerprint
images. Columns: left—raw grayscale images; middle—edge enhancement using the Prewitt filter;
right—edge enhancement using the LoG filter.
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Figure 2. Data augmentation. Rotated fingerprint on ±30◦.

Figure 3. CNN model architecture.

Table 2. Model architecture and parameter settings.

Layer (Type) Output Shape Param

sequential_11 (Sequential) (None, 80, 80, 3) 0

rescaling_7 (Rescaling) (None, 80, 80, 3) 0

conv2d_27 (Conv2D) (None, 80, 0, 8) 224

max_pooling2d_27 (MaxPooling2D) (None, 40, 40, 8) 0

conv2d_28 (Conv2D) (None, 40, 40, 16) 1168

max_pooling2d_28 (MaxPooling2D) (None, 20, 20, 16) 0

conv2d_29 (Conv2D) (None, 20, 20, 32) 4640

max_pooling2d_29 (MaxPooling2D) (None, 10, 10, 32) 0

conv2d_30 (Conv2D) (None, 10, 10, 64) 18,496

max_pooling2d_30 (MaxPooling2D) (None, 5, 5, 64) 0

dropout_7 (Dropout) (None, 5, 5, 64) 0

flatten_7 (Flatten) (None, 1600) 0

dense_14 (Dense) (None, 128) 204,928

dense_15 (Dense) (None, 3) 387

Total parameters: 229,843; Trainable parameters: 229,843; ‘None’ indicates that any positive integer may be
expected so that the model is able to process batches of any size.
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Table 3. The hyper-parameters of the CNN model.

Hyper-Parameters Name/Dimension

Epochs 10, 20, 30, 50

Batch size 20

Activation function ReLU

Image size 80 × 80

Time consuming/20 epochs 23 s

Learning rate 0.01

The convolutional layers extract features from the input images. The size of the input
image is reduced by the pooling layers. In addition, these pooling layers collect features,
and their basic task is to reduce the feature dimensions or to reduce the feature map size
by using the ReLU (rectified linear unit) activation function. The ReLU function does
not activate all the neurons at the same time. If the output of the linear transformation
is negative, the neurons are deactivated. The fully connected or dense layers exploit the
learned high-level features and act as classifiers. Additionally, to reduce overfitting and
enhance the CNN performance, a large amount of data is required. This issue is overcome
by augmentation. To evaluate the performance of the proposed method, the accuracy of
fingerprint identification is calculated [33].

3. Results and Discussion

The experiment was carried out in MATLAB R2018a (The MathWorks, Natick, MA,
USA), using the proposed approach and the image processing toolbox. The CNN was
implemented using Python (Jupyter Notebook) and the open-source platform Keras for the
TensorFlow machine learning toolbox. It is run in Google Colaboratory (Colab).

The image datasets were stored in Google Drive and the workspaces were connected.
Of the total dataset, 60%, 20%, and 20% were used as the training set, validation set, and test
set, respectively. The performance of the CNN model training and validation classification
accuracy rate over the 10, 20, 30, and 50 epochs are shown in Figures 4–7. The classification
accuracy is defined as the ratio between the correct predictions and the total number of
predictions in the training or validation data.

As shown in Figures 4–7, during the training of the CNN, the accuracy of the train-
ing set (blue line) continued to increase and the network was learning constantly. The
validation set (orange line) first increased, then overfitting occurred and the accuracy
showed an unstable variation. The same behavior was observed for loss curves. Conse-
quently, we investigated the number of epochs and selected the best number to solve the
overfitting problem.

The number of epochs was set to 10, 20, 30, and 50 in order to keep the training time at
an acceptable value of 1.8 s/epoch, on average. Prior to each training epoch, the training
data was randomly shuffled. The performance of the proposed model is summarized in
Table 4.
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Figure 4. Illustration of model accuracy rate for 50, 30, 20, and 10 epochs for DB1 dataset acquired
using an optical sensor “V300” by CrossMatch.

Figure 5. Illustration of model accuracy rate for 50, 30, 20, and 10 epochs for DB2 dataset acquired
using an optical sensor “U.are.U 4000”.
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Figure 6. Illustration of model accuracy rate for 50, 30, 20, and 10 epochs for DB3 dataset acquired
using a thermal sweeping sensor “FingerChip FCD4B14CB” by Atmel.

Figure 7. Illustration of model accuracy rate for 50, 30, 20, and 10 epochs for DB4 dataset generated
as synthetic fingerprints.
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Table 4. The performance of the proposed model.

Database Number of Test Samples Validation Accuracy (%) Validation Loss
Test Accuracy (%)

Prewitt Filter LoG Filter

BD1 144 98.7 0.0586 69.8 75.6

BD2 187 67.6 3.1061 62.5 70.2

BD3 187 94.7 0.1931 71.6 73.4

BD4 187 98.7 0.0344 69.8 75.6

The results in Figures 4–7 indicate that, while the accuracy and loss of the training
data have very good values, the accuracy and loss of the validation dataset is influenced by
the epoch number, indicating the existence of overfitting or underfitting. Our data indicates
the overfitting of the model starting with the seventh epoch. In this case, it is necessary
to stop the model early by tuning the hyperparameter. The CNN performance is strongly
influenced by the quality of a fingerprint image and by its local and global structures. The
accuracy of the proposed CNN model depends on the amount and quality of the training
images, which in our case show an important variability from dataset to dataset. The
performance on the test data (20% of each dataset) is lower than the accuracy provided by
the training data, with the amendment that the number of samples is reduced for the test
set. However, the LoG filter increased the accuracy compared to the Prewitt filter, and it
is a better solution to enhance the edges in the fingerprint images. Additionally, the raw
images in the DB2 dataset that were acquired using the optical sensor “U.are.U 4000” had a
low quality that affected the performance of the classification.

According to the data in Table 4, the accuracy values determined in the training and
validation sets are in line with the reported results in the literature. In [3], an accuracy of
85% was reported for images belonging to the FVC2004 database which were processed
using a CNN-based automatic latent fingerprint matching system which uses the local
minutiae features. Mohamed et al. [14] reported a 99.2% classification accuracy for the
training set in an experiment which used the NIST DB4 dataset and 4000 fingerprint images.
Militello et al. [15] reported an accuracy value of 91.67% for a pre-trained CNN, used
together with the PolyU and NIST fingerprint databases.

The accuracy values determined for the test set were slightly worse, thus indicating
a smaller drop in performance. However, we have mentioned that our proposed method
used the whole fingerprint images and the computation time is small compared to the
other reported method. As an example, in [34], an accuracy of 94.4% and a testing time
of 39 ms/image were reported for a pre-trained CNN architecture of the VGG-F network
type, and an accuracy of 95.05% and a testing time of 77 ms/image for the VGG-S network.

In addition, CNN architectures have some drawbacks, such as a poor generalization
capacity, a requirement for a huge training dataset, and a low stability to geometrical
deformation and rotation. In the proposed study, the low generalization capacity was
overcome by increasing the training data size to allow the network to train on as many
samples as possible. The obtained results indicate that the CNN performance is greatly
influenced by the quality of the fingerprint images. The low stability of the network is due
to the diversity of finger scanners which were used to acquire the fingerprints, such as
optical and thermal sweeping sensors, and synthetic fingerprints as well. Finding a solution
to provide a good performance of classification for this variety of data was a big challenge
for our method. Our approach integrates the monitoring of training and validation by
setting the number of epochs as a form of regularization, and learning curve graphs to
decide on the model convergence.

4. Conclusions

The work conducted in this paper is mainly devoted to fingerprint identification
using a CNN network that can perform fingerprint classification by considering whole
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fingerprint images. The proposed algorithm uses poor-quality original raw fingerprint
images. These were processed using Prewitt and Laplace filters to enhance the edges and,
in order to reduce the expensive training cost, data resizing was applied. Hyper-parameter
tuning, using various epoch numbers, was considered to improve the performance of
classification. Our results indicate the overfitting of the model starting with the seventh
epoch. The classification accuracy varied from 67.6% to 98.7% for the validation set, and
from 70.2% to 75.6% for the test set. Following these considerations, we would argue that
the proposed method can achieve a very good performance compared to the traditional
hand-crafted features method, despite the fact that it uses raw data and does not perform
any handcrafted feature extraction operations.

For future developments, we are interested in improving the performance of classifi-
cation by using other pre-processing techniques correlated to extensive hyper-parameter
tuning. Additionally, other fingerprint databases will be used to assess the generalization
capabilities of CNN architectures.
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Abstract: The purpose of this study is to provide an overview of the development of the modern
low-speed marine two-stroke diesel engine from the point of view of the technical water cooling
plant, taking into account and starting from the market requirements for power and speed, with
information and design options relevant to the entire shipping industry. Thus, through the ideas
of this project, we analyze notions and relevant aspects of systems related to marine slow turning
engines, including the basic thermodynamic structure of the technical water system designed for a
marine engine. This study also presents the design criteria that define the size and design concept
of the engine structure components, with a focus on the technical water cooling installation. The
concepts for the main engine hot parts served by the technical water cooling installation play a vital
role in the marine technical water generator. The choices the engine designer must make regarding
basic auxiliary systems, such as fuel injection and exhaust valve actuation, are important factors to
keep in mind when installing a technical water generator onboard a ship. The automation and control
systems that govern the modern electronic engine, which drive the supply pump of the technical
water cooling system can provide a simplified view of the engine development process. In order to
point out the contributions of this study, it is important to focus on the calculations used to determine
the main parameters of a technical water generator especially designed for a midsized container ship.

Keywords: technical; desalination; marine; seawater; operation; generator

1. Introduction

The requirements for the hot components of marine main engines are diverse and
often conflict with each other. The temperatures of the components can reach values
of 600 ◦C and even above, and these factors presuppose the correct choice of material
and adequate cooling of these parts. Thermal stresses caused by temperature gradients
must be considered in the analysis of low cycle behavior [1]. The components around the
combustion space are bolted together with elastic pins, which are pre-tensioned so that
there is no leakage and no dynamic sliding between the components.

Finding the adequate cooling principle is one of the main challenges for the piston
designer. With the so-called jet cooling principle, which is applied to most marine main
engines, it is possible to keep temperatures below the limit on the side of the combustion
space as well as in the cooling holes. High temperatures (above expected values) for the
piston tip would lead to material loss due to corrosive attack generated by the combustion
gases. Excessive temperatures in the cooling space can lead to the accumulation of carbon
deposits in solid form, with negative consequences for the cooling efficiency of the piston.
For reliable engine operation, it is also necessary to maintain the temperatures around the
piston rings within a certain predefined range.

Inventions 2023, 8, 22. https://doi.org/10.3390/inventions8010022 https://www.mdpi.com/journal/inventions
65



Inventions 2023, 8, 22

It is important to keep in mind the basic knowledge regarding the cooling principles
of the main components of a marine engine, especially when the main cooling fluid is salt
water, which can damage sensitive parts built out of special materials and alloys. That is
why technical water generators play such a crucial role in the operation of marine engines
in an environment where fresh water is quite scarce. These systems have progressed in such
a manner that they can sustain the optimal operation of 15.000 kW to 20.000 kW marine
engines [2]. Technical water generators, also known as desalination systems/plants, have
been used in the marine industry for quite some time now, but companies always try to
improve their design and increase the degree of their usability [3].

Nevertheless, the authors would like to point out that the concept discussed in this
paper represents a generalized configuration, one that could be applied to many similar
systems that already exist in the technical water generating field as well as in the marine
domain. Thus, the analysis and reinterpretations tend towards a generalized system cus-
tomized for certain operating conditions onboard a commercial ship. That is why we have
based our concept on the dimensioning of a technical water generator using established
calculation principles to identify an optimal solution for a medium-sized container ship.

Similar concepts have also been addressed by other engineers, one patent relating
to a marine water tank, and more particularly, to a marine water tank comprising an
evaporation unit producing fresh water using the latent heat of steam [4]. This concept has
been proposed a Korean scientist, via the application PCT/KR2013/010944.

The well-known Japanese marine systems company Mitsubishi, through application
JP56164324A, developed a concept used to construct a water-making device for ships which
uses the heat of heating fluid without the need for any evacuating means by providing a
nozzle for ejecting supplied seawater directly toward the heat transfer tubes on the upper
stage side of a heater. The concept provides an evacuating means such as orifice to a
pipeline for supplying the seawater to said nozzle. This concept was used for a technical
water generator installed on an oil tanker in 1995 [5].

On a different level, in 2017 a Russian scientist applied (application RU2017100751A)
for a patent regarding an invention that relates to the field of machine building, in particular
to seawater desalination installations (desalination units). The proposed desalination
unit has at least two tanks to be filled with steam. Thermal compression of the steam in
these steam tanks is performed by electric heaters [6]. Compressed steam is directed to
the evaporator unit periodically from the first and second steam tanks. Removal of the
remaining steam from the tanks is carried out in the low-pressure steam supply pipeline,
using the heat of this steam to heat seawater. Supply, withdrawal and removal of steam
from the steam tanks is regulated by the control system with the help of locking bodies.

More recently, Japanese scientists tried to invent and build a more complex system
consisting of plants characterised by more than one engine delivering power external to
the plant, the engines being driven by different fluids [7]. The engine cycles use thermally
coupled combustion heat from one cycle to heat the fluid in another cycle with exhaust
fluid of one cycle heating the fluid in another cycle. The potential of this concept has been
presented in the application JP2018513870A.

2. Materials and Methods

In the first part of this study, special attention will be paid to the targeted compro-
mise in terms of reliability, cost, manufacturability and maintainability of technical water
generators, these being the aspects that challenge an engine designer (so-called licensor)
to develop a competitive product to its customers, which are obviously shipowners, but
also (licensed) engine manufacturers and shipyards. In addition, the tools and methods
available for designing a technical water generator will be described in the context of the
development process.

Furthermore, in subsequent sections, a detailed analysis of technical water generators
is provided. Among the installations supporting the operation of a marine engine onboard
a medium-sized container ships, we choose to examine the technical water cooling installa-
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tion since it is not a very complex installation, but one that plays a crucial role in defining
the life span of the main engine [8].

The main technical water sources onboard ships are briefly described in the third part
of this study. It is important to underscore the fact that these systems have progressed,
allowing ships to use additional spaces onboard (such as tanks) for other purposes than
transporting fresh water.

Today, there are many types of technical water generators used in various industries.
Depending on the main application domain, they vary in operational complexity. A brief
classification is provided in the fourth section with a focus on the main processes used
onboard ships to generate technical water.

In order to determine the amount of technical water required for a main engine
onboard a medium-sized container ship, in the fifth section, we calculate the dimensioning
of technical water generator installation, starting from the premise that all the essential
data relating to engine power, vessel size, technical water requirements and other relevant
data are known. The container ship used is part of the Panamax category.

Assuming that the dimensioning calculation meets our objectives, we establish an
optimal model of a technical water generator which meets the requirements of the ship’s
main engine and which ensures its operation at the nominal parameters during a voyage of
normal duration. Afterwards, taking into account the dimensional and energy constraints
onboard the ship, in the final part of the study, we present a method to optimize the
operation of the technical water generator. In this way, a series of technologies suitable for
this type of system are identified after studying similar models already tested in the marine
market.

Seawater contains a high percentage of salts, which makes it unusable for the sanitary
installations on ships or as a heating agent in the power installations. Overall, seawater
salinity is defined as the weight of all ions contained in a liter of water and is expressed
in g/L [9]. Salinity depends on the geographical area; its average value can be considered
33–37 g/L.

Obtaining technical water or fresh water from seawater is carried out in complex in-
stallations based on various functional principles. The thermal installations for desalination
by distillation and by freezing have been known for a long time. For the purpose of This
study examines the operation of common commercial marine technical water generator
units which are mainly based on commercial thermal units, most of which can be found on
cargo ships and in other marine applications (e.g., oil rigs and passenger ships).

The desalination mechanism can be easily explained if we use a simplified representa-
tion of the composition of seawater that includes only water molecules, Na+ and Cl− ions.
Water molecules, considered as dipoles, surround the ions, forming a layer of molecules
attached to the ions by electrostatic forces. The ensemble formed by ions and attached
molecules is much larger than the free molecules, and for desalination the two parts must
be separated. For technical water to be usable, the salt content must be below 10 p.p.m.
(parts per million). When the salt concentration is 18–19 p.p.m. the water can be used for
cooling, and if this concentration is even lower (1. . . 3) p.p.m., the water can be used to feed
the boilers. Desalination of seawater, in order to use it as technical or drinking water, can
be carried out industrially through the following different processes [3,10,11]:

- Distillation;
- Freezing, which can be

- Direct freezing under vacuum, through vapor absorption;
- Direct freezing under vacuum, by vapor compression;
- Indirect freezing with secondary refrigerant (classical method);
- Indirect freezing with n-butane type secondary refrigerant.

- Reverse osmosis [12].

The conceptual process described in this study is designed to produce boiler feed
water with a salinity of <5 p.p.m. The first methods those listed above can be achieved by
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applying the phase-changing process, which involves high energy consumption and are
already considered classics. All processes related to desalination are based on the physical
and sometimes chemical properties of both pure water and aqueous solutions (electrolytes),
as seawater is considered to be an electrolytic solution.

Taking into account the low energy consumption and the easy maintenance of a
technical water generator (or the marine plant) that operates on the basis of reverse osmosis,
the quality of the water thus obtained will be reviewed [8,13].

Reverse osmosis is essentially a special process of ultrafiltration of a saline solution
using semipermeable synthetic membranes with an appropriate chemical constitution
instead of a filter with a porous structure. If appropriate pressure is applied to the saline
water in a vessel, which is in contact with such a membrane, the pure water will pass
through it, the hydrated ions being retained. Reverse osmosis has practical applications in
technical water generators used onboard ships [14].

The principle of reverse osmosis can be better understood if we know the phenomenon
of osmosis, which is explained as follows: when two aqueous solutions of unequal concen-
trations (one concentrated and the other diluted) or a solution and pure water are separated
by a membrane of a certain type, water molecules from pure water, or the dilute solution,
pass through the membrane into the concentrated solution [15,16].

The principle behind the operation of the electrodialysis process of a marine technical
water generator is shown in Figure 1:

 

Figure 1. The principle of operation of the electrodialysis process of a marine technical water
generator [drawn by the authors].

For many years, increasing interest has been shown in the conversion of seawater into
drinking or technical water. To meet the growing need for technical water both onshore and
onboard ships, much research has been conducted to find effective methods of removing
salt from seawater [17]. Maritime ships have a great need for drinking water, as well as
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for technical water for washing, for cooling the engines and for many other activities. In
the past, ships carried large quantities of fresh water in barrels or specially built tanks
because there was no source of fresh water when the ship was at sea except when it rained.
Nowadays, despite the fact that fresh water is produced onboard, ships still have to load
tons of fresh water. Although technological methods of converting seawater to fresh and
technical water exist, they cannot meet the needs onboard ships [18].

The potential lack of technical water is also due to the fact that it is very difficult to
control and limit consumption, and it is also impossible to avoid the consumption of this
vital element. Research has been conducted and several processes have been developed
to obtain technical water from seawater. These processes are distillation, electrodialysis,
reverse osmosis, direct freezing evaporation and vapor compression distillation [19,20].

The term reverse osmosis derives from a well-known process inspired by nature
itself. This means that if we put a concentrated and a diluted solution in two containers
separated by a very fine membrane, the system will try to balance itself in a natural manner
due to the fact that the diluted solution will pass through the membrane and mix with
the concentrated solution until the same concentration is reached in both containers. The
height of the liquid column in the container which holds the concentrated solution will
increase until the column becomes too high, and the pressure exerted by it will stop the
flow of the diluted solution. The balance point of the water column is called the osmotic
equilibrium. If a force is applied to this column, the direction of flow of the solution through
the membranes can be changed. This is actually reverse osmosis [21].

In Figure 2 below, the process of the reverse osmosis installation is shown. Seawater
is drawn in by a low-pressure pump which in turn feeds a high-pressure pump (with a
nominal pressure set over 60 bar). The high-pressure pump then circulates the seawater
into the membrane, and due to this process combined with high pressure and the density
of the seawater, the brine will be separated from the potable water, so at the other end of
the membrane, two circuits will be generated, one of fresh water and one of brine (that
will be pumped overboard). As seen in Figure 2, the installation can also be equipped with
sand filters and micron filters used to separate impurities from the water, needed to protect
the membranes [22].

 

Figure 2. Diagram and model of a marine osmosis installation [drawn by the authors].

3. Results

As a general rule, water installations and sanitary installations (drinkable or technical),
installed onboard ships are similar. The only element that differs is the type of installation
chosen. The only types of ships for which stricter conditions are imposed are passenger
ships, which must meet a series of very demanding quality parameters, both in terms of
drinking water and ballast and wastewater. This can be an issue if the system is being
installed onboard a smaller ship because in order to keep potable water onboard in storage,
the ship must be equipped with at least two tanks [23].
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Onboard the ship, the water installation has three well-defined roles, namely: supply-
ing drinking water to the crew and passengers, supply technical water to power the power
units and cabins, and supply seawater to flush the toilets and use in washing machines.
Corresponding to the three roles, the water supply installation onboard the ship will be
composed of three installations that operate according to the same principle and have the
same common elements, with a few differences: the technical water installation can use
structural tanks not covered on the inside as storage tanks, and it includes a boiler for
heating domestic hot water; the seawater installation takes water directly from the seawater
main system in a similar concept as that drawn in Figure 3.

Figure 3. Typical diagram for the water installation onboard a ship [drawn by the authors].

The general technical water system contains the following elements in its composition:

1. Technical water storage tank;
2. Water supply pumps;
3. Water pump for water (potable, technical, sea);
4. Retaining flap;
5. Pressure relay;
6. Technical water treatment module;
7. Technical water module cooling mode;
8. Temperature transducer;
9. Technical water consumption equalization tank;
10. Circulation pump;
11. Boiler (with steam);
12. Valve controlled by transducer for steam input;
13. Tank ventilation equipment;
14. Supply piping coming from the technical water generator;
15. The distribution network for cold technical water;
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16. The distribution network for hot technical water;
17. Main seawater supply;
18. Distribution network for seawater;
19. The main piping line of the compressed air installation;
20. Hydrophore safety valve;
21. The distribution network for technical water [24].

Regarding technical water, the installation and operation are similar with the differ-
ence that cold technical water is distributed to consumers through parallel pipes and hot
technical water through adjacent pipes. This principle has already been pointed out in
Figure 2, illustrating the process flow for a similar RO (reverse osmosis) unit. The water is
heated in the boiler, which can be with steam, hot water, burner or electric. Regardless of
the type of boiler, the installation includes: a circulation pump, an equalization tank and
a temperature transducer that controls the start/stop of the pump and the control of the
steam valve in order to obtain the preset temperature [25].

The flow rate of technical water pumps is determined as follows [25]:

Qp = ∑
i
(niαiqi) (1)

where n is the number of consumers of the same kind, α is the simultaneity coefficient
of the operation of consumers of the same type, and q is the consumption norm in [L/s]
specific to each type of consumer.

The values of the coefficient and the consumption norm depending on the type of
consumer are as it follows:

- For category 1 consumers: α = 0.3 and q = 0.07 L/s;
- For category 2 consumers: α = 0.2 and q = 0.2 L/s;
- For category 3 consumers: α = 0.4 and q = 0.15 L/s;
- For category 4 consumers: α = 0.5 and q = 0.3 L/s;
- For category 5 consumers: α = 0.25 and q = 0.2 L/s [25].

Therefore, according to the above values, we will consider:

α1 = 0.3; α2 = 0.2; α3 = 0.4; α4 = 0.5; α5 = 0.25
q1 = 0.07; q2 = 0.2; q3 = 0.15; q4 = 0.3; q5 = 0.2

The number of consumers are set as:

- For category 1 consumers: n1 = 55;
- For category 2 consumers: n2 = 48;
- For category 3 consumers: n3 = 5;
- For category 4 consumers: n4 = 4;
- For category 1 consumers: n5 = 4.

The required flow of the installation will be (Equation (3) [25] and Equation (5) [25]):

Qp = n1α1q1 + n2α2q2 + n3α3q3 + n4α4q4 + n5α5q5 (2)

Qp = 4.175
1
s

(3)

Q′
p = Qp3.6 (4)

Q′
p = 15.03

m3

h
(5)

The calculation of the working volume of the hydrophore is performed as follows: if
i = 7. . . 9 represents the number of starts per hour, we consider i = 8 for the calculation. Its
volume will be [25]:

V =
Q′

p

i
→ V = 1.879 m3 (6)
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Calculation of hydraulic losses [7]:

h = λ
Ic

d
ρ

v2

2
(7)

where vrec = 1. . . 1,2 m
s is the recommended speed in the pipes v = vrec, thus v = 1 m

s .
Pipe diameter is calculated as [26]:

d′ =

√
4Qp

πvrec
[m] → d′ = 0.0729 m (8)

The diameter is standardized, so the number of centimeters is [26]:

nrcent =
dmm

25.4
→ nrinch = 2.87 cm (9)

Thus, dm = d · 10−3.
The kinematic viscosity is [26]:

v = 1.287 · 10−6 m3

s
—at 12 ◦C (10)

The Reynolds number will be [26]:

Re =
vdm

υ
= 5.921 · 104 (11)

Welded, newly galvanized steel pipes with the height of roughness for this type of
piping is considered as [26]:

K = 0.1 . . . 0.2 mm and ε =
k

dmm
= 2.057 · 10−3 (12)

Altsul’s criterion is applied, and the next values will be calculated [26]:

Re1 =
10
ε

= 4.861 · 103 and Re2 =
500
ε

= 2.43 · 105 (13)

The condition Re1 < Re < Re2 is met. It follows that the pipe is hydraulic semi-rough,
and we will calculate the coefficient of hydrodynamic friction as follows [26]:

λ = 0.11(ε+
68
Re

)
0.25

= 0.026 (14)

The value of the calculation length lc and the equivalent length le is calculated accord-
ing to the technical specification for the tank type ship. For the calculated diameter of the
piping, we will consider the following equivalent lengths:

- lv = 25—for the check valve;
- lc = 5.2—for a bent;
- lt = 5.2—for normal tee conjunction;
- lct = 14—for sip;
- lCT = 0.55—for fully open valve [6].

The equivalent length is [26]:

l′e = 2lv + 7lc + 2lt + 1lct + 5lCT = 113.55 m (15)

The calculation length is [26]:

lc = (10 + 2 + 1 + 0.7) · 12 = 164.4 m (16)
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The pump load given by linear and local losses will be [26]:

h = (λ
lc

dm
+ λ

l′e
dm

)ρ
v2

2
= 4.774 · 104 Pa (17)

The total load of the installation is given by the sum of the losses on the piping and
the losses given by the height at which it discharges [26]:

Hi = ρgz + h = 1000 · 9.81 · 16.4 + 4.774 · 104 = 2.086 · 105 Pa (18)

The minimum pressure in the hydrophore is [26]:

p1 = Hi = 2.086 · 105 Pa (19)

The maximum pressure in the hydrophore is [26]:

p2 = αp1 = 1.6 · 2.086 · 105 = 3.755 · 105 Pa (20)

The pump load is equal to the maximum pressure in the tank [26]:

Hpump = P2 = 3.755 · 105 Pa (21)

H′
pump =

Hpump

ρ · g
=

3.755 · 105

1000 · 9.81
= 29.773 m water column (22)

The flow rate of the feed pump is [26]:

Qpump =
Q′

p

0.85
= 17.682

m3

h
(23)

4. Discussions

According with the calculation at the end of the previous section, the main technical
characteristics of the water installation onboard the container ship were determined. The
data obtained through this calculation is essential to establish the component elements
within the system framework. Further, on the basis of the same calculation, the technical
water generator that serves this installation and for which the operation optimization study
will be carried out will be established.

The chosen concept of a technical water generator has an optimized operation, being
designed under the “start-and-forget” operational concept (“start it and forget it”) and
being easily arranged in compartments with machines that do not require constant hu-
man supervision. It can also be easily integrated into fully automated operations. This
technical water generator is specially designed for operation onboard ships or onboard oil
platforms. [27] The operating principle of the desalinator is based on a type of technology
unique to this market that uses 3-in-1 type plates that allow desalination to take place in a
single pack of plates without the need to install an external plate [27]. Evaporation, separa-
tion and condensation processes will all occur within this single plate pack, as represented
in Figure 4. The construction of the plates is optimized from the start by the nature of the
metal used for their construction, a titanium alloy.

Depending on the needs and configuration of the ship, it can be customized as any
type of project that involves the integration of a technical water generator with a wide
range of configurations [28].
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Figure 4. The technical water generator with the main component elements [drawn by the authors].

The figure above shows the technical water generator onboard the reference ship with
its main component elements as follows:

� 1—Suction of seawater/cooling water;
� 2—Ejector discharge/feed water;
� 3—Discharge of seawater/cooling water;
� 4—Ejector suction/feed water;
� 5—Brine discharge;
� 6—Suction heating medium (hot water or steam);
� 7—Discharge of heating medium (hot water or steam);
� 8—Freshwater discharge.

The equipment onboard the midsize container ship has the following additional
equipment intended to optimize its exploitation:

- Supply or ejector pipes;
- Technical water discharge bypass system;
- “Built-in” control panel;
- “Built-in” water treatment equipment. This is to support its three main roles;
- Special valves for manometers;
- Pressure gauges on the ejector, water pump and hot water pump;
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- Filling line with dosing system and counter-flanges;
- Protective cover for plates;
- Distance indicators on the fixing bolts;
- Hot water pump;
- Hot water loop for connecting an additional heat source;
- Self-cleaning unit (CIP);
- Spare parts kits;
- UV sterilization unit of the treated water;
- pH adjustment filter;
- Chlorination unit;
- Dechlorination unit;
- Sterilizer with silver ions;
- Additional mode for measuring the purity of technical water [29].

4.1. Optimizing the Operation through the Installation Mode

The technical water generator is very easy to install, as Figure 5 demonstrates. Since
the time required for repairs or maintenance work is limited (and this is a positive aspect,
taking into account the limitations onboard ships), the installation is very compact. The
heating medium in which the still operates is hot water, such as water coming from the
main engine, but it can also be steam. The cooling liquid of the condenser is sucked directly
into the cooling system of the main engine, to which it is also returned after passing through
the distiller system. The feed water is sent by means of a pump or an ejector, this being
necessary for the evaporation process, as well as the water that must reach the ejector of
brine combined with air. This water can be drawn from the condenser discharge, or it can
come from an alternative source.

 

Figure 5. The arrangement of the AQUA Blue S-type technical water generator in the framework of
the cooling water installation [drawn by the authors].

The technical water generated is pumped to a storage tank. The control panel provides
electrical power to the feed pump, to the ejector, to the water pump and to the metering
pump and also provides the control voltage to the hallometer and the drain valve. The
components of the diagram above are as follows:

� 1—Technical water generator;
� 2—Technical water pump;
� 3—Water supply pump;
� 4—Brine/air ejector;
� 5—The main engine of the ship;
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� 6—Cooling water system;
� 7—The central cooler of the main engine.

4.2. Optimization of Electricity and Water Consumption

The technical water generator has an optimized technology that allows it to convert a
higher percentage of technical water from salt water. More than that, it cuts the amount
of salt water needed for cooling in half. This means that a halved amount of electricity is
consumed for pumping, representing half of the electricity consumption dedicated to the
operation of the entire system. For cooling, it is possible to opt for the still to be cooled
directly by the open cooling circuit of the main engine, and this would further reduce
electricity consumption [30]. This difference is highlighted in the diagram in Figure 6.

 

 
Figure 6. Figure of electricity consumption compared to other types of technical water generators—
with aqua blue C type diagram shown above [18] [drawn by the authors].

4.3. Optimization through the Use of Membranes with Special Construction

As mentioned, the system is composed of titanium plates with a 3-in-1 design, the
main differences between these plates being marked in Figure 7. They are provided with

76



Inventions 2023, 8, 22

two types of gaskets, and the whole configuration allows evaporation, separation and
condensation in a single package uncovered by the plates. At the same time, this specific
configuration enhances the evaporation process and allows the conversion of a larger
amount of salt water.

 

Figure 7. Model of titanium plates used in the configuration of the freshwater generator [drawn by
the authors].

In the figure above, the colors associated with the areas of the titanium plates denote
the following processes:

� Green—condensation;
� Gray—separation;
� Red—evaporation.

The constructive elements of the plates, as they are numbered in the figure above, are:

� 1—Saltwater supply;
� 2—Input of the heating medium;
� 3—Evacuation of the heating environment;
� 4—Suction of sea/cooling water;
� 5—Discharge of sea/cooling water;
� 6—Evaporated steam;
� 7—Evacuation of technical water;
� 8—Brine evacuation [31]

The salt water passes through the lower part of the plate pack, where it is evaporated
at a temperature of 40–60 ◦C in a vacuum process of 85–95% [32]. As the steam increases
its pressure and density between the plates, it passes through the separation zone, which
locks the brine and makes it fall into the pool at the base of the technical water generator.
Thus, only technical water vapor reaches the upper part, which is cooled and condensed
into fresh water. The result of the whole process is the generation of good quality water
with a maximum salinity of 5 ppm [33]. Due to the optimized flow distribution along the
plates, any form of calcareous deposit is avoided.

4.4. Optimizing by Ensuring Correct Exploitation and Compliance with the Installation
Maintenance Schedule

Although the technical water generator does not require a high level of maintenance,
its operation depends in many ways on the way the installation it serves is maintained. For
these reasons, the maintenance of these types of devices is closely related to the maintenance
technical water installation onboard the ship [34]. In general, the maintenance and upkeep
of the installations onboard ships must focus on the following directions:

- General visual check;
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- Checking pump operating parameters;
- Checking the degree of corrosion;
- Check/maneuver valves and taps;
- Checking connections;
- Checking the fixing supports of the component parts (especially in the case of the

hydrophore);
- Checking the water reserve and level;
- Verification of the expansion vessel;
- Checking of measuring and control devices;
- Check dashboards;
- Periodic function tests, especially when the installation is not turned on for long

periods of time;
- AMC metrological verification (measurement and control devices) of the installation;
- Checking the external/internal water tank and control and signaling devices, cleaning,

periodic repainting;
- Ensuring safety lighting in the spaces that serve such installations by checking the

electrical lighting installations and lighting fixtures [35].

The control and checks of the installation have a permanent character, being part
of the current follow-up regarding the technical condition of the construction, which,
correlated with the maintenance and repair activity, has as its objective the maintenance of
the installation at the designed parameters. The control and verification of the installation
is performed by the operating personnel on the basis of a program. The program will
include provisions regarding the entire installation, the categories of installation elements
and functional operations, recorded in the operating instructions of the installation.

5. Conclusions

Desalination of ocean water requires a huge amount of energy and of course produces
greenhouse gases. Moreover, desalination plants endanger marine ecosystems. In a report
dedicated to ocean water desalination plants, representatives of the environmental organi-
zation WWF were quite concerned about this issue. Seawater desalination is far from the
ideal solution. This technology is a potential threat to the environment and will only make
climate change worse [36]. The recourse to these new technologies, which are increasingly
accessible, will not remain without consequences for the environment.

Technical water systems or plants can also have a negative impact on coastal areas,
amplifying the destruction of marine ecosystems specific to these areas. In addition, the risk
of disturbing the balance of these wetlands and the purification and protection functions
against catastrophes increases greatly.

Specialists in marine pollution and ecotoxicology have also sounded the alarm about
the dire consequences that could occur after the commissioning of the desalination unit
onboard the ships [37]. The process of desalination and drinking water production plays
a critical role when it comes to navigation and making long-distance and long-duration
journeys.

At the same time, the desalination process plays an important role in many other
fields, totally different from maritime transport. Many countries in arid areas use seawater
as a source of drinking water for their coastal cities, subjecting it to expensive desalination
processes. Obviously, the oldest and largest desalination plant is nature itself through
evaporation from the seas. More than 30 water desalination processes are known, including
condensation, freezing, extraction, electrodialysis, reverse osmosis, ion exchangers, etc.
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Abstract: This study aimed to extract bioactives from red onion skins for use as edible colorants
that are both natural and functional. The extraction of bioactive chemicals from red onion skins
using a conventional solvent extraction was optimized using a Central Composite Design (CCD).
The influence of extraction parameters, such as ethanol and citric acid concentrations, extraction
temperature, and time, on anthocyanin content and antioxidant activity (DPPH method) was studied.
A quadratic model was suggested for all of the parameters examined and employed. Citric acid con-
centration (0.05–2.64%), ethanol concentration (6.36–73.63%), operation temperature (16.47–58.52 ◦C),
and extraction duration (10–234.54 min) were the variables studied in the coded form of the experi-
mental plan. The best conditions for maximum anthocyanins and antioxidant activity recovery were:
60% ethanol, 0.87% citric acid, 179.99 min, and 25 ◦C. The anthocyanins concentration varied from
0.45 to 1.43 mg C3G/g DW, while the antioxidant activity varied from 24.29 to 37.20 mM TE/g DW,
according to the experimental design. Overall, it should be emphasized that the extraction process
can be enhanced by settling the operating factors to maximize the model responses. The current
findings demonstrate that extracts from red onion skins would be useful in developing functional
food products.

Keywords: anthocyanins; extraction; antioxidant activity; red onion skins; CCD

1. Introduction

Since ancient times, the onion (Allium cepa L.) has been one of the most important
vegetable crops and it is the world’s second most developed agricultural crop after the
tomato. Onions are grown in various shapes, colors, sizes, and pungency to fulfill specific
culinary and nutritional needs and have become a nearly universal ingredient in food
preparation worldwide [1]. Onion production has grown over the last decade and it
now reaches about 98 million tons around the world. More than 550,000 tons of by-
products (onion skins) are produced yearly, causing various biological and environmental
problems [2]. Valorization is widely applied to managing agro-industrial by-products,
in which by-products are considered valuable secondary raw materials with potential
functional constituents for developing value-added products [3]. Onion by-products have
been an intriguing challenge for researchers aiming to create efficient reuse strategies for
its bioactive compounds due to onion increased production and a relatively substantial
amount of generated by-products without acceptable disposal.

Onion by-products have generally been recognized as a source of non-structural
carbohydrates, dietary fibers, polyphenols, and flavor compounds. Bioactive compounds
such as phenolics, flavonoids, and anthocyanins are abundant in red onions and their
dry outer layers. Their quantities in the skin of red onion are higher than in the edible
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portion because of their preventive properties against soil microorganisms [4]. The phenolic
compounds in the red onion skin mainly consist of flavonoids. They include two main
groups, namely, flavonols (such as quercetin, kaempferol, and its glucoside derivatives)
and anthocyanins (especially cyanidin derivatives) [5]. Flavonols are generally found in
glycosylated forms; the two most frequent quercetin forms in red onion skin are quercetin
4′-O-β-D-glucoside and quercetin 3,4′-O-β-D-diglucoside, which account for 80–85% of the
total flavonoid content [1]. Cyanidin 3-glucoside is the major anthocyanin found in red
onion skin. Smaller quantities of cyanidin 3-laminaribioside, peonidin, and pelargonidin
glucosides are also present [6]. Red onion skins may be a source of natural colorants that
can be extracted using various methods and utilized in foods as a substitute for synthetic
compounds. These red onion skins can be a natural, low-cost, and widely available source
of beneficial ingredients, including antioxidants [7].

Anthocyanins form an important group of water-soluble plant pigments and are
used as food colorants. Additionally, anthocyanins have health-promoting effects such as
anti-cancer, anti-inflammatory, antidiabetic, anti-obesity, and enzyme inhibitory effects,
contribute to the prevention of cardiovascular disease, and have powerful antioxidant
properties [8].

Different methods have been used to obtain phytochemicals, and extraction is the
most important stage in providing bioactive compounds. Developing effective extrac-
tion procedures is crucial to improve the extraction of valuable compounds in terms of
cost-effectiveness and environmental friendliness. The principal elements to consider in
extraction processes include matrix properties, solvent selection, temperature, liquid-to-
solid ratio, pressure, and extraction time. The most common method for the extraction
of bioactive compounds is solvent extraction (such as extraction based on ethanol and
methanol) [9].

Solvent extraction is used to increase the extraction efficiency, extraction time, extrac-
tion quality, and solvent consumption. Anthocyanins are more soluble in polar solvents
than in non-polar solvents. In addition, because anthocyanins are unstable in alkaline
solutions, highly acidic aqueous solvents are used. Due to the swelling of the tissue walls,
adding acid to a solvent enhances the extraction yield [10]. Aqueous ethanol (50 to 75%) is
often used to extract flavonoids from onion skin waste. Temperature, extraction duration,
and the solvent-to-raw material ratio also affect the extraction of flavonoids from onion
skin waste [11].

In the current study, a conventional solvent extraction method with four variable
factors was developed (ethanol concentration, citric acid, temperature, and time). Further-
more, a central composite design (CCD) was employed to optimize the extraction technique
and enhance the antioxidant activity. Anthocyanins extraction from red onion skin extracts
under stirring was also studied for a more efficient solid/liquid extraction of bioactive
compounds. This research offers new insights into the impact of conventional extraction
methods on and the determination of the optimal extraction conditions for anthocyanin-rich
by-products.

2. Materials and Methods

2.1. Reagents and Chemicals

HPLC-grade methanol, ethanol, Folin–Ciocalteu reagent, glacial acetic acid,
2,2-diphenyl-1-picrylhydrazyl (DPPH), 6-hydroxy2,5,7,8 tetramethylchromane-2-carboxylic
acid (Trolox), gallic acid, potassium chloride, sodium nitrite, sodium hydroxide, sodium
bicarbonate, sodium acetate, sodium carbonate, aluminum chloride were obtained from
Sigma Aldrich Steinheim (Darmstadt, Germany). All other reagents used in the experiments
were of analytical grade.

2.2. Red Onion Skins Preparation

Red onions were purchased from a local market in Galat, i, Romania. The outer layers
of the red onions were collected, washed with ultrapure water, and dried for 2 h at 40 ◦C in
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a typical oven (Stericell 111, MMM Medcenter, München, Germany) to a moisture content
of 11.0%. The red onion skins were powdered (mean particle diameter of 1 mm), stored at
room temperature in an airtight glass jar in the dark, and utilized for extraction.

2.3. Conventional Solvent Extraction

The extraction was carried out using 1 g of red onion skin and 15 mL of ethanol in
various concentrations, ranging from 6.36 to 73.63%. The plant material-to-solvent ratio
was 1 to 15. Each extraction was acidified with a citric acid solution (ratio 14:1, v/v), using
varying quantities from 0.05 to 2.64%. The extractions were carried out using an orbital
shaker (SI-300R Medline Scientific, Chalgrove, UK) at 150 rpm at 16.47–58.52 ◦C for 10 to
234.54 min. The samples were centrifuged for 10 min at 14,000 rpm and 4 ◦C using a Hettich
Universal 320R equipment, Germany, and the supernatant was phytochemically examined.

2.4. Determination of the Total Anthocyanins Content (TAC)

TAC was calculated using the pH differential method with two reagents, i.e., potassium
chloride buffer (pH 1.0) and sodium acetate buffer (pH 4.5). The absorbances at 520 and 700 nm
were measured using a UV–VIS spectrophotometer (Libra S22, Biochrom, Cambridge, UK).

The total anthocyanin content (TAC) was expressed in mg cyanidin 3-O-glucoside
(C3G)/g dry weight (DW) and was calculated according to Equation (1) as described by
Lee et al. [12], with slight modifications.

TAC mg/g =
A × MW × DF × Vt

E × 1 × M
(1)

where A is the difference between (A520–A700) at pH 1.0 and (A520–A700) at pH 4.5, MW is
the molecular weight (449.2 g/mol) of cyanidin-3-glucoside, DF is the dilution factor, Vt is
the total volume (mL), E is the molar extinction coefficient (26,900) of cyanidin-3-glucoside,
l is the path length, and M is the weight of red onion skins (g).

2.5. Determination of the Antioxidant Activity (AA)

The DPPH free radical-scavenging method was used to determine the antioxidant
activity, which was expressed as mM Trolox Equivalents (TE)/g DW [13]. To measure the
in vitro antioxidant activity, 100 μL of the extract was mixed with 3.9 mL of a DPPH stock
solution. The mixture was then kept at room temperature for 30 min in complete darkness.
The absorbance was measured at 515 nm, and the results were quantified using a Trolox
calibration curve.

2.6. Experimental Design

The Central Composite Design (CCD) method was used to determine experimentally
the antioxidant activity and optimize the TAC in the red onion skins extract. A central
component of five factors, three central points, and the design of 21 experimental variants
were used in an experimental factorial model. Table 1 shows the maximum and minimum
values of the variables explored in the experimental plan in their current and coded forms.
In addition, for response variables, the CCD creates a quadratic model.

Table 1. Range of values for the factors investigated and encoded values.

Code
Independent

Variables
Units Minimum Maximum Coded Low Coded High

A Citric acid % 0.0500 2.64 −1 = 0.10 +1 = 2.00
B Ethanol % 6.36 73.63 −1 = 20.00 +1 = 60.00
C Temperature ◦C 16.47 58.52 −1 = 25.00 +1 = 50.00
D Time min 10.00 234.54 −1 = 20.00 +1 = 180.00
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A second-order polynomial model (2) can be used to represent the software used to
test the experimental conditions:

R = b0 + ∑n
i bi ·xi+∑n

i=1 bii·x2
ii + ∑ bij·xi·xjd (2)

where R is the predicted response, b0 is the intercept, bi, bii, and bij are the regression
coefficients, xi and xjd are the independent variables analyzed, n is the number of factors.

2.7. Statistical Analysis

In the study, we utilized the statistical software Design Expert (v. 13) from Design-Expert®

to examine the experimental model (Stat-Ease, Inc., Minneapolis, MN, USA). All analyses
were carried out in triplicate, and the findings are expressed as mean ± standard deviation.

3. Results

A Central Composite Design (CCD) and surface response modeling were utilized
to establish the ideal parameters for optimizing the extraction process. Additionally, the
content of anthocyanins and the antioxidant activity were determined. The complete CCD
matrix used to optimize the principal variables evaluated and the corresponding values are
shown in Table 2.

Table 2. Actual values of the principal variables analyzed in the CCD matrix.

Run
Factor 1 A:

Citric Acid %
Factor 2 B:
Ethanol %

Factor 3 C:
Temperature ◦C

Factor 4 D:
Time min

Response 1 AA
mM TE/g DW

Response 2 TAC
mg C3G/g DW

1 1 40 37 100 26.92 1.02
2 1 40 16.47 100 27.71 1.05
3 2 60 50 20 27.24 1.34
4 1 73.63 37 100 37.2 1.43
5 1 40 37 100 26.84 1.03
6 0.1 20 50 20 28.7 0.6
7 2 60 25 20 25.01 1.32
8 0.1 60 25 180 32.53 1.18
9 1 40 37 100 26.74 1.02
10 1 40 58.52 100 26.73 1.09
11 2.64 40 37 100 25.32 1.11
12 0.1 20 25 20 30.39 0.62
13 2 20 25 180 29.51 0.52
14 1 6.36 37 100 29.41 0.45
15 0.1 60 50 180 31.07 1.21
16 1 40 37 10 24.29 0.52
17 1 40 37 100 26.73 1.04
18 0.05 40 37 100 26.63 1.05
19 1 40 37 234.54 31.14 1.22
20 1 40 37 100 27.64 1.01
21 2 20 50 180 27.24 0.51

3.1. Influence of the Extraction Parameters on AA

This research aimed to determine the effect of a suitable optimal pattern of variables
on the antioxidant activity of the extract from red onion skins. The antioxidant activity
varied from 24.29 to 37.20 mM TE/g DW depending on the values of the various variables
(Table 2). According to the variables of the extraction environment, the regression equations
developed after the ANOVA explained the antioxidant activity values of the red onion
skin extract obtained (Table 3). For the AA, the Model F-value of 112.73 implied the
model was significant. In this case, B, C, D, AB, AC, AD, BC, BD, CD, A2, and B2 were
significant model terms. According to the regression model used for the DPPH free radical-
scavenging potential, the determination coefficient of R2 was 0.99, indicating that only 0.01
of the variation of the antioxidant activity could not be specified by the current model.
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The predicted determination coefficient R2 of 0.95 was in reasonable agreement with the
adjusted determination coefficient R2 of 0.98.

Table 3. ANOVA for the reduced quadratic model for AA and TAC.

AA TAC

Source SS df MS F-Value p-Value Source SS df MS F-Value p-Value

Model 172.39 14 12.31 112.73 <0.0001 a Model 1.84 14 0.1316 868.48 <0.0001 a

A-Citric acid 0.1126 1 0.1126 1.03 0.3491 A-Citric acid 0.0001 1 0.0001 0.9003 0.3793
B-Ethanol 32.49 1 32.49 297.46 <0.0001 B-Ethanol 0.5410 1 0.5410 3569.82 <0.0001
C-Temperature 1.63 1 1.63 14.91 0.0083 C-Temperature 0.0006 1 0.0006 3.65 0.1045
D-Time 19.45 1 19.45 178.09 <0.0001 D-Time 0.3096 1 0.3096 2043.28 <0.0001
AB 4.22 1 4.22 38.59 0.0008 AB 0.3111 1 0.3111 2052.61 <0.0001
AC 1.19 1 1.19 10.92 0.0163 AC 3.422 × 10−7 1 3.422 × 10−7 0.0023 0.9636
AD 19.08 1 19.08 174.65 <0.0001 AD 0.0049 1 0.0049 32.31 0.0013
BC 2.80 1 2.80 25.60 0.0023 BC 0.0008 1 0.0008 5.28 0.0613
BD 4.54 1 4.54 41.59 0.0007 BD 0.0000 1 0.0000 0.1077 0.7540
CD 2.28 1 2.28 20.87 0.0038 CD 0.0001 1 0.0001 0.3299 0.5866
A2 1.27 1 1.27 11.59 0.0144 A2 0.0042 1 0.0042 27.54 0.0019
B2 76.35 1 76.35 698.99 <0.0001 B2 0.0144 1 0.0144 95.30 <0.0001
C2 0.1926 1 0.1926 1.76 0.2325 C2 0.0033 1 0.0033 21.48 0.0036
D2 0.0442 1 0.0442 0.4045 0.5483 D2 0.1175 1 0.1175 775.31 <0.0001
Residual 0.6554 6 0.1092 Residual 0.0009 6 0.0002
Lack of Fit 0.0767 2 0.0383 0.2649 0.7797 b Lack of Fit 0.0004 2 0.0002 1.50 0.3271 b

Pure Error 0.5787 4 0.1447 Pure Error 0.0005 4 0.0001
Cor Total 173.05 20 Cor Total 1.84 20

Sum of Squares—SS; Mean Square—MS; a Significant; b Not significant.

After eliminating the minor model terms, a model reduction was accomplished. Equa-
tion (3) illustrates the model equation for the relationship between the antioxidant activity
(R1) and the variables in coded units.

R1 (AA) = +26.92 + 2.41B − 0.3454C + 2.50D + 1.37AB + 2.41AD + 0.5912BC + 1.51BD − 0.5337CD − 0.4301A2

+ 2.26B2 (3)

The regression equation’s b coefficients showed that the temperature had a minor neg-
ative effect on the antioxidant activity. Additionally, the interactions between temperature
and time (CD) and temperature (C) and quadratic citric acid concentration (A2) significantly
negatively affected the antioxidant activity of the red onion skins extract. Additionally, the
antioxidant activity of the extract was enhanced by ethanol concentration (B) and extraction
time (D). The interaction between citric acid concentration and ethanol concentration (AB),
between citric acid concentration and time (AD), and between ethanol concentration and
extraction time (BD) also had a favorable impact on the antioxidant activity. In contrast,
citric acid concentration and temperature (AC) and ethanol concentration and temperature
(BC) moderately affected the antioxidant activity.

The correlation between the independent and dependent variables was predicted
using second-order contour plots (Figure 1A), which were also used to show the synergistic
effects of the independent variables on the antioxidant activity of the extract obtained. The
three-dimensional response area describes the correlative impact of the chosen parameters
on the extract’s antioxidant activity.

Figure 1A displays the 3D surface and second-order contour plots for the AA deter-
mination. Figure 1A(a,b) show that the ethanol concentration and time influenced the
antioxidant activity; AA increased as the citric acid concentration decreased. The maximum
antioxidant activity could be attained at a nearly 60% ethanol concentration and about
180 min extraction time. Further, as the plots show, lower extraction times and higher
percentages of citric acid led to a decreased DPPH free radical-scavenging potential. Addi-
tionally, reducing the temperature and ethanol concentration decreased the red onion skin
extract’s antioxidant activity (Figure 1A(c)). As shown in Figure 1A(d), the AA increased
when the ethanol concentration increased at a constant extraction temperature. Higher
temperatures may improve phenolic component solubility, resulting in an AA increase.
Still, as temperature and time continued to rise, the extracted phenolic compounds started
to degrade and stopped showing AA after reaching equilibrium, reducing AA levels.

85



Inventions 2022, 7, 89

(A) 
    

a b 

    
c d 

(B) 
    

a b 

    
c d 

0.1 0.48 0.86 1.24 1.62 2

20

30

40

50

60
AA (mM/g)

A: Citric acid (%)

B:
 E

th
an

ol
  (

%
)

26

28

30

20  

30  

40  

50  

60  

  0.1
  0.48

  0.86
  1.24

  1.62
  2

24  

26  

28  

30  

32  

34  

36  

38  

AA
 (m

M
/g

)

A: Citric acid (%)B: Ethanol  (%) 0.1 0.48 0.86 1.24 1.62 2

20

60

100

140

180
AA (mM/g)

A: Citric acid (%)

D:
 T

im
e 

 (m
in

)

22

24

26

28

30

20  

60  

100  

140  

180  

  0.1
  0.48

  0.86
  1.24

  1.62
  2

20  

25  

30  

35  

40  

AA
 (m

M
/g

)

A: Citric acid (%)D: Time  (min)

20 30 40 50 60

25

30

35

40

45

50
AA (mM/g)

B: Ethanol  (%)

C:
 T

em
pe

ra
tu

re
  (

°C
)

26

27

28 29 30 31

25  
30  

35  
40  

45  
50  

  20

  30

  40

  50

  60

20  

25  

30  

35  

40  

AA
 (m

M
/g

)

B: Ethanol  (%)C: Temperature  (°C) 20 30 40 50 60

20

60

100

140

180
AA (mM/g)

B: Ethanol  (%)

D:
 T

im
e 

 (m
in

)

26

28

30

32

34

20  

60  

100  

140  

180  

  20

  30

  40

  50

  60

20  

25  

30  

35  

40  

AA
 (m

M
/g

)

B: Ethanol  (%)D: Time  (min)

0.1 0.48 0.86 1.24 1.62 2

20

30

40

50

60
TAC (mg/g)

A: Citric acid (%)

B:
 E

th
an

ol
  (

%
)

0.5

1

1
1.5

20  

30  

40  

50  

60  

  0.1
  0.48

  0.86
  1.24

  1.62
  2

0  

0.5  

1  

1.5  

2  

TA
C 

(m
g/

g)

A: Citric acid (%)B: Ethanol  (%) 0.1 0.48 0.86 1.24 1.62 2

20

60

100

140

180
TAC (mg/g)

A: Citric acid (%)

D:
 T

im
e 

 (m
in

)

0.6

0.8

1

1.2

20  

60  

100  

140  

180  

  0.1
  0.48

  0.86
  1.24

  1.62
  2

0  

0.5  

1  

1.5  

2  

TA
C 

(m
g/

g)
A: Citric acid (%)D: Time  (min)

20 30 40 50 60

25

30

35

40

45

50
TAC (mg/g)

B: Ethanol  (%)

C:
 T

em
pe

ra
tu

re
  (

°C
)

0.8 1 1.2

25  
30  

35  
40  

45  
50  

  20

  30

  40

  50

  60

0  

0.5  

1  

1.5  

2  

TA
C 

(m
g/

g)

B: Ethanol  (%)C: Temperature  (°C) 20 30 40 50 60

20

60

100

140

180
TAC (mg/g)

B: Ethanol  (%)

D:
 T

im
e 

 (m
in

)

0.4

0.6

0.8

1

1.2

1.4

20  

60  

100  

140  

180  

  20

  30

  40

  50

  60

0  

0.5  

1  

1.5  

2  

TA
C 

(m
g/

g)

B: Ethanol  (%)D: Time  (min)

Figure 1. Second-order contour and 3D surface plots screening the variables’ effect on the antioxidant
activity (A) and extraction yield of anthocyanins (B).

The perturbation plot for several parameters illustrates how each element affected the
current response (Figure 2a). When analyzing the deviation from a reference point, a slope
with a large or curved inclination for a specific factor shows that the response is sensitive
to this factor. At the same time, a relatively flat line demonstrates insensitivity to changes
in this factor. In the perturbation graph, curve B appeared to be critical in determining AA,
indicating that the impact of the ethanol value was very substantial. The curves A and C,
corresponding to citric acid and temperature, respectively, indicated a lesser effect of these
factors on the extraction than ethanol.
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Figure 2. Perturbation graphs representing the effect of each independent variable (A, B, C, and D)
on AA (a) and TAC (b) of the red onion skins extract.

3.2. Influence of the Extraction Parameters on TAC

This study aimed to find the best parameters for extracting anthocyanins from red
onion skins. The TAC ranged from 0.45 to 1.43 mg C3G/g DW, based on the experimental
design (Table 2). Subsequently, from Table 3, it was noticed that for TAC, a Model F-value
of 868.48 implied the model was significant, and p-values less than 0.05 implied that the
model terms were significant. The ANOVA revealed that the significant model terms were
B, D, AB, AD, A2, B2, C2, and D2. Only a 0.01 variation in TAC could not be explained by
the existing model, according to the determinant coefficient of R2 = 0.99. Moreover, the
predicted R2 of 0.98 agreed with the adjusted R2 of 0.99.

R2 (TAC) = +1.03 + 0.3114B + 0.3152D + 0.3727AB − 0.0386AD + 0.0247A2 − 0.0311B2 + 0.0148C2 − 0.1208D2 (4)

A model reduction was achieved by neglecting the insignificant model terms. Equation (4)
represents the model equation showing the correlation between the TAC (R2) and the vari-
ables in coded units. The regression equation’s b coefficients showed that the ethanol
concentration and extraction time positively affected the anthocyanins extraction. The inter-
action between citric acid and ethanol concentration (AB) had an appreciably positive effect
on anthocyanins extraction. In contrast, citric acid concentration (A2) and temperature (C2)
had a more negligible contribution. Furthermore, moderately negative effects on the an-
thocyanins yield were shown by the interaction between citric acid concentration and
extraction time (AD), between ethanol concentration and ethanol concentration (B2), and
between time and time (D2).

The 3D surface plots of significant interaction effects display the ethanol concentra-
tion, acid, time, and temperature of extraction and the interaction among various factors
influencing the conventional extraction of red onion skins anthocyanins, characterized by
curved surfaces, as exhibited in Figure 1B(a–d).

In examining the effects of ethanol concentration and citric acid, it was noticed that
the TAC increased as the ethanol concentration increased to 50% and the citric acid concen-
tration was over 0.86% (Figure 1B(a)). According to the surface graphs, the concentration
of anthocyanins was not influenced by temperature variation and extraction time but
was influenced by ethanol concentration (Figure 1B(b,c)). The yield of anthocyanins con-

87



Inventions 2022, 7, 89

stantly improved as the extraction time and ethanol concentration increased simultaneously,
according to an analysis of the impacts of both variables (Figure 1B(d)).

The variation in the output response range concerning the reference point revealed
how sensitive the response was to that variable. This plot helped to identify the factor
that most influenced the TAC extraction response. The perturbations graph showing
each independent variable’s impact revealed that time extraction and ethanol concentra-
tion significantly affected the TAC. To a lesser extent, the temperature also influenced it
(Figure 2b).

3.3. Optimization and Validation of the Extraction Parameters

The model recommended optimal factors based on maximizing the response desir-
ability to validate the model equation. A desirability score of 1 (0.929) indicated that all
selected conditions were correct (Figure 3, Table 4). The optimal conditions for generating
the highest extraction of anthocyanins and the highest antioxidant activity were 0.87% citric
acid, 60% ethanol, 25 ◦C, and an extraction time of 180 min.
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Figure 3. Optimization desirability bar chart (a) and ramps (b).

Table 4. Validation of the mathematical model.

Dependent Variable Predicted Value 95% Confidence Intervals Experimental Value

AA (mM TE/g DW) 35.45 24.29–37.20 37.20
TAC (mg C3G/g DW) 1.43 0.45–1.43 1.43

The model predicted the maximum concentration of antioxidant activity and antho-
cyanins were 35.45 mM TE/g DW and 1.43 mg C3G/g DW, respectively. At the same
time, the experimental data showed immediate responses to those predicted by the model,
particularly 37.20 mM TE/g DW and 1.43 mg C3G/g DW (Table 4).

4. Discussion

This study optimized the conventional extraction process parameters to extract antho-
cyanins from red onion skins and enhance their antioxidant activity. Four variables (ethanol
concentration, citric acid, temperature, and time) were used to optimize the extraction pa-
rameters screened by CCD. Under the optimum conditions, the antioxidant activity was at
the highest level at an ethanol concentration of around 60% and a low temperature (25 ◦C).
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However, Corrales et al. [14] reported that extracting red grape skins at 70 ◦C with 50%
ethanol concentration increased the extract’s antioxidant activity. These different results
could potentially be due to variations in the principles or reaction times used to measure
the antioxidant activity [15]. Our findings for red onion skin extracts’ antioxidant activity
approach those of Viera et al. [16]. The most significant DPPH radical scavenging activity,
measured by the authors as 116.58 ± 4.9 mol TE/g DW, was found in red onion skin extracts
obtained by conventional extraction under ideal conditions of 80% ethanol and 120 min of
extraction at 25 ◦C. In a different study, Ifesan [17] asserted that the activity to scavenge
DPPH radicals was highest in an onion skin extract obtained by conventional extraction
(maceration for 24 h at 25 ◦C with 80% ethanol), reaching a value of 27.76 ± 0.91 μg TE/mL.
Prokopov et al. [18] used 70% aqueous ethanol, 15 min as the extraction time, and 45 ◦C
to find that the extract of red onion skins exposed to ultrasound had higher antioxidant
activity (490.54 ± 9.43 mM TE/g DW). Additionally, to assess the optimum antioxidant
activity of onion solid waste extracts, Khiari et al. [19] utilized a conventional extraction
method (40 ◦C, 6 h). In comparison to our findings, the 90% ethanol acidified with 0.1%
HCl produced a decreased antiradical activity (0.32 ± 0.02 mM TE/g DW).

The extraction process is determined by the values of the extraction parameters em-
ployed while extracting bioactive compounds from plant matrices. Likewise, the different
polarities of the compounds extracted using an experimental model may have an unpre-
dictable effect on the extraction conditions. As a result, the extractions were conducted
using solvents with varying polarities and varying the water and ethanol proportions.
Adding water to ethanol may enhance the yield of anthocyanins extraction [20], and the
resulting extracts are simple to introduce into biological systems. Highly glycosylated
phenolics found in red onion skins cannot be extracted entirely only with pure organic
solvents and require the application of mixtures containing water and acids. Water plays
an important role in the swelling of plant material. In contrast, ethanol is responsible for
disrupting the bonding between the solutes and the plant matrix, thus enabling a better
mass transfer of the compounds. Therefore, a mixture of water and ethanol as solvent
agents displays a synergistic effect that facilitates phenolics extraction. In addition, the
citric acid used in a solvent mixture ruptures the cell membranes and releases phenol
compounds [21]. The flavylium cation is the dominant species at pH = 3 or lower and
contributes to the purple, orange, and red colors. A high solubility of anthocyanins in water
is obtained by lowering the pH, increasing the structure transfer to the flavylium cation,
and enhancing the stability. Hence, to optimize the extraction, citric acid is added to the
extraction blend to acidify the medium [22]. When protic polar solvents such as ethanol
are utilized, the acidification of the solvent improves the capacity to extract phenolics. The
phenol–phenolate equilibrium moves toward the less polar phenyl form when the medium
is acidified, making organic solvent extraction easier [23]. For anthocyanins, acidified
ethanol is frequently used, which denatures the cell membranes while dissolving and
stabilizing them [24]. Even anthocyanins that are structurally dependent on the medium’s
pH could be extracted through acidification, which changes their solubility characteristics
and affects their stability [23]. Therefore, the use of weak organic acids, such as citric acid,
is recommended besides the addition of water to maximize the effectiveness of solvent ex-
traction. As previously noted, acids are typically used for effective anthocyanin extraction.
To avoid the degradation or change of the native forms of the phenolic compounds, weak
organic acid citric acid at the concentration of 0.05–2.64% was chosen in the experiments.
It is also important to mention that the ethanol and citric acid combination was preferred
as a food-grade solvent component for phenolics extraction. For example, the extraction
of anthocyanins in conditions such as 30% ethanol with 3% of citric acid and 24 h at room
temperature has been reported to give good results for blueberry leaves extraction [25]. In
the past, mixtures of ethanol and citric acid were employed to extract phenolic compounds,
particularly anthocyanins [26–28], and ethanol and its combination with citric acid have
been reported to contribute to a successful extraction.
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The CCD findings revealed that ethanol concentration and extraction time positively
affected anthocyanins extraction. The findings support the results of Khazaei et al. [29],
who found that by increasing the ethanol percentage and time, the TAC increased, which
indicated a positive effect on anthocyanins extraction. In a Box–Behnken optimization
study [30], 90% aqueous glycerol extracts of red onions under optimum sonication condi-
tions with a 90/1 solvent/solid ratio at 45 ◦C for 60 min generated a high concentration of
total pigments (1.87 ± 0.39 mg C3G/g DW). The TAC of the red onion skin extract reported
by Bordin Viera et al. [31] was greater than that obtained in the present study, ranging from
0.82 to 4.31 mg C3G/g DW. Using ultrasound extraction, the anthocyanin yield was greater
as the ethanol concentration increased (60–80%).

In addition, it was observed that the extraction temperature displayed a minor effect
on the extraction yield of anthocyanins. Backes et al. [32] revealed that mild temperatures
and a high content of ethanol increased the yield of anthocyanins extraction. Therefore, the
authors confirmed that a solvent consisting of ethanol 100% acidified with citric acid, mixed
and centrifuged with a powdered sample in a solid/liquid ratio of 50 g/L for 13.74 min at
35.64 ◦C was the optimal analytical factor to increase the TAC in extracts from fig skin (a by-
product of fruit). Higher temperatures damage anthocyanins (may cause their degradation)
and result in a loss in yield, according to several earlier studies [33,34].

In our study, the TAC range was close to the one obtained by Oancea and Drághici [20],
that reported 0.99 mg C3G/g fresh matter for the outer skins of the Sibiu red onion
(Allium cepa L.) cultivar after extraction at 4 ◦C for 2 h with a mixture of ethanol/acetic
acid/water (50:8:42, v/v/v), but lower than that reported by Samir et al. [35] (20 mg
C3G/100 g), who used acidified ethanol with 1.5 N HCl (85:15, v/v) by maceration at 4 ◦C
for 24 h.

The concentration of anthocyanins in the red onion skin extracts obtained through
conventional extraction was examined by Viera et al. [16]. The extract obtained using 60%
ethanol with an extraction time of 60 min at 25 ◦C yielded a concentration of anthocyanins
of 470.2 ± 16.2 mg C3G/100 g DW. Additionally, with 90 min of extraction using 70%
ethanol at 40 ◦C provided a more significant amount of anthocyanins extracted from red
onion skins (847.47 ± 34.23 mg C3G/100 g DW) [36]. Makris [37] obtained a higher TAC
of 183.85 mg C3G/100g DW by conventional extraction under the optimal conditions of
25 ◦C and 3.7 h extraction time from onion skins extract using 60% ethanol. Furthermore,
the cultivar/origin of the plant material and its extraction conditions impact the amount of
the extracted bioactive compounds.

According to the results of the optimization experiment, increasing ethanol concentra-
tion and time (up to 2 h) can be favorable to achieve a higher antioxidant activity. These
findings are in agreement with the study conducted by Bordin Viera et al. [31], who sug-
gested that ethanol concentration has a significant influence on the DPPH scavenging
activity. Therefore, the red onion skin extracts obtained with ethanol at 20%, 40%, and 60%
presented antioxidant activities of 26.12, 44.47, and 83.27 μmol TE/g DW, respectively.

5. Conclusions

A CCD and response surface methodology was used to optimize the variables of
the conventional solvent extraction process (citric acid concentration—0.87%, ethanol
concentration—60%, temperature—25 ◦C, and extraction time—179.99 min) to obtain red
onion skin extracts with a high content of anthocyanins and high levels of antioxidant
activity. The interaction of optimal time, temperature and acid and solvent concentrations
improved the extraction of the antioxidant compounds yielding higher concentrations of
anthocyanins (1.43 mg C3G/g DW) and DPPH radical scavenging activity levels (37.20 mM
TE/g DW).

The optimization of the extraction process proved that the conventional solvent ex-
traction could be an effective method for obtaining valuable extracts from natural and
inexpensive sources such as food by-products with potential antioxidant and free radical
scavenging activities.
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These findings display an economically efficient extraction considering the low cost of
by-product materials. Due to the high concentration of functional bioactive components in
red onion skins, these compounds have a variety of uses in the food, pharmaceutical, and
nutraceutical industries.
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Abstract: In most cases, the system control is made in a sampled manner, measuring the controlled
value at a predefined frequency given by the sampling time. However, not all processes provide
relevant information at regular intervals, especially in manufacturing. To reduce the costs and
complexity of systems, event-based measuring is necessary. To control this kind of process, an
event-based controller is needed. This poses some challenges, especially between the event-triggered
measurement, as the process runs in an open loop. In the literature, most event-based controllers
are based on the comparison of the error value with a predefined value and activate the controller
if this value is crossed. However, in this type of controller, the measured value is measured at a
predefine interval and is not suited for most event-based processes. In manufacturing systems, the
most usual event-based process is represented by the conveyor transportation system. In this process,
the product position is measured only in key locations on the conveyor. For the optimal operation of a
flexible manufacturing system, the presence of a product in a key location at predetermined intervals
is necessary. For this purpose, this article presents an event-based PID controller implemented on a
conveyor transportation system.

Keywords: flexible manufacturing; PID; event-based control

1. Introduction

In a flexible manufacturing environment, most processes need precise control of the
output value, especially the transport durations. These values cannot always be measured
in a continuous manner, basing the control of the process on a discrete event measure-
ment [1]. Especially in the transportation of the product in the flexible manufacturing
system, the measurement of the product position is made based on binary sensors at a
predefined location [2]. This determines the necessity for event-based control of the process.
In most cases, this event-based control is made in a non-adaptive manner [3]. The control
is usually made using a rule-based controller that sets a predefined control value based
on an event [4]. In some cases, the controller needs a higher degree of adaptability to cope
with variations in the system [5].

In most types of controls, the output value is measured at regular intervals, so the
update of the control value is made in a time-triggered manned [6]. Even if studied
extensively, the time-triggered control cannot cope with most of the event-based processes,
especially because of the asynchronistic behavior of the system and, in some cases, the
binary measurements [7]. To compensate for the asynchronistic behavior, some proposals
were made in the literature but only for measurement losses, not being suited for an even-
based control [8]. In the literature, event-based control, e.g., the arrival of a product to a
certain location as an event trigger, has little coverage [6]. In most event-based control
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studies, the event-trigger is given by arriving at the error level of the output to a certain
predefined value [9,10]. This type of even-based control is unsuitable for most event-based
processes [11].

Based on event-triggered control, by combining it with impulsive control, further
development of event-triggered impulsive control was proposed. In this type of control, the
conditions and functions of the event-trigger are pre-set and some specific events determine
impulsive instants [12–14].

This type of event-based control has as objective the reduction of control value updates
and, as a result, the reduction of computational and power usage, especially in low-power
devices [15]. However, to measure the error level, it is necessary to measure the output
value at a certain predefine duration [16]. This can be done using an intelligent sensor
or allocating controller computational power. This is not suitable for most event-based
processes, as the output value cannot be measured at regular intervals.

The differences between the time-triggered mechanism and the event-triggered mech-
anism, based on the occurrence of a preset event, stirred up research, especially in the state
estimation of a system [17–19]. In estimating the state and controlling the system, fuzzy or
neural network control is implemented [20–22].

In the manufacturing process, the product position is known only at key locations,
usually measured using binary presence sensors. Using this type of sensor, an error-based
event-triggering or time-triggering controller cannot be implemented [23]. The inability to
implement most types of controllers is due to the measurement of the continuous process
in a discreet manner [24]. The number of discreet values measured would be defined by the
key locations on the system and would determine the continuous running of most control
algorithms [25]. This continuous running would be determined by the error values, but as
the measurement is done in a few key points, the controller would run based on the old
value [26]. This can determine unintended results due to the small number of input values.

In the literature for event-trigger control, multiple solutions are proposed, such as the
event-trigger sliding mode control in [27] or the use of a Markov model in [28]. However,
in terms of some advantages, a PID control can be implemented, similar to [29] or [16].
In most cases, the PID controller is adopted for simple structure and adaptability in most
control cases. In this article, a control algorithm similar to the error event-based algorithm
in [9,16] is proposed, as the computation of the controller will start only at the moment a
certain event is happening. As the error level trigger case cannot be implemented in the
case of a conveyor, a modification of the event trigger is implemented. An activation of the
control algorithm is proposed based on the arrival of the product at a certain point on the
conveyor and a sensor is activated. From the perspective of the number of activations, the
necessary event-based controller would have fewer activations than the proposed literature
controllers. The number of activations is given by the key locations where the position of
the product is measured.

This paper is organized as follows: Section 2 presents the time-triggered PID control
as a reference base in the event-base controller and details the error variation event-trigger
controller. Section 3 presents the flexible manufacturing process in which an event-based
controller is necessary. Section 4 presents the proposed event-based algorithm and the
expected results of the controller in a transportation system. Section 5 presents the imple-
mentation of the controller in a flexible manufacturing system and the results obtained.

2. PID Control

As PID control is one of the most studied types of control, in controlling the event-
trigger transportation system, PID event-based control was considered. For better compre-
hension of the proposed event-based algorithm in this chapter, the time-based PID control
and the error trigger event-based PID control found in the literature will be reviewed.
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2.1. Time-Based PID Control

For the PID control, the S-domain equation that represents the base for the controller
is given by:

U(s) = KP(E(s) +
1

TIs
· E(s) + TD · s · E(s)), (1)

defining the command value in the S-domain, U(s), based on the error between the refer-
ence and actual value of the output, E(s) [9].

The control equation is composed of three parts: proportional, integral and derivative,
represented by UP, UI , UD, defined by the integral gain KP, the integral time TI , and
derivative time TD. The parameters of these three parts are modified regarding the con-
troller specifications to obtain the desired performance. In some cases, the weighting of the
setpoint can be applied for a more flexible structure. The structure of the three components
of the PID controller can be represented as follows:

⎧⎨
⎩

UP(s) = KP · E(s)
UI(s) =

KI
s · E(s)

UD(s) = KD · s · E(s)
(2)

with KI defining the integral component gain, and KD the derivative component gain [15].
To compensate for the possibility of high-frequency noise from the measurements to

the derivative part, a low-pass filter can be added, resulting in:

UD(s) =
N · KD · s

KD · s + N
· E(s) (3)

with N as the filter gain [15].
In the case of a real process, the value of the command can increase or decrease until a

certain point, as more controlled elements have minimal and maximal values. To corelate
the controller with the physical capabilities of the system, a set of command saturation
rules needs to be implemented, resulting in the following:

⎧⎨
⎩

UCommand(s) = UIn f erior, U(s) <UIn f erior
UCommand(s) = U(s), UIn f erior ≤ U(s) ≤ USuperior

UCommand(s) = USuperior, U(s) >USuperior

, (4)

with Ucommand(s) representing the command value sent to the executing element, is defined
by a minimal value, UIn f erior, and a maximal value, USuperior.

If the command value falls outside the desired interval, in addition to the saturation
rules, an anti-windup method must be implemented. This eliminated the delays introduced
by the integrator factor. The most commonly used method is the clamping method. This
method disengages the integrator factor for the duration in which the command falls
outside the desired limits.

Considering the mapping of the PID controller from the S-domain to the discrete-time
domain, the following is obtained:

u(tk) = uP(tk) + uI(tk) + uD(tk) (5)

with the control value in the time domain u(tk), and it’s components uP(tk), uI(tk), uD(tk),
for the proportional, integral and derivative parts, where tk = k · h represents the instant
moment of the sampling, having h the constant sampling period [15]. Similar to the
continuous time controller relation to the S-domain, the relation is similar in the Z-domain
with discrete time. The proportional part results in:

UP(z) = KP · E(z) (6)
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with the discrete time form as [15]:

uP(tk) = KP · e(tk) (7)

In the case of the integrator and derivative parts of the PID controller, several solutions
can be applied. One of the solutions, backward difference approximation, is a method
based on first-order Taylor series expansion. In this expansion s = 1−z−1

h
resulting in

⎧⎨
⎩

UI(z) =
KI ·h

1−z−1 E(z)

UD(z) =
N·KD(1−z−1)

(N·h+KD)−KD ·z−1

, (8)

relating to the time domain as [15]:{
uI(tk) = uI(tk − 1) + KI · h · e(tk)

uD(tk) =
KD

KD+N·h · uD(tk−1) +
NKD

KD+N·h · (e(tk)− e(tk−1))
(9)

The approximations in the case of the discrete-time controller are more accurate as the
sampling duration, h, is smaller.

2.2. Error Trigger Event-Based PID Controll

The first proposed event-based PID controller consisted of two main parts: an event
detector and an PID controller activated based on the detected event. The event detector,
with time-based sampling, ensures that the error value is maintained in a certain range and
that the duration since the last controller activation is not over a certain limit. Similar to
the time-sampling PID, the event detector samples the controlled value at an h sampling
period. Based on the setpoint and the measured value, the event detector sends a signal to
the PID part of the controller when the error level falls outside a certain predefined limit,
considered an event. As presented in the literature cases, the event-trigger is considered
to be the absolute error value, e(tk), crossing a predefined e level. As a result, the event
condition is [9,15]:

|e(tk)| ≥ e, (10)

with tk = ∑k hk, with a variable activation period hk = tk − tk−1 determined in the moment
a new event is taking place.

After an event is detected, the PID event-based controller updates the control signal
based on the measurements received from the event detector and the previous controller
values. In between the event-triggers, the control signal is constant for the hk duration.
Applying the backward difference method approximation in the case of the integrative and
derivative parts results in [16]:{

uI(tk) = uI(tk−1) + KI · hk · e(tk)

uD(tk) =
KD

KD+N·hk
· uD(tk−1) +

N·KD
KD+N·hk

· (e(tk)− e(tk−1))
, (11)

having hk replacing the constant period h in Equation (9).
Considering the event-triggering condition from (10), as an event is recorded only

when the error value is larger than a certain level, the activation interval can become very
long, as the variation of the output can be very small. Some compensations are applied
predominantly to the integrator and derivative parts. A diminishing factor for the activation
interval is introduced, resulting in the reduction of hk after a long duration of steady output,
reducing its effects on the control values. This approach is very similar to the anti-windup
method, compensating for errors in the case of saturation of the control value.
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For the integral term, an exponential function determines the decrease in the impact
of the activation interval as the steady-state duration increases [15,16]:

hI
exp(hk) = hkeaI(hold−hk) (12)

with aI used to directly influence the importance of the activation interval. This determines
the value to get closer to hk when the activation duration is small and to get very small
when the activation duration gets longer.

In the case of the derivate part, similarly, results in:

hD
exp(hk) = hold + (hk − hold) · eaD(hold−hk) (13)

with aD used to increase or decrease the influence of the exponential factor. The results
show that the hD

exp(hk) value will be closer to hk when the activation value is small and
closer to the last activation period hold when the activation duration gets bigger.

Using these improvements, a PID with a forgetting factor is obtained, resulting in the
integrator and derivative parts as [15,16]:

{
uI(tk) = uI(tk − 1) + KI · hI

exp(hk) · e(tk)

uD(tk) =
KD

KD+N·hD
exp(hk)

· uD(tk−1) +
N·KD

KD+N·hD
exp(hk)

· (e(tk)− e(tk−1))
(14)

3. Flexible Manufacturing System

Considering the literature in the event-based control area, the research is centered on
the reduction of computation power through the reduction of controller activation and
control values. This control is based on the sampled measurement of the output value. This
is not always possible in a manufacturing system, for example, as the position of a product
is measured only in key positions. In this chapter, the hardware and process structure of
the flexible manufacturing system considered in the application of event-based control will
be presented.

3.1. Flexible Manufacturing System Hardware

The flexible manufacturing system (FMS) is composed of 7 interlocked workstations
arranged in a linear manner (Figure 1). The FMS is equipped with three robotic systems, two
robotic arms, placed in two of the workstations and a SCARA robotic transportation system
(SRTS) placed parallel to the workstations. Each workstation is equipped with a PLC used
in the individual control of the station (Figure 2). This also ensures the flexible integration
of equipment into the manufacturing system. All PLCs are interconnected on a ProfiNet
network, ensuring fast information transmission between PLCs. Having the possibility
of PLC interoperability, decision making is made in two stages. This is composed of
centralized decision making, centered on the optimization of production, and local decision
making, which ensures the achievement of the proposed production durations.

 

Figure 1. Flexible manufacturing system.
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Figure 2. Flexible manufacturing system structure.

Besides the flexibility given by the possibility of integrating new equipment with ease,
the FMS presents flexibility in the production process, being able to produce a multitude of
products with a minimum of equipment. This is ensured through two production concepts:
flexible flow manufacturing (FFM) and flexible manufacturing in cells (FMC). On the FFM,
the product travels in a linear manner through 5 workstations of the FMS, schematically
represented in Figure 3, each station performing an assembly operation. In FFM production,
one of the robotic arms will perform an assembly operation, placing a series of internal
parts in a personalized manner, based on the client’s request.

Figure 3. Workstation conveyor sensor placement.

In the FMS, two principal types of products are considered for production: a single
internal layer product and a multiple internal layer product. For the multi-layered product,
a series of assembly operations are repeated. Both products can be assembled in the FFM
process using SRTS. For the multi-layer product, the SRTS transports the product back to
one of the previous stations from where a new set of assembly operations are performed.
This ensures that the assembly uses a minimal amount of equipment.

For the FMC process, the second robotic arm is used. At workstation 3, the robotic
arm can perform some assembly operations on the FFM or perform a competing assembly
of a product in a dedicated area. Workstation 3 is equipped with warehouses for each
component, allowing for the assembly of any type of product. From the FMC assembly
area, the SRTS transports the product on the FFM to the quality control (QC) area at the
entry of workstation 6. The FMC is considered only the production of multi-layer products,
as robotic arm flexibility gives the possibility of manufacturing more complex products in
a much shorter time.

The intersection of the FFM and FMC processes in the QC area and the usage of the
SRTS in both processes create some challenges in the optimization of the entire manufac-
turing system. To ensure the optimal transportation of products on the FMS, the SRTS is
placed parallel to the FFM transportation conveyor. This ensures the usage of minimal
workstations but also the minimization of some transportation durations.

The placement of the robotic arms is made considering the possibility of increasing
the personalization of each product. To compensate for the increased complexity of the
assembly process, a robotic arm was introduced in the specific personalization workstation,
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permitting the manufacturing of a multitude of products based on client requests. The
client request is received directly by the FMS, the manufacturing system being connected to
a local server. The server receives the client request and processes the information through
an optimization algorithm. The output of the algorithm is represented by a production
schedule based on assembly and transportation duration. To ensure these durations, a
control algorithm is necessary in each station, especially on the transportation side, that
can compensate for some of the assembly delays.

3.2. Flexible Manufacturing System Production Process and Control Necessities

Given the production flows of the two considered types of products (Figure 4), in some
situations, we have intersecting paths for some products. To ensure optimal manufacturing,
the products must arrive at designated locations at a certain time in the process. In the case
of the SRTS transport of products, the transport duration is known to be ensured by the
robot control system.

 

Figure 4. Manufacturing flow for (a) single-layer product on FFM and multilayer product on FMC
and (b) multilayer product on FFM.

In the case of workstation transportation using conveyors, this duration cannot always
be guaranteed with sequential control. On a workstation, the position of a product is
measured in three key locations using binary location sensors (Figure 3). On a basic
conveyor, the position of a product is measured at the entry of the station, the exit and
the working area. At a certain moment on the conveyor, only one product is present. In
the classic programming of the station PLC, a series of events starts when a certain sensor
is activated and continues in a sequential manner until the next sensor is activated. This
method of control cannot ensure the transportation of a certain product between two points
in a predefined amount of time. To ensure that a product arrives at a certain point at a
certain time, an adaptable control algorithm must be implemented.

In the case of a workstation, perturbations on the arrival of a product to a certain
location can be introduced mainly by the assembly process. If the process has a longer
duration, then the transportation system can compensate for the delay by varying the speed.
The control algorithm must also consider some limitations. As a transportation system in a
manufacturing process, the direction of transportation should be predefined, meaning that
the product cannot travel backwards to a certain location. This can introduce some errors,
as the product cannot be positioned at a precise point at the sensor location but position
around it. In this case, the error is expected to be lower than the sequential control.

The second factor considered in the control algorithm is the minimal and maximal com-
mand values. To ensure that the command value is kept in the desired range, a saturation
method is applied. This ensures that the system runs within the desired parameters.
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4. Event-Based PID Conveyor Control

As the event-based error triggering method presented in the literature cannot be
applied, some modifications were made to this type of control. Considering the number
and type of sensors, one of the modifications to the control algorithm needs to be activated
if the product is present at one of the sensors. This ensures that the position of the products
is known with precision. This leads to a new control algorithm, which is presented in the
next pages.

4.1. Event-Based PID Algorithm Structure

Based on the literature on event-based PID with the error level as a trigger event, a
new algorithm, Algorithm 1, was designed to replace the error level trigger with a product
position trigger. This is accomplished by sending an activation signal to the control part of
the algorithm. Based on the product position on the conveyor and the reference set by the
production stage, the algorithm calculates the speed of the conveyor and sends it to the
conveyor motor. Based on the sensors’ positions, in key locations, after the first algorithm
activation and arriving of the product to the second sensor, the system will wait for the
completion of the production processes and then set the next position reference that starts
the transportation. Additionally, between the sensors, the algorithm retains the last known
position of the product. In the case of the workstation presented in Figure 3, the activation
of the control algorithm is determined by the activation of the sensors present at the entry,
assembly area and exit of the workstation. This results in the event-based control algorithm
presented below, which calculates the control signal for the transportation of a product
between two locations.

Algorithm 1: Algorithm for Event-Based PID Control.

Input: y_ref //position reference given by production stage
y //product location given by sensor activation
// actv event triggered by sensors
actv= 1, if one of the sensors is active

0, otherwise
Output: u_com //conveyor speed

1 //Calculate time between updates: t_pres = t_pres + t_nom
2 if (actv = 1)
3 er = y_ref − y
4 up = K * (beta * y_ref − y)
5 ud = Td/(N * t_pres + Td) * ud_old − K * Td * N/(N * t_pres + Td) * (y − y_old)
6 ui = ui_old + K/Ti − t_pres * e
7 u = up + ui + ud
8 //saturation and anti-windup
9 if (u < u_inferior) then //command under a limit
10 u_com = u_inferior
11 ui = ui_old
12 else if (u > u_superior) then //command over a limit
13 u_com = u_superior
14 ui = ui_old
15 else
16 u_com = u
17 ui = ui_old + K/Ti − t_pres * e
18 end
19 end
20 //update values
21 ui_old =ui
22 ud_old =ud
23 y_old = y
24 t_pres = 0 //reset of working time
25 End
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4.2. Product Conveyor Transportation Simulation Study

Considering conveyor transportation, the process has as output the product position
and as an input the speed of the conveyor. In the S-domain, this translates into a simple
transfer function H(s) = 1/s. Based on the transfer function, a series of simulations
were made to observe the behavior of the system with event-based and continuous PID
control. Two situations were considered, one in which the continuous PID controller output
is saturated most of the time (Figure 5), resulting in a continuous speed output of the
event-based PID (Figure 6). The other situation is considered so that the event-based
PID controller changes the output value as the controller is activated the second time the
product activates the same sensor.

 
Figure 5. Event-based and continuous PID-measured responses in two different speed conditions.

 
Figure 6. Event-based and continuous PID speed output in two different speed conditions.

The first activation of the event-based PID is determined by the product arriving in the
sensor area, determining its activation. The second activation is determined by arriving at
the end of the product in the activation area of the sensor. This allowed us to determine the
position of the product given by the length of the product. Based on the second activation,
a recalculation of the control output is made and an update is made.

It can be observed that the error between the proposed event-based PID and the
continuous PID results bets larger with an increase in the transition time. This is determined
by the greater speed at the start of the continuous PID, which is similar to the one in the
event-based PID. However, in an event-based PID, the speed is calculated only when a
sensor is activated; the speed will be kept constant until a new sensor activation occurs.
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As the location of the product is usually measured by binary sensors on key locations
on the conveyor, in the case of event-based control, the setpoint needs to take values
from a discrete interval, given by the number of sensors. This represents the main case of
even-based control, as if the setpoint is outside the discrete interval considered, then the
product will stop at the next sensor after the setpoint. This is determined by the inability
to measure the position of the product between sensors. This could be compensated for
by the introduction of digital twins, but this represents future research on this subject. In
Figure 7, the error between the setpoint and the event-base PID result can be observed if
the setpoint takes a value outside the predefined discrete range. The stabilization of the
event-based PID above the setpoint is also given by the introduction of saturation on the
command value, assuming that the conveyor can only travel in one direction.

 
Figure 7. Event-based PID stationary error in the case of reference outside possible discrete points.

If saturation over the control value would not be implemented or the limitation would
determine a bidirectional travel of the product, the system would become unstable. In the
case of setting a setpoint outside the defined interval, the product would start to travel
backward from the sensor after the setpoint to the wone before it. As the product could not
settle on the desired setpoint, an infinite oscillation between the two sensors would start.
This would also be possible in normal operation, as the setpoint takes values in the desired
interval. As the product arrives at a certain sensor, the inertial forces and conveyor error
determine the product to overshoot the sensor, triggering an oscillation between sensors
(Figure 8). This problem is eliminated by limiting the control value so that the conveyor
travels only in one direction, as bidirectional travel is not needed.

 
Figure 8. Event-based PID oscillations in the case of negative output signal limits (conveyor
moving backward).
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5. Flexible Manufacturing System Conveyor Control

Based on the simulation results, an event-based algorithm was implemented, and a
series of measurements were made on one of the FMS workstation conveyors. In addition
to the calculations of the control value, a series of information transmission durations
introduce some delays in system operations. These can be observed in the differences
between the algorithm computation durations and the measurements but also by model,
using a Petri net (Figure 9). For the simplification of the model, only the first activation of
the control algorithm and the corresponding durations for the computation and transport
until arriving at the second sensor were considered. This permits more uniform modeling
for all situations. The first operation in the conveyor process starts with the previous
conveyor, with the transfer of the product and the activation of the first sensor. This is
followed by the activation of the control algorithm and the calculation of the control value.
This value is sent to the system, and product transportation starts. After the product arrives
at the second sensor, assembly operation is started. After the assembly operation is finished,
the control value calculation begins. With the control value updated, new transportation of
the product is started. As the product arrives at the third sensor, the product is transferred
to the next station.

 

Figure 9. Modeling of the control algorithm in workstation operation.

Figure 10 shows the duration of each step of the conveyor process, from the algorithm
activation to the product leaving the workstation. From the control update duration, the
time taken by the control value calculation and sending the obtained information to the
conveyor can be observed. The value of this duration, even small, can influence the entire
production system, especially the production optimization algorithms. This computation
and information transmission duration also explain some of the differences between the
control algorithm and the measurement duration.

As at a certain moment on the conveyor is present a single product, represented by
the station-free signal in the Petri net, a non-Zeno behavior can be ensured. Zeno behavior
is defined by the probability of the execution of an infinite number of events in a finite
duration. This is represented in most cases as requiring the execution of two or more events
at the same moment in time, as presented in [30,31]. As only one product is presented on the
conveyor, the activation of the control algorithm is ensured in a sequential manner, as the
product arrives at one of the three positions. As one of the sensors is activated, the controller
start is triggered. As none of the events that are executed are considered instantaneous
and the events are proposed in a sequential manner, the system has a non-Zeno behavior,
as illustrated in [30]. Some Zeno behavior can be introduced by faults in the hardware
of the system. As certain defects on the sensor side can determine the false activation of
certain sensors, the system can interpret the fault as the product being at two positions at
the same time, introducing Zeno behavior in the controller. This behavior can be used as a
fault detector or eliminated by introducing certain precautions in the system software.

103



Inventions 2022, 7, 86

 

Figure 10. Model simulation duration results.

In Figures 11–13, the control algorithm and model implementation measurements
can be observed. Figure 10 represents the control value sent to the conveyor based on the
event-based control algorithm. In the graphic, the second update of the control value can be
observed as the back of the product crosses the sensor, reducing the conveyor speed. This
follows the pattern present in the control algorithm simulation, with minor modifications
introduced by data transmission delays and calculation approximations. As the same
algorithm is used on the first and second parts of the conveyor and the distances are similar,
the results are identical, with minor differences.

 

Figure 11. Event-based control speed output in regular cases.
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Figure 12. Event-based control product position results in a regular case.

 

Figure 13. Event-based control speed output in the maximum speed case.

Based on the control value transmitted to the conveyor, Figure 12 shows the position
of the product on the duration between entering the workstation and waiting to leave it.
Considering the small variation in speed between the product entering and leaving the
sensor area, a notable modification in the product transition rate is not visually observable.

In cases in which some durations need to be compensated for based on assembly
delays, the controller can set the control value for the conveyor at the maximal value for
the entire transport duration between the two locations. These results can be observed in
Figure 13, where, for the entire duration of transport, the conveyor speed is kept at the
maximum value. This ensures compensation for possible delays.

The proposed algorithm presents control possibilities for a limited number of trans-
portation cases. These cases cannot be controlled in the usual manner, as the measurement
of the controlled value is made in a discrete manner. These discrete measurements, done
mostly by binary sensors, cannot ensure an optimal number of measurements for a standard
PID control. In most cases, and especially in industry, this type of system is controlled
using a sequential algorithm. In these usual algorithms, a predefined value is set to the
control value, depending on the algorithm step the system is at the given moment. This
can be detrimental in some cases if a variable control value is needed.
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One type of sequential control algorithm can be based on a Petri net model of the
manufacturing system; this determines what actions need to take place at a certain sensor
activation. As the resulting actions are predefined, the command values are mostly set
at an optimal working speed. This determines a behavior similar to the system, as in the
event-based maximal speed case in Figure 13, where the control output is kept at a certain
level as the product is transported between the desired positions. This type of control
cannot adapt easily to certain disturbances compared to other types of control.

In the case of the proposed event-based algorithm, the best results are obtained if
the system is run as a faster process, as the saturation of the control value influences
the output of the controller. This brings the event-based controller output closer to the
continuous controller.

Another important aspect of the proposed event-based controller is the rapid increase
or decrease in the control value. This can further limit the applicability of the controller.
In the case of transporting products with a high inertial mass, this type of control can
determine big positioning errors and hardware problems. However, in low mas product
transportation, this type of problem should not have a definitive impact, permitting the
implementation of such a controller.

6. Conclusions

In today’s manufacturing environment, most product position measurements are
made in an event-triggering manner. As the product arrives in a key position, its location is
updated. In most cases, the control of transporting a product between two key locations
is carried out by a sequential control algorithm. In this type of control, one sequence
of events is activated as the previous sections finish, and some sensors have achieved
predefined values. However, using a predefined sequence and value in controlling product
transportation limits the possibility of duration compensation in case of product delays.
As in flexible manufacturing systems, products need to be at key locations at predefined
intervals, so a rigid control algorithm cannot cope with the necessary control requirements.

In this situation, an event-based PID controller is presented for the presented fabri-
cation system. Most of the event-based PID controllers presented in the literature have
an event trigger set based on the error value. This means that the output of the system
needs to be measured in a sampled manner at regular intervals. This is not possible in most
manufacturing systems because the sensors are placed only in key positions.

Starting from the literature algorithms, the main improvement proposed in this article
is represented by the modification of the event-trigger from an error level to a position
activation event. This is representative of systems where the output of the system, in this
case the product position, cannot be measured in a sampled manner. In this case, the error
level of the output cannot be determined because the product position is determined only
in key positions. This determines the necessity of introducing a new type of event-triggered,
as proposed in this paper.

Based on the obtained results, the event-based controller can achieve similar results
with the continuous PID in cases in which the control value is limited in a predefined range.
In addition, this saturation of the control value results in the stabilization of the event-based
controller, as without limitation, the controller would be unstable.

This type of event-based control could be improved by introducing a digital twin in
the calculation of the control value and compensating for the error between the digital
twin and the real system based on event-triggered measurements. This represents further
research on event-based control, with this research being a reference base. Based on the
obtained results, further comparisons can be made in developing a digital twin of the
system and integrating it into the control loop.
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Abstract: This paper presents the alternative training strategies we tested for an Artificial Neural
Network (ANN) designed to detect JWH synthetic cannabinoids. In order to increase the model
performance in terms of output sensitivity, we used the Neural Designer data science and machine
learning platform combined with the programming language Python. We performed a comparative
analysis of several optimization algorithms, error parameters and regularization methods. Finally,
we performed a new goodness-of-fit analysis between the testing samples in the data set and the
corresponding ANN outputs in order to investigate their sensitivity. The effectiveness of the new
methods combined with the optimization algorithms is discussed.

Keywords: JWH synthetic cannabinoids; artificial neural networks; optimization algorithms

1. Introduction

Artificial neural networks (ANN) contain a set of parameters that can be adjusted to
perform different tasks. These structures have universal approximation properties, which
means that they can approximate any function in any size and, generally, up to a desired
degree of accuracy [1–4].

In this article, we present a series of deep learning training and optimization strategies
that have been applied to improve the performance of an ANN identifying JWH-synthetic-
cannabinoid-class membership. In order to increase the system sensitivity, we trained and
optimized an initial model on four new architectures. For this purpose, we used the data
science and machine learning platform Neural Designer. The best version was implemented
in the Python 3.10 programming language for further development and improvement.

The classification efficiencies (output results) obtained for several combinations of
algorithms, error parameters and regularization methods were compared. The good fit
between the test samples and the corresponding ANN outputs was also analyzed. The
effectiveness of the methods was analyzed and is presented in detail.

2. Materials and Methods

The initial input database of 150 synthetic chemicals included JWH synthetic cannabi-
noids, others synthetic cannabinoids and other substances of abuse. These designer drugs
were divided into three classes referred to as “Class 1—JWH”, “Class 2—non-JWH Cannabi-
noids” and “Class 3—Others”. The group of positives contained 50 JWH synthetic cannabi-
noids, while the group of negatives included 100 compounds, i.e., 50 non-JWH cannabinoids
and 50 other substances of forensic interest [5].

We used the quantitative structure–activity relationship (QSAR) method to estimate
and predict the pharmacokinetics, drug-likeness and medicinal chemistry friendliness of
each input compound by calculating a number of 300 molecular descriptors in terms of
their physical and chemical properties, as well as 50 indices characterizing their chemical
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absorption, distribution, metabolism, excretion and toxicity activity (ADMET). The descrip-
tors were selected from three blocks, i.e., topological, 3D-MoRSE (molecule representation
of structure based on electron diffraction) and toxicity [6].

Only the first 150 most relevant descriptors were selected and used for the final com-
putational and modelling stage. Hence, the input database was a matrix consisting of
150 samples × 150 variables. The shape, feature and target types of the data set, includ-
ing the list of the computed and tested input molecular descriptors was presented in a
previously published article [7].

The data set was divided into three subsets of samples: training, selection and testing.
Hence, we used 90 training samples (60%), 30 selection samples (20%) and 30 testing
samples (20%). To discover redundancies between the input variables, we used a correlation
matrix, which represents a numerical value between −1 and 1 that expresses the strength
of the relationship between two variables [8]. The types of layers the most frequently used
in our classification model were the perceptron layer, the probabilistic layer and the scaling
and bounding layers. The objective of the selection was to find the best-performing network
architecture in terms of system sensitivity.

To avoid underfitting and overfitting, the neuron selection algorithm responsible for
finding the optimal number of neurons in the networks was the Growing neurons algo-
rithm [9]. The Neural Designer data science and machine learning platform was used to
generate the mathematical expression represented by ANNs in order to export and incor-
porate them into the programming language Python 3.10 in the so-called production mode.

Our general training strategy consisted of two different concepts, i.e., the loss index
and the optimization algorithms. The error was the essential term in the loss expression.
The most important errors that we estimated were the sum squared error, the mean squared
error, the root mean squared error, the normalized squared error and the Minkowski error.
We used the L1 and L2 regularization methods, which involve the sum of the absolute
values of all parameters and the square sum of all the parameters in the ANN. The loss
index was measured on the data set and could be represented as a hyper-surface with the
parameters as coordinates (see Figure 1) [10].

Figure 1. Loss index viewed as a hyper-surface with parameters as coordinates.

In order to train the ANN, we generated a sequence of parameter vectors so that the
loss index was reduced at each iteration of the algorithm.

3. Results

Five different optimization algorithms were used and compared, each with a variety
of different calculation and storage requirements: gradient descent [11], conjugate gradi-
ent, quasi-Newton method, Levenberg-Marquardt algorithm [12] and adaptative linear
momentum [13].
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In order to scale the inputs, we calculated the following parameters: the minimum,
the maximum, the mean and the standard deviation (see Table 1). The ANN architecture
is presented in Figure 2 for version 1. The architectures of the following versions (2, 3
and 4) were also with one hidden layer perceptrons and had the same input and output
layers as version 1. On the other hand, their hidden layers contained three (version 2), one
(version 3) and six (version 4) nodes respectively.

Table 1. Values used for scaling the inputs for all ANN versions.

Input Minimum Maximum Mean Deviation Scaler

Topological 4.300000 7.900000 5.843330 0.828066 Mean St. Dev.
3D-MoRSE 2.000000 4.400000 3.054000 0.433594 Mean St. Dev.

ADMET 1.000000 6.900000 3.758670 1.764420 Mean St. Dev.

Figure 2. Network architecture, version 1: scaling layer (yellow), perceptron layer (blue), probabilistic
layer (red).

We used the adaptive moment estimation (version 1), the Levenberg–Marquardt
(version 2), the gradient descent (version 3) and the conjugate gradient optimization
algorithms, as well as the growing neuron selection (all versions) method with the L1
(versions 2, 3 and 4) and L2 (version 1) regularization methods.

4. Discussion

The confusion matrices, calculated for each architecture and 30 testing samples, are
presented in Tables 2–5 and the error results are highlighted in Table 6. The activation
functions used were the hyperbolic tangent (version 1), the rectified linear (versions 2, 3
and 4) and Softmax (all versions).

Table 2. Confusion matrix for the analyzed ANN—version 1: 29 (96.7%) tested compounds were
correctly classified and 1 (3.3%) was misclassified.

Predicted
JWH

Predicted
Non-JWH Cannabinoids

Predicted
Others

Real JWH Cannabinoids 10 0 0
Real non-JWH Cannabinoids 0 7 0
Real Others 0 1 12
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Table 3. Confusion matrix for the analyzed ANN—version 2: 27 (90.0%) tested compounds were
correctly classified and 3 (10.0%) were misclassified.

Predicted
JWH

Predicted
Non-JWH Cannabinoids

Predicted
Others

Real JWH Cannabinoids 8 0 0
Real non-JWH Cannabinoids 0 9 1
Real Others 0 2 10

Table 4. Confusion matrix for the analyzed ANN—version 3: 26 (86.7%) tested compounds were
correctly classified and 4 (13.3%) were misclassified.

Predicted
JWH

Predicted
Non-JWH Cannabinoids

Predicted
Others

Real JWH Cannabinoids 8 0 0
Real Non-JWH Cannabinoids 0 9 1
Real Others 0 3 9

Table 5. Confusion matrix for the analyzed ANN—version 4: 27 (90.0%) tested compounds were
correctly classified and 3 (10.0%) were misclassified.

Predicted
JWH

Predicted
Non-JWH Cannabinoids

Predicted
Others

Real JWH Cannabinoids 8 0 0
Real non-JWH Cannabinoids 0 10 0
Real Others 0 3 9

Table 6. Data errors for the analyzed ANNs.

Root Mean Squared Error

Number of Nodes
in the Hidden Layer

ANN
Training

Set
Selection

Set
Testing

Set

1 Version 3 0.187558 0.276155 0.284885
3 Version 2 0.180618 0.276762 0.284408
4 Version 1 0.178430 0.241047 0.213058
6 Version 4 0.173380 0.268222 0.280003

In order to test and compare the performances of the analyzed ANNs, we used the
weighted average derived from the confusion matrix, i.e., the accuracy, the recall and the
F1 score (see Table 7) [14].

Table 7. Classification metrics for the target variables of each analyzed ANNs.

Weighted Average

Number of Nodes
in the Hidden Layer

ANN Accuracy Recall F1 Score

1 Version 3 0.876667 0.866667 0.866667
3 Version 2 0.903030 0.900000 0.900207
4 Version 1 0.970833 0.966667 0.967111
6 Version 4 0.923077 0.900000 0.899379

5. Conclusions

In terms of the system performance, the results obtained for the four ANNs designed to
recognize the class identity of JWH synthetic cannabinoids lead to the following conclusions:

1. Accuracy [(true positives + true negatives)/total instances]:
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In comparison with the accuracy (93.3%) obtained for the initial ANN model presented
in a previous article, the ANN—amended version 1—generated a higher score (96.7%),
while the other three ANNs generated a lower score (86.7% for the amended version 3 and
90.0% for the amended versions 2 and 4).

2. Sensitivity, or true positive rate (true positives/positive instances):

All the ANN architectures (the initial ANN and its four amended versions), had an
exceptional sensitivity in detecting JWH synthetic cannabinoids (class I); all the tested
JWHs were recognized as such without exception, the rate of true positives (TP) being 100%
in all cases.

3. Specificity, or true negative rate (specificity = true negative/negative instances):

Compared to the specificity (90.0%) of the initial ANN model, one of the four new
architectures recorded a higher score (95.0% for the amended version 1); the other three
were characterized by a lower specificity (81.8% for amended version 3, 86.3% for amended
version 2 and 86.3% for amended version 4).

4. Error rate [accuracy = (false positives + false negatives)/total instances]:

While the initial ANN model was characterized by an error rate of 6.6%, its amended
version 1 recorded a better (lower) error rate (3.3%), while the other three ANNs recorded a
higher error rate (10.0% for amended version 2, 3 and 4).

Regarding the goodness-of-fit analysis, the best results were recorded for the ANN—
amended version 1 (99.97%), followed by the amended version 2 (99.94%), amended
version 3 (98.41%) and amended version 4 (99.04%). Hence, we may conclude that the best
performing ANN architecture was the one that included the following elements:

• Activation function: hyperbolic tangent, Softmax;
• Loss index: normalized squared error;
• Regularization: L2;
• Neuron selection: growing neurons;
• Inputs selection: growing inputs;
• Optimization algorithm: Adaptive Moment Estimation.

The results indicate that very good classification rates were obtained although the
data set was complex. We intend to continue this study by applying various metaheuristic
algorithms on these data sets and compare the results.
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Abstract: In the context of the European Green Deal implementation, it is expected that there will
be an increase in number of the wind farms located near the coastal areas in order to support this
initiative. The Black Sea represents an important source of wind energy, and as a consequence, in the
present work the regional wind resources (onshore and offshore) are evaluated by considering a total
of 20 years of ERA5 wind data covering the 20-year time interval from January 2002 to December
2021. From a general perspective, it is clear that the offshore areas (100 km from the shoreline) are
defined by much higher wind speed values than in the onshore, reaching an average of 8.75 m/s for
the points located on the western sector. During the winter, these values can go up to 8.75 m/s, with
the mention that the northern sectors from Ukraine and Russia may easily exceed 8 m/s. In terms of
the wind turbines’ selection, for the offshore areas defined by consistent wind resources, generators
will be considered that are defined by a rated wind speed of 11 m/s. Finally, we can mention that
a theoretical offshore wind turbine of 20 MW can reach a capacity factor located between 20.9 and
48.3%, while a maximum annual electricity production of 84.6 GWh may be obtained from the sites
located near the Romanian and Ukrainian sectors, respectively.
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1. Introduction

It is well known that human development is directly related to the access to energy
sources that subsequently involves the process of some specific types of resources. The
foundation of the industrial revolution was built around the use of fossil fuels (oil, coal, and
gas) that worked fine until the modern days, when the efficiency and the environmental
impact is questioned [1]. The volatility of this sector represents another issue, with signifi-
cant fluctuations in the prices and stocks during crisis periods that may occur from various
causes, such as geopolitical or the pandemic [2,3].

By looking at the near future, it is expected there will be a significant increase in the
renewable sources in the energy market, at least on a European level, this being in fact the
strategy promoted by the European Union (EU) throughout various agreements, such as
the Green Deal. Various priorities are proposed, among those being mentioned an increase
in the Europe’s offshore wind capacities to 60 GW by 2030 and up to 300 GW at the end
of 2050 [4]. The European wind market is an active one, and these targets can be easily
achieved. For example, at the end of 2021, an installed capacity of 207 GW was accounted by
the onshore sector, while for the offshore one, a value of 16 GW was indicated. The offshore
projects have definitely started to gain momentum, with the average power of a newly
installed generator being located near 8.5 MW compared to only 4 MW for the onshore
turbines. From the EU countries located near the Black Sea, the annual electricity demand
covered from wind reached 11% for Romania compared to 4% indicated for Bulgaria.
Without doubt, there is room for improvement, taking into account that on a European level
the average is close to 14%, to which we can add that most of the countries with coastal
regions are already involved in the development of the offshore wind sector [5].
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Each wind project is defined by particular features, according to the area of installation
(onshore and offshore). For example, Enevoldsen and Valentine [6] highlighted the fact that
it is more expensive to build an offshore project, and in some case the wind quality from
some regions was similar than the onshore ones. More than this, the authors suggest that
an onshore project located close to a forest area may represent a better alternative, if the
onshore areas are limited and if the offshore costs are very high. Nevertheless, a marine
site may provide multiple advantages, ranging from the development of hybrid projects [7]
or suitability for coastal protection [8], with this being viewed as the best option for the
expansion of the wind sector.

The Black Sea coastal environment is defined by relevant wind resources that can be
used to power a wind farm, this being the case of the western sectors where some major
onshore wind farms are located. The best example is probably the Fantanele-Cogealac
project, that is defined by an operating capacity of 600 MW and is located at approximately
17 km from the shoreline [9]. By looking at the existing studies focused on the wind
conditions from the Black Sea, we can notice that these resources significantly increase as
we go from onshore to offshore, with a sharp transition near the shoreline being expected.
For example, in the work by Rusu et al. [10], from the spatial distribution of the wind
conditions, it was highlighted that the wind resources from the marine areas are constantly
exceeding the onshore ones (by at least 2× time). Another interesting aspect is represented
by the fact that from this region the best wind resources are noticed in the central part of
the Azov Sea, where a maximum of 8.24 m/s may occur during winter (U10 values—wind
speed at 10 m height). In Kubryakov et al. [11], the regional wind resources (U10 values)
were evaluated by considering this time satellite measurements. During the winter, average
wind speed values of 8 m/s may occur in the north-western areas (e.g., Crimean Peninsula)
while minimum average values of 3.5 m/s are associated with the southeastern sector.
Although the wind conditions significantly increase from the shoreline to the offshore
region, at some point it a stabilization of the conditions is expected. This seems to be the
case of the Romanian coastal sector [12], where the average wind conditions (U10) may
start from 4.37 m/s (shoreline), reach a maximum of 5.89 m/s (at 100 km from the shore),
and reduce to 5.75 m/s at a distance of 220 km from the shore. These values are specific to
the southern part of this region being based on the ERA5 reanalysis data.

Most of the wind studies focused on the entire Black Sea basin and cover only the ma-
rine areas, being designed around various topics such as the analysis of extreme events [13],
climate change [14], or as inputs for regional wave models [15]. The results are delivered in
terms of spatial maps that may provide relevant information from a meteorological point
of view.

In this context, the aim of the present work is to provide a parallel evaluation of the
wind resources from onshore and offshore areas of the Black Sea by taking into account some
relevant local sites, such as harbors. Throughout specific indicators, the wind conditions at
100 m (U100) were processed in order to highlight some new insights of the regional wind
energy potential, such as:

(a) What is the range of wind turbines to be installed in this region according to the
expected rated wind speed;

(b) Provide a classification of the onshore and offshore sites by using a multicriteria
approach that involves various indicators such as average wind speed, monthly
variations, or distance from the coast;

(c) Identify the performances of two wind turbines (rated at 2.5 MW and 20 MW) that
may involve monopile or floating foundations.

2. Materials and Methods

2.1. Target Area

In Figure 1, the Black Sea target area is illustrated, including the sites considered for
analysis. In total, there are nine reference lines, defined along various coastal areas, such as
Romania, Russia, Georgia, or Türkiye with the mention that from the sites located near the
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shoreline (denoted with no. 2), a distance of 100 km was considered to define the onshore
sites (no. 1) while a similar distance was associated with the offshore sites (no. 3). More
details regarding the sites considered are provided in Table 1.

Figure 1. Black Sea target area including the reference points, where: 1—onshore; 2—alongshore;
3—offshore. Map processed from Google Earth, 2022.

Table 1. Characteristics of the reference points located along the shoreline.

Site Lat (◦) Long (◦) Height/Depth (m)

Constanta (RO) 44.15◦ 28.66◦ −9
Odessa (UA) 46.47◦ 30.76◦ 1

Sevastopol (UA) 44.60◦ 33.55◦ 47
Novorossiysk (RU) 44.70◦ 37.81◦ 63

Sochi (RU) 43.59◦ 39.75◦ 78
Batumi (GA) 41.60◦ 41.66◦ 47
Samsun (TR) 41.31◦ 36.29◦ 0

Cide (TR) 41.87◦ 33.04◦ 216
Silistar (BG) 42.01◦ 28.01◦ 17

Figure 2 presents in more detail the profile lines, including information related to
the sea level (height = 0 m) and the distance to the nearshore sites (distance from the
shoreline = 0 km). In general, the water depth significantly increases as we go offshore, and
as a consequence it will be necessary to use floating wind platforms, since in most of the
cases the areas located near the shoreline will be already allocated for some other maritime
activities. The marine sites located near Constanta/Odessa may allow the implementation
of a monopile project, since they are located in a plateau area where the water depth is
close to 50 m (or below).
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Figure 2. Profile lines represented for each coastal area taken into account. All the values are relative
to the seafloor according to the information provided in Google Earth 2022.

2.2. Wind Data and Indicators

The evolution of the regional wind resources is carried out by using the ERA5
dataset [16] that includes wind fields reported directly at 100 m level (denoted with U100),
this height being frequently considered for the development of onshore and offshore wind
generators. A total of 20 years of data covering the interval from January 2002 to December
2021 are processed, the initial dataset being defined by a spatial resolution of 0.25◦ and by
four values per day (00-06-12-18 UTC). This dataset is frequently used for the evaluation of
the wind energy all over the world, being also considered for some coastal sectors from
the Black Sea [12]. Various analyses are performed, including the seasonal distribution,
that are sorted according to: Spring—March, April, May; Summer—June, July, August;
Autumn—September, October, November; Winter—December, January, February.

One way to quantify the quality of the wind resources is to use the wind classes. These
go from C1 (low energy level) to C7 (ideal conditions) as can be noticed from Table 2. In
the present work, only the wind conditions between the classes C4 and C7 are considered,
since these are more representative for the development of a wind project.

A more detailed classification of the wind conditions is provided in Costoya et al. [17,18]
as can be noticed from Table 3. Several parameters are taken into account, namely:
Wann (m/s)—annual average wind speed, related to U100; EWSO (%)—frequency of oc-
currence of effective wind speed; RLO (%)—rich level occurrence; Cv—coefficient of varia-
tion; Mv—monthly variability; EWS (m/s)—extreme wind speeds; WD (m)—water depth;
DC (◦)—distance to coast. In the first part (denoted with a), a normalized value between
0 and 1 (with a value of 0,25 as interval) is allocated to each indicator. For example, the
EWSO indicator is related to the distribution of the wind speed between the cut-in and
cut-out values of a turbine (4 and 25 m/s in this case), and if a percentage higher than 80%
is noticed, a normalized value of 1 is allocated to each indicator.
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Table 2. U100—wind classification according to Oh, et al. [19].

Wind class Indicator Wind Speed (m/s) WPD (W/m2)

C1 Poor <6.1 <260
C2 Marginal 6.1–7.1 260–420
C3 Fair 7.1–7.8 420–560
C4 Good 7.8–8.3 560–670
C5 Excellent 8.3–8.9 670–820
C6 Outstanding 8.9–9.7 820–1060
C7 Superb >9.7 >1060

Table 3. Classification of the wind energy resources involving multiple parameters. Results processed
from (a) to (c) according to Costoya, et al. [17].

(a) Normalized Criterion

Normalized Values EWSO (%) RLO (%) Cv Mv EWS (m/s) WD (m) DC (o)

0 <20 <20 >1.75 >1.75 >28 >500 >4
0.25 20–40 20–40 1.25–1.75 1.25–1.75 25–28 100–500 3–4
0.5 40–60 40–60 0.75–1.25 0.75–1.25 20–25 50–100 2–3
0.75 60–80 60–80 0.25–0.75 0.25–0.75 15–20 25–50 0.5–2

1 80–100 80–100 <0.25 <0.25 <15 0–25 <0.5
(b) Importance of each parameter

Wann EWSO RLO Cv Mv EWS WD DC
Weight 0.22 0.22 0.1 0.1 0.05 0.14 0.07 0.1

(c) Resources classification
Class 1 2 3 4 5 6 7

Category x ≤ 0.4 0.4 ≤ x ≤ 0.5 0.5 ≤ x ≤ 0.6 0.6 ≤ x ≤ 0.7 0.7 ≤ x ≤ 0.8 0.8 ≤ x ≤ 0.9 x > 0.9
Indicator Poor Marginal Fair Good Excellent Outstanding Superb

This type of analysis was developed to assess only the wind potential of a particular
marine site, while in the present work, in a similar way the onshore sites were taken into
account, which may be considered as an element of novelty. In the next step (denoted
with b), a weight value is applied to each indicator according to their importance, the most
important being considered Wann and EWSO, while on the opposite side we found water
depth (0.07) and monthly variability (0.05), respectively.

The RLO indicator is related to the occurrence of the wind power density above
200 W/m2 and, for example, if a 90% distribution is noticed above this threshold, a nor-
malized value of one is accounted. Regarding the CV and Mv parameters, if the values
reported by a site exceed 1.75, a normalized value of zero is taken into account. In the case
of the water depth and distance to coast, if this does not exceed 25 m and 0.5◦, a maximum
score will be given, while on the opposite side, if the depth exceeds 500 m, a normalized
value of zero is obtained. In an ideal scenario, a particular site can be classified as superb
(class C7) if for all the criteria mentioned in Table 3 (section a) a normalized value of one
is obtained.

Finally, for each site, a number located in the range of 0–1 is obtained that can be
included in seven classes (from C1 and C7) according to their attractiveness for a wind
project. More details regarding this approach and the definition of the parameters involved
are provided in [17].

The wind speed carrying maximum energy parameter (denoted with VmaxE) can be
used to match a particular wind turbine to a particular site, by considering the available
wind resources [20]. In this case, a generator defined by a rated wind speed, which is close
to the value of this indicator, is more than recommended. This index can be computed
as [21]:

VmaxE = c
(

1 +
2
k

)1/k
(1)

where c and k represent the scale and shape parameters of a Weibull distribution function.
The Weibull distribution can be defined as [22]:
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f (u) =
(

k
c

)(u
c

)k−1
exp

[
−
(u

c

)k
]

(2)

where: c, k—Weibull parameters; u—wind speed (U100 in this case).
Another objective of the present work was to assess the performances of some wind

turbines that may operate onshore and offshore. In Table 4, two wind turbines are presented,
the first one being frequently used in onshore projects such as the one from Fantanele-
Cogealac, Romania [23]. The second generator is designed for the offshore areas, being
expected to become operational in the near future when the rated capacity of these systems
may easily exceed 20 MW [24,25].

Table 4. Characteristics of the wind turbines considered in the present work.

Turbine Power (MW)
Cut-in Speed

(m/s)
Rated Wind
Speed (m/s)

Cut-out Speed
(m/s)

Tower Range
(m)

Reference

GE Energy 2.5 xl 2.5 3.5 13.5 25 75–100 [26]
20 MW model 20 3 10.7 25 160.2 [27]

The annual electricity production of a particular turbine can be defined as [28]:

AEP = T ×
∫ cut−out

cut−in
f (u)P(u)du (3)

where: AEP—is expressed in GWh; T—number of operational hours in a year (8760 in this
case); f(u)—Weibull function from Equation (2); P(u)—power curve of a particular wind
turbine, defined by the cut-in/cut-out values. More details regarding the power curves of
the two wind turbines used in this work can be found in Figure 3.

Figure 3. Wind turbines—power curve representation.

Finally, the performance of each generator will be measured by using the capacity
factor (Cf ), denoted as follows [28]:

C f =
Pgenerated

Prated
(4)

where: Pgenerated—expected power to be generated by a wind turbine; Prated—rated power
of a generator.
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3. Results

In Figure 4, the distribution of the U100 parameter (average values) considering the
full time distribution is presented. The results are sorted according to different intervals that
go from a minimum of 2.45 m/s to a maximum of 7.35 m/s. From this representation, we
can clearly notice that the offshore sites are defined by much higher values that frequently
exceed 7 m/s in the case of the western region. Considerably lower values are associated
with the onshore sites from south and southeast, where for this time period the average
wind speed values are below 3 m/s. The shoreline points from line Constanta, Odessa
and Sevastopol are defined by similar wind conditions as the offshore points (100 km from
the shore) associated with the lines Sevastopol, Novorossiysk, and Cide that present wind
resources in the range 6–7 m/s.

The seasonal evolution of the wind speed is presented in Figure 5, where we can
observe more impressive values during the wintertime, when the offshore sites from west
and north can reach average wind speed values up to 8.75 m/s.

During the spring time, these average wind speed values oscillate in the range
2.44–7.36 m/s, with the mention that this time the offshore site from Silistar is not rated
among the most important sites. As for the summertime, we can expect a maximum of
6.02 m/s only from the site associated with Odessa, while a minimum of 2.07 m/s is noticed
on the land areas from east and south. During the wintertime, an offshore wind turbine
will obtain the best performances near the sites from the north and west sectors, compared
to the southeastern site (Georgia) that is on the same energy level as the onshore sites from
Constanta and Silistar (100 km onshore).

Figure 4. U100 average values of the ERA5 wind data corresponding to the 20-year time interval
from January 2002 to December 2021. The numbers from the square brackets indicate the minimum
and maximum values related to this map.
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Figure 5. Seasonal distribution of the U100 parameter (average values) associated with the 20-year
time interval January 2002–December 2021, where: (a) spring; (b) summer; (c) autumn; (d) winter. The
numbers from the square brackets indicate the minimum and maximum values related to each map.

Figure 6 illustrates the wind distribution by classes (in %), considering only the values
from intervals C4 and C7. For the class C4, only the alongshore sites from Constanta and
Odessa indicate higher values (>5%), that even exceed the offshore sites where a maximum
of 5% is expected. For the class C5, the site from the western sector (alongshore and
offshore) presents values in the range 5–5.5%, in this category being included also a marine
site from Cide (south sector). The differences between onshore and offshore sites tend to
become more significant as we go to higher classes, for example in the case of the class
C7 when it goes from 0.021 to 26.1%. For the C7 class, only the Odessa site presents more
consistent wind resources, being closely followed by some other reference sites that indicate
a distribution in the range 20–25%.

The evolution of the VmaxE indicator is provided in Figure 7, considering all the
available wind data (U100—total time). According to these values, several patterns may
occur. For example, the marine sites from the west constantly indicate values in the range
11–11.5 m/s in this section being also included a site from Novorossiysk. On the second
place, we have the marine sites from Sevastopol and Cide (north and south) with maximum
values of 11 m/s. Most of the onshore sites from west and north can be included in the
interval 7.5–8.5 m/s, being expected also an increase to a maximum of 9.5 m/s in the case
of the alongshore sites from Constanta and Odessa. The onshore sites from south and east
present lower values that reach a minimum of 3.72 m/s, this being relatively close to the
cut-in values of some high-capacity wind turbines.

A similar analysis is presented in Figure 8, considering this time the seasonal evolution.
As expected, during the wintertime we encounter most of the important wind resources
that go in the range 11.5–13 m/s, in this category being included most of the marine sites,
except the one from Samsun (southeast), where a maximum of 11 m/s is expected. During
spring, these values go from 3.96 to 11.4 m/s, being followed by autumn with values in the
interval 3.47–11.3 m/s, while during summer a maximum of 9.44 m/s is expected near the
offshore sites.
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Figure 6. Distribution of U100 parameter by wind classes processed for the entire 20-year time period
(2002–2021), where: (a) class C4; (b) class C5; (c) class C6; (d) class C7. This classification was made
according to the information provided in Oh et al. [19].

Figure 7. Overview of the VmaxE indicator (in m/s) associated with each reference point. Results
computed for the entire 20-year time interval (2002–2021) and related to the U100 parameter. The
numbers from the square brackets indicate the minimum and maximum values related to this map.
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Figure 8. Seasonal distribution of the VmaxE indicator (in m/s) based on the U100 input, where:
(a) spring; (b) summer; (c) autumn; (d) winter. The numbers from the square brackets indicate the
minimum and maximum values related to each map.

Figure 9 presents a more detailed classification of the site, by taking into account
various indicators that present interest for a wind project. From this area, none of the
sites are included in the C7 category (superb) and only the marine site from Odessa is
associated with the C6 section (Outstanding). Three of the sites are related to the class C5
(Excellent), this being the case of Constanta and Silistar, to which we add the onshore site
from Novorossiysk. For the remaining sites, most of them are included in the class 4 (good),
except the western ones that are associated with class 1 (poor).

Figure 10 is focused on a similar evaluation, considering this time the values related to
each season. Regardless of the season taken into account, none of the sites are rated as a C7
site, with expected values in the ranges: spring—0.33–0.78 m/s; summer—0.33–0.74 m/s;
autumn—0.33–0.84; winter—0.37–0.87 m/s. During spring, a significant part of the sites is
included in the classes C4 and C5 (good and excellent), while during summer the balance
is shifted to class C4 and C3 (fair). For the autumn season, the marine sites from Constanta
and Odessa are included in the class C6, while from the winter interval the onshore sites
from Odessa and Novorossiysk may also present interest.

The annual electricity production (AEP) of an individual GE Energy 2.5 xl system
is taken into account in Figure 11, by considering all the reference sites (onshore and
offshore). By looking at these data, we can notice that the production range goes from
0.159 to 6.84 GWh, with better performances being expected in the western sector. From
the marine sites located in the west (Odessa, Constanta, and Silistar), we may expect a
production in the range 6–6.84 GWh, that gradually decreases to 4.5 GWh for the shoreline
sites and further to 2.3 GWh for the onshore ones. In the case of the eastern sector, only the
marine site from Novorossiysk can exceed a production of 5 GWh, while for the onshore
sites in this area (east and south) the production does not exceed 1 GWh.
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Figure 9. Wind energy classification involving eight parameters (Wann, EWSO, RLO, CV, Mv, EWS,
WD, DC) corresponding to the total time distribution (2002–2021). These results consider the U100
parameter and are based on the methodology proposed in Costoya et al. [17].

Figure 10. Seasonal values of the wind energy classification index associated with the 20-year time
interval January 2002–December 2021, where: (a) spring; (b) summer; (c) autumn; (d) winter. These re-
sults are using the U100 parameter and are based on the methodology proposed in Costoya, et al. [17].
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Figure 11. Annual Electricity Production (in GWh) related to the wind turbine GE Energy 2.5 xl.

Figure 12 presents the spatial distribution of the capacity factor reported for this wind
turbine. Better performances are expected in the offshore areas, where a maximum value of
31.2% is expected near Constanta and Odessa, while a maximum of 30% may be reached by
the marine sites from the central part of the Black Sea. Close to the shoreline, the capacity
is relatively close to 25% (western sector) or 20% (northern sector), and does not exceed 5%
in the case of the eastern and southern sites. For the onshore sites located on the western
sector, a capacity factor in the range 10–15% is expected.

Figure 12. Capacity factor (in %) associated with the wind turbine GE Energy 2.5 xl. The numbers
from the square brackets indicate the minimum and maximum values related to this map.
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In Figure 13, the performances of the 20 MW wind turbine are presented, considering
this time only the marine sites. For the AEP indicator (Figure 13a), the values go in the range
34.6–84.6 GWh, indicating the sites from Constanta and Odessa as the most promising.
The performances of this turbine gradually decrease from west to east, in the conditions
where the sites from the central parts can reach maximum values of 75 GWh, and drops to
60 GWh in the case of the Samsun site and finally reaches 36.6 GWh near Batumi.

Figure 13. Performances of a theoretical wind turbine defined by a rated capacity of 20 MW, where:
(a) annual electricity production; (b) capacity factor. These results are processed for a hub height
of 160.2 m, according to the details mentioned in Ashuri, et al. [27]. The numbers from the square
brackets indicate the minimum and maximum values related to each map.

As for the capacity factor (Figure 13b) this turbine is defined by higher values com-
pared to the previous turbine (GE model), the main reasons being related to the lower
values of the cut-in and rated wind speed characteristics. Values in the range 45–48.3% are
expected for the Constanta and Odessa sites, while on the second place we find the interval
40–45% that defines the central part of the Black Sea. The sites from the southeast represent
a particular category that does not exceed the percentage of 35% and can reach a minimum
of 20.9% in the case of Batumi.

4. Discussions

The reanalysis dataset represents an important source of information, especially for
an enclosed basin such as the Black Sea, where the in situ measurements are limited and
in some cases outdated. As a consequence, several research papers focused on the wind
energy from this region were published; this is the case for Rusu [14] or Raileanu [29]
where an offshore wind farm was proposed to partially cover the energy demand of the
Constanta harbor (Romania). In Yildirir et al. [30], the wind resources from the onshore and
shoreline area were discussed by making a direct comparison between ERA5 and in situ
measurements. According to these results, it was found that for the average values, ERA5
underestimates the onshore wind conditions located below 9 m/s, while as we go near the
shoreline, a reverse pattern is noticed (close to Sulina site). A similar trend is observed for
the maximum values, where the in situ measurements present peaks in the range 7–13 m/s
for the onshore sites, while close to the shoreline this is shifted to the interval 17–25 m/s.

The results provided in this work are related to a hub height of 100 m, with this being
frequently used in various projects, such as the one from Fantanele-Cogealac, Romania [31].
As for the 20 MW wind turbine, the performance of this system was evaluated at a hub
height of 160.2 m, in the condition where only a single blade has a length of 135 m [27].
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For the offshore regions, there are numerous studies focused on the evaluation of the U100
parameter, this being the case for Fabiola et al. [32] who was focused on the Porto Santo
Island or Archer and Jacobson [33] who provided an analysis on a global scale. Some other
studies are dedicated to climatological data, one of which being by Li et al. [34] where some
offshore sites from the Yellow Sea were evaluated.

In this work, several reference points were considered for evaluation, among them
being mentioned some located at 100 km from the coast. A distance such as this cannot
be considered to be exaggerated taking into account that at this moment there are several
projects working in similar regions (EnBW Albatros, Germany), with plans to implement
projects at 200 km from the shoreline [35]. This may represent good news for the countries
located in this region, taking into account that the coastal areas area already used for some
other maritime activities are possible for development of wind projects in the nearshore and
offshore areas. For example, the exclusive economic zone (EEZ) of Romania is estimated at
22,486 km2, while for Bulgaria this goes up to 29,052 km2 [36]. By looking at some other
offshore projects, we can notice that the Lincs offshore wind farm has a total capacity of
250 MW and an overall area of 35 km2, while the London Array project is defined by a
capacity of 630 MW developed over 100 km2 [37]. Comparing these values to the size of
the Romania EEZ, the area covered will be less than 0.5%, being possible to find a suitable
site that will not be affected by other maritime restrictions.

From the analysis of the ERA5 wind data (U100), we can clearly say that the offshore
wind resources from the Black Sea are significantly higher than the ones from onshore
areas, this being the first time when a study was focused on this issue. In general, the sites
from the west and north present more important wind resources that can go to average
wind speeds up to 8.75 m/s during the wintertime. The sites from the southern sector
(Turkey) can be linked to the second place, easily exceeding the ones from the southeast
(Georgia) that are associated with lower wind resources. Nevertheless, the chances that
the Turkish authorities will consider developing a wind project in the Black Sea are quite
low, taking into account that the wind resources from the Mediterranean Sea are more
consistent [38,39].

The VmaxE indicator can be used to identify a range of wind turbines suitable for a
particular site. In Wen et al. [40], several offshore wind turbines were considered, and
based on the power curves of these systems, the first option for the Black Sea area will be
the AMSC wt10000dd (7 MW) and Sea Titan (10 MW) generators. At these, we can add
that they are defined by a rated wind speed of 12 m/s that have a capacity production in
the range 2–7 MW. More than this, the new generation of marine wind turbines are defined
by relatively lower rated speeds, which are located in the interval 10.6–11.4 m/s [24,27,41].
During the wintertime, this indicator can reach a value of 12.8 m/s in the case of the
offshore sites, but it will not exceed 10.5 m/s if we discuss about onshore areas.

The aim of this work is not to make a direct comparison between the two wind
generators (2.5 MW and 20 MW) since they are designed for different projects, this being
the reason why in Figure 13 only the offshore sites were considered. On the other hand, the
aim of this work is to make a direct comparison between the land and marine areas from the
Black Sea region, and for this reason a 2.5 MW generator may represent a suitable solution,
since we can find similar generators in the onshore projects (e.g., Cogealac, Romania) or in
offshore ones (old technology). As for the marine areas, in the near future we can notice
the occurrence of a new generation of wind turbines that may easily exceed 20 MW in
terms of rated power, making them a suitable candidate for the Black Sea environment
or for a repowering project. At this point, it can be also mentioned that in the work of
Girleanu et al. [42], a total of 12 models of wind turbines, ranging from 2 to 10 MW, were
evaluated for the Romanian coastal area, and a similar approach can be considered for
some other regions of the Black Sea, especially in the case of the marine sites.

A particularity of the marine areas is represented by the possibility to implement
high-capacity wind turbines that on a longer term have the capacity to reduce the CO2
emissions. For example, in Onea et al. [43] such an evaluation was made for the Iberian
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coast, being estimated that a turbine rated at 9.5 MW could avoid the CO2 emissions with
values located in the range 3–15 t/MWh according to the local wind energy. By simply
scaling these results for the Black Sea, a maximum of 10.2 t/MWh can be expected from the
GE Energy 2.5 xl, while a maximum of 22.8 t/MWh is associated with the 20 MW turbine
considered in this work.

At this moment, the geopolitical situation in the Black Sea is not a stable one, with
this aspect being reflected in the cost of electricity and due to the fact that some countries
from this region (e.g., Romania) are depending on the electricity imports being forced in
some cases to reactivate some coal power plants that were closed until now [30]. From all
the countries located in the Black Sea area, the best chances to develop an offshore wind
project are related to Bulgaria and Romania that may benefit from the initiatives proposed
under the European Green Deal [44]. Russia is an important exporter of oil; therefore,
there is no interest at this moment to invest in renewable energy, while on a long-term,
Ukraine may efficiently use the existing offshore wind resources if a reconstruction plan
will be implemented.

5. Conclusions

The present work provides a general picture of the wind energy resources in the
coastal environment of the Black Sea (onshore and offshore) ERA5 wind data that cover the
20-year time interval from January 2002 to December 2021.

Besides a general analysis of the wind resources at a hub height level (100 m), some
specific analyses related to the wind energy were also performed. These include the
distribution by wind classes, a multicriteria classification of the sites, evolution of the VmaxE
indicator, and performance of a 20 MW wind turbine. Based on these results, we can
conclude that the regional offshore wind resources are significantly stronger than onshore
regardless of the coastal sector considered. Furthermore, it was also noticed that the wind
conditions gradually increase from the land to the marine areas, with the mention that
the sites located alongshore may present suitable conditions for the development of a
wind project.

Looking now at the initial research questions formulated in the Introduction, the
following answers can be provided:

(a) According to the evolution of the VmaxE indicator, the rated wind speed of a wind
turbine should be located in the range of 3.5–11.5 m/s on a general scale, with higher
values being related to an offshore wind generator. During wintertime, a generator
operating near a rated speed of 12.8 m/s may be considered efficient for most of the
marine areas (100 km from the shore);

(b) By applying a multicriteria decision, it was found that the marine site located close to
the Odessa area (Ukraine) presents wind conditions rated as outstanding (class C6),
while during autumn and winter, some other sites are included in this category, for
example, Constanta, Romania;

(c) As expected, a wind turbine rated at 20 MW (marine version) will have a higher
electricity production, compared to a 2.5 MW generator (onshore version), indicating
also better performances in terms of the capacity factor.

It has to be also highlighted that the present work has some limitations, of which we
can mention the use of the ERA5 wind dataset that is not real, observed data. On the other
hand, the ERA5 dataset is considered to be some of the best reanalysis data available at this
moment, being frequently used by scientists from various research fields. We need also to
mention that there is currently no wind project where a 20 MW generator operates, but on
a longer term, this is the philosophy promoted by the European Union that can be achieved
throughout projects such as Mobil-Grid-CoP [45].

Finally, we can conclude that the Black Sea area represents an important wind energy
source for the implementation of the European Green Deal strategy. From this perspective,
a significant contribution is expected from the EU countries (Romania and Bulgaria) that
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are defined by windy areas and shallow water regions, being possible to develop fixed and
floating wind projects.
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Abstract: The main contribution of this paper is the modeling and control for a complex autonomous
system (CAS). It is equipped with a visual sensor to operate precision positioning in a technology
executed on a laboratory mechatronics line. The technology allows the retrieval of workpieces
which do not completely pass the quality test. Another objective of this paper is the implementation
of an assisting technology for a laboratory processing/reprocessing mechatronics line (P/RML)
containing four workstations, assisted by the following components: a complex autonomous system
that consists of an autonomous robotic system (ARS), a wheeled mobile robot (WMR) PeopleBot, a
robotic manipulator (RM) Cyton 1500 with seven degrees of freedom (7 DOF), and a mobile visual
servoing system (MVS) with a Logitech camera as visual sensor used in the process of picking,
transporting and placing the workpieces. The purpose of the MVS is to increase the precision of
the RM by utilizing the look and move principle, since the initial and final positions of the CAS can
slightly deviate from their trajectory, thus increasing the possibility of errors to appear during the
process of catching and releasing the pieces. If the processed piece did not pass the quality test and
has been rendered as defective, it is retrieved from the last station of the P/RML and transported
to the first station for reprocessing. The control of the WMR is done using the trajectory-tracking
sliding-mode control (TTSMC). The RM control is based on inverse kinematics model, and the MVS
control is implemented with the image moments method.

Keywords: complex autonomous system; autonomous robotic system; wheeled mobile robot; robotic
manipulator; visual servoing system; mechatronics line

1. Introduction

The main contribution of this paper is the modeling and control of a complex au-
tonomous system (CAS) equipped with a robotic manipulator (RM) and a mobile visual
sensor (MVS) to achieve precise positioning in a processing technology on a laboratory
mechatronics line (ML). The presented technology allows the recovery of products, through
reprocessing, if they partially satisfy the quality requirements. The mechatronics line
handles the full manufacturing process of a workpiece, and it has buffering, handling,
processing (drilling, boring), sorting, and quality testing facilities. Due to the fact that this
technology allows the product retrieval operation for reprocessing, the mechatronics line
will be further referred to as P/RML.

This paper presents the integration of multiple subsystems for a laboratory mecha-
tronic line: the P/RML is served by a CAS consisting of an ARS equipped with a 7 DOF
RM Cyton 1500 and uses an eye in hand type Mobile Visual Servoing (MVS) located on the
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end-effector. Task planning, simulation, monitoring, and real-time control are some of the
tools used to fulfill the objectives of this study, like workpiece recovery for reprocessing or
the increase of the automation level o for the P/RML so that a human operator is no longer
needed after the program is started. Moreover, the CAS improves the reusability feature of
the production line [1–5].

The manufacturing line is characterized by the operations to be performed in the
workstations using the monitoring and control systems, CAS, ARS, RM, MVS which give
reparability and flexibility features for processing and reprocessing operations [4–8]. The
structure of the P/RML highlights the system’s overall functions: the automatic processing
of parts, transport, handling, storing and the automatic control of all the devices integrated
in the system using the PLCs in different configurations: centralized or distributed. The pro-
cessing/reprocessing tasks are the P/RML actions (drilling, reaming, extrusion, bending),
operations which are executed in serial or parallel for manufacturing the workpiece until
the final product meets the quality requirements. For this, the processing/reprocessing
planning also requires complex operations to be performed such as performance measure-
ment and evaluation, kinematics control, system planning, and resources management. For
a P/RML assisted by CAS, a preparing strategy adapted to the characteristics of the system
is more effective than the techniques used from domain-independent methods [6–11]. If
the final workpiece does not pass the quality test, the task planner will provide the optimal
sequence to reprocess the product.

Visual servoing systems are robust systems that enhance the accuracy and adaptability
of the control architecture based on optical feedback [12]. The purpose of a servoing system
is to close the movement control loop for a robotic arm. The robotic arm has to move from
an initial point to a destination point. The aim of a MVS is to provide information, based
on a visual sensor, regarding the actual position. Based on this information, the robot
control is able to improve the interaction with the working environment. The features
extracted from the images represent the actual position and also the input for the control
architecture. The control architectures corresponding to the servoing systems are divided
into three categories:

• Position Based Visual Servoing (PBVS) [13–15];
• Image Based Visual Servoing (IBVS) [13,16,17];
• Hybrid Visual Servoing (HVS) [4,11,16].

An important factor for a MVS is the visual features selection, which is related to
the speed, accuracy, and performance that control the movement of a RM, taking into
consideration the degrees of freedom as shown in [10,18,19].

Other elements of originality and contributions are concentrated in the following
areas: assigning, planning, and synchronization tasks of P/RML assisted by CAS, RMs,
and MVS, designing the architecture of the entire system to allow flexible manufacturing,
multifunctionality, communication, synchronization of signals from sensors, distributed
control and image processing for precise positioning eye in hand MVS and real-time control,
improving the level of automation and increasing the efficiency of the manufacturing lines
using the CAS.

The article is structured as follows:
Section 2 is dedicated to the hardware structure and the functional features of the system:

• In Section 2.1, the hardware structure of the P/RML assisted by CAS is presented;
• In Section 2.3, an eye in hand MVS technology is presented;
• In Section 2.3, modeling, and control of MVS, based on the moments of the image,

are presented;
• In Section 2.4, assumptions and task planning are presented.
• In Section 3, direct and inverse kinematics model of RM Cyton 1500 are presented;
• In Section 4, trajectory-tracking sliding-mode control of ARS PeopleBot is presented;
• In Section 5, some results regarding real-time control of P/RML assisted by CAS are

laid out;
• In Section 6, some final remarks and conclusions are presented.
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2. P/RML Assisted by the CAS Equipped with RM and MVS

2.1. The Hardware Architecture of the P/RML Assisted by CAS

The P/RML Festo MPS 200, presented in Figure 1, is a configurable laboratory mecha-
tronic system consisting of four workstations. The four workstations are controlled by
an individual Siemens S7 300 PLC that operates in different stages: buffering, handling,
processing, and sorting:

• The first station triggers the color tests and then transports the pieces to the warehouse
corresponding to the color;

• The second station is where the pieces are buffered for further processing;
• The third station performs drilling and boring operations;
• The fourth station is where the pieces are stored and organized by their colors.

 

Figure 1. Festo MPS 200 assisted by CAS (ARS PeopleBot equipped with RM Cyton 1500 and MVS).

RM Cyton is used for recovering the pieces which are then transported by the ARS
PeopleBot. The RM is equipped with a camera used for the eye in hand subsystem mounted
on the end-effector. All the elements are controlled by a computer, the camera via USB
connection, ARS PeopleBot, and RM Cyton by Wi-Fi with the help of an Advanced Robotic
Interface for Applications (ARIA) package [20–23]. The combined subsystems are presented
in Figure 2.

2.2. Eye in Hand MVS

An eye in hand MVS type refers to a system where the visual sensor is placed on the
last joint of the RM and the camera movements also affect RM movements. Another type
of MVS commonly used is eye to hand, where, contrary to eye in hand, the sensor is fixed
in a position relative to the work environment, where both the RM and the workpieces are
observed. For image-based visual servoing (IBVS), 2D image information is being used for
an estimation of the desired motion of the robot. Standard tasks such as detection, tracking
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and positioning are realized by minimizing the error between the features extracted from
the current image and the visual features of the desired image [13].

In the case of IBVS architecture, the visual sensor that extracts information about
the work environment can be either eye in hand implementation, where the movement
of the robot induces the movement of the camera, or eye to hand, where the RM and its
motions can be examined from a fixed point. A common method used in object detection,
classification, and shape identification is called the moments of the image. This method
is based on features extraction from a 2D intensity distribution of the image, together
with information about the orientation and coordinates of the gravity center. In Figure 3
is presented the complete CAS’s transport trajectory, from the last to the first P/RML
workstation, from the detection and grabbing to the placing of the workpiece.

 
Figure 2. Structure of the CAS: ARS PeopleBot; RM Cyton 1500; eye in hand MVS.
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Figure 3. P/RML assisted by CAS.

2.3. Modelling and Control of MVS Based on the Moments of the Image Method

The structure of the eye in hand MVS has the following components: a 7-DOF RM, a
visual sensor, and an image-based controller presented in Figure 4.

Figure 4. Eye in hand MVS closed-loop control.

One of the most important parts of this design implementation, is that the image-
based controller, needs information about the environment of the system to minimize error
between the current configuration of the visual features, f , and the desired configuration
f ∗. For modelling the open loop servoing system, the fixed parts components of the RM
and the visual sensor must be analyzed separately. The signal related with the input control
of the RM is υ∗c , and it represents the reference speed of the camera with the structure:

υ∗c = (υ∗, ω∗)T where υ∗ =
[
υ∗x, υ∗y , υ∗z

]T
and ω∗ =

[
ω∗

x , ω∗
y , ω∗

z

]T
are defined as the linear
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and angular speed, respectively. The signal, υ∗c is expressed in Cartesian space and must be
transformed to be applied to the RM.

The posture is defined by the υ∗c integration and is noted with s = [s1, s2, s3, s4, s5, s6]
T

defining the robot Jacobian as follows:

Jr =
[
∂si/∂qj

]
, i, j = 1, . . . , 7, (1)

where qi,j = 1, . . . , 7 represents the RM’s joints’ states. The transformation of υ∗c from
Cartesian space to robotic joint space is done with J−1

r and the interaction matrix. The
moments mij are a set of visual features with the analytic form for the time variation,

.
mij,

resultant to the moments of order (i + j), differing depending on the speed of the visual
sensor υ∗c corresponding to the following equation:

.
mij = Lmij υc, (2)

where Lmij =
[
mυx mυy mυz mωx mωy mωz

]
is the interaction matrix.

The interaction matrix associated with a set of image moments f = [xn, yn, an, τ, ξ, α]T

for n points is processed in this manner [12,13,24–26]

L f =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

−1 0 0 ane11 −an(1 + e12) yn
0 −1 0 an(1 + e21) −ane11 −xn
0 0 −1 −e31 e32 0
0 0 0 τωx τωy 0
0 0 0 ξωx ξωy 0
0 0 0 αωx αωy −1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

. (3)

The analytical form of the parameters from (3) can be found in [27].

2.4. Assumptions and Task Planning

The processing/reprocessing tasks can be simplified into a sequence of actions com-
bined in parallel with workpieces positioning and transportation along the cells of the
mechatronics line. Shown in Figure 5 is shown the task planning in the form of a block
diagram with the actions done by the CAS when a workpiece has failed the quality test.
Next, the workpiece is transported from the storage station (last cell) to the buffer station
(first cell). The red lines represent the reprocessing tasks done if the piece has been con-
sidered faulty, and the black lines represent the normal processing assignments when an
initial workpiece has been supplied.
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Figure 5. Processing/Reprocessing cycle for a piece that has failed the quality test.

Because the P/RML on its basis is a flexible industrial production line, it is designed
to easily adapt to changes in the type and quantity of the product and it has a high range of
products that it can provide. Through reprocessing, the faulty products can be retrieved
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and reworked to the necessary quality standard. Since the technology utilized by the
P/RML can be altered by aspects such as process modes, type of finished workpiece, and
operations times, some assumptions are needed for the entire system to work as intended:

Assumption 1. The manufacturing technology processes the workpieces in pipeline mode;

Assumption 2. The first station is provided with one piece at a time for processing;

Assumption 3. The initial conditions and parameters of the technology are known, such as quantity
of pieces and task duration;

Assumption 4. Only one type of piece can be processed or reprocessed with different colors since
the proposed processing operations are specific to a type of product;

Assumption 5. The number of the workstations involved in processing/reprocessing by the P/RML
is previously known and unchanged;

Assumption 6. The workstations of the P/RML have a linear distribution in the following order:
buffer, handling, processing, and storing;

Assumption 7. The processing/reprocessing tasks are executed on the same workstation and the
pieces can be processed simultaneously in different stages;

Assumption 8. A red workpiece will mean that the quality test is not passed and reprocessing
is needed;

Assumption 9. In the storage, the first level from the top is utilized for rejected workpieces;

Assumption 10. One CAS assists the P/RML, which is used for picking up, transporting, and
releasing the workpieces;

Assumption 11. One eye in hand visual sensor is mounted on the RM Cyton;

Assumption 12. To avoid conflict, priority is given to the workpiece for reprocessing;

Assumption 13. The technology includes two quality tests, which detect between a scrap workpiece
and one recoverable by reprocessing.

3. Direct and Inverse Kinematics Model of RM Cyton 1500

RM Cyton 1500 offers a robust and precise manipulation for a wide variety of appli-
cations. It has been designed to simulate the structure of a human arm; the shoulder has
three joints, the elbow has one joint, and the wrist has three joints. All the joints described
make up the 7 DOF of the RM. Angle limits of the RM are shown in Table 1.

Table 1. 7-DOF RM Cyton 1500.

Joint Lower Limit (in Angles) Upper Limit (in Angles)

Shoulder Roll −150◦ 150◦
Shoulder Pitch −105◦ 105◦
Shoulder Yaw −105◦ 105◦
Elbow Pitch −105◦ 105◦
Wrist Yaw −105◦ 105◦
Wrist Pitch −105◦ 105◦
Wrist Roll −150◦ 150◦

For testing and simulating the RM, kinematic modeling needs to be performed,
with the main objective being the study of RM’s mechanical parts, the direct and the
inverse kinematics.

The direct kinematics consist of finding the position of the end-effector in space by
knowing the movements of the joints, for example F(θ1, θ2, . . . . . . , θn) = [x, y, z, R], and
inverse kinematics consist of determining the value of every joint by knowing the position
of the end effector and its orientation, F(x, y, z, R) = [θ1, . . . . . . . . . , θn].
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A RM is composed, in general, of three joints, each defined by one or more degrees. In
the case of RM Cyton 1500, it is made of:

• One shoulder type joint, characterized by three angles;
• One elbow type joint, characterized by one angle;
• One wrist type joint, characterized by three angles.

Presented in Figure 6 is a compact diagram block of kinematic modeling [28].

 

Figure 6. Block diagram of kinematics models.

The configuration of the RM and its joints is presented in Figure 7 [29].

 

Figure 7. Angles that represent every joint, (a) Shoulder type, (b) Elbow type and (c) Wrist type.

One convention that is used for the selection of reference frames, especially in robotics
applications, is represented by the Deavit&Hartenberg (D&H) convention, illustrated in
Figure 8 [30], and parameters of the RM Cyton 1500, presented in Table 2.
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Figure 8. Denavit&Hartenberg Convention.

Table 2. RM Cyton 1500 D&H parameters.

i α a d P

1 90 0 d1 θ1
2 0 a2 0 θ2
3 90 0 d3 θ3
4 0 a4 0 θ4
5 90 0 d5 θ5
6 0 a5 0 θ6
7 −90 a6 0 θ7

To determine the direct kinematic model, a fixed coordinate system with an index of 0
for the shoulder type joints and, for the other joints, a system with an index of i, i = 1 . . . 7
have been placed. In this convention, every homogeneous transformation Ai is represented
as a product of four basic transformations, where the four variables θi, ai, di, αi are the
parameters associated with every link and joint.

Ai = Rz,θi Transz,di
Transx,ai Rx,αi , (4)

Ai =

⎡
⎢⎢⎣

cθi −sθi 0 0
sθi cθi 0 0
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦
⎡
⎢⎢⎣

1 0 0 0
0 1 0 0
0 0 1 di
0 0 0 1

⎤
⎥⎥⎦
⎡
⎢⎢⎣

1 0 0 ai
0 1 0 0
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦
⎡
⎢⎢⎣

1 0 0 0
0 cαi −sαi 0
0 sαi cαi di
0 0 0 1

⎤
⎥⎥⎦

Ai =

⎡
⎢⎢⎣

cθi −sθicαi sθisαi aicθi
sθi cθicαi −cθisαi aisθi
0 sαi cαi di
0 0 0 1

⎤
⎥⎥⎦. (5)

With the help of the D&H table the AI matrices have been determined for every DOF
of the RM:

A1 =

⎡
⎢⎢⎣

c1 0 s1 0
s1 0 −c1 0
0 1 0 d1
0 0 0 1

⎤
⎥⎥⎦, A2 =

⎡
⎢⎢⎣

c2 −s2 0 α2c2
s2 c2 0 α2s2
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦,

A3 =

⎡
⎢⎢⎣

c3 0 s3 0
s3 0 −c3 0
0 1 0 d3
0 0 0 1

⎤
⎥⎥⎦, A4 =

⎡
⎢⎢⎣

c4 −s4 0 α4c4
s4 c4 0 α4s4
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦, A5 =

⎡
⎢⎢⎣

c5 0 s5 0
s5 0 −c5 0
0 1 0 d5
0 0 0 1

⎤
⎥⎥⎦,

A6 =

⎡
⎢⎢⎣

c6 −s6 0 α6c6
s6 c6 0 α6s6
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦, A7 =

⎡
⎢⎢⎣

c7 0 s7 α7c7
s7 0 −c7 α7c7
0 1 0 0
0 0 0 1

⎤
⎥⎥⎦.

(6)
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The direct kinematics model of the RM Cyton is determined by the decomposition of
the seven matrices:

T0
1 = A1, (7)

T0
7 = A1 A2 A3 A4 A5 A6 A7 =

⎡
⎢⎢⎣

sx nx ax dx
sy ny ay dy
sz nz az dz
0 0 0 1

⎤
⎥⎥⎦ (8)

Figure 9 illustrates an image representing all the joints and angles composing RM
Cyton. The kinematic model obtained is utilized in the control structure of RM Cyton:

 

Figure 9. Joints and angles of 7-DOF RM Cyton 1500.

143



Inventions 2022, 7, 47

4. Trajectory Tracking Sliding-Mode Control of ARS PeopleBot

The ARS PeopleBot is controlled to follow a desired trajectory based on continuous
time sliding-mode control. In TTSMC, the real ARS follows the trajectory of a virtual one,
with the desired trajectory generated by the virtual ARS denoted with

qd(t) =
[
xd yd θd

]T . (9)

The kinematic model of the virtual ARS becomes⎧⎪⎨
⎪⎩

.
x = vd cos θd.
y = vd sin θd.

θ = ωd

, (10)

where xd and yd represent the cartesian coordinates of the geometric center, vd represents the
linear speed, θd represents the orientation, and ωd represents the angular speed. When the
ARS follows the desired trajectory, on X and Y axis appear tracking and orientation errors:

⎡
⎣xe

ye
θe

⎤
⎦ =

⎡
⎣ cos θd sin θd 0
− sin θd cos θd 0

0 0 1

⎤
⎦
⎡
⎣xr − xd

yr − yd
θr − θd

⎤
⎦. (11)

The error dynamics are given by the following equations⎧⎪⎨
⎪⎩

.
xe = −vd + vr cos θe + ωdye.

ye = vrsinθe − ωdxe.
θe = ωr − ωd

. (12)

Since the ARS orientation is not perpendicular on the desired trajectory, it is assumed
that |θe| < π/2. Given the errors’ positions (11) and the derivatives (12), the sliding
surfaces are {

s1 =
.
xe + k1xe

s2 =
.
ye + k2ye + k0sgn(ye)θe

. (13)

Presented in Figure 10 are the real and virtual ARS with absolute coordinates and
orientation following a desired trajectory:

Figure 10. Real ARS, Virtual ARS, Desired trajectory.

The parameters k1, k2, k3 are positive and constant. If s1 converges to zero, then xe
becomes 0 too, and if s2 tends to 0, then

.
y = −k2ye + k0sgn(ye)θe. The surface derivatives{ .

s1 =
..
xe + k1

.
xe,

.
s2 =

..
ye + k2

.
ye + k0sgn(ye)

.
θe

, (14)
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are written in a compact form:

.
s = −Qsgn(s)− Ps, (15)

where

Q =

[
Q1 0
0 Q2

]
, P =

[
P1 0
0 P2

]
, Q ≥ 0, P ≥ 0, (16)

s =
[
s1 s2

]T , sgn(s) =
[
sgn(s1) sgn(s2)

]T . (17)

Thus, from (11)–(14), the TTSMC law becomes as follows:

.
vc =

−Q1sign(s1)− P1s1 − k1
.
xe − .

ωdye − .
ωd

.
ye + vr

.
θe +

.
vd

cos θe
, (18)

ωc =
−Q2sign(s2)− P2s2 − k2

.
ye −

.
vr sin θe +

.
ωdxe + ωd

.
xe + ωd

vrcosθe + k0sgn(ye)
(19)

5. Real-Time Control of P/RML Assisted by CAS

The assisting technology for P/RML consists of one dynamic robotic system, CAS,
used in picking, placing, and transporting the workpieces.

The process is based on 3 main control loops:

• Control loop for the P/RML with Siemens PLCs, programmed in Simatic Step 7;
• Control loop for the ARS PeopleBot based on TTSMC used in workpiece transportation;
• Control loop for the RM Cyton with eye in hand MVS for precise positioning for both

picking and placing workpieces.

Presented in Figure 11 are the control loops connected to a single computer that runs
the applications which control the P/RML, CAS and its mechanisms with the help of
Simatic Step 7, Microsoft Visual Studio, the C programming language, Aria packages,
and MATLAB.

Figure 11. Communication block set of the P/RML, CAS and computer.

Displayed in Figure 12 are a few pictures from real-time with the process of scanning
the object, and, if it is detected, it is picked up by the gripper of the RM and transported
with the CAS to the first workstation. The process with the main steps done in detecting
the objects is presented in Figure 13. In Figure 13a is the conversion from the RGB (Red
Green Blue) color model to the HSV (Hue Saturation Value) color model, as it is more
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robust to changes in light, since, during the experiments, there have been major effects
with the type of light used, natural sunlight or laboratory light. Presented in Figure 13b
is the detected object if the colors between the HSV limits have been met and the shape
(in this case, a circle) has been found using the Ramer–Douglas–Peucker algorithm and
Canny Edge detection, which are implemented by using the OpenCV libraries. Finally, in
Figure 13c, the object is tracked if the conditions of both the color and shape have been
met; the centroid is tracked by using the image moments method for its versatility and
efficiency, as deviations appear only in a 2D space, the distance on the Z axis is constant,
and the rotations of the object do not exist, since the workpiece always comes to the same
place, only the CAS does not have a stable position and a MVS is needed [31].

 

Figure 12. Real-time control of the CAS for picking up workpieces with the following order: (a) home
position, (b) scanning position (c) picking up object (d) home position with the workpiece picked up
in the gripper.

Figure 13. Object Detection of the workpiece with the following steps: (a) Conversion from RGB
to HSV (b) image segmentation after the color has been found between the HSV limits and the
shape corresponding to object has been found (c) object color and shape has been found and is
being tracked.
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Likewise, presented in Figure 14 are pictures with a similar process to the previous
figure, this time for placing the workpieces rather than pick them up. The biggest differ-
ence between Figures 13 and 15 consists of the fact that, in Figure 13, the object itself is
detected while, in Figure 15, a reference point specific to the first workstation is detected,
and the object is placed. Also, while in the first case the shape detected is a circle, in
the second one the shape detected is a rectangle.

Figure 14. Real time control of the CAS for placing the workpieces with the following order:
(a) parking position (b) scanning position (c) placing the object (d) RM returning to the home position
with the object placed on the workstation.

 

Figure 15. Object Detection of the reference point with the following steps: (a) Conversion from RGB
to HSV (b) image segmentation after the color has been found between the HSV limits and the shape
corresponding to reference has been found (c) reference object color and shape has been found and is
being tracked.

In Figure 16a, the complete 3D picking up trajectory is presented: the movement from
the home position to the scanning, then above the object, picking it, and back to the home
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position, so that the CAS can transport it to the first workstation for reprocessing if it fails
the quality test. Presented in Figure 16b is the 3D trajectory for placing the object.

 
(a) (b) 

Figure 16. 3D Trajectories of the RM for (a) picking and (b) placing the workpiece.

Although the MVS starting and ending point are present in Figure 16a,b, they are hard
to visualize, which is why Figure 17 is needed, in the case of picking the object, having
the X and Z axis in Figure 17a and the Y on Figure 17b. The entire MVS process takes ~7 s
and it is most apparent in the case of the Y axis, where there is a deviation that goes up to
10 mm from the desired position.

Figure 17. Trajectories evolution over time for (a) X and Z axis and (b) Y axis for picking the workpiece.

The time for placing the workpiece, based on MVS control, is about four s due to the
fact that difference between the desired and actual features is much smaller than picking
up. The X and Z trajectories over time are displayed in Figure 18a. In Figure 18b, only the
Y axis trajectory is shown, since the distance is much smaller than the X and Y axis.
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Figure 18. Trajectories evolution over time for (a) X and Z axis and (b) Y axis in the case of picking
the workpiece.

The PeopleBot trajectory has some deviations on the X and Y axis that can be observed
in Figure 19a. Along the X axis, the error is near zero, while on the Y axis the final error is
about 4 mm, as shown in Figure 19b.

 

(a) (b) 

Figure 19. (a) Real and desired trajectories of the ARS PeopleBot and (b) evolution of the errors
in time.

The velocity profile of the ARS PeopleBot along the forward trajectory, during trans-
portation of the workpiece, is presented in the Figure 20a, with a maximum of 0.12 m/s.
The state transition of the workpiece is shown in Figure 20b. While the RM is active for
picking and placing the workpiece, the CAS has zero velocity.
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(a) (b) 

Figure 20. (a) ARS PeopleBot velocity evolution over time; (b) state transition of the workpiece.

In Figure 21, the X and Y trajectory are displayed, so that the differences between the
desired and real trajectories can be identified more easily.

Figure 21. ARS PeopleBot trajectory: (a) X axis; (b) Y axis Trajectories.

6. Conclusions

The presented research is still in the experimental phase, the final step being a fully
automated processing technology, allowing the recovery by reprocessing of a given volume
of pieces. By using SIMATIC STEP 7, Visual C ++ platforms and MATLAB, real-time control
structures have been implemented, allowing automatic processing/reprocessing, assisted
by the CAS, ARS equipped with RM, and MVS. Compared to [4], where two autonomous
robotic systems and two type visual servoing systems (eye to hand and eye in hand) have
been used, in this paper only one CAS, with one type of MVS (eye in hand), assists P/RML.
As a result, the reliability, flexibility, and robustness of the technology have been increased
due to the uncertainties that might come from the sensors fails, environment conditions,
disturbances in data transfer and communications. Although this is a technology that has
been used at the level of a laboratory, it can be extended further to real industry, where
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high accuracy and positioning are needed. In the future, this technology is expected to be
improved to be able to satisfy the standards of the Industry 4.0. Through this perspective,
the presented manufacturing technology has a dual purpose, one educational and the
other to be as close as possible to the real industrial world. The educational goal aims to
familiarize the system designer with everything that defines: Industry 4.0, concepts, design,
Cloud and IoT communication, real-time monitoring and control. Therefore, we try to
improve the presented technology by the integration of the state of the art in the field of
Industry 4.0, including smart manufacturing, SCADA systems, tasks communication and
synchronization, sensors data fusion, and high precision actuators.
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Abstract: This paper aims to describe modeling and control in what concerns advanced manufac-
turing technology running on a flexible assembly, disassembly and repair on a mechatronic line
(A/D/RML) assisted by an Autonomous Robotic System (ARS), two robotic manipulators (RM) and
visual servoing system (VSS). The A/D/RML consists of a six workstations (WS) mechatronics line
(ML) connected to a flexible cell (FC) equipped with a 6-DOF ABB industrial robotic manipulator
(IRM) and an ARS used for manipulation and transport. A hybrid communication and control based
on programmable logic controller (PLC) architecture is used, which consists of two interconnected
systems that feature both distributed and centralized topology, with specific tasks for all the manufac-
turing stages. Profinet communication link is used to interconnect and control FC and A/D/RML.
The paper also discusses how to synchronize data between different field equipment used in the
industry and the control systems. Synchronization signals between the master PLC and ARS is
performed by means of Modbus TCP protocol and OPC UA. The structure of the ARS consists of a
wheeled mobile robot (WMR) with two driving wheels and one free wheel (2DW/1FW) equipped
with a 7-DOF RM. Trajectory tracking sliding-mode control (TTSMC) is used to control WMR. The
end effector of the ARS RM is equipped with a mobile eye-in-hand VSS technology for the precise
positioning of RM to pick and place the workparts in the desired location. Technology operates
synchronously with signals from sensors and from the VSS HD camera. If the workpiece does not
pass the quality test, the process handles it by transporting back from the end storage unit to the
flexible cell where it will be considered for reprocessing, repair or disassembling with the recovery
of the dismantled parts. The recovered or replaced components are taken over by the ARS from
disassembling location and transported back to the dedicated storage warehouses to be reused in the
further assembly processes.

Keywords: programmable logic controller; modbus TCP; open platform communications; visual
servoing system; wheeled mobile robot; industrial robotic manipulator

1. Introduction

The continuous development of software and automation in industrial environments
brings new concepts for communication, design and control for manufacturing technology.
There is a growing need for high-speed robotic assembly and transport of small parts,
which often means higher throughput and greater precision than can be achieved using
human labor [1].
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This study focused on the implementation, simulation and system design of the hybrid
communication and control for the advanced flexible manufacturing technology presented
on a laboratory system that integrates several subsystems and different field equipment
and autonomous robotic systems (ARSs) [2]. A fully automated assembly line assisted by
mobile robots is still in its early stages and is not yet widely used. ARSs are extremely
flexible because once the facility map is built, they can travel from one destination to the
next, autonomously avoiding obstacles along the way, unlike conveyor systems that have
limited flexibility, and are quite expensive and time-consuming to reconfigure [3].

The objective of this research is to introduce a new perspective upon the framework of
manufacturing technology design where implementation and setup was based more on
engineering experience and less on simulations, investigation and validation methods to
increase efficiency and to evaluate the performance of the manufacturing lines assisted by
ARS [4].

The main elements of originality and contributions are concentrated in the following
areas: task scheduling and assigning; planning and synchronization of A/D/RML assisted
by ARS, RMs and VSS; Petri Nets modeling; hardware architecture design of the entire
system to allow flexible manufacturing, communication concepts, supervisory control and
data acquisition (SCADA) [5]; implementation and network topology, synchronization of
signals from sensors and between subsystems, distributed control and image processing
for precise positioning; VSS and real-time control for implementation of a fully automated
manufacturing technology; improving the automation level; security; and increasing the
efficiency by using the ARS IRM with VSS technology [6,7]. The presented flexible manu-
facturing concept allows the assembly of two different products and complete disassembly
or repair of the products depending on the quality test. Disassembled components from
the rejected products are recovered by ARS and placed back in the designated storage
compartments. The recovery process implementation allows the reuse of the products
subcomponents through reprocessing, technology that works automatically, completely
independent without the operator intervention, increasing efficiency, productivity and
safety [8].

The presented technology for flexible assembly, disassembly and repair with com-
ponents recovery, consists of an assembly/disassembly mechatronics line (A/D/ML), a
flexible cell (FC), which is an assembly/disassembly station with an integrated 6-DOF
industrial robotic manipulator (IRM), and an ARS which is a WMR equipped with a 7-DOF
RM and an eye-in-hand visual servoing system (VSS) [1,2]. Along with the communication
concept and real-time implementation, several aspects will be discussed regarding the
design of the flexible manufacturing technology, such as: task planning, hybrid modeling,
simulation, sensors and actuators, interoperability between field level devices, synchroniza-
tion, data acquisition, remote monitoring and control [9].

An assembly/disassembly and repair flexible manufacturing line (A/D/R/ML), con-
sists of the following subsystems: IRMs, WMRs, workstations and manufacturing cells,
component storage units, transporting system (conveyor belts) and monitoring, control and
data acquisition systems, able to perform specific tasks for manufacturing technology such
as product assembly, quality check and repair or disassembly operations with components
recovery, including a reconfigurable manner that confers reversibility, repeatability, and
last but not least, flexibility [3]. The main idea of flexibility added to a manufacturing
line, a FML (Flexible Manufacturing Line), means a technology capable to automatically
manufacture different products, in small or medium batches, without adding hardware
changes or the complete redesign of the system.

The automatic control of all system components and automatic supervision, controls
and diagnosis is performed with the help of two PLCs in a hybrid hardware architecture for
controlling all the subsystems of the complete A/D/RML and managing the process and op-
eration facilities, thereby coordinating control tasks as well as synchronizing the operations
of the ARS with process timings [10]. On top of that, for controlling assembly/disassembly
and repair for the flexible manufacturing line, the algorithm architecture is agent-based
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control, in which the PLC from the FC station acts as a main control unit, or “master
PLC“, for centrally managing both subsystems of the complete A/D/RML by means of
synchronization and confirmation signals [11]. Therefore, master PLC synchronizes with
subsystems PLCs to automate their respective areas and for operating and controlling
locally their components, after confirmation from the main control unit is applied.

The presented hardware structure includes two Human-Machine Interfaces (HMI) as
operator control panels for both major subsystems (A/D/ML and FC) and a SCADA appli-
cation running on the Remote PC as the main visualization, control and data acquisition
system. The information to perform the flexible manufacturing process tasks is obtained
from the system using IO Field Devices such as sensors, cameras, measuring devices and
transducers and is processed by the PLCs and interfaced via a communication link with
Remote PC or SCADA [5].

Industrial development has been evolving rapidly, bringing new smart technologies
to automation systems and becoming more dynamic and adaptable production systems.
Visual servoing is a commonly used technology in combination with RM and works by
processing and implementing the results obtained from several research fields such as
real-time image analysis and processing, robotics, control theory and systems and real-time
application design. Therefore, a visual sensor—an HD camera—is connected on the end
effector, “the eye” of the RM, which allows the visual inspection and investigation of the
working environment without contact with its elements. VSS behavior is mainly influenced
by the type of visual features used to generate control law [12]. There are several VSS
control architectures corresponding to the servoing systems; in this approach, the Hybrid
Visual Servoing (HVS) architecture is used for driving the mobile VSS mounted on the ARS
robot manipulator [13,14].

The rest of the paper is organized as follows: the proposed hardware technology
of the A/D/RML assisted by ARS is presented in Section 2.1 describing FC, ARS and
eye-in-hand VSS control architectures; in Section 2.2, Petri Nets modeling is presented
and also task planning and scheduling for each of the flexible manufacturing operation;
in Section 2.3, the communication concept of the A/D/RML assisted by ARS is described;
real-time control results for assembly, disassembly and repair operations are shown in
Section 3; Section 4 provides a vision of the experimental laboratory level A/D/RML
assisted by ARS, discusses the real-time control results and highlights the laboratory tests
limitations of the study and Section 5 is reserved for final conclusions of the approach
from this research paper, draws the main research findings and gives an insight to future
directions for research/recommendations.

2. Materials and Methods

2.1. A/D/RML Assisted by ARS Technology
2.1.1. Hardware Structure of A/D/RML

An experimental A/D/RML assisted by ARS is developed at the laboratory level that
works in real-time, for testing purposes and for the implementation of different methods
and techniques for analyzing, optimizing and manufacturing line balancing, to study the
actual technology and improve efficiency, reliability and precision. Figure 1 shows the
basic design concept of the A/D/RML, consisting of 3 major subsystems, which operate,
communicate and synchronize together by means of PLCs and SCADA and act as a single
flexible manufacturing line that performs several tasks such as assembly, the disassembly
of 2 different products with reprocessing, repair and components recovery functionality.

The main A/D/RML hardware components are:

• Flexible Cell—separate station with ABB RM IRB120 6-DOF and components storage
units used for assembly, disassembly and repair of the workpieces, with handling,
processing and transport capability;

• A/DML mechatronics line-based on laboratory mechatronic system Hera&Horstmann,
used for the assembly and transport of the workpieces with checking and storage facilities;
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• ARS—WMR PeopleBot equipped with an RM Cyton 7-DOF used for recovery, trans-
port and return operations for the dismantled components.

 

Figure 1. Structure of A/DML Hera&Horstmann and Flexible Cell ABB served by ARS.

The A/D/RML, as described above, is characterized by a modular structure. The
hardware structure consists of 2 Siemens PLC controlled subsystems/modules with specific
tasks for all the manufacturing operations. FC is a RM pick-and-place station, Siemens
S7-1200 PLC controlled assembly/disassembly station, positioned next to mechatronics
line, which handles the supply of workparts, assembly and transport for workpiece prod-
uct type 1 (WP1) on the manufacturing line, acting as a feeding unit and handles the
disassembly and repair operation for workpiece product type 2(WP2) upon request. The
Hera&Horstmann mechatronics laboratory line is a Siemens S7-300 PLC controlled subsys-
tem that has a predefined role as a logistics unit that assemblies individual workparts into
workpiece product type 2(WP2), transports between workstations and stores the assembled
workpieces on the final storage place—Storage Rack Tower.

The PLC-based hardware and software design architecture, as seen in Figure 2, is a
hybrid structure that features both distributed and centralized topology:

• Distributed structure, by means of separate, individual PLC control for both FC and
mechatronics line, to automate their respective areas with visualization and operation
facilities;

• Centralized architecture, where the FC station PLC, besides the local control role, acts
as “master PLC“ for centrally managing both subsystems of the complete A/D/RML,
having process and operation facilities, thereby coordinating, controlling and synchro-
nizing the operations tasks with the ARS.

Each PLC hosts several routines for automatic control but the manual, initial task for
choosing and starting the manufacturing process operation is made remotely from SCADA
or locally from HMIs. The assembly/disassembly and processing/reprocessing routines
are managed strictly through Siemens S7-1200 PLC from the FC, which acts as a Central
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System that handles visualization and manages the overall operation of the complete
A/D/RML [15].

Figure 2. A/D/RML PLC Network hardware structure.

In the mechatronics line, Siemens S7-300 PLC communicates with the I/O field via
Profibus (magenta line Figure 2). The Profibus link is used for communicating and the
control of the transporting conveyor belts drives, workpiece positioning and PLC to PLC
synchronization methods as well as for handshake and signal exchange interface with the
FC by means of a Profibus adapter. An additional HMI (Siemens TP 177) is connected
for process visualization purposes only. FC communication is based on the industrial
Ethernet network Profinet technology (green line Figure 2) for communicating with the
main HMI (Siemens KTP 700), ABB IRB120 Robot controller and Intelligent Siemens
Servomotor Drives Sinamics V90 with accurate positioning control functionality. The
compatibility between the FC and mechatronics line, by means of communication, is
performed as mentioned before, via a Profibus adapter to bridge/interconnect the 2 different
communication technologies: Profinet (protocol based on the Industrial Ethernet) and
Profibus (protocol based on serial communication).

For disassembly or repairing tasks, pick-and-place and transport actions are performed
by the ARS with the help of the Cyton RM, which is equipped. First, the FC station with
the ABB robot dismantles or repairs the workpiece by replacing the bad components and
sliding them on a specific tray. Then, the ARS system will grab the recovered workparts for
transporting and place them into the designated storage ML locations. Several synchro-
nization signals will be needed between the master PLC and ARS by means of the Modbus
TCP protocol, a standard communications protocol widely used in industrial automation.
These signals will be sent when the FC station has ended the repair/disassembly action
and the dismantled component (workpart) is released and ready for recovery by the ARS.
Synchronization acknowledgment signals will be returned when ARS is busy handling a
task such as reprocessing/transport or when placing operation job is completed and ARS
becomes available again.

For the developed technology, at the PLC level, several algorithms have been devel-
oped by using Siemens programming packages such as TIA Portal, Step7 Manager, as
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well as WinCC Flexible for the HMIs. SCADA is developed on the Remote PC and also in
TIA Portal. In both PLCs, modular programming is used; functions or function blocks are
created as an entity, providing a particular functionality or controlling a particular type
of device in the system (ABB Robot, conveyors motors, storage, electrical and pneumatic
actuators). During each scan, the PLC reads all local and remote inputs, executes every
function in a predefined order (using IRQ) and updates all outputs at the end of each
scan. PLC programs and algorithms are mainly programmed with Structured Text (ST)
or Structured Control Language (SCL) which, according Siemens, corresponds to the IEC
1131-3 language “ST”. SCL opens up several new constructs that are unavailable while
programming in conventional ladder logic, including the FOR and WHILE loops as well
as the CASE statement. These are particularly useful when dealing with large amounts of
data in an array form. Using SCL also increases the readability of any sort of arithmetic
calculation. The instances of Function Blocks are executed in the cyclical order in every PLC
scan (10–12 msec time range). An additional part of the PLC program is the Modbus TCP
link between master PLC from the FC station (S7-1200 PLC) and ARS. For that a Modbus
TCP Server is configured and programmed, as shown in Section 2.3.3, in the Main Routine
of the Siemens master PLC at the beginning of the scan, prior to the program execution,
to establish and maintain a stable connection and a quick data exchange/synchronization
signals with the ARS.

As shown in Figure 2, a separate Profibus communication link is used to interface
data between both PLCs. This data must be sent and received between the master PLC and
Siemens S7-300 PLC via the Profibus communication adapter.

2.1.2. Flexible Cell with ABB RM

Flexible Cell (Figure 3) is an Integrated ABB iRB120-Robot Training Station that consists
of the following major components:

• RM ABB IRB120 6-DOF, with electric gripper;
• PLC Siemens S7-1200 series, CPU 1214C;
• HMI Siemens KTP700, Color Basic PN;
• Switch Siemens, SCALANCE XB005;
• Conveyor Belt, Sinamics V90 Servo Drive;
• Compact stack storage units for each workpiece component (*S1 to *S4);
• Unloading trays for workpiece component disassembly (*WH1 to *WH5).

The communication link is made with Profinet, protocol standardized in IEC 61158
and IEC 61784, which uses traditional Ethernet hardware and software to define a network
that structures the task of exchanging data with PLC and all the above-mentioned devices.
For the FC hardware structure, the following profiles are applicable:

• Profinet-IO, interconnecting the PROFINET device with any other fieldbus or indus-
trial Ethernet network. Uses cyclic data transfer to exchange data between PLC over
Ethernet with HMI, PLC CPU and ABB Robot Controller;

• PROFI drive, implemented for drives application scenarios, used in FC station to
control the conveyor belt with Sinamics V90 Servo Drive.

ABB Robot Controller has the hardware capability to communicate with third party
devices via Profinet protocol by means of a dedicated board AnybusCC Profinet slave
(DSQC 688) on the ABB Robot Controller DSQC1000 (main computer) (Figure 4). With
the Profinet Anybus Device option, the ABB IRM controller can act as a slave on the
Profinet network.

2.1.3. Mechatronics Line Hera&Horstmann

The laboratory mechatronics flexible line, from Hera&Horstmann (Figure 5), incor-
porates five individual workstations with different tasks; each of them handle the line
operations in different stages of the manufacturing process such as handling and transport-
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ing on conveyor belts, loading and processing workparts with pneumatic workstations,
sorting and testing products and storage in the dedicated warehouse unit.

Figure 3. Flexible Cell Station with RM ABB IRB120 6-DOF.

 

Figure 4. Profinet communication link between Siemens S7-1200 PLC and ABB Robot Controller.
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Figure 5. Hera&Horstman assembly/disassembly mechatronics line.

The five-part workpiece enables the complete manufacturing process workflow opera-
tions such as assembly, testing, sorting, storage and disassembling. The workparts/components
to be assembled into a single product are shown in Figure 6: workpart carrier (base plat-
form), body, top or cover, metal cylinder and plastic cylinder. A/D/RML is a flexible
manufacturing line by adding the capability of handling and processing batches of two
different products, referred to as workpiece type 1 (WP1) and workpiece type 2 (WP2).
WP1 is the workpiece with the triangular edges top part (Figure 6) and is assembled in the
FC by ABB IRM. WP2 is the workpiece with round edges, top part (Figure 7a–c), and is
assembled on the Hera&Horstmann ML.

The hardware structure of the ML presented on Figure 2 is based on a PLC distributed
architecture, integrating the process peripherals such as signals and function modules in
Remote I/O stations on the Profibus network, and consists of a Siemens Simatic S7-300
series PLC, processor type CP 314C-2 DP and Siemens CP 343-2 communication module
for Profibus link.

Profibus DP interface uses predefined speed up to 12 Mbit/s and connects all
5 workstations and Storage Tower Rack, referred to as Workstation 6, through Remote
IO’s (Siemens ET200S communication modules), which improves adaptability and execu-
tion performance for the flexible assembly/disassembly technology framework inside this
decentralized architecture design.

2.1.4. Hardware Structure of the ARS

A/D/RML is served by an ARS, used for the recovery and transport/return operation
of the dismantled components, which is a RM-equipped WMR. The ARS, shown in Figure 8,
is composed of the following elements:

• 7-DOF Cyton 1500 RM equipped with an eye-in-hand VSS using a high-definition
camera, both are connected to the Remote PC via Wi-Fi USB and synchronously
communicating with the A/D/RML over Wi-Fi;

• WMR PeopleBot, which is a WMR with two driving wheels and one free wheel
(2DW/1FW).
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Figure 6. Five-part workpiece components.

Figure 7. Assembled workpieces: (a) workpiece with metal cylinders; (b) workpiece with plastic
cylinders and (c) workpiece with different cylinders.

 

Figure 8. Real-time control of the ARS with RM Cyton.

The ARS is used to pick-and-place the recovered pieces with the help of Cyton 1500 RM
in the appropriate storage depots if the assembled workpiece has failed the quality test
and has been disassembled or repaired. The control of the ARS is carried out wirelessly
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using a router that is placed inside the WMR through dedicated functions from Mobile
Robots ARIA (Advanced Robotic Interface for Applications), running on the same Remote
PC where Cyton RM is connected to.

2.1.5. Eye-in-Hand VSS

In case workparts should be recuperated from the processed bad products, in disas-
sembly and repair, synchronized tasks for pick-and-place actions are executed by ARS by
grabbing the recovered dismantled components from the FC station trays. Therefore, ARS
is equipped with an RM Cyton 7-DOF (degrees of freedom) with a gripper paddle and
HD video camera on the end effector (Figure 8), connected both via Wi-Fi USB with the
Remote PC.

For the moving and manipulation of the RM Cyton 7-DOF, signals from gripper video
camera are processed, using eye-in-hand VSS technology. RM Cyton, ARS, HD camera and
workparts (in this case, cylinders to be recovered) are shown in Figure 8. The eye-in-hand
VSS is a system where the HD camera sensor is placed on the last link of the RM, also known
as the end effector [1,2,12]. For this type of VSS, real-time computer vision information
is processed with OpenCV on the Remote PC to control the motion of the robot in the
workspace [16,17]. The objects tracking and the robots positioning are achieved using the
comparison between the current visual features, extracted from the images captured by
the camera, and the desired visual features. The obtained difference is used to minimize
the error the actual configuration of the visual features, the real and the desired features
extracted by the video sensor. VSS technology can make robots “smarter” and help to
expand their fields of application. Rotational motions influence global image features,
translating movements of the end effector result in movements in the eye-in-hand image.
Therefore, image moments for the object detection algorithm are used in the Robot Vision
fields due to its simplicity and efficiency in implementation. The image moments contain
information about the target, the object to be handled, during the positioning task. Thus,
ARS localizes and identifies defined objects in advance and decides by itself how to move
the WMR on the spot and how to grip the respective part from the FC station trays.

2.2. Modeling the A/D/RML Assisted by ARS

The assembly, disassembly and repair automatic operations can be split up into a
logical sequence of basic operational tasks, as seen in the figures below, algorithms that
run parallel and synchronized with ARS transportation and positioning tasks assignments
along the A/D/RML process. The technology on A/D/RML assisted by ARS and eye-in-
hand VSS’s basic design approach depends on aspects such as operation modes, operation
lengths, distances and manufactured product types [3,5,6]. External events will be inter-
faced for synchronization between ARS and VSS. Therefore, prior to task scheduling, some
assumptions have to be made for FC, A/DML, ARS and VSS in order to control the whole
system. For each of the above-mentioned operations, a separate task scheduling strategy
has been implemented. The hybrid aspect of the model (A/D/RML assisted by ARS) is
given by the continuous aspect, variables associated with the distances covered by the
movement of the ARS [2,18,19].

2.2.1. Assembly Process Task Planning

The A/D/RML, as seen in Figure 9, due to the flexibility characteristic, can assemble
and process two different products, referred to as workpiece type 1 (WP1) and workpiece
type 2 (WP2). WP1 is the workpiece with the top part having triangular edges (Figure 6)
and is assembled in the FC station with the ABB IRM. WP2 is the workpiece with top part
having round edges (Figure 7a–c) and is assembled on the Hera&Horstmann ML.

The assembly of WP1 is made by the ABB IRM from the FC, picking and placing
components in the right order (Figure 6): Base, Body, Top and two cylinders: metal type.
Finally, WP1 moves along the Hera&Horstmann ML and is stored on the left side of the
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WS6—this product is always considered to be good, with no quality check to perform,
although HMI allows operator selection for assembly between plastic and metal cylinders.

 

Figure 9. Assembly task planning.

The WP2 product is assembled with randomly picked cylinders and is subjected to the
quality test (in mechatronics line, WS4 location, inductive proximity sensor for detecting
metal cylinder). To evaluate the quality for the WP2 product, the convention is that an
assembled product with both metal cylinders, it is considered of good quality and it is
stored on the left side of the WS6 station. The WP2 product that contains both plastic
cylinders (Figure 7b) is considered a bad product, unrepairable, and it is stored on the
right of the WS6 station. This WP2 will be disassembled for component recovery. The
WP2 product with different cylinder types (Figure 7c) is also stored on the right side of the
Storage Rack and it will be repaired by replacing the plastic cylinder with a metal one.

2.2.2. Disassembly Process Task Planning

WP2 considered as scrap (two plastic cylinders, Figure 7b) is picked by the WS6
elevator and positioned and transported by the Hera&Horstmann ML back to the FC. The
ABB IRM disassembles components in the established order: Cylinder 1 (left), Cylinder 2
(right) and Top and Body, letting them slide on the corresponding trays. The Base is
transported back to ML WS1, where the piston pushes it into the storage warehouse.
ARS takes over by grabbing each released component in order and transporting it to the
appropriate storage on the Hera&Horstmann ML. The complete process of disassembly
WP2 with recovering components is presented in Figure 10.
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Figure 10. Disassembly task planning.

2.2.3. Repair Process Task Planning

When the assembled workpiece WP2 does not pass the quality test, the process handles
it by transporting back from the storage unit (WS6 Storage Rack) to the FC where it will
be considered for reprocessing, repair or disassembling—depending on the cylinder types
(Figure 7). For repairing process (Figure 11) task scheduling consists of the following tasks:

• Process the WS6 FIFO stack of WP2 with failed quality test—bad product but recover-
able (can be repaired);

• Transporting back the workpiece from the Storage Tower Rack to the FC. WP2, having
cylinders of different materials (Figure 7c), is taken over by the WS6 elevator and
positioned on WS5. It is transported along the Hera&Horstmann ML to the FC;

• The bad cylinder is processed in FC according to the quality state. The ABB IRM disas-
sembles the plastic cylinder, letting it slide on the dedicated external tray compartment
and replaces it with a metal one;

• Disassembled component is recovered by ARS. The recovered or replaced cylinder is
picked by the ARS RM from disassembling the location tray;

• From this position, ARS handles the recovered plastic cylinder by transporting to
the appropriate storage depot from Hera&Horstmann ML to be reused in the further
assembly process.

• WP2, now having both metal cylinders, is a good quality product; it is transported
from FC along the Hera&Horstmann ML to the WS6 station left side rack.

It is important to mention the following assumption: when on A/D/RML, there is a
large volume for assembling, and at a certain moment due to the quality check stage, a bad
workpiece may be detected; the repair or disassembly process has priority, so assembly is
stopped until the bad workpiece is completely reprocessed. After that, assembly process is
restarted for that volume of workpieces from the moment of stopping.
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Figure 11. Repair task planning.

2.2.4. SHPN Model Structure and Simulation

The hybrid aspect of the model is determined by variables related to distances travelled
by the ARS. These distances are considered between places where disassembly occurs and
places where storage warehouses are located. These variables vary according to whether
speed is constant or variable, a variation based on the ARS speed between A/D/RML
locations. To develop a global assembly and/or disassembly model, we shall consider the
hybrid aspect of the assembly/disassembly/repair process served by the platform. For
modeling, we shall use Synchronized Hybrid Petri Nets (SHPN) [20], which integrates the
discrete appearance of the assembly/disassembly process with the continuous appearance
of moving of the WMR and components handling by the RM. The entire model is SHPN
type as it is interfaced with external events for synchronization in a modeling/simulation
approach useful prior to real-time control. SHPN morphology results in the integration of
two PN models, each of which has a specific typology: SPN (Synchronized PN) and SHPN
(Synchronized Hybrid PN). The simulation of the SHPN model (non-autonomous HPN
model) is used to make and check the compatibility of the discrete dynamics of the ML
with the continuous dynamics of the ARS and to be able perform together, synchronized
without conflicts. The SHPN overall structure and the SHPN representation by modeling
assembly, disassembly and repair operations for 2 different types of products (WP1 and
WP2), performed by ARS equipped with RM, is shown in Figure 12.

These models describe the following automatic operations:

• Flexible assembly and storage of 2 different product types (SPN typology);
• Repair products and recover components (SHPN typology);
• Total disassembly of damaged products (SHPN typology).

Based on the SHPN model (Figure 13), Sirphyco simulation results for continuous
and discrete places associated with displacements of ARS and FC with IRM are shown in
Figures 14 and 15. PN Transitions, task scheduling presentation and steps for disassembly
and repair operations on A/D/RML assisted by ARS are shown in Figures 16–18.
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Figure 12. Synchronization and integration of SHPN Model.

 

Figure 13. Task scheduling for disassembly operation on Hera&Horstmann ML.

 

Figure 14. Monitoring signals for assembly operation steps from PN Sirphyco simulation: (a) WP 1,
(b) WP 2.
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Figure 15. Monitoring signals in PN Sirphyco simulation: (a) disassembly WP2, (b) repair WP2.

 

Figure 16. ARS task scheduling for disassembly operation.

2.3. Communication, Synchronization and Control Architecture of Multifunctional Flexible
Manufacturing Technology
2.3.1. A/D/RML Control Architecture and Network Topology

SCADA (Supervisory Control And Data Acquisition) systems are used in industrial
settings to monitor and control field devices from a distance remotely.

The complete structure of the A/DML real-time control served by ARS is shown in
Figure 19. The presented control strategy is a hybrid structure, which consists of two inter-
connected systems, that features both distributed and centralized topology, with specific
tasks for all the manufacturing stages. Moreover, for sequence control and synchronizing of
all the routines of the manufacturing line, the control algorithm architecture is agent-based
type, managed strictly through Siemens S7-1200 PLC from the FC, which acts as a Central
System communicating with all subsystems’ PLCs to control the complete manufacturing
process by means of signal interface for sending and acknowledging commands or actions.
In this control setup, every subsystem or slave from the presented technology of A/D/RML
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assisted by ARS is considered to be an agent, which includes a separate control, managed
by a local agent software synchronized with the master PLC [11].

 

Figure 17. ARS task scheduling for repair/replace Cylinder 1.

 

Figure 18. ARS task scheduling for repair/replace Cylinder 2.
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Figure 19. Control structure of A/DML Hera&Horstmann and Flexible Cell ABB served by ARS.

Using SCADA system (Figure 20) along with both HMI’s functionality (Figure 21)
for controlling, real-time monitoring and visualizing the A/D/RML complete process, it
integrates the following major functions:

• Data acquisition, to monitor and control all IO field-sensors from the lower layer of
the automation process architecture, conveyor belt sensors, proximity sensors and
speed sensors;

• Data communication, involving monitoring the automation process and interacting
with all the devices/sensors from a single location via a communications network to
bring remotely data from A/D/RML and ARS. A communication adapter (Figure 2)
Siemens CM 1242-5 attached to S7-1200 PLC is used for connecting the newer genera-
tion Siemens master PLC from FC via the Profibus link to the mechatronics line. This
module is used to connect and integrate SIMATIC S7-1200 into an automation solution
as a Profibus DP slave. The CM 1242-5 works as a DPV1 slave in accordance with IEC
61158, handles data traffic completely autonomously and thus relieves the CPU of
communication tasks. This communication module operates at two levels, the physical
layer and data link layer, converting and regenerating the signal it receives or sends
and supports cyclic communication for the transfer of process data between Profibus
DP slaves and DP master (Mechatronics Line S7-300 PLC). Cyclic communication is
handled by the operating system of the PLC;

• Data presentation display information in human readable format in the GUI, suitable
for operator needs for easy control and fast response in case of alarms, a solution
implemented for both the mechatronics line as well for the ARS and FC (see Figure 21);

• Control the field devices remotely, pending outputs and synchronization commands
from SCADA Remote PC and transmitted via the network, improving operator and
ARS fast actions and making a quick decision.

2.3.2. ARS Control Input Design

In this approach, the mobile part of the A/D/RML, referred to as ARS with PeopleBot
WMR from Mobile Robots, will be used and has an odometric system, two driving wheels
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and one rear freewheel. Additionally, an onboard embedded microcontroller is able to read
the position information and send it, via WI–FI link, to a Remote PC according to a specific
protocol. The SCADA application from the Remote PC computes the control input and
sends it to WMR. Additionally, the Remote PC sends the data to the A/D/RML PLCs [21,22].
For controlling the ARS and WMR movements between the parking/grabbing and placing
positions, dedicated functions from the ARIA (Advanced Robotic Interface for Applications)
programming package are used and the TTSMC algorithm is implemented [23–26].

 

Figure 20. SCADA with Siemens TIA implementation for A/D/RML.

 

Figure 21. Control and visualization of A/D/RML via Siemens HMI (KTP700).

The ARS is equipped with 7-DOF Cyton 1500 RM and eye-in-hand VSS for picking up
the dismantled workpieces from the FC trays in the case of a repair/disassembly process
and transporting them to their proper storage warehouses. The control of the ARS is based
on 3 control loops:

• Control loop for the synchronization commands between Main PLC and ARS Cyton
RM using Modbus TCP signals (Figure 22). As designed, the communication link
between the Cyton RM and the Remote PC is performed wirelessly using a USB over
Ethernet adapter and a specific TCP/IP protocol;
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• Eye-in-hand VSS algorithm, for the Cyton RM, handled wirelessly by Remote PC,
for precise robot pick-and-place operations [27]. Cyton RM eye-in-hand VSS control
algorithm has been realized using the open-source OpenCV library specialized in
image processing;

• ARS WMR control algorithm, for moving the grabbed recovered workparts from the
FC and place them on the dedicated storage units on ML, is based on TTSMC [28]
with functions from Aria Mobile Robots. Communication with the FC is performed
wirelessly using TCP/IP protocol.

 

 

Figure 22. Siemens Modbus Server configuration in Main PLC.

All three control loops communicate through Remote PC, which also acts as a SCADA
server and controls the ARS, eye-in-hand VSS and Cyton 1500 RM and manages the
synchronization with the FC, ML and the coordination between them.

2.3.3. Communication and Synchronization between A/D/RML and ARS

As mentioned before, centralized architecture is used, where the Main PLC (Siemens
S7 1200) acts as the master PLC and synchronizes the operation with the ARS, which
handles the recovering process. The communication between master PLC (Flexible Cell
S7-1200 PLC) and ARS is conducted via a Modbus TCP link (Figure 22).

The Modbus protocol was developed in 1979 by Modicon, Incorporated, for industrial
automation systems, and it became an industry standard method for the transfer of discrete
and analog I/O information and register data between industrial control and monitoring
devices. Modbus TCP/IP shares the same physical and data link layers as the traditional
IEEE 802.3 Ethernet and uses the same TCP/IP suite of protocols. Therefore, it remains
fully compatible with the already installed Ethernet infrastructure of cables, connectors and
network-related devices. Unlike traditional Ethernet, which was not considered a viable
fieldbus for industrial control, Modbus itself is an a deterministic industrial application
protocol, as it defines rules for organizing and interpreting data, but remains simply a
messaging structure, independent of the underlying physical layer, and every message is
sent or received in a finite and predictable amount of time. Modbus devices communicate
using a master–slave (client–server) technique in which only one device (the master/client)
can initiate transactions (called queries). The other devices (slaves/servers) respond by
supplying the requested data to the master or by taking the action requested in the query.
A master’s query will consist of a slave address (or broadcast address), a function code
defining the requested action, any required data and an error checking field. A slave’s
response consists of fields confirming the action taken, any data to be returned and an
error checking field. Note that the query and response both include a device address, a
function code, plus applicable data and an error checking field. A Modbus map is required
to know how to interpret the data that is returned. Because TCP is a connection-oriented
protocol, a TCP connection must first be established before a message can be sent via
Modbus TCP/IP. Following the client–server principle, this connection is established by
the client (master). This connection can be handled explicitly by the client user-application
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software or automatically by the client TCP connection manager. More commonly, this
is handled automatically by the client protocol software via the TCP socket interface,
and this operation remains transparent to the application. All Modbus TCP/IP message
connections are point-to-point communication paths between two devices, which require
a source address, a destination address and a connection ID in each direction. Thus,
Modbus TCP/IP communication is restricted to unicast messages only. The well-known
port 502 has been specifically reserved for Modbus applications. A Modbus server will
listen for communication on port 502. When a Modbus client wants to send a message
to a remote Modbus server, it opens a connection with remote port 502. As soon as a
connection is established, the same connection can be used to transfer user data in either
direction between a client and server and may also establish several TCP/IP connections
simultaneously [8].

Depending on the task performed by the A/D/RML, Repair process (one cylinder
released) (Figure 11) or Disassembly process (all workparts released) (Figure 10), distinct
command signals , as shown in Figure 23, will be needed for interfacing between master
PLC S7 1200 and ARS:

• Start Job ARS: Recover Cylinder 1;
• Start Job ARS: Recover Cylinder 2;
• Start Job ARS: Recover Body Workpiece;
• Start Job ARS: Recover Top Workpiece;
• Stop Command: stop Job ARS.

 

Figure 23. Modbus message interface (Modbus Map).

In the same way, ARS must acknowledge that the received command/action from
A/D/RML is handled (Figure 24); therefore, 3 synchronization signals will be used between
ARS and master PLC S7 1200:

• ARS Ready for Command-Status;
• ARS Acknowledge Command-Status;
• ARS Job started: Busy Status.

Network topology as shown in Figures 1 and 19 is implemented in the A/D/RML
assisted by ARS. OPC UA is the communication data structure between SCADA and main
PLC, integrated into an industrial system to provide a standard way for setting a secure
and reliable data exchange between industrial devices of multiple vendors and software
systems [29], but the other main reason for using this technology for the proposed assisted
manufacturing line is that it operates and communicates with other industrial protocols.
The flexible manufacturing line also runs with a multitude of protocols such as Profibus,
Profinet, Modbus and Ethernet/IP.
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Figure 24. Handshake sequence interfacing master PLC S7 1200 and ARS.

3. Real-Time Results for A/D/RML Control Based on SHPN Model

The SHPN model is transposed via the SCADA platform from Siemens into a real-time
application, obtained by interfacing the SHPN model with synchronized signals taken from
the real process by means of PLC and sensors [28,30,31].

Following implementation, real-time results within the laboratory setup are shown in
Figures 25–28, for continuous and discrete places associated with displacements of ARS
and FC, for later comparing and validating data with the simulation framework results as
presented in Section 2.2.

 

Figure 25. Results for continuous and discrete places associated with displacements of FC with IRM
for Assembly WP1.
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Figure 26. Results for discrete places and transitions on Assembly WP2.

 

Figure 27. Results for continuous and discrete places associated with displacements of ARS and FC
with IRM for Disassembly.

The synchronization signals, used in the real-time control application, validate certain
transitions into the SHPN model [32]. These transitions are conditioned by the associated
signals for releasing recovered workparts on FC trays or on the ML storage units by the
ARS. Synchronization will lead to initializing the robot and to monitoring/controlling
assembly/disassembly/repair operations with the ARS. Discrete time and sliding-mode
control, in trajectory tracking, based on a kinematic and dynamic model, is used to control
WMR. In this way, both ARS and the A/D/RML are controlled so as to achieve a minimum
assembly and disassembly time cycle.
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Figure 28. Results for continuous and discrete places associated with displacements of ARS and FC
with IRM for Repair.

In order to grab the recovered workparts and place them on the dedicated storage
positions, the ARS PeopleBot is equipped with 7-DOF Cyton RM with a gripper paddle
and HD video camera on the end effector (Figure 8), connected both via USB with the
Remote PC. The gripper is positioned by VSS so as to grab the disassembled component
and transport and place it into the dedicated warehouse.

Figure 29 shows the desired and real trajectories of the ARS PeopleBot obtained with
the TTSMC in a closed loop control to move from the FC to the storage unit from the
mechatronics line and back to the FC in the desired time.

 

Figure 29. Full disassembly process. Desired and real trajectories of ARS PeopleBot based on TTSMC:
(a) Cylinder 1, (b) Cylinder 2, (c) Top and (d) Body.

In Figure 30 presents X and Y axis trajectories for a complete disassembly process, both
desired and the real one so that the differences between them can be easy distinguished.

Figure 31 illustrates X and Y axis tracking errors in absolute coordinates for the
disassembly process as well, where ADRML is served/assisted by ARS for robotic pick-
and-place operations for the recovered/dismantled components and transporting them
back to the storage units.
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Figure 30. Full disassembly process. Desired and real trajectories of ARS PeopleBot based on TTSMC:
(a) X axis, (b) Y axis.

Figure 31. Full disassembly process. Trajectory tracking errors in absolute coordinates.

4. Discussion

The paper proposes an extension both in hardware as well in software, which allows
the implementation of a flexible and multifunctional technology able to manufacture differ-
ent products (Figure 9) and to disassemble (Figure 10), recover components or to repair
products that do not correspond to the desired quality (Figure 11). All these functionalities
are made with high precision due to the integration of an industrial robotic manipulator
(ABB 120 IRM), an autonomous robotic system equipped with a mobile visual servoing
system and by using a multi-agent control strategy and communication structure between
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the flexible cell and the mechatronics line that allows synchronizations of the requested op-
erations. Therefore, the master PLC synchronizes with subsystems PLCs to automate their
respective areas and for operating and controlling their local IO devices, after confirmation
from the main control unit is applied (Figure 24).

Modeling of the system using hybrid Petri Nets, in which A/D/RML is a hybrid
SHPN model having the Hera&Horstmann mechatronics line with discrete states and
transitions and the ARS subsystem with continuous dynamics, is presented in the paper
and represents only an intermediate stage (Figure 12). Due to the dynamic nature of the
system, analytical methods can be used, but are limited; therefore, task scheduling and
the simulation of the model, which tackle the compatibility between the two subsystems,
is used for studying the evolution of the discrete states of A/D/RML with the physical
constraints and continuous states of the ARS.

The real-time research and implementations is followed, comparing and validating
data with the simulation framework results. SCADA environment is developed (Figure 20)
so that the entire system works autonomously, fully automated to meet the actual industry
requirements. The actual results also showed that the actual manufacturing line imple-
mentation satisfied the design target. By using the smart and autonomous technologies to
operate in a seamless and secured way, this meets also the new requested requirements
standards of Industry 4.0, increasing the degree of integration and compatibility with the
actual industry needs

The control of the robotic arm Cyton 1500, for handling and precise positioning
operations, when gripping or releasing the part, is based on the inverse kinematic model
and is robust, having the desired behavior even in presence of uncertainties and external
disturbances. Cyton 1500 manipulator is equipped with an anti-collision map tested on
the simulation stage; the robotic arm moves until the object detected is in the center, and if
the time needed to get to the object is higher than expected or a supplementary torque is
detected, for example an obstacle has been placed in the trajectory, the robotic arm returns
to the home position and notifies the user that the trajectory path following has been
unsuccessful. The implementation of multifunctional flexible manufacturing technology
in a laboratory system, to be as close as possible to the real industrial world, draws some
limitations as well; we could not gather consistent data regarding the performance of
robotic arm in the presence of noise for applying methods to overcome that. A more
sophisticated approach has not been implemented, as the deviations that appear are just on
the X or Y axis, due to the complex autonomous robot transportation errors.

5. Conclusions

The presented research is still in progress; it is a place for further improvements and
fine tunings, and the important benefit and contribution of this research is the implementa-
tion of manufacturing technology assisted by autonomous robotic systems at the laboratory
level, which works in real-time and which, if used industrially in the real world, would
increase efficiency, reliability and precision. This research aimed for a dual purpose, one
educational and another to implement, test and adapt this technology to be as close as
possible to the real industry world requirements.

The educational goal aims to familiarize the system designer with everything that
defines new industry architecture, including Industry 4.0 concepts, and to try to improve
the actual technology design with the integration of all new, state of the art aspects of
production and engineering, including smart manufacturing products and intelligent
material handling systems and technologies.

Regarding the correspondence with the real industrial world, most manufacturing
industrial technologies are served by robotic systems that have a fixed position (robotic
manipulators). Through this study, we extended the degree of automation and efficiency
of these production lines by using new technologies such as autonomous robotic systems
equipped with manipulators and visual servoing systems. The goal is to adapt this tech-
nology to meet as much as possible the actual industry needs to confirm the feasibility of
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the line and to keep up the rhythm with the technology development. Therefore, the final
purpose is to develop a fully automated multifunctional flexible manufacturing technology
without the intervention of the human operator for a predefined production volume with
the recovery of components of bad assembled products that did not pass the quality tests
and integrating new emerging technologies such as SCADA, IIOT and MQTT protocols for
Cloud interface.

Although this is a technology that has been used at the level of a laboratory, it can
be extended further to real industry, where high accuracy and positioning are needed.
Multispectral video sensors, providing new imaging capabilities without adding size or
weight, can be used in order to reduce errors in reflectance estimation for remote sensing on
production line inspection or workparts validation and quality checking to more strongly
demonstrate the reliability and to increase speed and efficiency by integrating with the
ARS of the presented manufacturing line technology, especially for recovery and accurate
positioning operations.

The implementation of robust control architectures to uncertainties will be further
considered for all systems: ARS, FC and the mechatronics line. As a result, this increases
the reliability, flexibility and robustness of the technology to the uncertainties that might
come from the sensors from the ARS and VSS.

The presented control architecture is a hybrid structure, multi agent-based control.
Unlike using this control strategy, the system can be enhanced with artificial intelligence
(AI), which is a combination of situational awareness and creative problem solving, to iden-
tify and fix potential assembly problems much faster and can diagnose and prevent further
issues by directly alerting through SCADA systems when anomalous units are identified.

Additionally, we will also focus on the time study system performance evaluation
and optimization methods of the complete production process to improve the performance
and support better product quality [33]. Efficiency requirements are one of the key factor
nowadays; therefore, optimization in what concern costs, energy and time will be one of
the further purposes of development for manufacturing lines using ARS equipped with
robot manipulators and visual servoing systems.
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Abstract: Differentiating between malignant and benign masses using machine learning in the
recognition of breast ultrasound (BUS) images is a technique with good accuracy and precision,
which helps doctors make a correct diagnosis. The method proposed in this paper integrates Hu’s
moments in the analysis of the breast tumor. The extracted features feed a k-nearest neighbor (k-NN)
classifier and a radial basis function neural network (RBFNN) to classify breast tumors into benign
and malignant. The raw images and the tumor masks provided as ground-truth images belong to
the public digital BUS images database. Certain metrics such as accuracy, sensitivity, precision, and
F1-score were used to evaluate the segmentation results and to select Hu’s moments showing the
best capacity to discriminate between malignant and benign breast tissues in BUS images. Regarding
the selection of Hu’s moments, the k-NN classifier reached 85% accuracy for moment M1 and 80%
for moment M5 whilst RBFNN reached an accuracy of 76% for M1. The proposed method might be
used to assist the clinical diagnosis of breast cancer identification by providing a good combination
between segmentation and Hu’s moments.

Keywords: malignant and benign masses; Hu’s moments; k-nearest neighbor; radial basis function
neural network; breast ultrasound images

1. Introduction

Breast cancer is one of the most common and serious diseases that poses a threat to
women’s health. According to [1], the female breast cancer (around 2.3 million new cases,
which means 11.7% of the total cancer cases in women, and 6.9% of all cancer-related deaths
in women, in 2020) and lung cancer (11.4% of the total cancer cases in women and 18%
of the cancer-related deaths in women) are the types of cancer with the highest incidence.
Breast cancer begins as an uncontrolled multiplication of breast cells which proliferate in
the breast tissues. They can be classified as benign (some abnormality of the breast tissues
but they do not threaten the patient’s life) and malignant (might affect the patient’s life).

Breast cancer is examined and investigated through many techniques such as com-
puterized tomography, histopathological imaging, magnetic resonance imaging, mammog-
raphy, and breast ultrasound (BUS). The BUS is a preferred tool for early breast cancer
screening due to the significant amount of information provided in a short time [2]. Breast
ultrasound imaging is most suitable for the early detection of breast cancer as it is noninva-
sive and nonradioactive, resulting in a direct, cost-effective improvement in patient care.
Furthermore, breast ultrasound imaging is a practical and feasible approach for the early
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detection of breast cancer. Early diagnosis based on ultrasound can significantly improve
the cure rate. However, the BUS images have poor resolution, show various features, and
contain speckle noise. Moreover, to read these images, a high degree of professionalism is
required for radiologists to overcome the subjectivity of the analysis.

Techniques that belong to the computer-aided diagnosis and deep learning fields
can bring advances in this area and provide more accurate judgment for the clinical
diagnosis of breast cancer [3–6]. Automatic segmentation of breast ultrasound images (as a
method to delineate anomalies containing suspicious regions of interest) and extraction
of the image features devoted to describing the tumor shape, size, and texture provide
valuable references on classification for a much-improved clinical diagnosis of breast
cancer [7–11]. Furthermore, the best features are then input into a classifier to establish the
category of the tumors, followed by an evaluation of the accuracy of the method [12]. The
accuracy of the image segmentation directly influences the performance of both feature
extraction and classification of the tumors. Even though segmentation is a fundamental
task in medical image analysis, the segmentation of BUS images is difficult because (i) BUS
images are affected by speckle noise, show low contrast, show low peak signal-to-noise
ratio, and contain speckle artefacts that are tissue-dependent, and (ii) a large variability
among patients exists related to the breast anatomical structures. Moreover, to evaluate the
segmentation performance, the ground-truth images are generated by using a manually
delineated boundary.

This paper uses a machine learning- and deep learning-based system to assist doctors
in making a more accurate judgment in classifying breast tumors as benign or malig-
nant using BUS images. To test our classification strategy, we propose a method that
integrates Hu’s moments in the breast tumor analysis as handcrafted and meaningful
features [13]. Our method uses the tumor masks provided as ground-truth images in a
publicly available BUSI image dataset (Breast Ultrasound Images Dataset (BUSI dataset)
https://academictorrents.com/details/d0b7b7ae40610bbeaea385aeb51658f527c86a16, ac-
cessed on 1 December 2021). Hu’s moments provide attributes that are related to the
shape of the tumors regardless of scale, location, and orientation. They are used for the
extraction of the shape characteristics from the BUS images. However, Hu’s moments
incorporate redundant information, and it is necessary to investigate the significance of
the diagnosis difference by utilizing different shape features. We performed a statistical
test (t-test, p-value) for testing the differentiation between benign and malignant tumors
in the analyzed BUS images according to Hu’s moments [14]. The t-test (p < 0.05 or 95%
confidence interval) is much simpler to apply and provides a quick response if the analyzed
features are meaningful for the classification or less relevant. Furthermore, the remaining
features are used to train a k-NN classifier for classification purposes. The k-NN technique
uses learning processes based on instance [6] to identify the group’s membership by exploit-
ing the feature similarity [15]. Moreover, the same selected features are fed into the radial
basis function neural network (RBFNN), which allows discriminating between benign and
malignant tumors with the highest accuracy. Multiclassification aids gathering the precise
information about the cancer’s current state and, equally, supports the informed diagnosis
decision [16].

The remainder of the paper is organized as follows: Section 2 discusses related studies
from the literature; Section 3 presents the proposed work, as well as a concise overview of
the proposed method; Section 4 discusses the experimental results obtained by employing
the proposed method, as well as its performance evaluation; finally, Section 5 concludes
and discusses potential future work.

2. Related Work

Many decision-support technologies based on machine learning and deep learning
have been included into experimental investigations devoted to the diagnosis of various
kinds of tumors, including breast tumors.
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A comparative analysis of watershed, mean shift, and k-means segmentation algo-
rithms to detect microcalcifications on breast images belonging to the MIAS database was
reported in [17]. The best results were obtained by using k-means segmentation, which
detected 42.8% of breast images correctly and had 57.2% false detections.

Zhang et al. [18] introduced the Hu moment invariant as a feature descriptor to
diagnose breast cancer. They used k-fold cross-validation to improve the accuracy of the
proposed method and to reduce the difficulty of diagnosis.

A watershed segmentation and k-NN (as a supervised learning method) classification
were implemented to detect the tumors in the mammogram images and establish the risk
of cancer classification [19]. The breast image classification was performed with an 83.33%
overall accuracy rate.

Sadhukhan et al. [20] reported a model used to predict the best features for early breast
cancer cell identification. The k-NN and support vector machine (SVM) algorithms were
studied in terms of accuracy. On the basis of the contours of the cells, the nuclei were
distinctly separated, and an accuracy of 97.49% was determined.

Hao et al. [21] used three-channel features of 10 descriptors to improve the accuracy
of benign and malignant breast cancer recognition. An SVM algorithm was used to as-
sess the model’s performance. A recognition accuracy of 90.2–94.97% at the image level
was reported for the model based on texture features, geometric moments, and wavelet
decomposition.

Another study [22] proposed a model which used three-channel features of 10 descrip-
tors for the recognition of breast cancer histopathological images, as well as an SVM to
improve the classification of benign and malignant breast cancer. The proposed model
showed an increase in the recognition time and little improvement in the recognition
accuracy.

Joshi and Mehta [23] analyzed the diagnosis accuracy of the k-NN algorithm using a
set of 32 features and with and without dimensionality reduction techniques. The reported
results showed 97.06% accuracy for benign vs. malignant classification using k-NN with
the linear discriminant analysis technique.

Alshammari et al. [24] extracted intensity-based features (such as average intensity,
standard deviation, and contrast between the foreground and background), shape-based
features (i.e., diameter, length, degree of circulation, and elongation), or texture-based
features for classification purpose. The decision tree, k-NN, SVM, naïve Bayes, and dis-
criminant analysis algorithms were used to maximize the separation between the given
groups of data and to produce higher-accuracy results.

Agaba et al. [25] used some handcrafted features such as Hu’s moment, Haralick
textures, color histogram, and a deep neural network for a multiclassification task devoted
to breast cancer classification using histopathological images on the BreakHis dataset. They
also used various enlargements for histopathological images analysis. An accuracy score of
97.87% was reported for 40× magnification.

Xie et al. [26] used a combination of SVM and extreme learning machine (ELM)
to differentiate between malignant and benign masses in mammographic images. The
proposed algorithm included mass segmentation based on the level set method, feature
extraction, feature selection, and mass type classification. An average accuracy of 96.02%
was reported.

Zhuang et al. [27] proposed a method based on multiple features and support vector
machines for the diagnosis of breast tumors in ultrasound images. Their algorithm used
both characteristic features and deep learning features and a support vector machine for
BUS classification. Hu’s moment invariants [13] were used to investigate the characteristics
of the posterior shadowing region that were different for benign and malignant tumors.
The reported results were as follows: accuracy, sensitivity, specificity, and F1-score of 92.5%,
90.5%, 95%, 90.5%, and 92.7%, respectively, showing superiority to other known methods.

Deep features have played an important role in the progress of deep learning. These
features are extracted from the deep convolutional layers of pretrained CNNs or custom-
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designed CNNs. Shia et al. [28] used transfer learning on a pretrained CNN and trained it
using a BUS dataset containing 2099 images with benign and malignant tumors. An SVM
with a sequential optimization solver was used for classification. A sensitivity of 94.34%
and a specificity of 93.22% were reported for the classification.

Wan et al. [29] used content-based radiomic features to analyze BUS images. This study
considered 895 BUS images and three radiomic features (i.e., color histogram, Haralick’s
texture features, and Hu’s moments). The classification was performed using seven well-
known machine learning algorithms and a CNN architecture. The best performance in
differentiation between benign and malignant BUS was reported for the random forest
classifier. The obtained accuracy, sensitivity, specificity, F1-score, and average precision
were as follows: 90%, 71%, 100%, 83%, and 90%, respectively.

Moldovanu et al. [30] studied and classified skin lesions using a k-NN-CV algorithm
and an RBF neural network. The RBF neural network classifier provided an accuracy of
95.42% in the classification of skin cancer, significantly better than the k-NN algorithm.

Damian et al. [31] used Hu’s invariant moments to determine their relevance in the
differentiation between nevi and melanomas. The reported results indicated that Hu’s
moments were good descriptors as they provided a good classification between malignant
melanoma and benign lesions.

3. Materials and Method

3.1. Dataset

All images used in this study belonged to the publicly available digital BUSI (breast
ultrasound image) database. The images were in a PNG file format with an average image
size of 500 × 500 pixels and an 8 bit gray level. The considered dataset contained 780 images
classified into normal images (n = 133), images with benign lesions (n = 437), and images
with malignant lesions (n = 210). The images were captured at the Baheya Hospital for
Early Detection and Treatment of Women’s Cancer, Cairo, Egypt [32]. Experts of ultrasonic
imaging evaluated their geometry, density, and internal echo contrast levels. Furthermore,
ground-truth images were available. The ground-truth images were generated using the
MATLAB programming environment and a freehand segmentation method utilized by
radiologists and computer science experts (Figure 1).

  
(a) (b) 

Figure 1. Cont.
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(c) (d) 

  
(e) (f) 

  
(g) (h) 

Figure 1. Samples of breast ultrasound images: (a,c) grayscale image of a benign lesion; (b,d) ground
truth for benign lesion; (e,g) grayscale image of a malignant lesion; (f,h) ground truth for malignant
lesion [32].

3.2. Feature Extraction and Selection

The extracted features covered the shape of the breast lesions, which can be arranged
in the following mathematical form:

F = [F1, F2, . . . , F7]. (1)

The (p + q) order of the geometric moment can be defined as follows [13]:

mpq =
N

∑
y=1

M

∑
x=1

xpyq f (x, y), p, q = 1, 2, 3, . . . , (2)

where f (x, y) is the extracted ground-truth region. The central moments are defined as
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μpq =
N

∑
y=1

M

∑
x=1

(x − x)p(y − y)q f (x, y), p, q = 1, 2, 3, . . . , (3)

where x = m10
m00

and y = m01
m00

represent the center-of-gravity coordinates of the image. The
normalized central moment is

ηpq =
μpq

μ
ρ
00

, ρ =
p + q

2
+ 1. (4)

The seven Hu moments were computed using the second- and third-order normalized
central moments.

The k-nearest neighbor (k-NN) is a classifier which provides an efficient prediction
model based on the closest training examples [15,33]. An object is classified by a majority
vote of its neighbors, but the optimal k-value is the most sensitive factor of k-NN. To
overcome this drawback, the k-NN algorithm is run many times using various k-values
until the optimal value is found. The best performance provided by the validation set
indicated k = 3 as the optimal value.

Not all features are useful for improving classification accuracy. In the first step, the
t-test indicated which features were significant to distinguish between benign masses and
malignant ones. Then, the remaining features were independently evaluated by k-NN
using a fivefold cross-validation algorithm and an RBFNN. The dataset was split it into
training data and test data. The concept of fivefold cross-validation indicates that the
training data were randomly split into five equal parts. For each k, the mean accuracy was
computed, denoting the final score of each feature. RBFNN is a neural network with a
three-layer feedforward architecture (Figure 2). The input layer provides features to the
hidden layer in which the nodes use Gaussian functions f1, f2, . . . , fn as radially symmetric
functions. The output layer summarizes the number of possible output classes [30].

Figure 2. The structure of an RBFNN classifier.

The RBFNN is a nonlinear and three-layer feedforward neural network. There is one
unsupervised layer between input nodes and the hidden neurons and one supervised layer
between the hidden neurons and output nodes. The RBFNN was trained using four folds,
while one fold was used to test the classifier. The net training seeks to determine the centers
of the hidden layer in a first step, followed by the computation of the weights connecting
the hidden layer to the output layer. RBFNN training was carried out by determining the
proper weights and biases to obtain the target output by minimizing the error function, i.e.,

186



Inventions 2022, 7, 42

the root-mean-square error. The training stage of the RBFNN model was terminated once
the calculated error reached the goal value of 0.01, and the number of training iterations
of 1000 was already completed. Ten neural networks were built by varying the number
of hidden neurons from eight to 40, in steps of eight neurons, i.e., eight, 16, 24, 32, and
40 neurons. Furthermore, the spread of radial basis functions (SRBFs) was used. For each
number of hidden neurons, two SRBFs (namely, 0.01 and 0.05) were established. Each
network was trained until the mean squared error fell below the goal of 0.01. The SRBF of
0.01 reached the imposed goal. The goal/desired value was iteratively compared to the
mean squared error. If the goal/desired value was not reached, another eight neurons were
added to the structure. A total of 20 trials were run to decide the most suitable number of
hidden layer neurons for effective prediction. The best results were obtained for 32 neurons
in the hidden layer.

4. Results and Discussion

The dataset we used included ground-truth cases for the normal, benign, and malig-
nant categories. Among these regions, 133 were normal tissue, 210 were malignant masses,
and 437 were benign masses.

Before using the k-NN classifier, the penalty t-test was used to optimize the feature
vector and improve the classification performance (Table 1).

Table 1. Results for t-test (p < 0.05).

Moments M1 M2 M3 M4 M5 M6 M7

p-value 0.04 <0.01 <0.01 <0.01 <0.01 <0.01 0.90

The selected features fed a k-NN classifier and RBFNN. We used fivefold cross-
validation to select the best features. In fivefold cross-validation, the feature vector (437 be-
nign images, 210 malignant images, and a total of 3882 moments) was randomly divided
into five sets. The classifiers were trained using four folds, and one fold was used to test
the classifier. The provided average accuracy was considered to evaluate the k-NN and
RBFNN classifiers.

The values of accuracy, sensitivity, precision, and F1-score reflect the diagnosis accu-
racy. Higher values for these metrics indicate a better performance of the system. Figure 3
displays the performance of the k-NN algorithm in the classification of BUS images. The
selected moment features with the highest classification accuracy rate were M1 and M5.
The M1 moment showed the best accuracy of 0.85, representing the number of correctly
classified images. It also had the best precision of 0.87, indicating the proportion of correct
positive identifications. The M5 moment provided the best sensitivity of 0.83, indicating
a good performance of the classifier. Furthermore, M5 had the second-best accuracy and
precision values and the highest F1-score, which denotes the harmonic mean between
precision and sensitivity.

The diagnostic performance of the RBFNN is presented in Figure 4. A relatively high
classification performance (i.e., accuracy value of 0.76) was obtained for M1. Moreover, M1
had a high precision (0.81), indicating the proportion of correctly positive identifications.
The other moments showed lower accuracy but had a good proportion of correctly positive
identifications, with precision values around 0.78. The RBFNN model built in this study
showed low sensitivity and F1-scores for M2 to M6 moments.
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Figure 3. Classification metrics for k-NN.

 

Figure 4. Classification performance of RBFNN from BUSI database.

The diagnostic performance of k-NN and RBFNN classifiers in the differentiation of
benign and malignant breast lesions indicated significant differences among the classifiers
in the classification performance. The data shown in Figures 3 and 4 indicate the M1
moment as the best feature with relatively high classification performance. When compared
to the precision values (i.e., the proportion of correctly positive identifications), the best
performance results were provided by the RBFNN. In the case of the M1 moment, there
were some differences in the diagnostic performance among these two models. The k-NN
was found to have a high accuracy of prediction.

The differentiation ability of our approach is in line with other existing conventional
models, as presented in Table 2.
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Table 2. Comparison of existing handcrafted approaches and the present handcrafted approach.

Model Features Accuracy Sensitivity Precision F1-Scores Ref.

Hu’s moment + colored
histogram + Haralick texture +
SVM (linear kernel and C = 5) +

VGG16

Hu’s moment, colored
histogram, and Haralick

texture
0.8182 0.82 0.85 0.81 [16]

Hu’s moment + Haralick texture
+ colored histogram + DNN

Hu’s moment, Haralick
texture, and colored histogram 0.98 0.98 0.97 0.97 [25]

Multiple features + SVM Hu’s moment 0.925 0.95 0.905 0.927 [27]

Hu’s moment + colored
histogram + Haralick texture

CNN

Hu’s moment, colored
histogram, and Haralick

texture
0.91 0.82 0.88 0.87 [29]

Hu’s moment + K-NN Hu’s moment 0.89 0.83 0.87 0.83 Our model

Hu’s moment + RBFNN Hu’s moment 0.76 0.67 0.817 0.73 Our model

The k-NN algorithm is a simple and nonparametric machine learning algorithm built
to identify the group’s membership by exploiting similarity and to predict the class of
the new data. The performance of the k-NN algorithm is related to the complexity of the
decision boundary. When the number of neighbors is low, the algorithm chooses only the
closest values to the data sample, and a very complex decision boundary is formed. In
this case, the model fails at providing an adequate generalization and shows poor results.
When the number of neighbors is increased, in an early phase, the model generalizes well;
however, when the value is increased too much, it results in a performance drop. RBFNN
as a deep learning tool requires several trials in establishing the number of hidden layers
and/or choosing the activation function, but it is advantageous as it needs less effort and
preprocessing. This is one of the limitations of the present study. Other limitations are
related to the small size of the dataset. A neural architecture reaches good performance
when handling large amounts of data. However, the recognition accuracy of the proposed
method is comparable to some state-of-the-art methods. A future research direction will be
devoted to improving the classification performance by combining geometric moments
with other feature descriptors.

5. Conclusions

In this paper, we employed both a k-NN algorithm and an RBFNN model, and we
investigated their performance in differentiating between benign and malignant breast
lesions on BUS images. Both methods highlighted that moment M1 (i.e., correlated with the
area of the lesion) was the feature that best differentiated between benign and malignant
breast lesions. The k-NN classifier had a classification performance described by an
accuracy of 0.85, while RBFNN had a decent score of 0.76. Despite the small difference in
classification performance, we believe that RBFNN is a proper tool for the classification
task, as the proportion of correctly positive identifications reached higher values.
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Abstract: The aim of this paper is to evaluate the corrosion rate expressed in material loss per unit of
time and the surface properties of carbon steel type S235JR blasted with different types of materials
(quartz, alumina, and red garnet with a particle size between 60 and 80 mesh (0.25–0.60 mm)). The es-
timation of corrosion rate was determined by electrochemical methods, such as open circuit potential
(OCP), polarization resistance (Rp), corrosion rate (Vcorr), and gravimetric method by immersing the
samples in 3.5% NaCl solution for a period of 336 h. All surfaces were characterized before and after
corrosion tests using ex-situ characterizations, such as optical microscopy and roughness analysis.
The results indicate that S235JR non-sandblasted exhibited higher polarization resistance, the lowest
corrosion rate, and the lowest roughness values. While for the S235JR sandblasted groups, reduced
corrosion resistance and increasing roughness values were noted. From the sandblasted groups,
the lowest corrosion resistance and the highest value of roughness are attributed to the S235JR surface
sandblasted with quartz. The S235JR surface sandblasted with quartz shows a decrease in corrosion
resistance approximately two times lower than the non-sandblasted surface and an increasing of
roughness approximately six times greater than the non-sandblasted surface.

Keywords: S235JR carbon steel; corrosion rate; sandblasting; roughness; optical microscopy

1. Introduction

Metals and alloys are widely used as building materials and not only [1]. Steel is a
common material widely used for the construction of naval, offshore, mechanical, and civil
engineering structures [2]. Carbon steel S235JR is a material mainly intended for the
construction of industrial and residential facilities, parts of power transmission towers,
equipment elements, offshore structures, car bridges, oil, and gas platforms, as well as other
structures [2]. It presents advantages, such as good mechanical resistance and extremely
low cost, compared to other types of materials [3,4]. The main disadvantage of these types
of materials is their tendency to corrode, which limits their applications [5,6].

Corrosion is a phenomenon that affects the aesthetics of these structures and, more
than that, reduces the resistance of the structures over time [7,8].

The surface treatment of metallic materials is one of the most important factors gov-
erning their resistance. There are many methods of pretreatment of the surface of the
materials. The most common treatments are mechanical, chemical, and electrochemical
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methods [9,10]. Mechanical methods consist of roughening processes, such as sandblasting,
polishing, or abrasion [11]. Sandblasting is a mechanical surface treatment that consists
of forcefully propelling a stream of non-metallic or metallic particles onto the surface to
be treated, to remove contaminated layers, modify surface roughness, promote mechani-
cal anchoring, and increase free energy of the surface by increasing the thermodynamic
interactions at the interface of the bonded materials [12].

Sandblasting could also affect the chemical composition, crystal structure, micro-
stiffness thermal expansion coefficient, resistance, and microstructure on the surface of the
material. Sandblasting could also be used as a mechanical surface treatment for various
materials, such as titanium alloys, steel, and aluminum, etc. The deformation caused by
this type of surface treatment is inhomogeneous [13,14].

As a surface treatment method, sandblasting is commonly used for surface modi-
fication, surface strength enhancement, surface cleaning, and rust removal. Therefore,
a smoother surface can be obtained by sandblasting in general [15,16].

During the sandblasting process, the surface of metal materials is repeatedly blasted
by sand particles or other hard particles at high speed, which leads to the removal of the
oxide layer from the surface, at the same time, generating the effect of severe local plastic
deformation [12,17].

During sandblasting, the shocks produced between the sand particles and the surface
of the steel structure cause serious damage to the surface. This is manifested by the erosion
of craters of different shapes and depths present on the surface of the metal material,
the thickness of the wall is gradually reduced, and the rupture occurs when the stresses
in the crater reach a limiting threshold [12,17]. The sand erosion process improves fatigue
strength under tension. This improvement comes from the introduction of compressive
residual stresses to the hardened surface layers [18,19].

The aim of this paper is to determine the corrosion resistance by electrochemical and
gravimetric methods of carbon steel S235JR sandblasted with different materials (quartz,
alumina, and red garnet) over a period of 14 days by immersing the materials in 3.5% NaCl
solution. The influence of the roughness, the pH of the solution, and the evolution of the
optical micrographs of the surface before and after the corrosion process are also discussed.
The novelty of the study consists in adding to the specialized literature a study that has
not been reported before. Respectively, the influence of different types of sandblasting
materials on the corrosion resistance of S235JR steel immersed for a period of 14 days in
the 3.5% NaCl solution simulating the seawater environment will be investigated.

In the specialized literature, there are very few studies that treat the effect of sand-
blasting on the corrosion resistance of different types of steels, and the results are contradic-
tory [15,20–25]. Some studies show that sandblasting decreases corrosion resistance [21,25],
while others claim that sandblasting increases corrosion resistance [15,20,22–24].

The importance of the study consists in the fact that sandblasting is one of the most
effective methods of cleaning or finishing the surfaces of any type of solid material with
the help of sandblasting grits. The metal surfaces that have been cleaned and from which
the oxides have been removed can be covered with anti-corrosive protective films resistant
to the action of aggressive environmental factors [25].

Steels sandblasted and covered with anti-corrosive films can be part of maritime
structures, civil and industrial architecture structures and elements [2].

Practically, the effective life of an anti-corrosion film depends a lot on the way the
steel surface was prepared before painting. The influence of sandblasting on the corrosion
resistance of steel before the application of anti-corrosion protection is an important factor.

Because sandblasting also determines the appearance of deep grooves that can capture
the corrosion products formed in the upper part of the surfaces, favoring the appearance of
micro reactions, generating pitting corrosion, thus affecting the life of the anti-corrosion
protections [25].

At the same time, the corrosion under the coating often progresses locally, leading to
the collapse of the structures in some cases or to the breaking of the steel elements [4].
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Therefore, the surface treatment method before applying anticorrosive coatings is
crucial for protecting steel structures against corrosion [4]. In this work, quartz was used as
a material for sandblasting because it is a material that consists mainly of quartz (which is a
durable crystal) that allows for efficient sandblasting, it is also cheap and very easy to find
compared to other types of materials. The main disadvantage of this sandblasting material
is the fact that once inhaled, it is harmful to the human body [26].

The red garnet grit used in the sandblasting process was used because it is an ecological
material that has the advantage of being able to be recycled several times [27].

Alumina (Al2O3) was selected due to the numerous properties that recommend it for
use in structural and tribological applications, being a combination of high hardness, heat
resistance, chemical inertness, and commercial availability [28].

2. Materials and Methods

In the present experimental study, S235JR steel (purchased from Mairon Galati, Romania)
was used, whose chemical composition is indicated in Table 1.

Table 1. Chemical composition of S235JR steel [%].

C Mn Si P S N Cu Fe

0.17 1.40 0.025 0.028 0.025 0.12 0.45 Balance

The samples used in this study were cut from a steel plate with dimensions of
500 × 500 × 2 mm and brought to the size of 23 × 23 × 2 mm.

Prior to the gravimetric method and electrochemical measurements, the S235JR non-
sandblasted were treated with mechanical grinding with 1200 grit SiC emery sandpaper
in order to remove the layer of native oxide formed instantaneously on the surface of
S235JR steel in contact with the environment. After cutting the samples to the desired
dimensions, they were sandblasted with three different types of sandblasting materials that
had different chemical compositions. However, with the same grain of the sandblasting
grits for quartz, red garnet, and the alumina (ABRAZIV TRADE SRL, Mures, , Romania)
used, respectively, 30/60 Mesh [0.25–0.60 mm] and their technical data are listed in Table 2.

Table 2. Technical data of sandblasting grits.

Type of Sandblasting
Grit

Hardness
[Mohs]

Chemical
Composition

Shape of
Particles

Grain Size
[mm]

Density
[g/cm3]

Quartz 7
SiO2: 99%

Fe2O3: 0.2%
Other: 0.8%

rounded,
yellowish

white

0.25–0.60 mm

1.63

Red garnet 8

Almandine:
98%

Ilmenite: 1%
Quartz: 0.5%
Other: 0.5%

angular 2.4

Alumina (white
electrocorundum) 9.2

Al2O3:
99.52%
Fe2O3:
0.029%

SiO2: 0.034%
Na2O: 0.26%
Other: 0.16%

angular 3.85

The mechanical sandblasting process was done with the help of the Seltech brand-
sandblasting equipment, which has a capacity of 80 L, an air flow of 600 L, and a working
pressure of 6 bar. The size of the ceramic nozzle was 3.5 mm.
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The samples were sandblasted at a 45◦ angle. The schematic drawing of the blasting
process of the S235JR steel samples is illustrated in Figure 1. The sandblasting was done
according to the ISO 8501 standard, which is the international standard for dry abrasive
blasting, at the Sa (degree of cleaning) 2 1

2 blasting level [29].

Figure 1. Schematic drawing of the sandblasting process used for S235JR steel samples.

After sandblasting, the samples were blown with air to remove the excess dust formed
after the sandblasting process.

For the electrochemical tests, the S235JR non-sandblasted and sandblasted S235JR
carbon steel samples were bonded to a copper wire. After that, they were insulated with
epoxy resin to obtain an active surface area of 5.29 ± 0.3 cm2. The electrochemical equip-
ment PGP 201 connected to a PC was used for electrochemical investigations, on which the
VoltaMaster version 5.10 software runs.

The electrochemical cell used to evaluate the corrosion behavior of the sandblasted
and untreated S235JR carbon steel is a classic cell made of glass with a maximum volume
of 250 mL composed of three electrodes where (1) the working electrode (the material to be
studied in our case, the steel S235JR sandblasted and non-sandblasted), (2) the reference
electrode (Ag/AgCl inside which is saturated KCl solution, which has a potential of
+199 mV vs. SHE (standard hydrogen electrode) and (3) an auxiliary electrode made of Pt.

Before and after each experiment, both the analyzed sample and the counter electrode
were washed with distilled water, and the volume of electrolyte (3.5% NaCl solution) used
for each experiment was kept constant at 150 mL. The 3.5% NaCl solution was prepared
with distilled water by dissolving the NaCl p.a reagent (purchased from Sigma-Aldrich).

The physical-chemical parameters of the 3.5% NaCl solution before and after the
corrosion process were measured using a Toledo S20k pH meter, and the resulting values
are presented in Table 3.

Table 3. Physical-chemical parameters of 3.5% NaCl solution before and after the corrosion process.

Parameters

3.5% NaCl

before Corrosion Process

S235JR—Non-
Sandblasted

S235JR—Sandblasted
with Quartz

S235JR—Sandblasted
with Garnet

S235JR—Sandblasted
with Alumina

pH 6.73 ± 0.2
Conductivity [mS/cm] 42.3 ± 1

Salinity [ppt] 26.5 ± 0.5

after Corrosion Process

pH 7.11 ± 0.3 7.96 ± 0.5 7.88 ± 0.2 7.80 ± 0.1
Conductivity [mS/cm] 43.5 ± 0.5 43.7 ± 0.9 43.6 ± 0.6 43.1 ± 0.3

Salinity [ppt] 26.8 ± 0.1 26.5 ± 0.4 27.3 ± 0.7 27.1 ± 0.5
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The tests were performed at room temperature, respectively 22 ± 1 ◦C. All studied
samples were repeated three times to verify the reproducibility of the experimental data.
After immersing the sample in the 3.5% NaCl solution, sequences of electrochemical
measurements of OCP (open circuit potential or free potential), Rp, and Vcorr (polarization
resistance and corrosion rate) were performed as follows.

(a) At T1 = 0 (immersion):
- OCP1 with a duration of 60 min, meas period 0.6 s.
- Rp1-Vcorr1, determine 30 points, scan rate = 1 mV/s, over voltage = 40 mV, OCP

duration = 1 min
(b) At T2 = (after 336 h):
- OCP2 with a duration of 60 min, meas period 0.6 s.
- Rp2-Vcorr2, determine 30 points, scan rate = 1 mV/s, over voltage = 40 mV, OCP

duration = 1 min

Each measurement sequence (Rp-Vcorr) contains 30 value points calculated by using
the Stern–Geary equation (Equations (1) and (2)).

icor =
B

Rp
(1)

B =
ba|bc|

2.303(ba+|bc|) (2)

where icor = corrosion current density, B = the specific constant, Rp = polarization resistance,
ba = are the Tafel slopes for anodic, and bc = Tafel slopes for cathodic reactions.

It should be mentioned that the samples were not taken out of the solution during the
experiment until after the passage of 336 h. The obtained results were interpreted with the
help of the Origin 2022 program.

In order to determine by the gravimetric method, the loss of material caused by the
corrosion process, the sandblasted and untreated S235JR steel samples were weighed before
and after immersing the samples for 336 h in 3.5% NaCl. Weighing the samples before
and after the corrosion process was done using a Kern EWJ 300-3H analytical balance,
which has a measurement accuracy of ±0.1 g. The samples were immersed in a 3.5% NaCl
solution in hermetically sealed sterile vials that had a solution volume of 40 mL. The tests
were done at room temperature 22 ± 1 ◦C and repeated three times. The images of the
immersed samples before and after 336 h from immersion in 3.5% NaCl are presented in
Figure 2.

(a) (b)

Figure 2. Images of S235JR steel samples for (S1)—S235JR—non-sandblasted, (S2)—S235JR—sandblasted
with quartz, (S3)—S235JR—sandblasted with garnet, (S4)—S235JR—sandblasted with alumina: (a) at
T1 = at immersion, (b) T2 = after 336 h from immersion time.

After weighing, weight loss was evaluated using ASTM G1-90 (1999) with Equations (3) and (4)
below, respectively [30,31]:

ΔW = W1 − W2 (3)

Δw =
ΔW
S·t (4)

where ΔW is weight loss in g, W1 is the initial weight of the sample before immersion,
W2 is the final weight of the sample after immersion, Δw is the gravimetric index of the
sample in g/m2 h, S is the surface area of the sample in m2 and t—is exposure time in hours.
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The corrosion rate in mm year−1 was evaluated from weight loss data using the
relation Equation (5):

CR
(

mm year−1
)
=

ΔW·K
ρ·A·t (5)

where ΔW is weight loss in grams, ρ is metal density in g cm−3, A is the area of the
sample in cm2, t—is exposure time in hours, and K is a constant depending on the unit of
measurement of the corrosion speed according to ASTM G1-90 (1999) (=87.600).

To highlight the variations suffered by the studied samples before and after the
corrosion process, a Kern OBE114 metallurgical microscope was used.

The topographical characterization in terms of obtaining 2D roughness profiles was
measured using a Mitutoyo Surftest SJ-210 Series roughness meter by moving the feeler
needle on the surface of the studied samples over a distance of 4 mm and with a speed
of 0.20 μm/s. A number of three samples from each set were analyzed, on which three
measurements were performed in different areas on each sample. After which the average
roughness parameters Ra (arithmetic roughness average), Rq (average maximum peak to
valley distance for five sampling lengths within the measurement length), and Rz (the dif-
ference between the deepest valley and the tallest peak in the surface) [32] were calculated.

3. Results and Discussion

3.1. Electrochemical Measurements and Gravimetric Method Results Used to Determine the
Corrosion of Tested Samples
3.1.1. Open Circuit Potential

The open circuit potential (OCP) method is the first method applied in a protocol for
determining the corrosion rate. It should be mentioned that this method is not a quantita-
tive method for determining corrosion but rather a qualitative method that indicates the
oxidation tendency of a surface/material studied in an electrochemical environment [31].

Figure 3a,b shows the evolution of the free potential of surfaces studied at (a)
(T1 = immersion time) and (b) after 336 h from immersion (T2).

(a) (b)

Figure 3. Evolution of free potential of S235JR steel samples immersed in 3.5% NaCl solution for
(1) S235JR—non-sandblasted, (2)—S235JR—sandblasted with quartz, (3)—S235JR—sandblasted with
garnet, (4)—S235JR—sandblasted with alumina: (a) at T1 = at immersion, (b) T2 = after 336 h from
immersion time.

From Figure 3, it can be observed that the values of the free potential upon immersion
of all studied surfaces have a tendency to move towards more negative values, being more
pronounced in the case of sandblasted surfaces compared to the untreated surface.

The movement of the free potential towards more negative values indicates the in-
ability of the material to form a protective oxide film on its surface, while the stationary
state indicates that the surface has reached a state of equilibrium (it neither dissolves nor
forms the oxide layer on the surface of the samples) [25]. If for S235JR—non-sandblasted
(curve 1), the value of the free potential at immersion (Figure 3a) is E = −509.79 ± 24 mV
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vs. Ag/AgCl at the end of the first measurement period reaches E = −570.09 ± 32 mV vs.
Ag/AgCl, the potential difference between the two values being 60.3 mV more negative
than the free potential value from immersion.

For the same surface studied, it can be observed that after 336 h from immersion,
the value of the free potential decreases compared to the first measurement period (during
immersion), however, stabilizing around the value of −693 mV.

For S235JR—sandblasted with quartz (curve 2) it can be observed that at immersion
(Figure 3a), it has a value of E = −761.54 ± 17 mV vs. Ag/AgCl reaching the end of the
measurement at the value of E = −784.03 ± 31 mV vs. Ag/AgCl, ΔE in this case, being
22.49 mV lower than the value from immersion. Moreover, for the same surface studied
(Figure 3b), a decrease in the values of the free potential can be observed compared to the
first measurement period. The same tendency of the free potential moving towards more
negative values with increasing immersion time is also observed for S235JR—sandblasted
with garnet (curve 3) and S235JR—sandblasted with alumina (curve 4).

Comparing all the surfaces studied, it can be seen that the free potential values are
more negative for S235JR—sandblasted with quartz, S235JR—sandblasted with garnet,
and S235JR—sandblasted with alumina as compared to S235JR—non-sandblasted at both
period time measured.

A displacement of the potential towards more negative values (behavior indicating
dissolution of the oxide layer) in the case of sandblasted surfaces was observed in the spe-
cialized literature also by other authors [25]. This behavior can be attributed to the increase
in the roughness of a surface that causes an increase in corrosion processes because the
roughness influences the corrosion potential favoring the appearance of corrosion pits [33].

3.1.2. Evolution of Polarization Resistance and Corrosion Rate (Rp-Vcorr)

The Rp method is a corrosion monitoring method that makes it possible to measure
the corrosion rate in real time and directly [31].

The corrosion current calculated with this method, represents the current that occurs at
the metal-medium (corrosive) interface when the metal is immersed in the electrolyte [31].

The variation of the polarization resistance for the studied surfaces immersed in the
3.5% NaCl solution at (a) (T1 = immersion time) and (b) after 336 h from immersion (T2) is
presented in Figure 4a,b.

(a) (b)

Figure 4. Evolution of polarization resistance (Rp) of S235JR steel samples immersed in 3.5% NaCl solu-
tion for (1) S235JR—non-sandblasted, (2)—S235JR—sandblasted with quartz, (3)—S235JR—sandblasted
with garnet, (4)—S235JR—sandblasted with alumina: (a) at T1 = at immersion, (b) T2 = after 336 h from
immersion time.

From Figure 4a, it can be observed that the values of the polarization resistance at
both studied times decrease in the case of the sandblasted samples compared to the value
obtained for the untreated surface. If for S235JR—non-sandblasted (curve 1) the Rp value
after one hour from immersion is 1.207 ± 0.04 kohm cm2, for S235JR—sandblasted with
quartz (curve 2) the lowest Rp value is 0.822 ± 0.06 kohm cm2, the difference between these
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2 values being 0.385 kohm cm2. A high value of polarization resistance means a low value
of corrosion rate.

For S235JR—sandblasted with garnet (curve 3), it is observed that the Rp value = 0.875
± 0.03 kohm cm2, a value which is also lower than S235JR—non-sandblasted (curve 1)
with 0.332 kohm cm2 but higher than S235JR—sandblasted with quartz (curve 2) with
0.53 kohm cm2.

For S235JR—sandblasted with alumina (curve 4), it can be seen that the Rp value is
1.146 ± 0.05 kohm cm2 with 0.061 kohm cm2 lower than S235JR—non-sandblasted but
higher than S235JR—sandblasted with quartz with 0.324 kohm cm2 and 0.271 kohm cm2

compared to S235JR—sandblasted with garnet.
After 336 h from immersion, Figure 4b shows a decrease in all polarization resistance

values compared to the values obtained in Figure 4a after one hour from immersion.
If after one hour of immersion, S235JR—non-sandblasted has a value of 1.207 ±

0.04 kohm cm2, after 336 h of immersion, this sample reaches a value of 1.159 ± 0.06 kohm cm2,
the value decrease in this case is 0.048 kohm cm2 compared to the first measurement pe-
riod. In the case of S235JR—sandblasted with quartz, the difference between the first
measurement period and the second measurement period is 0.206 kohm cm2. At S235JR—
sandblasted with garnet, the difference between the first measurement period and the
second measurement period is 0.162 kohm cm2. For S235JR—sandblasted with alumina,
the difference between the first measurement period and the second measurement period
is 0.039 kohm cm2.

The variation of the corrosion rate expressed as a penetration index for the studied
surfaces at (a) (T1 = immersion time) and (b) after 336 h from immersion (T2) is shown in
Figure 5a,b.

(a) (b)

Figure 5. Evolution of corrosion rate (Vcorr) of S235JR steel samples immersed in 3.5% NaCl solution
for (1) S235JR—non-sandblasted, (2)—S235JR—sandblasted with quartz, (3)—S235JR—sandblasted
with garnet, (4)—S235JR—sandblasted with alumina: (a) at T1 = at immersion, (b) T2 = after 336 h
from immersion time.

From the analysis of Figure 5a, it can be observed that the values of the corrosion rate
at both studied times increase in the case of the sandblasted samples compared to the value
obtained for the untreated surface.

If for S235JR—non-sandblasted (curve 1), the Vcorr value after one hour of immer-
sion is 0.045 ± 0.02 mm/year, for S235JR—sandblasted with quartz (curve 2) the high-
est Vcorr value is 0.092 ± 0.04 mm/year, the difference between these two values being
0.047 mm/year.

It is well known that Rp is inversely proportional to Vcorr. A high value of polarization
resistance means a low value of corrosion rate [31].

For S235JR—sandblasted with garnet (curve 3), it is observed that the Vcorr
value = 0.078 ± 0.05 mm/year, a value which is also higher than S235JR—non-sandblasted
(curve 1) with 0.033 mm/year but lower than S235JR—sandblasted with quartz (curve 2)
with 0.014 mm/year.
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For S235JR—sandblasted with alumina (curve 4), it can be seen that the Vcorr value
is 0.052 ± 0.04 mm/year with 0.007 mm/year higher than S235JR—non-sandblasted
(curve 1) but lower than S235JR—sandblasted with quartz (curve 2) with 0.04 mm/year
and 0.026 mm/year compared to S235JR—sandblasted with garnet (curve 3).

After 336 h of immersion, Figure 5b shows an increase in all Vcorr values compared to
the values obtained in Figure 5a after one hour of immersion.

If after one hour of immersion, S235JR—non-sandblasted (curve 1) has a value of
0.045 ± 0.02 mm/year, after 336 h of immersion, this sample reaches a value of 0.075 ±
0.05 mm/year, the increase of the Vcorr value, in this case, being with 0.03 mm/year higher
than the first measurement period. In the case of S235JR—sandblasted with quartz (curve 2),
the difference between the first measurement period and the second measurement period
is 0.042 mm/year.

At S235JR—sandblasted with garnet (curve 3), the difference between the first mea-
surement period and the second measurement period is 0.028 mm/year, and for S235JR—
sandblasted with alumina (curve 4), the difference between the first measurement period
and the second measurement period is 0.028 mm/year.

A decrease in the corrosion resistance in the case of other sandblasted materials was
also observed in the literature by other authors [21,25].

From the electrochemical results, it can be seen that the S235JR non-sandblasted surface
shows the highest corrosion resistance. This behavior is possible due to the fact that the
non-sandblasted surface has a lower roughness value compared to sandblasted surfaces.

The lowest corrosion resistance is obtained by the S235JR sandblasted with quartz,
which has a corrosion resistance approximately two times lower compared to the non-
sandblasted surface. This behavior is due to the increase in roughness value approximately
six times higher compared to the non-sandblasted surface. Sandblasting increases the
roughness and determines the appearance of deep grooves that can capture the corrosion
products formed in the upper part of the surfaces, favoring the appearance of micro
reactions, thus generating pitting corrosion [33].

Table 4 shows the values of the corrosion rate and the gravimetric index calculated
according to the formulas presented in the material and methods chapter.

Table 4. The weight loss of the S235JR steel samples for S235JR—non-sandblasted, S235JR—sandblasted
with quartz, S235JR—sandblasted with garnet, and S235JR—sandblasted with alumina during 336 h
from immersion time.

Parameters

Sample Code

S235JR—Non-
Sandblasted

S235JR—Sandblasted
with Quartz

S235JR—Sandblasted
with Garnet

S235JR—Sandblasted
with Alumina

W1 [g] 6.0982 ± 0.003 5.9829 ± 0.009 5.4550 ± 0.006 5.4520 ± 0.002

W2 [g] 6.0875 ± 0.002 5.9630 ± 0.007 5.4394 ± 0.003 5.4393 ± 0.001

S [m2] 0.0529 ± 0.003

t [h] 336

K 87.600

ρ [g cm−3] 7.87

Δw [g/m2 h] 6.07 ± 0.03 × 10−4 1.11 ± 0.06 × 10−3 8.77 ± 0.04 × 10−4 7.14 ± 0.02 × 10−4

CR [mm year−1] 0.067 ± 0.004 0.124 ± 0.009 0.097 ± 0.005 0.074 ± 0.003

From Table 4, it can be seen that, in the case of the results determined by the gravimetric
method, the trend of the samples after 336 h of immersion in the 3.5% NaCl solution remains
the same as that determined by the electrochemical method. Thus, it can be seen that the
corrosion rate increases in the case of sandblasted samples compared to the non-sandblasted
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S235JR sample. This is mainly because the roughness of the surfaces increases compared to
the untreated sample, favoring the occurrence of corrosion.

3.2. Surface Roughness Results of Tested Surfaces before and after Corrosion Process

Roughness is an important parameter in understanding the effect that surface topog-
raphy has on the corrosion resistance of a material [33,34]. Figure 6a–d shows the surface
roughness before corrosion, and Figure 7a–d shows the surface roughness after corrosion.
Table 5 shows the average values of the obtained roughness parameters.

Table 5. Roughness parameter values for the tested surfaces before and after the corrosion process.

Parameters

Sample Code

before Corrosion Process

S235JR—Non-
Sandblasted

S235JR—Sandblasted
with Quartz

S235JR—Sandblasted
with Garnet

S235JR—Sandblasted
with Alumina

Ra [μm] 0.856 ± 0.01 5.548 ± 0.05 4.039 ± 0.02 3.749 ± 0.01

Rq [μm] 1.068 ± 0.1 6.805 ± 0.2 5.209 ± 0.4 4.826 ± 0.2

Rz [μm] 4.652 ± 0.3 31.723 ± 0.9 25.732 ± 0.5 25.291 ± 0.7

after Corrosion Process

Ra [μm] 1.153 ± 0.03 5.065 ± 0.03 3.642 ± 0.01 3.349 ± 0.02

Rq [μm] 1.422 ± 0.5 6.452 ± 0.6 4.881 ± 0.4 4.360 ± 0.3

Rz [μm] 6.894 ± 0.1 29.812 ± 0.3 25.571 ± 0.1 24.448 ± 0.5

(a) (b)

(c) (d)

Figure 6. 2D surface profile of surface roughness before corrosion for: (a) S235JR—non-sandblasted,
(b)—S235JR—sandblasted with quartz, (c)—S235JR—sandblasted with garnet, (d)—S235JR—
sandblasted with alumina.
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(a) (b)

(c) (d)

Figure 7. 2D surface profile of surface roughness after corrosion of S235JR immersed during 336 h
in 3.5 NaCl solution for: (a) S235JR—non-sandblasted, (b)—S235JR—sandblasted with quartz,
(c)—S235JR—sandblasted with garnet, (d)—S235JR—sandblasted with alumina.

From the analysis of Figure 6, it can be seen that after the sandblasting process,
the roughness of the samples increased compared to the S235JR—non-sandblasted steel sam-
ple (Figure 6a). If S235JR—non-sandblasted has a roughness of 0.856 ± 0.01 μm, it can be
seen that S235JR—sandblasted with quartz (Figure 6b) has a roughness of 5.548 ± 0.05 μm,
the increase of the roughness parameter, in this case, is 4.692 μm.

In the case of S235JR—sandblasted with garnet (Figure 6c), the roughness value has
a value of 4.039 ± 0.02 μm, while S235JR—sandblasted with alumina (Figure 6d) has a
value of 3.749 ± 0.01 μm. The increase in roughness after the sandblasting process was also
observed in the specialized literature by other authors [25,32,35,36].

This behavior is explained in the specialized literature by the fact that during the
sandblasting process, the surface of the samples is repeatedly sandblasted with hard
particles at a very high speed, which leads to the removal of the superficial oxide layer
formed on the surface of the samples generating at the same time a local plastic deformation
and a micro cutting process (formation of irregular cavities with random distribution) in
the surface layer [25,32].

From the analysis of Figure 7, an increase in roughness after the corrosion process can
be observed in the case of S235JR—non-sandblasted (Figure 7a). If before the corrosion
process, it had a roughness of 0.856 μm, after the corrosion process, it has a value of
1.153 μm. In this case, the increase of the parameter of roughness (Ra) is higher than the
initial value with 0.297 μm.

This is possible due to the appearance of corrosion products on the surface of the
sample that generated an inhomogeneous surface. In the case of the sandblasted samples,
a decrease in the roughness parameter (Ra) after the corrosion process is observed compared
to the values of the roughness parameter before the corrosion process.
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In the case of samples sandblasted after the corrosion process, the roughness decreases
due to the fact that the corrosion products formed on the surface of the layer fill the voids
formed after sandblasting, resulting in a more uniform surface [33].

According to Evgeny Barmatov and his team [33], sandblasting is a process that causes
surface defects, plastic deformations, micro deformations, and changes in heterogeneity
through the possible fragmentation of the particles used in the sandblasting process that
reach the surface of the sandblasted materials [33]. Sandblasting also determines the
appearance of deep grooves that can capture the corrosion products formed in the upper
part of the surfaces, favoring the appearance of micro reactions, thus generating pitting
corrosion [25,33].

Thus, in the same study [33], the authors state that the increase in the roughness
of a surface causes an increase in corrosion processes because the roughness influences
the corrosion potential favoring the appearance of corrosion pits. While a less rough
surface reduces, the occurrence of metastable pits by reducing the sites capable of being
activated [33].

The results of the roughness tests presented in this study confirm the results obtained
from the corrosion and optical microscopy study.

3.3. Optical Microscopy of Tested Surfaces before and after Corrosion

The surface of untreated S235JR steel, and blasted with quartz sand, red garnet,
and white electrocorundum investigated by optical microscopy before and after corrosion
tests in NaCl 3.5% to highlight the corrosive attack are shown in Figures 8a–d and 9a–d.

  
(a) (b) 

  
(c) (d) 

Figure 8. Optical microscopy before corrosion of S235JR for: (a) S235JR—non-sandblasted,
(b)—S235JR—sandblasted with quartz, (c)—S235JR—sandblasted with garnet, (d)—S235JR—
sandblasted with alumina.

From the analysis of the images obtained with the help of optical microscopy before
immersing the samples in the 3.5% NaCl solution, it can be observed that the surfaces are
clean, without traces of corrosion products and defects.
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(a) (b) 

   
(c) (d) 

Figure 9. Optical microscopy after corrosion of S235JR immersed during 336 h in 3.5 NaCl solution
for: (a) S235JR—non-sandblasted, (b)—S235JR—sandblasted with quartz, (c)—S235JR—sandblasted
with garnet, (d)—S235JR—sandblasted with alumina.

From the analysis of the images after immersing the samples in the 3.5% NaCl solution
for 336 h, it can be seen that the surfaces show corrosion products (rust products) that
formed on the surface of the samples. The surface most affected by corrosion products is the
surface of the S235JR—sandblasted with quartz (Figure 9b), which shows pitting corrosion.
The pitting corrosion covers a high surface of S235JR—sandblasted with quartz, and the pits
are deeper into the substrate. The least affected surface by corrosion products is the surface
of the S235JR—non-sandblasted (Figure 9a), which shows more generalized corrosion at
the surface of the materials without attacking the substrate. The optical microscopy images
are in good agreement with all the measurements analysis presented in this study.

4. Conclusions

The present study describes the influence of different type materials of grit blasting on
the corrosion resistance by immersing the samples in 3.5% NaCl solution for 336 h. As a
result, the following conclusions were observed:

From the evolution of the free potential, a decrease in the free potential can be observed
in the case of sandblasted samples compared to the untreated sample. After one hour from
immersion, the studied samples show a shift of the free potential towards more negative
values, indicating dissolution of the oxide layer on the surface of the samples.

From the electrochemical and gravimetric methods used to determine the corrosion
resistance, it can be seen that sandblasting has a negative effect on the corrosion resistance
of the S235JR steel. The highest corrosion resistance is observed for the S235JR non-
sandblasted surface, which presents higher values of Vcorr compared to the sandblasted
surfaces. This behavior is possible due to the fact that the S235JR non-sandblasted surface
has a lower roughness value compared to sandblasted surfaces.
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The lowest corrosion resistance is obtained by the S235JR sandblasted with quartz,
which has a corrosion resistance approximately two times lower compared to the non-
sandblasted surface. This behavior is possible due to the increase in roughness value
approximately six times higher compared to the non-sandblasted surface. Sandblasting
increases the roughness and determines the appearance of deep grooves that can capture
the corrosion products formed in the upper part of the surfaces, favoring the appearance of
micro reactions, thus generating pitting corrosion. In the case of the S235JR steel surface
sandblasted with garnet, a decrease in corrosion resistance of approximately 1.4 times
less is observed compared to the non-sandblasted surface. For the surface of S235JR steel
sandblasted with alumina, it can be seen that it has Vcorr values, which are close to the Vcorr
values obtained by the non-sandblasted surface, indicating that sandblasting with alumina
grit can be chosen as a method of steel preparation in order to prepare the surfaces for
possible coatings. It was also observed that as the immersion time increases, the corrosion
rate increases, a behavior observed on all studied surfaces.

From the roughness analysis, it can be seen that after the sandblasting process,
the roughness of the sandblasted samples increases compared to the untreated surface.
This behavior is due to the fact that the oxide layer formed on the surface of the sample is
removed by sandblasting process, generating at the same time a local plastic deformation
and a micro-cutting process (formation of irregular cavities with random distribution) in
the surface layer.

After the corrosion process, the roughness of the sandblasted samples decreases due
to the fact that the corrosion products formed on the surface of the layer fill the voids
formed after sandblasting, resulting in a more uniform surface, while the roughness of
the non-sandblasted surface studied increases. This behavior can be explained by the
fact that the appearance of corrosion products on the surface of the sample generated an
inhomogeneous surface.

Determining the corrosion behavior of a material used in various industrial applica-
tions represents one of the most important properties that determine its choice or replace-
ment in a specific application. Thus, this study offers a deeper understanding of the effect
that sandblasting has on the corrosion resistance of carbon steel S235JR, a material of major
interest considering its wide range of uses in various industrial sectors.

Further studies will be done regarding the influence of the three presented sandblast-
ing grits on the corrosion resistance of S235JR steel coated with different paints enriched
with ceramic nanoparticles. The studies will be completed by the analysis of the corrosion
products that appear on the surface of material.
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