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1. Introduction

Machine learning (ML) is one of the most exciting fields of computing today. Over the
past few decades, ML has become an entrenched part of everyday life and has been
successfully used to solve practical problems. An application area of ML is very broad,
including engineering, industry, business, finance, medicine, and many other domains.
ML covers a wide range of learning algorithms, including classical ones such as linear
regression, k-nearest neighbors, decision trees, support vector machines and neural net-
works, and newly developed algorithms such as deep learning and boosted tree models.
In practice, it is quite challenging to properly determine an appropriate architecture and
parameters of ML models so that the resulting learner model can achieve sound perfor-
mance for both learning and generalization. Practical applications of ML bring additional
challenges, such as dealing with big, missing, distorted, and uncertain data. In addition,
interpretability is a paramount quality that ML methods should aim to achieve if they are
to be applied in practice. Interpretability allows us to understand ML model operation and
raises confidence in its results.

This book compiles 41 papers published in the Special Issue titled “Applied Machine
Learning”. The papers focus on applications of ML models in a diverse range of fields and
problems. They report substantive results on a wide range of learning methods, discuss
conceptualization of problems, data representation, feature engineering, ML models, critical
comparisons with existing techniques, and interpretation of results.

2. Summary of the Contributions

There were 116 papers submitted to this special issue, and 41 papers were accepted.
Although each paper covers different topics, we can identify six categories where the papers
can be classified according to their main focus: computer vision, teaching and learning,
social media, forecasting, basic problems of ML, and other topics.

2.1. Computer Vision

Image processing and analysis are a basis of computer vision problems such as se-
mantic segmentation, object classification, localization, and detection, optical character
recognition, facial recognition etc. An appropriate representation of image content is a
crucial problem. In [1], to deal with this problem, a novel type of representation is proposed
where an image is reduced to a set of highly sparse matrices representing detected key-
points. The authors express intensity of features extracted from a dedicated convolutional
neural network (CNN) autoencoder. The new features have many advantages such as they
are not manually designed but learned, they are expected to minimize information loss and
they are relatively easy to interpret.

In [2], a fast-self-adaptive digital camouflage method based on deep learning is pro-
posed. It is designed for the new generation of adaptive optical camouflage which can
change with the environment in real-time. The system is composed of a YOLOv3 model
that identifies military targets, a pre-trained deepfillvl model that designs the prelim-
inary camouflage texture, and a k-means algorithm for standardization of the texture.

Appl. Sci. 2022, 12, 2039. https:/ /doi.org/10.3390/app12042039
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The experimental results show that the camouflage pattern designed by the proposed
method is consistent with the background in texture and semantics, and has excellent
camouflage performance.

A problem of classification of remote sensing images for disaster investigation, traffic
control, and land-use resource management is considered in [3]. A new remote sensing
scene classification network is proposed and a two-stage cyclical learning is developed to
speed up model training and enhance accuracy. A t-distributed stochastic neighbor em-
bedding algorithm was used to verify the effectiveness of the proposed model, and a local
interpretable model-agnostic explanation algorithm was applied to improve the results.

In [4], tracking pedestrian workers on construction sites is considered to improve
efficiency and safety management. Vision-based tracking approaches, suitable in this
case, require a large amount of data originating from construction sites. These data are
hardly available, so the authors propose to use a small general dataset and combine a deep
learning detector with an approach based on classical ML techniques. They use YOLOv3
detector for identifying workers and compare its performance with an approach based
on a soft cascaded classifier. They found that both approaches generally yield satisfying
tracking performances but feature different characteristics. To augment a self-recorded real
world dataset for learning the vision-based tracking system, in [5] virtual construction site
scenarios are modeled using 3D computer graphics software. The detector’s performance
is examined when using synthetic data of various environmental conditions for training.
The findings showed that a synthetic extension is beneficial for otherwise small datasets. It
is an alternative to evaluate vision-based tracking systems on hazardous scenes without
exposing workers to risks.

In [6], a problem of environment classification for unmanned aerial vehicles (UAV) is
addressed. Images obtained from video and photographic cameras mounted on a UAV are
recognized to detect ground, sky, and clouds. The proposed recognition system includes
CNN trained with a dataset generated by both, a human expert and a Support Vector
Machine (SVM) to capture context and precise localization.

2.2. Teaching and Learning

Student grade prediction is an important educational problem for designing personal-
ized strategies of teaching and learning. To solve this problem, in [7], a graph regularized
robust matrix factorization is proposed optimized by a majorization minimization algo-
rithm. This method integrates two side graphs built on the side data of students and
courses into the objective of robust low-rank matrix factorization. As a result, the learned
features of students and courses can grasp more priors from educational situations to
achieve higher grade prediction results. This facilitates personalized teaching and learning
in higher education.

For developing adaptive e-learning systems, it is very helpful to provide information
on how students recognize, process and store information. To improve students’ learning
evaluation, in [8], a method based on deep multi-target prediction algorithm using Felder-
Silverman learning styles model is proposed. It uses feature selection, learning styles
models, and multiple target classification to investigate the possibility of improving the
accuracy of automatic learning styles identification. The obtained results show that learning
styles allow adaptive e-learning systems to improve the learning processes of students.

Students’ performance prediction in higher education was considered in [9]. To exploit
the knowledge retrieved from one problem for improving the predictive performance of
a learning model for a different but related problem, the authors use transfer learning.
The experimental results demonstrate that the prognosis of students at risk of failure can
be achieved with satisfactory accuracy in most cases, provided that datasets of students
who have attended other related courses are available.

Paper [10] was conducted with the aim of identifying the interrelationships among
topics based on the understanding of various bodies of knowledge. The study provides
a foundation for topic compositions to construct an academic body of knowledge of AL
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To this end, ML-based sentence similarity measurement models used in machine translation,
chatbots, and document summarization were applied to the body of knowledge of Al
Consequently, several similar topics related to agent designing in Al were identified.
The results of this study can be applied in the edutech field.

Predicting the academic standing of a student at the graduation time can be very
useful for institutions to select among candidates or in helping potentially weak students
in overcoming educational challenges. In [11], this problem is solved using several ML
algorithms based on different student data including individual course grades and grade
point averages. This approach can be applied to any dataset to determine when to use
which college performance representation for enhanced prediction. For predicting the
grades of undergraduate students in the final exams, in [12], multi-view learning is applied
to exploit the knowledge retrieved from data, represented by multiple feature subsets
known as views. A semi-supervised regression algorithm is proposed which exploits
three independent and naturally formed feature views, derived from different sources.
The experimental results demonstrate that the early prognosis of students at risk of failure
can be accurately achieved and could highly benefit the educational domain.

2.3. Social Media

One prominent dark side of online information behavior is the spreading of rumors on
social media. Paper [13] analyses the association between user features and rumor refuting
behavior in different rumor categories. Natural language processing (NLP) techniques
are applied to quantify the user’s sentiment tendency and recent interests. The users’
personalized features are used to train XGBoost classification model to identify potential
refuters. The results revealed that there are significant differences between rumor stiflers
and refuters, as well as between refuters for different categories.

The objective of [14] is to detect variables that allow organizations to manage their
social network services efficiently. This study, applying ML algorithms and multiple
linear regression, reveals which aspects of published content increase the recognition of
publications through retweets and favorites. The findings of this research provide new
knowledge about trends and patterns of use in social media, providing academics and
professionals with the necessary guidelines to efficiently manage these technologies in the
organizational field.

Paper [15] concerns the tourists” sentiments regarding travel destinations based on
online travel review texts. The authors transformed sentiment analysis into a multi-
classification problem based on ML methods, and further designed a keyword semantic
expansion method based on a knowledge graph. The method extracts keywords from
online travel review texts and obtains the concept list of keywords through the knowledge
graph. This list is then added to the review text to facilitate the construction of semantically
expanded classification data. The results of sentiment analysis form an important basis for
tourism decision making.

Micro-blogs, such as Twitter, have become important tools to share opinions and
information among users. The authors of [16] wonder how a user can discover influencers
concerned with their interest. They propose a classification model trained on messages
labeled with topical classes, so as this model is able to classify unlabeled messages. This
model can be used to reveal the hidden topic the messages are talking about.

With the widespread use of over-the-top (OTT) media, such as YouTube and Netflix,
network markets are changing and innovating rapidly, making it essential for network
providers to quickly and efficiently analyze OTT traffic with respect to pricing plans and
infrastructure investments. In [17], a time-aware deep learning method of analyzing OTT
traffic to classify users for this purpose is presented. A novel framework to better exploit
accuracy, while dramatically reducing classification time is proposed. The resultant approach
provides a simple method for customizing pricing plans and load balancing by classifying
OTT users more accurately.
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Recommendation systems aim to decipher user interests, preferences, and behavioral
patterns automatically. The credibility of the recommendation is of magnificent impor-
tance in crowdfunding project recommendations. Paper [18] devises a hybrid ML-based
approach for credible crowdfunding projects’ recommendations by wisely incorporating
backers’ sentiments and other influential features. The proposed model has four modules: a
feature extraction module, a hybrid latent Dirichlet allocation and LSTM-based latent topics
evaluation module, credibility formulation, and recommendation module. The proposed
model’s evaluation depicts that credibility assessment based on the hybrid ML approach
contributes more efficient results than existing recommendation models.

2.4. Forecasting

Stock performance prediction is one of the most challenging issues in time series data
analysis. Paper [19] proposes to build an automated trading system by integrating Al and
the proven method invented by human stock traders. The knowledge and experience of the
successful stock traders are extracted from their related publications. After that, an LSTM-
based deep NN is developed to use the human stock traders’ knowledge in the automatic
trading system. Experimental results indicate that the proposed ranking-based stock
classification considering historical volatility strategy outperforms conventional methods.

In [20], the authors study the volatility forecasts in the Bitcoin market, which has
become popular in the global market in recent years. For the improvement of the forecasting
accuracy of Bitcoin’s volatility, they develop hybrid forecasting models combining the
GARCH family models with the ML approach including NNs.

Paper [21] is about forecasting the Key Performance Indicators (KPIs), usually in the
form of time series data, related to the COVID-19 pandemic. Making reliable predictions of
these indicators, particularly for emergency departments, can facilitate acute unit planning,
enhance the quality of care and optimise resources. The authors compare the KPI forecasting
models including classical ARIMA, Prophet and General Regression NN.

A development of the intelligent transport systems has created conditions for solving
the supply-demand imbalance of public transportation services. In [22], a method to
forecast real-time online taxi-hailing demand is introduced. It is based on NNs and extreme
gradient boosting. The proposed method can help to schedule online taxi-hailing resources
in advance.

Climate change increases the frequency and intensity of heatwaves, causing significant
human and material losses every year. Big data, whose volumes are rapidly increasing,
are expected to be used for preemptive responses. In [23], for weekly prediction of heat-
related damages, a random forest model was developed using statistical, meteorological,
and floating population data. The results show that the proposed model outperforms
existing ones.

One of the hottest topics in today’s meteorological research is weather nowcasting,
which is the weather forecast for a short time period such as one to six hours. With the main
goal of helping meteorologists in analyzing radar data for issuing nowcasting warnings,
in [24], a regression model based on an ensemble of deep NN for predicting the values
for radar products is proposed. The proposed model is intended to be a proof of concept
for the effectiveness of learning from radar data relevant patterns that would be useful for
predicting future values for radar products based on their historical values.

2.5. Basic Problems of ML

Paper [25] deals with the problem of instance selection for classifiers. The main goal is
to improve the performance of a classifier (its speed and accuracy) by eliminating redun-
dant and noisy samples. The obtained results indicate that for the most of the classifiers
compressing the training set affects prediction performance and only a small group of
instance selection methods can be recommended as a general purpose preprocessing step.
These are learning vector quantization based algorithms, along with the Drop2 and Drop3.
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Support vector machines are a well-known classifiers due to their superior classifi-
cation performance. To decrease the large-scale SVM complexity, in [26], a novel data
reduction method for reducing the training time by combining decision trees and relative
support distance is proposed. The method selects good support vector candidates in each
partition generated by the decision trees. The selected candidates reduced the training time
while maintaining good classification performance in comparison with existing approaches

Paper [27] deals with the problem of solving of partial differential equations, which is
a hot topic of mathematical research. The authors introduce an improved Physics Informed
Neural Network (PINN) for solving partial differential equations. PINN takes the physical
information that is contained in partial differential equations as a regularization term, which
improves a performance of NNs. The experimental results show that PINN is effective in
solving partial differential equations and deserves further research.

Machine learning of automata and grammars has a wide range of applications in such
fields as syntactic pattern recognition, computational biology, systems modeling, natural
language acquisition, and knowledge discovery. In [28], an approach to non-deterministic
finite automaton inductive synthesis that is based on answer set programming (ASP)
solvers are proposed. They consist of preparing logical rules before starting the searching
process. The authors show how the proposed ASP solvers help to tackle the regular
inference problem for large-size instances and compare their approach with the existing
ones. Experiments indicated that the proposed approach clearly outperforms the current
state-of-the-art satisfiability-based method and all backtracking algorithms proposed in
the literature.

Paper [29] sits in the scientific field known as grammatical inference (GI), automata
learning, grammar identification, or grammar induction. The matter under consideration
is the set of rules that lie behind a given sequence of words and the main task is to
discover the rules that can help to evaluate new, unseen words. The authors propose a new
grammatical inference method and applied it to a real bioinformatics task, i.e., classification
of amyloidogenic sequences. In the experimental evaluation, they showed that the new
grammatical inference algorithm gives the best results in comparison to other automata
or grammar learning methods as well as ML approach combining an unsupervised data-
driven distributed representation and SVM.

Paper [30] is about anticipatory classifier systems, i.e., the classifier systems that learn
by using a cognitive mechanism of anticipatory behavioral control which was introduced
in cognitive psychology. The authors note that the learning classifier systems revealed
many real-world sequential decision problems where the preferred objective is the maxi-
mization of the average of successive rewards. To address such problems, they proposes
a modification toward a learning component: a new average reward criterion. In the
experimental study, they showed that the anticipatory classifier systems with an averaged
reward criterion can be used successively in multi-step environments.

2.6. Other Topics

A medical care application of ML is considered in [31]. This work is on a sleep apnea
which is a common sleep-related disorder that significantly affects the population. It is
characterized by repeated breathing interruption during sleep. The authors propose a new
probabilistic algorithm based on oronasal respiration signal for automated detection of
apnea events during sleep. Unlike classical threshold-based classification models, they use
a Gaussian mixture probability model for detecting sleep apnea based on the posterior
probabilities of the respective events. The results show significant improvement in the
ability to detect sleep apnea events compared to a rule-based classifier that uses the same
classification features and also compared to the previously published studies.

Paper [32] deals with a discrete optimization problem of product placement and
of order picking routes in a warehouse. The authors propose a genetic algorithm that
minimizes the sum of the order picking times. The product placement is optimized by
another genetic algorithm. To improve and accelerate an optimization process, several ideas
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are proposed such as a multi-parent crossover, caching procedure, multiple restart and
order grouping. A proposed solution decreases significantly the total order picking times.

ML techniques have been actively applied to the meteorology and climatology fields
in recent years. They are used for forecasting in different horizons, modelling climatic
data, quality control and correction of observed weather data. Paper [33] deals with the
topic of the climate change. It presents a framework for selecting general circulation
models (GCMs) in homogeneous climatic zones and detecting future climate change trends.
With the support of ML techniques, long records of climate data, from numerous gauging
sites and web sources, were analyzed and used to determine historical and projected trends
of climate change. In [34], to detect the weather phenomena such as precipitation and
fog from the backscatter data obtained from the lidar ceilometer, three ML models were
applied: random forest, SVM, and NN. The prediction results showed the potential for
precipitation detection, but fog detection was found to be very difficult.

The emission of carbon dioxide caused by various sectors, including construction
and industrial processes, has emerged as a severe problem that dramatically affects global
climate change. A portland cement production process accounts for a large part global an-
thropogenic CO, emission. A fly ash-based geopolymer concrete (FAGP) offers a favourable
alternative to conventional Portland concrete due to its reduced embodied carbon dioxide
content. In [35], ML methods including artificial NN, deep NN and ResNet were employed
to predict mechanical properties of FAGP concrete. The obtained results indicate that the
proposed approaches offer reliable methods for FAGP design and optimisation.

Paper [36] deals with a vibration test in the space structure testing. During the physical
tests, the structure must not be overtested to avoid any risk of damage. In order to solve
the issues associated with existing methods of live monitoring of the structure’s response,
the authors investigated the use of artificial NNs to predict the system’s responses during
the test. The conducted research accounts for a novel method for live prediction of stresses,
allowing failure to be evaluated for different types of material via yield criteria.

Software vulnerabilities are one of the main causes of cybersecurity problems, re-
sulting in huge losses. Existing solutions to automated vulnerability detection are mostly
based on features that are defined by human experts and directly lead to missed potential
vulnerability. Deep learning is proposed in [37] as an effective method for automating
the extraction of vulnerability characteristics. Word2vec continuous bag-of-words, mul-
tiple structural CNNSs, and stacking classifiers were found to be the best combination for
automated vulnerability detection by comparing classification results.

Paper [38] is on information privacy which is a critical design feature for any exchange
system, with privacy-preserving applications requiring the identification and labelling
of sensitive information. The authors propose a predictive context-aware model based
on a Bidirectional Long Short Term Memory network with Conditional Random Fields
(BiLSTM + CREF) to identify and label sensitive information in conversational data. The re-
sults demonstrate that the BILSTM + CRF model architecture with BERT embeddings and
WordShape features is very effective and outperforms competitive solutions.

Natural language processing has enormous areas of applications including sentiment
analysis, machine translation, text classification and extraction. In [39], the problem of
developing a deep learning-based language model that helps software engineers write
code faster is considered. This research proposes a hybrid approach that harnesses the
synergy between ML techniques and advanced design methods aiming to develop a code
auto-completion framework that helps firmware developers write code in a more efficient
manner. The proposed framework can save numerous hours of productivity by eliminating
tedious parts of writing code.

In [40], the problem of predicting the movement of a drifter on the ocean is considered.
The authors estimated drifter tracking over seawater using ML and evolutionary search
techniques including differential evolution, particle swarm optimization, multi-layer per-
ceptron, SVM, deep NNs, LSTM and others. Extensive comparative research allows us to
evaluate the suitability of various ML algorithms for solving this type of problem.
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A salesperson performance measurement is a process that occurs multiple times per
year on a company. During this process, the salesperson is evaluated how he or she
performed on numerous KPIs. In [41], several data mining techniques are proposed to
allow managers to make a better decision about salespeople performance measurement
based on metrics defined by the business. The authors applied a naive Bayes model to
classify salespeople into pre-defined categories provided by the business. They showed
that the proposed approach can be applied in many companies using different KPIs.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Image analysis has many practical applications and proper representation of image content
is its crucial element. In this work, a novel type of representation is proposed where an image is
reduced to a set of highly sparse matrices. Equivalently, it can be viewed as a set of local features of
different types, as precise coordinates of detected keypoints are given. Additionally, every keypoint
has a value expressing feature intensity at a given location. These features are extracted from
a dedicated convolutional neural network autoencoder. This kind of representation has many
advantages. First of all, local features are not manually designed but are automatically trained for a
given class of images. Second, as they are trained in a network that restores its input on the output,
they may be expected to minimize information loss. Consequently, they can be used to solve similar
tasks replacing original images; such an ability was illustrated with image classification task. Third,
the generated features, although automatically synthesized, are relatively easy to interpret. Taking
a decoder part of our network, one can easily generate a visual building block connected with a
specific feature. As the proposed method is entirely new, a detailed analysis of its properties for a
relatively simple data set was conducted and is described in this work. Moreover, to present the
quality of trained features, it is compared with results of convolutional neural networks having a
similar working principle (sparse coding).

Keywords: image representation; local features; autoencoder; convolutional neural network;
machine learning

1. Introduction

Images are typically represented using regular grids of pixels. The information about image
content is kept both in pixels” attributes (color channels) and, which seems to be even more important,
in their spatial distribution. This kind of representation, although natural for humans, has at least
one crucial drawback: It significantly complicates the design of effective computer algorithms able to
accomplish tasks which are relatively easy for our visual system. The nature of this problem lies not
only in the huge number of image elements and the variety of their possible distributions, but also in
the fact that humans do not consciously operate on individual pixels. In most of the cases, the latter
reason makes it impossible to directly write computer programs imitating the unconscious process of
image understanding.

There are two typical approaches allowing to overcome the above problem. The first group of
methods aims at changing and simplifying the representation of image content. The second one,
instead of direct implementation, engages machine learning for this purpose. Although these methods
can be used separately (simplified representations may allow to design algorithms ready for direct
implementation and there are trainable models that can operate on raw pixels), they are usually
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combined together. The need for this combination originates in the limitations of existing models
(e.g., specific input format) as well as in the necessity of selection of optimal model parameters (even
carefully designed algorithms require problem specific fine-tuning).

An algorithm solving a given problem, created both with the use of machine learning techniques
and without them, requires domain knowledge either to encode it in a computer program or to
design the training objective. Unfortunately, domain experts usually have problems with sharing their
knowledge in a form of ready-to-use mathematical formulas. They prefer to express it in imprecise
natural language (it must be somehow adapted to become applicable in the source code of the program)
or they provide it in a form of a training set (for a given input they specify the expected output). In both
cases, it may be easier for them to operate on simplified representations rather than on millions of
pixels. Training set preparation may be especially troublesome for some specific tasks. In particular,
when precise image segmentation is the goal of analysis, the knowledge acquisition at pixel level
can be tiresome and time-consuming. Moreover, if it concerns, e.g., medical applications, where the
number of experts is limited, acquiring a huge and representative set of examples, required by most of
machine learning algorithms, becomes almost impossible.

Another important aspect of image representation choice is interpretability of the algorithm
results. Nowadays many artificial intelligence techniques have become a part of our life. Some of
them are, or in the near future, will become responsible for our health and even life. Consequently,
their authors must be prepared to at least explain their general principles to potential consumers to
convince them that their product is safe. Operating on individual pixels makes it practically impossible.
If instead the applied representation is significantly reduced and its components can be assigned a
meaningful interpretation, such an explanation becomes plausible.

To conclude, the search for alternative image representations constitutes an important task
from image analysis point of view. Moreover, it is very interesting itself as it may also allow better
understanding of the principles of human visual system operation. There are many evidences that
this system also tries to organize the recognition process creating several intermediate representations
corresponding to elements of the observed scene [1]. Such intermediate representations are also
observed in trained convolutional neural networks (CNN) [2-6] as they try to imitate the activity of
visual cortex (to some extent). This was the main reason behind the choice of a CNN to automate the
process of image representation construction in our research.

In this paper, we propose a new CNN-based method allowing to generate general image content
representation. The image is described as a tuple of feature maps that describe the localization and
intensity of selected visual features on the image plane. A feature map is a matrix that describes
the intensity of a certain visual feature at every point of the image. This means that instead of global
image features, such as image is mostly blue or there are many vertical lines, we focus on local features,
such as there is a vertical segment centered at a point with given coordinates. Due to the local nature of the
selected features, the proposed method encodes each feature occurrence as a single matrix element.
The exact coordinates of the selected pixel reflect the precise localization of the feature in the image
plane. As a result, the relation between feature maps and actual image content is much more direct
than in the case of classic CNNs. This greatly simplifies the semantic analysis of features and feature
maps, which originally required a specific approach such as deconvolutional neural networks [3].

Naturally, the aforementioned features have to be non-trivial. If visual features consisting of
a single pixel were allowed, the trained feature extractor could take the form of an identity function and
the feature maps would correspond to the original image. In order to select semantically meaningful
features, our method ensures that the feature maps at a selected level are sparse matrices, where the
neighborhood of each activated (non-zero) element is zeroed. The resulting image representation, based
on the visual features of the image, should contain sufficient information to ensure that the goals of the
analysis are met. The encoding is obviously lossy, but the most common patterns found in the training
set are expected to be preserved. Because of its ubiquity in the field of machine learning, the MNIST
data set of handwritten digits [7] was employed for the purpose of the present study. Not only does it
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allow for comparisons of the obtained results with those produced by similar techniques, but it is also,
due to its simplicity, easily interpretable. The latter asset enables understanding of the meaning of the
generated local features.

The remaining part of this paper is organized as follows. Section 2 discusses related works.
In Section 3, the concept of convolutional neural networks is outlined and our novel contributions
are defined. Section 4 describes the experimental framework for providing as sparse an image
representation as possible, without losing the key information. The results are discussed in Section 5.
A detailed analysis of the neural network models is illustrated with various visualizations. Finally,
Section 6 presents the conclusions and directions for further research.

2. Related Works

The method of local feature identification proposed in this work uses the specific properties
of CNNs. To enforce sparse coding, which allows us to determine the precise localization of these
features, we propose a specific neural network architecture with additional filtering layers and a unique
adjustment of the training objective. This is a novel approach, and thus it is hard to compare it with
existing works. Nevertheless, in this section we try to present some of the related works aggregating
them into three groups: works devoted to other methods of generating alternative representations
of image content; works trying to automatically find semantic interpretation of features emerging in
CNNs; and works having, to some extent, similar working principles to our approach.

2.1. Image Representation

As it was mentioned in Section 1, the change of image representation (extraction of features) is a
crucial step in image analysis. It depends naturally on the type of considered task and consequently
on the techniques that will be used. In the case of image classification tasks, global representations
may be sufficient. However, for pattern localization, object detection and, in particular, for image
segmentation, local features extraction is essential. Global representations treat the image as a whole
and try to generate descriptors (usually feature vectors) which summarize colors, textures, shapes,
etc. visible in this image. Features presented in this work are local. It means that the descriptors are
assigned not to the whole image, but to specific locations (keypoints) within it. Naturally, raw pixels
are also such local descriptors, but what we look for are reduced representations where the number of
descriptors is significantly smaller than the number of all pixels. The reduced representation does not
necessarily mean the loss of information. Their number is smaller but as they describe properties of
image regions they may contain more information than color channel values assigned to single pixels.
Moreover, additional information may be also kept in the data structure reflecting relations (including
spatial relations) between these descriptors.

In the literature, there are two typical strategies for local descriptor finding: The first one uses
segmentation techniques to define homogeneous regions of the image. Having found them, descriptors
may be assigned either to these regions [8] or to their borders [9]. The regions are associated with
information about their precise location (e.g., centroid of the region) and, consequently, their spatial
relations can be discovered as well. The second strategy achieves a similar goal in the opposite
way. First, characteristic points are sought for in the image plane (keypoints) and the local region
around them is identified afterwards. In this group, such techniques as SIFT [10] or SURF [11] can be
mentioned. They are particularly interesting, as they provide scale and orientation invariance. In all
the above cases, after region or keypoint detection, descriptors (local features) must be computed.
These descriptors can take into account the shape and the color of a region or they can be based on
local gradients (SIFT) or wavelet responses (SURF). All of them, however, are designed manually by
the author of a specific application.

The local features can be used both to classify image content and to solve more complex tasks.
In the simplest case, clustered descriptors allow the identification of visual vocabulary depending
on which bag-of-visual-words (BoVW) technique can be applied. In this approach, image content is
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transformed into a real vector (one-hot or frequency encoding) and consequently most classic pattern
recognition techniques can be employed. If spatial relations between local features need to be taken into
account or more complex tasks (object localization, segmentation) are to be solved, other methods must
be used. For SIFT and SURF descriptors, a dedicated efficient matching algorithm was designed to
find a correspondence of local features extracted from different images [10]. Other possible approaches
construct a graph describing the image content, where local features are related to its nodes and spatial
relationships are reflected in the edges. In such a case, geometric deep learning (GDL), allowing to
generalize the CNN concept to non-Euclidean domains, can be applied [12-14]. Alternatively, active
partitions [15], an extension of classic active contours, can be of use here as well.

2.2. Semantic Interpretation

There are many evidences that feature maps generated by successive convolutional layers of a
CNN correspond with some semantically important parts of the analyzed images [3]. The identification
of relationships between these parts and feature maps is not, however, a simple task. First of all,
CNNs were always treated as trainable black boxes (similarly to other neural networks) and while
designing their architecture no attention was paid to how the intermediate outputs can be interpreted.
The resulting feature maps are usually blurred and it is really hard to understand the relation between
them and the content of the input images. Moreover, in classic CNN architectures (pooling layers
and no padding) the size of the feature maps is reduced in consecutive layers. This leads to further
problems with identifying the precise location of semantically important regions.

In the literature there can be found several techniques trying to reveal the aforementioned
relationships. In [4], first the peaks of the feature maps are mapped onto visual (receptive) fields
within the input image. There their correspondence with known semantic parts is checked. As more
than one feature map may be connected with a given part, a genetic algorithm is then applied to find
the most appropriate subset of the feature maps from all the convolutional layers. In [5], instead of
the layer outputs, their gradients maps, calculated with backpropagation algorithm, are used to find
activation centers. In [16], the authors introduce class activation mapping (CAM), which can be used
for identification and visualization of discriminative image regions, as well as for weakly supervised
object localization. In that approach, a CNN network must be trained to classify images (supervised
learning) and typical fully-connected layers are replaced by global average pooling (GAP) followed
by a fully connected soft-max layer. The CAM for a given class can be found as a linear combination
of the final feature maps generated by convolutional layers with weights corresponding to a specific
network output. As the size of the class activation map is equal to the size of the final feature maps,
it must be upsampled to be comparable with the input image. Finally, in [6], the authors assume that
the top layers of a network correspond to the bigger parts or whole objects, while the lower layers
reflect smaller parts which are building blocks for the more complex ones. They propose a method
that is able to automatically discover a graph describing these relationships. It should be noted, that
all these methods, although interesting, are quite complex. Moreover, they try to find correspondence
with known parts (supervised process), which need not be optimal in every application.

2.3. Working Principles

The key part of the proposed method involves using sparse matrices as an intermediate step of
image processing with CNNs. This should not be confused with sparse convolutional neural networks
proposed in [17], as that work was founded upon using sparse filter matrices in multiple convolutional
layers, whereas our approach is based on sparse outputs. Another method that applied sparse coding
to CNNs was presented in [18] and addressed the problem of image super-resolution. This approach,
however, also differs from ours in terms of both the main goal and the motivation behind using sparse
matrices. In the present study, sparse matrices are utilized to generate image descriptions based on
visual features.
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These examples show that it is hard to find works with objectives similar to ours. Nevertheless,
we were able to identify two groups of research areas which can be considered related and which will
be used as a comparison base for our results.

Sparse coding in feed-forward neural networks was considered in multiple works as a tool for
improving the performance of typical CNNs with dense matrices. This includes both theoretical
analysis [19] and practical application to image reconstruction [20]. There are also multiple ways to
generate sparse image representations for the tasks of image reconstruction and classification. One of
the notable approaches is based on the Fisher discrimination criterion [21]. Multiple related works
describe solutions based on CNNs [22-24], which make them similar and potentially comparable
to the method presented in this paper. However, these studies are concerned with issues related to
either the computational speed or accuracy and did not consider the problem of intermediate feature
extraction. As presented in [25], sparse coding can simplify the classification task by maximizing
the margin from the decision boundary in a selected metric space. It must be emphasized, however,
that none of these works was dedicated to automatic detection of visual image features.

Sparse representation of the hidden layer outputs is also typical for spiking convolutional neural
networks (SCNNs) [17]. The key component of SCNNs intends to simulate the electro-physiological
process that occurs in synapses. Another notable advantage of SCNNSs is the possibility to implement
them on FPGA-based hardware [26]. The actual solutions are usually based on leaky integrate-and-fire
(LIF) neurons [27,28] or spike-timing-dependent plasticity (STDP) learning [29]. Both above-mentioned
methods involve the introduction of additional types of neurons that simulate spiking of the electrical
charge, according to the selected model of synapses behavior. Distinct peaks related to the presence
of specific patterns are rare enough to generate sparse data, which can be further reshaped into
a sparse matrix. Thus, SCNN-based methods belong to the field of sparse coding. In the proposed
approach, the learning process known from the basic CNNs is enhanced only with additional cost
function components (which can be considered as model regularization) and activation functions,
but no additional neuron types are introduced.

2.4. Contribution

The goal of our research was to create a tool that will be able to automatically (in an unsupervised
way) discover spatially located visual features for a given class of images. These features should
lead to a reduced representation of the image content without the loss of information contained
there. Such a representation should allow to create image analysis algorithms which would be
easier for interpretation, allowing the use of simpler models where external expert knowledge can be
incorporated in a more natural way.

The image representation proposed in this work enables to achieve the above goal. Unlike the
case of SIFT or SURF methods mentioned in Section 2.1, the feature identification does not rely on a
manually designed algorithm, but it can be trained for a specific class of images. The role of a keypoint
extractor is played by an encoder part of the proposed convolutional autoencoder. The value assigned
to a given keypoint corresponds with the intensity of a visual feature. This value, together with the
number of the sparse feature map where the keypoint was found, constitutes a form of a keypoint
descriptor. It need not be more complex as no further matching is required when two images are
compared. The feature map number directly identifies keypoints of the same type.

Although the types of the features (the numbers of the successive feature maps) seem to be very
abstract, our approach allows us to discover and understand the nature of these features without
the necessity of using such complex algorithms as those presented in Section 2.2. Their form can
be revealed using a decoder part of our network. All of that would not be possible if we could
not precisely locate these features in the original images, which is problematic for typical, blurred
feature maps. Our approach solves this problem thanks to the novel training objective component,
which enforces leptokurtic distribution of specific layer outputs, and thanks to the new filtering step
added to the network architecture.
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It should also be emphasized that the proposed representation differs significantly from reduced
representations which can be obtained using classic feature reduction algorithms like PCA or
non-convolutional autoencoder. The convolutional autoencoder used in this work takes the spatial
relationships between reduced features and (which is its additional advantage) it performs feature
reduction in a local way. The resulting features are calculated only on the basis of the pixels belonging
to the respective receptive field. Such a weight sharing, typical for a CNN, reduces the number of
trainable parameters and allows us to detect the same features in different places of the image plane
regardless of the image size.

Finally, we use matrices, and not vectors, to encode images, because not only do we want to
compress the information, but we want to extract the information about localization of the visual
building blocks as well. This is a very specific application, which requires matrices only because the
images are represented as regular grids of pixels. Nevertheless, the proposed approach is general. CNN
is designed to work with matrix-like structures, but interpretation of these structures is irrelevant. If an
autoencoder is used, one can obtain an encoder which generates sparse matrices preserving the whole
information about the encoded data. In order to use the resulting sparse matrices, another processing
tool unit must be designed. An example is a classifier described in Section 4.3. An alternative solution,
which is not presented in this work, could be to train a CNN directly performing a specific task (e.g.,
classification) with enforced sparsity inside. In this case, however, the sparse information would not
preserve the whole information about the input, but only this part which is required to accomplish a
given goal.

3. Method

3.1. Method Overview

As proposed by LeCun [2], CNNs are feed-forward neural networks that typically consist of
the following.

e  Convolutional layers, which consist of multiple groups of matrix convolution filters.
Input channels are convolved with corresponding filters from a group, and the sum of
convolutions is a single output channel. The number of output channels is equal to the number of
filter groups.

e Pooling layers, which divide the input image into a grid and reduce each cell to a single pixel.
A commonly used pooling option is max-pooling, which takes the maximum value of each cell.

®  Processing units such as activation functions or regularization techniques. The latter usually
operates only on the gradient values used in the learning process, which can be used to implement
additional components of the cost function.

In this paper, two applications of CNN’s are considered. The most important architecture proposed
in this study is a CNN-based autoencoder. Its primary goal is to minimize the difference between
the input data and the output obtained for any input from the considered data set. The difference is
calculated as the Euclidean distance between vectors of pixels. This implies that the resolutions of both
input and output are expected to be the same. Thus, in our approach, no pooling layers are used and
each convolutional layer is complemented by appropriate padding. As the convolution of m1,, x m,
matrix with f, % fj, filter yields (my — fo +1) x (my, — f + 1) as a result, (fi, — 1)/2 zero-padding is
added to the sides of the matrix, and (f;, — 1)/2 to the top and bottom. This is possible when both
filter dimensions (f, and f;,) are odd. This property is illustrated in Figure 1.

Without setting additional requirements, it would be easy to construct a perfect CNN-based
image autoencoder. It would be sufficient that each layer generated an output equal to the input.
This could be achieved with a convolution filter that has 1 in a single matrix element and 0 everywhere
else. In order to avoid a meaningless result like that, we force one selected hidden layer to consist only
of sparse matrices. The sparsity is guaranteed in the following way. For each non-zero element (i, j) of
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the output matrix, all other elements in s X s square centered in (i, j) are reduced to zeros. This step of
data processing is further referred to as local-maximum filtering (LMF) (Figure 2) and its details are
described in Section 3.3.

1-pixel
padding 3X3 conv.
Layer Padding Each 3X3 connected
input (additional minor is convolved
elements are zeros)

with a filter. Obtained
size is similar to the
input size.

has the same size as the input matrix.

Figure 1. The operation illustrated in this figure is a superposition of 1 x 1 zero-padding and matrix
convolution with 3 x 3 filters. As the padding size matches the filter size properly, the output matrix

Input image

/

1]

Convolutional Y
layers for
feature extraction

Cost
function
component
related to
kurtosis

Local-maximum
filtering

Encoder

Sparse
representation
(features)

CNN for image
reconstruction

Decoder

Objective of
autoencoder
training: minimize
the difference between
input image and
result of decoding

Result of decoding

Figure 2. The full architecture of the autoencoder consists of two major parts: encoder and decoder.
The encoder includes convolutional layers that can either be adjusted to the data set in the learning
process or use some fixed weights. The result is further processed with local-maximum filtering
(Section 3.3). In the case of adjustable convolutional layers in the encoder, the cost function related to

the encoder’s CNN output is modified in order to reduce the output kurtosis, as described in Section 3.2.

The encoder output is fed into the decoder which consists of convolutional layers that participate in

the learning process. The learning objective is to reproduce the original input image, while minimizing
the reconstruction error, which is measured in terms of the Euclidean distance.
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3.2. Leptokurtic Feature Maps

In order to obtain satisfactory results of local-maximum filtering in the selected hidden layerduring
CNN training, the learning objective is enhanced with a kurtosis-based adjustment. It is based on
the following observation; splitting the convolutional layer outputs into small subsets of highly
activated points and low activation of the other elements may be equated to leptokurtic distribution
of the outputs. Leptokurtic distribution (related to high kurtosis) means that all the elements are
concentrated closer to the mean value than in the case of normal distribution. Forcing the leptokurtic
distribution may be considered as a process equivalent to kurtosis maximization. The kurtosis function
is continuous and differentiable almost everywhere, which provides the ability to apply gradient-based
learning. Consequently, it can constitute an additional component of the cost function.

The kurtosis [30] of a vector X = (X3, Xp, ..., X;) (this notation is valid for both random
variables and fixed numbers) is defined as

#a(X)
Kurt X = -3, 1
ur (X8 (1)
where ji4(X) is the fourth central moment and ¢ is standard derivation. In order to perform the gradient
learning, we need to calculate the actual gradient. As the formulas are symmetric in terms of the
elements of X, the only expression we need is

I(KurtX) 4 (X3 — E((X — EX)?)) Var(X)

0X; n Var(X)3

LE((X —EX)Y) - X;
n Var(X)3 '

@

Formula (2) has one important disadvantage when used for gradient learning. As kurtosis (1)
is indifferent to the magnitude of the inputs, the differential decreases as the magnitude of the
inputs grows. As a result, big values would be modified more slowly by the learning process.
In order to reverse this effect and obtain a change that is proportional to the current value of
convolutional layer outputs (and to the corresponding weights—as in the case of CNNs these terms
are proportional), the differential (2) is multiplied by Var(X). This means using exponent 2 instead of
3 in the denominators of expression (2).

3.3. Local-Maximum Filtering

The additional gradient component, which makes the selected part of the CNN yield leptokurtic
outputs, does not guarantee the desired properties of the sparse output. In order to achieve literal
sparsity, we need to make sure that some matrix elements are replaced with zeros. This could be easily
achieved by thresholding—a process similar to that described in [31]. In order to limit the number
of the remaining outputs, the threshold level could be defined as a quantile of the output of either
the whole layer or a single resulting matrix. In this work, however, instead of using the global statistics
of the CNN layer output, we propose a method that focuses on local properties.

The proposed approach, which generates only one non-zeroed element in each s x s matrix
minor, has two major advantages. First, this operation is easy to implement for parallel computations,
which is important, as the present CNN solution was implemented using GPU, supported by the Caffe
framework [32]. Each element is considered separately, and is zeroed if it is not strictly the greatest
element in the surrounding square. Another advantage of the proposed way of forcing the sparse
representation is related to the interpretation of visual features. Typically, the input image has
a continuous content, which means that the same visual feature is likely to be detected in multiple
neighboring locations. Let us consider a horizontal edge visible in the image as an example. In the case
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of a long horizontal line in the image, the same local feature is obviously present in all the points of this
line. If the sparse representation was related only to the number of activated pixels, there is a strong
probability that we would obtain a subset of pixels forming a single connected component around
the most visible feature (or, as in the example, along the line). LMF provides a direct solution to this
problem. This situation is illustrated in Table 1.

Table 1. Local-maximum filtering (LMF) is a method that generates a sparse output, but is more
practical than the standard thresholding. The points are designed to reflect the selected visual features
of the image, and the local-maximum filtering makes it possible for each point to reflect a different
occurrence of a feature. Thus, it is necessary to employ a mechanism preventing non-zeroed points
from being located too close to each other. The strongest activated points are chosen in a greedy way,
with only one point allowed in each s x s square. The presented illustration shows the result for s = 3.

The image i
Feature maps _-__. I(, ? }:J 2
Threshold _. 4 4 _
LMF

3.4. Additional Thresholding

Local-maximum filtering, which was described in the previous section, generates an output that
can be regarded as sparse. In the case of the MNIST data set [7], where input data consists of 28 x 28
images, local-maximum filtering with radius s = 3 ensures that at most 49 elements of each 28 x 28
matrix remain non-zeroed. This means that either for the original data set or any larger input images,
at most 6.25% elements of the output data have values other than zeros. It may be expected, however,
that many of the 49 elements have insignificant, near-zero values anyways. Local-maximum filtering
yields such an element in each isolated region of the image plane, even if the corresponding visual
feature is not present in that region.

Tt is difficult to suggest any general purpose threshold for the selection of the significant points,
as it may depend on the weights of the convolutional layer and on the context of the considered image.
In some of the experiments that involve the original MNIST data set, where each image presents exactly
one object, we manually limit the number of points in each matrix that are used to encode that object.
After local-maximum filtering, which prevents the points from being located too close to each other,
all the points except the k highest values are replaced with zeros. For k = 5 and k = 3, it yields 0.64%
and 0.38% non-zero values, respectively. This is equivalent to image thresholding, with the threshold
value dependent on the appropriate quantile of the values from the processed matrix. This highly
sparse representation can be used to experimentally determine how much information is actually
preserved in the small number of points.

3.5. Properties

The sparse output obtained from the selected hidden CNN layer can be considered as a form
of image encoding, as it is supposed to be used by subsequent layers to reconstruct the input image.
Thus, a neural network architecture that meets the presented assumptions can be considered as
a general purpose tool for sparse image encoding. The encoding is based on local visual features of
the image, which may be easily explained as follows. One of the commonly known properties of
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CNNis is the invariance to translation of the visual features of objects on the input image plane [2].
The translation of the object automatically results in a similar translation of its representation generated
by the convolutional layer. This is essentially true for a single matrix convolution and remains relevant
for sums and superpositions thereof. The outputs of the convolutional layers are known as feature
maps, as CNNs take a biological inspiration from the visual cortex [2,33]. An important aspect is
the size of the feature or object visible in an image under examination. Calculations performed in
order to obtain each element of the feature map involve data from a specific range of the input image,
known as the visual field. In the case of the initial convolutional layers, the visual field is significantly
smaller than the image itself—for the first layer, it is simply equal to the filter size. If the visual fields
of the layer with a sparse output contained the whole input image, whole objects could be encoded as
single pixels. However, this would be equivalent to an image classification task, without the analysis of
particular elements of the recognized object. In order to split the original image into more basic features,
we use visual fields that are smaller than the image itself. In one of the examples, presented in the
following section, we use 14 x 14 visual fields selected from 28 x 28 input images. The sizes of visual
fields of a neural network are easy to estimate, particularly if the network consists of convolutional
layers only, an example is shown in Figure 3.

3X3 conv. 3X3 conv.
Visual field Relevant range Single output
in the hidden layer pixel

Figure 3. Each output pixel depends on multiple elements from the previous layers. The scope of
the related pixel from the previous convolutional layer matches the size of the convolutional filter
applied. By tracking the dependencies back to the input data matrix, we can determine the size of
the visual (receptive) field. The convolutions involve one-pixel padding from each side, so the image
size does not change. A single output pixel is calculated on the basis of 3 x 3 minor of the hidden layer,
and the size of the visual field is 5 x 5.

4. Experiments

4.1. Feature Identification

The experiments described in this section were performed on the original MNIST data set [7],
which offers the advantages of a large number of images, a resolution that makes the computational cost
considerably low (28 x 28 pixels), and a simple semantic interpretation of the results, as the samples
contain handwritten digits.

Three experiments were performed in three set-ups that implemented the idea presented in
Figure 2. According to the original partition of the MNIST data set, the autoencoder models were
trained with the 60,000 training samples, while the separate 10,000 samples were used for the evaluation.
The models were different in terms of the visual features used to encode the image. The architecture of
the decoder part, described in Table 2, was common for all the models. None of the models used any
form of pooling, and the coexistence of filters and paddings made the matrix size remain unchanged
throughout the layers. The presented models applied typical techniques associated with CNNs, such as
the dropout method [34] and PReLU activation functions [35]. The encoders were designed as follows.

e  MF4: Four manually designed features were used. The filters were fixed and no learning was
performed on this encoder. The features were related to vertical, horizontal, and diagonal lines
(in both diagonal directions). The contents of the proposed feature-detecting convolution filters
are presented in Table 3. The filters applied in this experiment are of a very generic character,
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so no advantage may be drawn from using specific filters that fit the data set. Absolute values
of the matrix convolution results are used, which is followed by local-maximum filtering with
radius 3, as described in Section 3.3.

®  AF4: Four automatically computed features. The architecture of the encoder (or feature extractor)
is described in Table 4. The size of the visual field (Section 3.5) for this architecture is 14 x 14.
The special activation function used in the last layer of this architecture is denoted as ENCODE.
The outputs of Enc5 are tuples of four sparse matrices, considered as extracted features of
the input image.

e AF5: Five automatically computed features. This experiment is largely similar to AF4, but five
matrices are generated as the output of Encb layers (instead of four in AF4).

The encoder and decoder could be considered as separate utilities, but combining them into
one neural network model made it possible to actually train the feature detectors in AF4 and AF5
experiments. The training was aimed at minimizing the total square error of the autoencoder.

The MF4 features are the most natural approach, as the features were designed manually in order
to approximate any pattern that consists of thin lines. The four basic directions, shown in Table 3, fit the
structure of a filter matrix precisely. Any change to this approach, such as a set of 3 or 5 segment-based
features, would require an arbitrary choice of a direction and involve a specific approximation when
described as convolutional filters.

As MF4—a solution with 4 kinds of features—was selected for its simplicity, the most direct
comparison based on the automatic features identification involves 4 features as well, which is
demonstrated by the AF4 set-up. However, automatic detection of features does not directly indicate
any specific number of features as correct. The design of 5 equally important features for MNIST is
unintuitive, but the potential gain can be easily researched for using the automatically trained encoder.
The AF5 set-up was introduced for this purpose. The number of features can be expanded arbitrarily
further, but as the number of features would grow, they would be increasingly difficult to visually
distinguish. For the purpose of visual presentation of the results, we focus on a maximum number of 5
features. However, if the data set was more complex than MNIST or involved color images, it may be
crucial to introduce more features.

The specifics of automatic encoder training process that are described in Table 4 were proposed
as a compromise. This architecture is complex enough to identify potentially useful image features
while avoiding the possible disadvantages of overly complex models, such as high resources usage
and duplicated filters. The number of layers and the filter sizes were defined by the requirements on
the visual fields, while the number of filters in each layer was selected by trial and error. The results
were roughly convergent around the chosen preferred values. The possible changes obviously include
permutations of feature detectors in the encoder output. The full training time was long enough to
make the detailed parameter tuning remarkably difficult, but we believe that the presented models are
sufficient to demonstrate the properties of the proposed methods.

The complete encoder architecture from Table 4 involves 28,570 adjustable parameters for AF4
and 29,570 for AF5. The slight difference is related to the last convolutional layer in the sequence.
Remaining in a similar order of magnitude, the total number of decoder weights was 114,450 for
AF4/MF4 and 115,200 for AF5, due to the additional filter group in the first convolutional layer.
While the training process was relatively complex, we believe that the final model can be described as
lightweight.

It must be emphasized that getting the optimal autoencoders available to this method would
require much more detailed fine-tuning and repeated experiments. However, the presented
demonstration of the method does not require putting this kind of endless effort to the optimization.
We have defined three different set-ups, which are going to be useful for the analysis, and we use fixed
training conditions for all of them, so we can adequately compare them with one another.

The autoencoder error was calculated as the difference between the input and the expected output.
Data from the MNIST data set [7] could be considered as a set of 8-bit grayscale images with brightness
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levels varying from 0 to 255. However, the presented results refer to normalized values from the
[0, 1] range. This applies to the average errors from Table 5. The error for a single sample is a half
of the sum of quadratic errors for all the pixels. The table presents average errors for a certain set of
samples—both for the whole data set and for all the digits considered separately. The autoencoder
itself, in accordance with the previously described architecture, did not use any information on object

classes while training.

Table 2. All the experiments (namely, MF4, AF4, and AF5) related to the general architecture of the
autoencoder, which is shown in the Figure 2, use the same layout of the decoder part. This table
includes a detailed layout of the convolutional layers and the activation functions used in the decoder,
such as PReLU [35]. The rows of the presented table describe consequent layers of the decoder CNN,

denoted as Dec1-Dec4.

# Outs Filter Pad Dropout Activation
Dect 30 5x5 2x2 - PReLU
Dec2 30 5x5 2x2 - PReLU
Dec3 30 5x5 2x2 0.5 PReLU
Dec4 30 5x5 2x2 0.5 PReLU

Table 3. One of the autoencoder-related experiments, labeled as MF4, uses fixed encoder filters (the
encoder part of the overall architecture is described in Figure 2). This table presents the predefined
values of 7 x 7 convolutional filters, visualized as bitmaps.

Table 4. Automatic feature extraction experiments, labeled as AF4 and AF5, use adjustable encoders

(Figure 2) with multiple convolutional layers. The layout of the layers and the corresponding activation
functions (including PReLU [35]) are presented. The ENCODE activation function is a short term for
a sequence of operations: the PReLU activation function, the absolute value, the layer that modifies

gradients with relation to kurtosis (Section 3.2), and local-maximum filtering with radius s = 3.

# Outs Filter Pad Dropout Activation
Encl 50 3x3 1x1 - PReLU
Enc2 30 3x3 1x1 - PReLU
Enc3 30 3x3 1x1 - PReLU
Enc4 30 3x3 1x1 - PReLU
Enc6 4or5 5x5 2x2 - ENCODE
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Table 5. The autoencoder errors, measured in terms of the Euclidean loss function, were calculated for
all the proposed network architectures. In addition to the general error on the test set from the MNIST
data set [7], specific values were calculated for each class separately. Thus, it was possible to evaluate
how well the selected visual features described each of the digits.

Class MF4 AF4 AFS5

0 14.624  9.852  8.820
7248  5.056  4.500
12210  9.308  9.386
11.726  8.348 7.966
10.262  8.136 7.760
12.168  8.876  8.114
11.802  9.372  8.780
9986  6.592  6.266
12.656 10.458 10.198
10.260  7.682  6.732
All 11.220  8.304 7.792

O [0 [ g[S |U || W[|N|m=

The results presented in Table 5 prove a relative success of all the experiments. It is worth
noting that the maximum quadratic error between 28 x 28 matrices is 784, and the expected quadratic
difference between matrices of uniform random [0, 1] elements is 130.67. The errors obtained from
the experiments presented are lower by a whole order of magnitude (per-subset average errors are
more than 11 times smaller than the mentioned estimation). The only limitation, which leads to the
presumption that error of zero is impossible for the MNIST data set, is based on the sparse encoding
that needs to be used as an intermediate sample representation. Due to the specific properties of this
sparse representation, there is no other comparison. The training of the decoders was performed in a
unified way for all the set-ups, so the results from Table 5 reflect the usefulness of features selected by
the encoders. Therefore, in absence of more general ground truth, MF4 results can be considered as
reference values for evaluation of AF4- and AF5-based features.

The first conclusion is that the features specific to the data set performed better than the generic
manual suggestion—the MF4 experiment resulted in the highest autoencoder errors. The difference
between the results of the automatic variants with 4 and 5 features appears to be slight when compared
to MF4. It may be also concluded that using a higher number of features makes the encoding more
precise, i.e., it enables preserving more information about the exact contents of the original image.
Surprisingly, the results for digit 2 are slightly better in the case of AF4 than in AF5, which is an exception
to the mentioned rule.

The differences between classes can be explained by the geometric properties of the digits. Digit 0,
which is round, generated a particularly high error in MF4, as lines of fixed directions made it difficult
to recognize round shapes. The error for 0 in MF4 was even higher than for 8, which contains crossing
diagonal line segments in the center—the direction of these segments apparently fits the designed
filters. Remarkably, the lowest errors for MF4 were obtained for digits that literally consist of straight
segments, namely, 1 and 7. While digit 9 was the third best, 4 was the close fourth, which fits the pattern,
as 4 consists of long segments and 9 has a small circular head and a straight, long tail.

The comparison of AF4 and AF5 error rates provided a number of other important observations.
In both experiments, 8 was the worst case, which can be justified by the most visually complex
shape—a single line that crosses itself and forms two circles is especially difficult to describe with
features obtained as the result of convolutional filters. The other digits with significantly high error
rates were 0, 2, and 6. For MF4, the digits that contained circles (0 and 6) produced high error rates,
while for MF5, the second worst case was 2. It suggests that MF5 was able to handle the features
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characterized with small circle shapes better than MF4, partly at the cost of segments specific to digit
2. The difference between errors obtained in MF4 and MF5 is the highest for 0, 9, 5, and 6; remarkably,
three of these digits have shapes containing circles.

As was the case in MF4, and also in the other experiments, the lowest error rates were generated
for 1 and 7. The property of these digits, which can be summarized as having a simple shape, seems to
be pretty universal, as confirmed by the results obtained for AF4 and AF5.

4.2. Feature Reduction

The experiments presented in the previous section involve local-maximum filtering, which ensures
that at most 6.25% of matrix elements are non-zeros. In this section, however, the results related to even
higher levels of sparsity are considered. The number of zeroed elements in the encoding is increased,
but exactly the same decoders, trained in Section 4.1, are used to generate the results presented below.

Figures 4-6 include the results of sparse matrices decoding for MF4, AF4 and AF5 experiments
respectively. Each table includes the following.

e The original encoding errors (for comparison).
e The result achieved with each matrix being greedily reduced to 5 highest values, and all the other

elements being replaced by zeros. The description of there results consists of an absolute encoding
error and a relative increase (compared to the first column).

e The results of an experiment similar to the previous point, but with 3 points instead of 5.

MF4 decoder loss with additional sparsity
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Figure 4. The pretrained decoder from the MF4 model can be used either with the original data without
a specific limit of non-zero elements in the encoding, or with modified encodings, where each matrix
contains up to 3 or 5 non-zero elements. The plot presents decoding errors for images showing
individual digits and for the whole test set.
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AF4 decoder loss with additional sparsity
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Figure 5. The pretrained decoder from AF4 used for decoding of both the original and the highly sparse
data, as in Figure 4.

AF5 decoder loss with additional sparsity
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Figure 6. The pretrained decoder from AF5 used for decoding of both the original and the highly sparse
data, as in Figure 4.

As we can conclude from Figures 4-6, experiment AF4 seems to be most sensitive to additional
thresholding, which is particularly evident in the case of encoding digits 2, 3, and 5. However, the other
experiments, namely, MF4 and AF5, behave in quite a similar way, giving slightly above 20% greater
average loss when 3 points per matrix are used, and only a few percent in the case of 5 points.
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The most remarkable phenomenon related to experiment AF5 is the sensitivity of digit 4 to sparse
autoencoding. The autoencoder error increased by 5% for 5 points and above 50% for 3 points.
This leads to the conclusion that digit 4 consists of a greater number of visual feature occurrences than
any other digit, and omitting some of these features generates a significant error.

The most important conclusion is that further sparsity enforcement is generally acceptable, unless
the features are too specific (AF4 case) and the reduction is too great (3 points case). With 5 points per
matrix, both MF4 (error increase: up to 4%, 3% in average) and AF5 (error increase: up to 5%, only 1% in
average) models yielded acceptable results. This means that the whole 28 x 28 digit can be compressed
into 20 points (in the case of MF4) or 25 points (AF5), with encoding errors presented in Figures 4 and 6.

4.3. Classification

In order to determine how much information was preserved in the encoding, we attempted
to decode the original image, as described in the previous sections. However, it is not the only
possible approach. It is debatable whether the Euclidean distance between the autoencoder output
and the original image may serve as a reliable tool for measuring the loss of significant information
in the encoding process. However, regardless of the Euclidean distance value, the encoding can be
considered as useful if it is sufficient to determine the originally encoded digit. This property can be
tested in the image classification task using pre-generated encodings. Another reason for performing
this experiment is the possibility to discuss the relation of our results to the numerous classification
results from the literature, where a similar task was performed on the same data set.

The sparse representations obtained from the encoder (according to the description shown in
Figure 2) can not only be used to decode the original digit, but also directly in the image classification
task. All the experiments (MF4, AF4, and AF5) were performed on the basis of a CNN classifier
architecture proposed by the authors of this study. The classifier consisted of 6 convolutional layers
and two hidden fully connected layers. The last convolutional layer and the hidden fully connected
ones were trained using the dropout method [34]. Such an approach was decided, as it should provide
adequately complex classifier model to achieve fine results without defining a very deep neural
network which would require specific approach to the problem of a vanishing gradient. A model
with 30 convolutional filters in each layer and 500 neurons in the hidden fully connected layer was
selected as a point where no further extension improved the result significantly. The presented values
indicate that the trained classifier models consisted of less than 50,000 convolutional parameters and
approximately 12 millions of weights of the fully-connected layers. It must be emphasized that finding
the optimal classifier model was not the key objective of this paper. The selected classifier configuration
is possibly similar for all the encodings, and the results are well adjusted to the task of comparison
between the setups. Further effort to optimize such a classifier remains possible, but this issue alone
definitely exceeds the scope of this paper.

For the classification tests, the data set was divided into a testing set (10,000 samples) and a training
set (60,000 samples), as proposed in the original MNIST [7] database. Each classifier was tested with
a representation obtained by a specific autoencoder. This architecture made it possible to perform
additional experiments. Instead of a raw encoder output, where up to 49 pixels from each matrix
could have positive values, manually thresholded matrices were used in order to eliminate near-zero
values. The data prepared in this way are used in the same tasks as described in the previous sections.
It must be emphasized that the same classifier models were used for both the original encodings and
the thresholded versions. All the results are presented in Table 6.
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Table 6. Encodings from Section 4.2 were tested in the image classification task. Each encoding was
used both in the original form, obtained as a result of local-maximum filtering, and in the reduced
form that guarantees additional sparsity (Section 3.4). For each encoding (MF4, AF4, and AF5) a separate
classifier was trained. The results for the additionally thresholded data were generated with the same
neural networks that were trained for the original encodings.

Model Accuracy
MF4 (3 points) 93.84%
MF4 (5 points)  95.59%

MF4 95.64%
AF4 (3 points) 96.86%
AF4 (5 points) 98.33%
AF4 98.67%
AF5 (3 points)  97.88%
AF5 (5 points) 98.40%
AF5 98.40%

As we can deduce from Table 6, the accuracy of the classifier seems to reflect the autoencoder
error from the previous tables. Thus, MF4 results are clearly the worst—the general features are not
nearly as useful as the automatically calculated ones that were used in experiments AF4 and AF5.
The only surprise is that the AF4 classifier on the full encoder results was the best from the whole
table (98.67%)—the difference is slight, but the classifier related to AF5 made more mistakes. However,
when the reduced representations are considered, the sensitivity of the representations encoded
in AF4 to the additional thresholding is clearly visible, as was the case with the autoencoder. AF5
representations, when reduced to five points per matrix, resulted in as good results as in the case of
the original classifier objective, providing an accuracy of 98.40%. Surprisingly, the representations
reduced to 3 points per matrix, despite generating over 20% higher autoencoder error, can still be
regarded as acceptable for practical applications, as even with so drastically reduced information
the classifier is able to recognize the digit correctly in 97.88% of the cases.

As the results from Table 6 are denoted as classification accuracies that can be easily compared to
each other, we can seek comparison with other MNIST classifiers from the literature as well. However,
it must be emphasized that in this paper we treat the image classification just as an analytic tool, and not
as the key objective of this paper. Presumably, using the raw MNIST images to train a classifier, without
the added difficulty of sparse representation, could only improve the achieved accuracy. The general
problem of MNIST classification can be solved with accuracy as great as 99.79% [36]. We do not
pursue to beat this result. For broader perspective, we can discuss the relation of our results to the
other state-of-art MNIST classifiers that somehow involve sparse representations. Due to the varying
objectives and circumstances, such comparisons require analysis that exceeds the straightforward
competition for the best accuracy.

The results from Table 6 are clearly better than the classification results obtained with
the classical approach to sparse representations and dictionary learning. This includes particularly
the convolutional sparse coding for classification (CSCC) method presented in [23], which achieved
an accuracy of 84.5% on the MNIST data set, outperforming many previous approaches to sparse
representations and dictionary learning. It must be emphasized, however, that the problem statement
of that paper was not the same as ours. Dictionary-based methods are more computationally complex.
Moreover, in [23], only the training subsets of 300 images were used. Thus, while that work may be
regarded as an interesting reference for the present study, a direct comparison would be inappropriate.

Another remarkable work on sparse representation was based on the idea of maximizing
the margin between classes in the sparse representation-based classification (SRC) task [25]. The sparse

25



Appl. Sci. 2020, 10, 5186

representations related to this model were strictly related to the classification task. In contrast to that
approach, the method presented in this paper does not use any information on object labels when
training the encoder. On the other hand, no convolutional neural networks were used in [25], and some
solutions used in that paper might be outdated. The best classifier presented there reached a 98.13%
accuracy rate. This result is lower than AF5 with 5-point-based reduction, which is already very sparse.

The CNN-based architecture ensures that the image features are detected is a translation-invariant
manner; translation of a feature would entail translated coding. A similar concept was applied in [22],
which proposed another approach to CNN-related sparse coding. The results of MNIST classification
were generated for both the unsupervised and the supervised approach to sparse coding, with 97.2%
and 98.9% accuracy rates, respectively. It must be emphasized, however, that the method shown in
the present paper should be considered as unsupervised, as the autoencoder does not use information
on the object labels. The size of the input data is not fixed—the method works for any input data,
irrespective of the number of rows and columns. Thus, we cannot speak of a class that an input belongs
to and some valid input images can contain multiple digits, which makes it impossible to assign them
to a single label.

The results of MNIST classification that are somehow related to the idea of using sparse coding
in the hidden layers in image processing tasks are also known from the works on spiking neural
networks. A solution which involved weight and threshold balancing [31] performed reasonably well,
resulting in a 99.14% accuracy rate in a method that combined spiking neural networks and CNNSs.
However, the method proposed in [31] was very complicated and the image representations that it
produced were not as sparse as those presented in this paper. Similar remarks hold with respect to the
work in [28] (non-CNN spiking network with LIF neurons) and the work in [31] (bio-inspired spiking
CNNs with sparse coding), which achieved the accuracy of 98.37% and 97.5%, respectively. The latter
approach is particularly interesting, as it was coupled with a visual analysis of features recognized by
the neural network. The accuracy rates achieved were slightly lower than these obtained in this paper.
However, the results in [31] cannot be directly compared with these achieved in this study because of
differences in the architectures proposed. Moreover, the work in [31] involved an additional learning
objective—the classifier was designed and trained to handle noisy input.

4.4. Larger Images

All our previous experiments were related to the original MNIST data set [7], where each sample
was a 28 x 28 image displaying a single centered digit. The autoencoder was designed to encode
each digit in a way that enabled as accurate a reconstruction of that digit as possible. As the solution
is based on CNNs (both encoder and decoder, as it is shown in Figure 2), the whole mechanism is
translation invariant—-a translated digit would simply yield a translated sparse representation. What
is more, as no pooling layers are used, the model can be successfully applied to images of any size.
Both matrix convolutions and element-wise operations will still be possible to be computed.

The modified data set with larger images was prepared to illustrate this property, as shown
in Figure 7. The digits were placed on 80 x 80 plane in a greedy way, as long as placing another
non-intersecting 28 x 28 square was possible. The test set consisted of 2000 images: 68 with a single
digit, 119 with two digits, 888 with three digits, and 925 with four digits each.

The features described in the proposed sparse representation are deliberately smaller than the
whole digits, so our model should not be considered as digit classifier, in particular for larger, more
complex images. Nevertheless, digits should be reconstructed equally well regardless of position and
context. The experiment introduced in this section is intended to demonstrate this property.

Table 7 shows the average per-digit autoencoder errors for the extended data set. In the case of
images with multiple digits, the error was divided by their count. The division into separate classes
was impossible, as a single large image was likely to contain multiple digits from different classes.
The overall conclusion is that the MF4 model is quite sensitive to the behavior of image boundaries
and, while useful, produces almost 10% greater errors in this atypical application. The models with
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automatically calculated features—AF4 and AF6—provided a very slight error increase when compared
to the original task. This confirms the universal nature of the presented autoencoders. As expected,
translational invariance makes it possible to describe the translated objects as easily as the original
inputs. The application of extended input sizes does not create any technical difficulties either.
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Figure 7. In order to demonstrate that the proposed autoencoder architecture is size-independent,

80 x 80 images containing multiple digits from the MNIST data set [7] were generated. The extended
images contain up to four objects.

Table 7. The autoencoders trained in Section 4.1 were used with larger images, as shown in Figure 7.
An average per-object error was calculated and compared to the original results, related to the objects
with a single centered object. The information on the relative error increase is included in the table

as well.
Model Original Large Increase
MF4 11220 12220 891%
AF4 8.304 8.342 0.46%
AF5 7.792 7.902 1.41%
5. Analysis

The autoencoder architectures presented in Section 4.1 can be further analyzed in terms of errors
and semantic understanding of related visual features. The results from Sections 4.1 and 4.2 can be
used to compare the overall quality of selected solutions and analyze the dependency between the
autoencoder errors and particular image classes. This could be related to the level of adjustment
of the set of selected features to the data set, for example, manually selected directions of lines are
particularly irrelevant in the case of digits 0 and 5. Another important aspect is the inner complexity
of the digits. Digit 1, which usually consists of one or two segments, is especially easy to model.
The exact directions of the segments, however, do not fit any of the manually selected filters. Thus,
only an automatically computed feature extractor was able to take full advantage of the simplicity of
the shape of this digit, producing a remarkably low error rate for this class. The errors for the other
nine classes differ only slightly in the case of the automatically chosen features, which means that
this solution actually reflects the properties of the data set. Manually selected features were not
digit-specific, which resulted in generally higher error rates and greater variance of errors among
different digits in MF4 experiment.

In the case of the manually designed features, the convolution filters were created arbitrarily,
as illustrated in Table 3. However, another way of visual presentation of the features can be achieved
by using the decoder part of the autoencoder architecture (see Figure 2). The results of decoding
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single points related to each of the manually chosen features are presented in Table 8—the relation
to the filters shown in Table 3 is apparent. This technique of visualization can also be applied to
the models with the automatically constructed features. The results of this approach are reported in
Tables 9 and 10—apparently, this time the features are implicit and difficult to categorize semantically.

As the shape of each visual feature is complex, and possibly context-dependent, we need
an analysis that goes beyond simple visualization. Tables 11-13 provide information on the intensity
of each feature in the data set, including both averaged results and those obtained for separate subsets
consisting of different digits. The intensity is calculated as a sum of the elements of the respective
encoding matrix (output of the encoder, as illustrated in Figure 2). It must be emphasized that because
of different weights in neural network models related to each decoder/classifier, it is possible to
compare only the values within the same table. However, the results presented still enable a thorough
analysis that otherwise would be difficult to perform.

The MF4 results (see Table 9) are especially easy to understand, as digits are rather taller than wide,
vertical lines (feature #2) are the most visible among the data set. Remarkably, digit 1 contains almost
no other features. The least intense feature is related to the backslash segments (#4), which occur
mostly as a part of arc (digits 8, 3, and 0). As it was expected, digit 8 is especially rich in all kinds of
features. However, because of the typically skewed writing style, even in this particular case backslash
lines are less intense than segments in the other directions.

The features selected in the AF4 model are particularly interesting. It is relatively clear that no
feature is dedicated solely to backslash lines, which is demonstrated in Table 10. Instead, we get feature
#1 that seems to address the right side of a small arc. This is reflected in Table 11—digits 8, 6, and 3
exhibited particularly intense occurrences of this feature. While features #2 and #3 seem to reflect
vertical and horizontal lines, respectively (digit 1 is strongly correlated with feature #2), the relation is
not nearly as straightforward as it was in MF4. Feature #4, related to slash lines, seems to reflect a part
of digit 2 especially well.

The results of the experiment AF5, which yielded the best autoencoder (Section 4.1) and
classification accuracy for highly sparse data (Section 4.3), are less intuitive. The idea of horizontal
lines is divided between features #2 and #4. Features #1 and #5 seem to handle both slash /backslash
lines and sections of small arcs as well—both these features are important for encoding digit 8. Feature
#3 clearly describes some cases of curves that are oriented vertically (digits 2, 8, and 6), but it does not
involve straight segments. Digit 1 is described mostly with feature #4. Visual features detected by AF5
model are mostly implicit and difficult to describe semantically.

Table 8. MF4 decoder results for synthetic encoding, where only one point is activated. This is intended
to show the shape of the visual features that are described by each matrix.

Code Output
#1 . -
#2 " I
#3 - 4
#4 - ~
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Table 9. For each visual feature MF4, the sum of occurrence intensities (values in the encoding) was
calculated. The result was considered separately for each digit, as different digits consisted of different
visual features. It must be emphasized that the results in this table are relative and, while comparing
them to each other is noteworthy, they should not be compared with the results from the other tables.

#1 #2 #3 #4
159 1.82 188 1.86
052 153 0.88 0.87
216 169 189 1.79
228 169 194 1.90
141 229 170 1.50
230 158 182 1.78
1.67 184 178 155
142 161 142 135
205 235 222 198
164 194 178 147
Avg. 168 183 172 1.59

O |||k |W|N|=|o

Table 10. AF4 decoder results for synthetic encoding, where only one point is activated.

Code Output
#1 " 2
#2 - i
#3 . -
#4 " /

Table 11. The sums of occurrence intensities (values in the encoding) for each visual feature AF4. It must
be emphasized that the results in this table are relative, so they can only be compared to the numbers
from the same table.

#1 #2 #3 #4
489 512 320 525
390 419 214 3.63
507 520 336 577
518 544 358 5.08
503 572 289 507
492 497 326 476
538 5.00 317 4.92
478 514 288 4.33
541 572 346 527
508 5.00 321 4.65
Avg. 495 514 310 485

O | (N ||| |WIN|=|o
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Table 12. AF5 decoder results for synthetic encoding, where only one point is activated.

Code Output
#1 - 5
#2 - -
#3 . |
#4 " -
#5 " #

Table 13. The sums of occurrence intensities (values in the encoding) for each visual feature AF5. It must
be emphasized that the results in this table are relative, so they can only be compared to the numbers
from the same table.

#1 #2 #3 #4 #5

0 248 271 281 3.68 3.03
1 138 125 147 221 157
2 273 318 259 387 311
3 273 338 232 4.02 288
4 211 234 227 355 254
5 261 294 209 410 272
6 250 279 250 3.64 287
7 1.89 256 209 343 240
8 285 326 264 376 296
9 218 285 216 345 255
Avg. 233 270 228 355 265

The conclusions drawn from Tables 9, 11, and 13 can be further explained with proper illustrations.
Decoding a single point did not provide a satisfactory understanding of the visual features (as was
the case with feature #3 in AF5), which provides motivation to search for a better way of feature
visualization. Instead, we can use the decoder for the actual multiple-pixel combinations generated for
inputs from the test set. The sparse representation can be further split into separate matrices, related to
different visual features. The decoding of a single matrix can be considered as partial reconstruction,
which consists only of occurrences of the corresponding feature. For example, using only the first
channel of the model with manually selected features will result in a partial reconstruction of a digit
that consists of horizontal lines only. Additionally, in order to explain the limitations of presented
methods, specific digits with especially low and especially high autoencoder errors were chosen for
this visualization. Selected results for the discussed models are presented in Figures 8-10.

The rows described as encoding in Figures 8-13 contain the visualizations of tuples of sparse
matrices. For the sake of readability, the active elements, which are naturally rare, were magnified
threefold. The features row provides information on the distribution of particular types of visual
features on the image plane. This may be associated with a particular digit segment that possesses
that feature. It must be emphasized, however, that the decoder output cannot be described as a sum
of separate features—the CNN-based decoder function is nonlinear and non-additive. The encoded

30



Appl. Sci. 2020, 10, 5186

information on the presence of a selected feature indicates not only the presence of specific digit
segments associated with that feature, but it may also be indicative of the absence of other features,
as is the case with digit 8 (Figure 8).

A similar approach was applied to larger images. In order to include even more information in
the presented visualization, images containing both digits and other symbols were used. The results
are shown in Figures 11-13. The autoencoders were trained in a digit-specific way, but the test images
used in this case contain other symbols as well. The selected non-digit shapes, however, generated
visible errors—some segments were erroneously enlarged, merged, broken into pieces or blurred.

An additional demonstration of the proposed method using a longer text fragment, which is a
512 x 128 scan of a postal address, is presented in Figures 14-16. They depict the encoding contents
and decoder outputs for the three proposed models. The number of active elements in the sparse
encoding is proportional to the image size, which is visibly larger than in the other examples. Digits are
clearly readable in the decoder output, as their size is roughly similar to the MNIST samples. Some of
the most significant errors occur for the pairs of letters that are especially close to each other, which are
visible in the second line of text.

[ Model |

Input

Encoding

Features

Output

Input

Encoding

Features

Output

Input

Encoding

Features

Output

Figure 8. Sample encoding of selected digits performed by MF4 model. Apart from the input and output
data and highly-sparse encoding (up to 5 non-zero elements in each encoding matrix), visualizations of
single features are presented. Each visualization was acquired by decoding a synthetic code, where one
of the visualized matrices was used, and all the other matrices were filled with zeros.
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Figure 9. Sample encoding of selected digits performed by AF4 model. Highly sparse encoding (up
to 5 non-zero elements in each encoding matrix) was used. Feature-specific decodings are presented,
similar to those in Figure 8.
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Figure 10. Sample encoding of selected digits performed by AF5 model. Highly sparse encoding (up
to 5 non-zero elements in each encoding matrix) was used. Feature-specific decodings are presented,
similar to those in Figure 8.
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Figure 11. Sample encoding of a larger image that contains both digits and other symbols, performed

with the MF4 model. The presented feature-specific decodings were generated in the same way as those
presented in Figure 8.
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Figure 12. Sample encoding of a larger image that contains both digits and other symbols, performed

with the AF4 model. The presented feature-specific decodings were generated in the same way as those
presented in Figure 8.
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Figure 13. Sample encoding of a larger image that contains both digits and other symbols, performed
with the AF5 model. The presented feature-specific decodings were generated in the same way as those

shown in Figure 8.
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Figure 14. Sample encoding of a postal address scan that contains both digits and letters, performed
with the MF4 model. The presented feature-specific decodings were generated in the same way as those
shown in Figure 8.
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Figure 15. Sample encoding of a postal address scan that contains both digits and letters, performed
with the AF4 model. The presented feature-specific decodings were generated in the same way as those

shown in Figure 8.
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Figure 16. Sample encoding of a postal address scan that contains both digits and letters, performed
with the AF6 model. The presented feature-specific decodings were generated in the same way as those

shown in Figure 8.
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The presented illustrations involved 28 x 28 MNIST samples, 80 x 80 images with multiple
symbols and 512 x 128 scan of a postal address. However, the method is scalable for any size of an
input image. The execution time is proportional to the number of pixels, as the relations presented in
the Figure 17 are roughly quadratic. The presented calculation time is very small, despite the standard
GPU set-up being used for a single image. Processing multiple images of similar size in batches would
reduce the average per-image processing time even further.

0.2

Processing time [s]

] 100 200 300 400 500 600 700

Size of a square image

MF4 + AF4 X AF5 3k

Figure 17. Processing times of MF4, AF4, and AF5 models for square images of different sizes. As in the
case of the standard training and test process, these results were achieved using GPU.

6. Conclusions

This paper has presented a novel method of image content representation. In our approach, we
propose to encode an image as a tuple of sparse matrices that describes the intensity and position
of selected visual features occurring in the image. The method was validated through a series of
experiments on the MNIST data set [7]. The presented simple variant, in which each matrix was
reduced to local maxima, provided the ability to generate sparse matrices where no more than 6.25% of
elements were preserved. However, as revealed by further analysis, very sparse matrices with no more
than five elements preserved in each 28 x 28 matrix (which is less than 0.64% of elements preserved)
were sufficient to keep a low autoencoder error rate and obtain a classifier accuracy of 98.40%.

The application of the method to the classification task provided satisfactory results,
outperforming the classical sparse coding solutions [23,25]. In our approach, the method of encoding
was the same, regardless of the image class, because no class-dependent information was used in
the training process. Thus, the presented method can be considered unsupervised. This is a relevant
factor that has to be taken into account when comparing the results of the present study with those
in [22]—our results are not as good as those of the supervised variant presented in that work but
outperform those of the unsupervised variant.

The presented classifier also performs better than most solutions based on spiking neural
networks [28,29]. It is not as good as some models presented in [31], but it must be emphasized
that the classification accuracy comparison is not the key aspect in this particular case. Spiking neural
networks possess different properties, such as the ability to handle noise [29]. Some of the models,
such as LIF neurons [27,28] or STDP learning [29], suffer from too high complexity, or unsatisfactory
sparsity level of the generated representation (especially in [31]).

The sparse representation based on visual features made it possible to perform a detailed
analysis of the nature of the selected features. We presented both context-free feature visualizations
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(see Tables 8, 10, and 12) and digit-specific distribution of particular features (see Figures 8-13).
Additionally, per-digit statistics of feature occurrences were discussed (see Tables 9, 11, and 13).

The presented method is based solely on convolutional layers and point-wise operations
(activation functions). This makes the feature detection invariant to translation. Consequently,
the pretrained autoencoder can process the input images of any size, which was demonstrated
on the basis of a data set with larger images, each containing multiple digits (see Section 4.4).
Experiments using non-digit symbols were also performed (see Figures 11-13), in order to show
that the generated features were adjusted to the selected data set—not surprisingly, the autoencoder
trained in the proposed way performed markedly worse on non-digit characters.

The study was based on the MNIST data set [7], which is relatively easy to analyze. However,
further tests are needed to verify the applicability of the method to more complex databases, such as
the ImageNet data set [37] or data from the Pascal Visual Object Classes Challenge [38]. In order to
be applied to images of real-life objects, the method would have to be enhanced with the ability to
recognize more complex and more numerous visual features.

The different visual features used in the presented approach are sensitive to object rotation and
size. In particular, the images from the MNIST data set were easy to describe with lines, and the rotation
of the line was the key element that identified the features. However, the task of feature detection
in different rotations can be approached in multiple ways. Recent works on CNNs have provided
new advances to transformation-invariant CNNs [14,39,40]. The prospect of combining those methods
with the proposed representation, resulting in additional information about orientation and scale of
detected keypoints, is another promising option worth pursuing for further development.
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Abstract: Traditional digital camouflage is mainly designed for a single background and state.
Its camouflage performance is appealing in the specified time and place, but with the change of
place, season, and time, its camouflage performance is greatly weakened. Therefore, camouflage
technology, which can change with the environment in real-time, is the inevitable development
direction of the military camouflage field in the future. In this paper, a fast-self-adaptive digital
camouflage design method based on deep learning is proposed for the new generation of adaptive
optical camouflage. Firstly, we trained a YOLOv3 model that could identify four typical military
targets with mean average precision (mAP) of 91.55%. Secondly, a pre-trained deepfillvl model
was used to design the preliminary camouflage texture. Finally, the preliminary camouflage texture
was standardized by the k-means algorithm. The experimental results show that the camouflage
pattern designed by our proposed method is consistent with the background in texture and semantics,
and has excellent camouflage performance in optical camouflage. Meanwhile, the whole pattern
generation process takes a short time, less than 0.4 s, which meets the camouflage design requirements
of the near-real-time camouflage in the future.

Keywords: adaptive camouflage; convolutional neural network (CNN); k-means; object detection;
image completion; machine learning; saliency detection

1. Introduction

Camouflage is the most common and effective means to combat military reconnaissance [1,2].
It can conceal military equipment in natural environments. With the development of camouflage
technology, optical camouflage has evolved from deformable camouflage to digital camouflage [3].
However, traditional digital camouflage is mainly designed for a single background and state [4].
In the traditional digital camouflage design method, the colors are only the main color of a specific
environment, and the texture is formed by the non-random algorithm arrangement of finite pattern
templates [5]. The traditional way of realizing digital camouflage is to coat the equipment surface with
camouflage paint according to the designed camouflage texture or to wear or cover the fabric with
camouflage texture. There is a limitation that the camouflage performance of a specified time and
place is appealing, and the camouflage performance is greatly weakened when the location, season,
and time changes. Cross-region, multi-season, multi-period camouflage has become a new military
demand for modern weapons and equipment. Therefore, the camouflage technology, which can
change with the environment in real-time has become the inevitable direction of the development
of the military camouflage field. During the last decades, much effort has been directed toward
achieving this goal. To realize multi-region adaptive camouflage, texture and color must not be fixed,
real-time camouflage texture is designed according to the changes in the environment. Different from
the traditional camouflage, the implementation way needs to use a controllable multi-color variable
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material. By fabricating the controllable color-changing material into color-changing units embedded
on the surface of the camouflaged target, just like the cells that make up the chameleon’s skin, we can
refer to the whole device as camouflage skin. The external control system controls the camouflage skin
to display the design’s camouflage texture.

Researchers find inspiration from nature. It is well known that there are loads of animals in
nature with excellent camouflage abilities, such as cephalopods (like squid and cuttlefish) [6-9],
chameleons [10], some insects [11], and so on. These animals have amazing control over their
appearance (such as color, contrast, pattern). The principle of animal camouflage is to use the nervous
system to sense changes in the environment and control the cells on the skin to change into different
colors and textures according to the environment. Inspired by the principle of animal camouflage,
researchers have designed various types of color-changing devices or camouflage samples [12-14],
to mimic cells on the surface of the animal’s skin. Single material for all colors has been reported [15-17];
it is an inverse polymer-gel opal which is prepared from an electroactive material. It can be stimulated
by an electric field to change colors. In addition, devices that use magnetic field stimulation to
achieve color changes have also been reported [18]. A mechanical chameleon based on dynamic
plasmonic-nanostructures has been designed [14]. At present, most researchers focus on the technology
of controllable color change, but there are few reports on the design method of new generation
self-adaptive camouflage texture [19].

As one of the key technologies of adaptive optical camouflage, the study of adaptive camouflage
texture design has important theoretical and practical significance. In this paper, the design method
of adaptive camouflage texture for typical military targets in the natural environment is studied.
With the development of computer vision technology, deep learning has been applied to various image
processing scenarios. It has been used for image classification [20-22], object detection [23-25], image
segmentation [25-28], image completion [29-31], and so on, and has achieved a series of amazing
results. However, there are few reports on the application of the current achievements of deep learning
to the field of military camouflage. We wondered if deep learning could be used to mimic the way
that the animal’s nervous system senses the environment and controls skin cells to change color and
texture. Hence, we proposed a fast-self-adaptive digital camouflage design method based on deep
learning. The method can realize the recognition of camouflage target and the design of adaptive
camouflage pattern in near real-time. Firstly, we used the YOLOvV3 algorithm to realize the recognition
of typical military targets. Secondly, we used the deepfillvl algorithm to realize the preliminary design
of adaptive camouflage texture. Finally, the k-means algorithm was used to realize the standardization
of adaptive camouflage texture. The experimental results showed that the camouflage pattern designed
by our proposed method is consistent with the background in texture and semantics. It has excellent
camouflage performance in optical camouflage. The whole process took less than 0.4 s. All experiments
are implemented on Python3.6, TensorFlow v1.6, CUDNN v7.1, CUDA v9.2, and run on hardware
with a CPU Intel Core 17-9700F (3.0 GHz) and GPU RTX 2080 Ti. The proposed camouflage pattern
design method has potential application value in future real-time optical camouflage.

2. Literature Review

Military camouflage colors and patterns have evolved throughout history to improve their
effectiveness, with each variant designed for a specific environment. Therefore, camouflage patterns
are only effective in areas where the local background remains relatively constant. For a military
system to operate in a variety of environments, its camouflage must be adjusted accordingly [32].
As a result, researchers around the world are beginning to design adaptive camouflage techniques
that can change the color and texture of surfaces, like chameleons or octopuses, depending on their
environment. Some researchers propose to project the collected background image on the surface of
the target to achieve the purpose of camouflage. Inami et al. [33,34] designed an active camouflage
system. The system first obtains the real-time background image through the image acquisition device
installed on the back of the target and then projects the display scheme calculated from the observer’s
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perspective onto the target surface with reflective materials. Morin et al. [13] used microfluid network
technology to prepare a soft camouflaging robot. It could change the color, contrast, pattern, apparent
shape, luminescence, and surface temperature. The researchers changed the robot’s color, pattern, and
so on by filling the tiny tubes with different colored liquids. Pezeshkian et al. [32] proposed the use of
gray-level co-occurrence matrices to synthesize a texture similar to the background. Then, the texture is
displayed on the surface of the battlefield reconnaissance robot by electronic paper display technology
to achieve the purpose of camouflage. Inspired by the skin discoloration principle of cephalopods,
Yu et al. [35] used a thermochromic material to prepare a photoelectric camouflage demonstration
system that could transform between black and white. The color-changing material is colorless and
transparent when the temperature is higher than 47 °C, and black when the temperature is lower
than 47 °C. By controlling the temperature of each unit, the researchers can display different patterns.
Unfortunately, only black and white patterns can be displayed. Wang et al. [14] used the adjustable
plasmon technology to prepare a color-changing device that could cover the whole visible band and
then developed a bionic mechanical chameleon. The mechanical chameleon could sense color changes
in its environment and actively change its own color to match the color of its environment. It is
a pity that the author did not study the design method of camouflage texture. So far, researchers
have focused on how to design and implement color change, but few have studied how to design
appropriate adaptive camouflage textures. The existing researches on camouflage texture mainly focus
on traditional camouflage texture. For example, Xue et al. [5] designed digital camouflage textures
based on recursive overlapping of pattern templates. Zhang et al. [36] proposed a digital camouflage
design method based on a space color mixing model. The model can simulate the color-mixing
process in the aspects of color-mixing order, shape, and position of color-mixing spot. Jia et al. [37]
proposed a camouflage pattern design method based on spot combination. The core idea of the above
design method is random or non-random arrangement of finite templates. Due to the simplicity
of the template, these traditional design methods cannot meet the needs of the new generation of
adaptive camouflage texture design. Therefore, it is necessary to study the design method of adaptive
camouflage texture.

3. Methodology

3.1. Outline of Proposed Method

The essence of optical camouflage is to make it impossible for human eyes or optical cameras
to distinguish a target from its environment. This is similar to target removal in image processing.
Inspired by this, we applied the image completion algorithm to the design of camouflage texture.
In this paper, we provide a quick method based on the convolutional neural network to generate
adaptive digital camouflage. The flowchart of our method is shown in Figure 1. To achieve camouflage
of the target, we need to identify the target that needs camouflage. First of all, we used the YOLOV3 [38]
algorithm to conduct recognition model training for four typical military targets. After adjusting the
hyper parameters, we obtained a model with good recognition probability. Secondly, we masked the
target area and entered it into the deepfillvl [39] model that was pre-trained by places2 [40] for image
completion. In this step, we obtain the preliminary camouflage texture. Thirdly, we used the k-means
algorithm to calculate the main color of the filled area and compared it with the military standard color.
The most similar color in the standard was selected as the main color, and the corresponding color
was replaced. At this point, we have the final adaptive camouflage texture. The digital camouflage
generated by this method is consistent with the texture of the surrounding environment. This method
can generate visually plausible camouflage pattern structures and textures.
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Figure 1. Outline of proposed digital camouflage design method.
3.2. Dataset

In this paper, the Imagenet2012 [41] and Places2 [40] data sets were used. The Imagenet2012 [41]
dataset consists of over 1.28 million images, containing 1000 categories, with the number of images
per category ranging from 732 to 1300. Four typical military target images were selected from the
ImageNet2012 [41]. This dataset was segmented into a training and test set. The four typical targets are
airships, aircraft carriers, tanks, and uniformed soldiers. A total of 2187 images were selected from the
dataset, of which 1970 were used for training and 217 for testing. There are no less than 500 pictures in
each category. Table 1 shows the number of train and test images for the different categories. Figure 2
shows one sample for airships, aircraft carriers, tanks, and uniformed soldier images, which was
selected from Imagenet2012.

(a) (b)

i\

il L

Figure 2. Data samples from the Imagenet2012 dataset. (a) airship; (b) aircraft carrier; (c) tank; (d)
uniformed soldier.

The Place2 [35] dataset contains more than 400 different types of scene environments and 10
million images. Basically, covering people’s common scenes. Figure 3 shows one sample for forest,
desert, grassland, and snowfield environment images, which was selected from Places2.
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Table 1. Details of the training and test set.

Category Training Set Test Set
Airships 459 50
Aircraft Carriers 455 50
Tanks 496 55
Uniformed Soldiers 560 62
Total 1970 217

Figure 3. Data samples from the Places2 dataset. (a) forest; (b) desert; (c) grassland; (d) snowfield.
3.3. Military Target Detection Based on YOLOv3

To achieve camouflage of the target, we first needed to identify the target that needs camouflage.
The YOLOV3 [38] algorithm was used to identify military targets. The Yolo series algorithm is an
algorithm that could detect objects quickly [38,42,43]. The YOLOV3 is the latest version [38]. YOLOv3
can achieve high precision real-time detection, which is very suitable for our application background.
Its network structure is shown in Figure 4. The resolution of the input picture in the network structure
diagram is 416 X 416 x 3 (in fact, it can be any resolution.), and has four labeled classes. It uses
darknet-53, which removes the full connection layer, as the backbone network. The YOLOV3 is a fully
convoluted network that makes extensive use of residual network structures. As shown in Figure 4,
YOLOV3 consists of DBL, resn, Up-sample, and concat. DBL stands for convolution (conv), batch
normalization (BN) and leaky relu activation (Leaky reu). Resn represents the n residual units (res
unit) in this residual block (res_block). Zero padding means using zero to fill the edge of the image.
Up-sampling represents up-sampling. The concat represents the merging tensor. DBL*n represents the
n DBL. The add represents the addition operation. The following y1, y2, and y3 represent feature maps
with three different dimensions.

The network structure of darknet-53 is shown in Table 2. It uses successive 3 x 3 and 1 x 1
convolutional layers and some shortcut connections. The application of the shortcut connection layer
allows the network to be deeper. It has 53 convolutional layers [38].
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Figure 4. YOLOv3 network structure.

Table 2. Darknet-53 [38].

Type Filters Size/Stride Output
Convolutional 32 3x3 416 x 416
Convolutional 64 3x3/2 208 x 208
Convolutional 32 1x1

1x Convolutional 64 3x3
Residual 208 x 208
Convolutional 128 3 x3/2 104 x 104
Convolutional 64 1x1
2% Convolutional 128 3x3
Residual 104 x 104
Convolutional 256 3x3/2 52 x 52
Convolutional 128 1x1
8x Convolutional 256 3x3
Residual 52 x 52
Convolutional 512 3% 3/2 26 X 26
Convolutional 256 1x1
8x Convolutional 512 3x3
Residual 26 X 26
Convolutional 1024 3 x3/2 13x13
Convolutional 512 1x1
4x Convolutional 1024 3x3
Residual 13x13
Avgpool Global
Connected 1000
Softmax

The loss function of YOLOV3 consists of localization loss Loss;, confidence loss Loss.,
and classification loss Loss,. The loss function is as follows:

Loss = Loss; + Lossc + Loss) D)

VR S . @
(Ve - &) + (V- ﬁg)]
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Ly 17[¢]10g(C]) + (1 - €]) log(1 - )|+
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cecalses
where Ao = 5, Iiujhj = 1 when the j th boundary box in cell i is responsible for detecting the object,

otherwise 0. x, y, w, h denotes the bounding box parameter, Cl]. is the box confidence score of the box j

in cell i, Aygppj = 0.5, L; "% is the complement of I;bj , p! (¢) denotes the conditional class probability of

the box j th in cell i for class c. All the letters with superscript represent the corresponding ground
truth (GT) values.
The learning rate adopts cosine attenuation:

Qdecayed = (end + 0.5+ (Qinitial = Cena) * (1 + COS(Sglobal/stmin *pi)) ®)

where ecayeq denotes the decayed learning rate; a;yiris denotes the initial learning rate; a,,,; denotes
the end learning rate; s, denotes the total train steps; Sglobal denotes the global steps.

More details about YOIOv3 can be found in reference [38]. The basic code is online at https:
//github.com/YunYang1994/tensorflow-yolov3. Thanks to Yun Yang for sharing the code.

3.4. Preliminary Camouflage Texture Design Based on Deepfillvl

The essence of optical camouflage is to make it impossible for human eyes or optical cameras to
distinguish a target from its environment. This is similar to target removal in image processing. Inspired
by this, we applied the image completion algorithm to the design of camouflage texture. This method
could be used to design the camouflage pattern consistent with the real-time background texture.

Deepfillv1is a generated image inpainting model based on the contextual attention mechanism [39].
It can quickly generate a novel image structure consistent with the surrounding environment.
The framework of deepfillvl is shown in Figure 5. Deepfillvl consists of two stages. The first
stage is a simple dilated convolutional network trained with reconstruction loss to rough out the
missing contents. The second stage is the training of the contextual attention layer. The core idea
is to use the features of known image patches as the convolution kernel to process the generated
patches to refine the fuzzy repair results. It is designed and implemented with convolution for
matching generated patches with known contextual patches, channel-wise softmax to weigh relevant
patches, and deconvolution to reconstruct the generated patches with contextual patches. The spatial
propagation layer is used to improve the spatial consistency of the attention module. In order to make
the network produce novel contents, another convolution path parallel to the contextual attention path
is designed. The two paths are combined and fed to a single decoder for the final output. The entire
network is trained end-to-end. The coarse network is trained explicitly with the reconstruction loss,
while the refinement network is trained with the reconstruction, as well as global and local gradient
penalty wasserstein GAN (WGAN-GP) [44,45] losses. The reconstruction loss uses a weighted sum of
pixel-wise I; loss. The weight of each pixel is computed as !, where ! is the distance of the pixel to
the nearest known pixel. y is set to 0.99. The WGAN-GP uses the Earth-Mover distance W(Pr, Pg) for
comparing the generated and real data distributions. Its objective function is constructed by applying
the Kantorovich-Rubinstein duality:

mGin mSXEXNP, [D(x)] - E;Np [D (;‘)] ©

47



Appl. Sci. 2020, 10, 5284

where D is the set of 1-Lipschitz functions and Py is the model distribution implicitly defined by
x= G(z). z is the input to the generator.

l, I, Dilated conv.
SR &, 8
Raw

Input and L t Local critic
mask

Spatial discounted loss

Contextual L
attention layer

Global critic

Concat

Dilated conv.

Coarse network Refinement network

Figure 5. The framework of deepfillv1.

The W(Pr,Pg) is as follows:

x-yl] @)

where H(Py,Pg) denotes the set of all joint distributions y(x,y) whose marginals are P, and
Pg, respectively.

More details about deepfillvl can be found in reference [39]. The basic code is online at
https://github.com/JiahuiYu/generative_inpainting. Thanks to Jiahui Yu for sharing the code.

3.5. Standardization of Camouflage Texture based on K-means

The initial camouflage texture generated previously, although visually well integrated into the
background, cannot be directly applied to the actual camouflage due to its large amount of colors.
This is partly because it contains too many colors, which makes it difficult to operate in practical
projects. On the other hand, the patterns generated by this method change with the environment,
which leads to a huge increase in color further. Therefore, it is necessary to choose a limited number
of colors as representative colors according to certain standards to replace similar colors, so as to
achieve a balance between camouflage performance and engineering practice. We call this process the
standardization of camouflage texture.

Based on the traditional digital camouflage color extraction method, we used the k-means
clustering algorithm to extract the main color of the camouflage area. Note that extracting the primary
color region here is different from the traditional method. We extract the preliminary camouflage
designed area, while the traditional method is to extract the whole background. The flowchart of the
extraction process of primary colors is shown in Figure 6. The extracted primary color also needs to
meet the following restrictions [5]:

1.  The primary colors should have different brightness so that the camouflage pattern could destroy
the shape of the camouflaged target.
2. The primary colors should not be too different from the background colors.

The Red-green-blue (RGB), hue-saturation-value (HSV), and Lab color spaces are commonly
used in image processing. The RGB color space is related to devices, it does not reflect the true
nature of human vision. However, the Lab model is a device-independent color system and based
on physiological characteristics. This means that it is a digital way to describe human vision. In this
paper, we chose the Lab color space since it can mimic the human vision system more closely.
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Figure 6. Standardization of camouflage texture4 results.

Figure 6 shows the standardization process for camouflage textures. Firstly, we converted the
color space of the filled area from RGB space to Lab space. Secondly, we needed to initialize cluster
centroid C and number K. Normally, C is set randomly, and K is set to 4 or 5. Thirdly, pixels in the
filled area of the image were classified into different categories according to their distance from the
clustering centroids. Then, the most representative color in each pixel category was selected as the
representative color of each category. According to the geographical environment of the background,
digital camouflage is usually divided into four types—woodland, desert, ocean, and urban camouflage.
According to a large number of data and actual production experience, the standard primary colors of
various digital camouflage are determined. In this study, after determining the representative colors
of the target area, we selected the standard color, which is closest to the representative color as the
primary colors for designing the target camouflage. Finally, we used the standard color to replace the
color of the pixel in the filled area to obtain the self-adaptive digital camouflage texture.

We used the Euclidean distance to calculate the distance between the representative colors and
the standard colors. The distance of one color pair d(r,s) is computed as:

d(r,s) = \/(L,—Ls)2+ (ar —as)* + (by — bs)? (8)
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4. Results

4.1. Military Target Detection

We used the method described in Section 3.3 to detect typical military targets. Four typical military
target images were selected from the ImageNet2012 [41]. This dataset was segmented into a training
and testing set. The four typical targets are airships, aircraft carriers, tanks, and uniformed soldiers.
A total of 2187 images were selected from the dataset, of which 1970 were used for training and 217 for
testing. There were no less than 500 pictures in each category. Unless otherwise noted, all the original
images in this article about the four typical targets were from Imagenet2012.

The initial training parameters are shown in Table 3. IOUy,spo14 is the intersection over union
(IOU) threshold. We used multi-scale training methods.

Table 3. The training parameters.

Variable Value Variable Value
10Uypesiola 0.5 Qinitial 1x107
Batch_size 6 Mopd 1x10°°
Input_size [320, 352, 384, 416, 448, 480, 512, 544, 576, 608] Qprain

We used k-means clustering to determine our nine bounding box priors. On the selected dataset,
the nine clusters were: (55 X 69), (151 x 91), (84 x 261), (200 x 188), (331 x 137), (179 x 346), (358 x 223),
(350 x 303), (373 x 387).

We used the pre-training weight on the coco data set as the initialization weight. After 17 k steps
of training, the model converged. The training loss is shown in Figure 7. As shown in Figure 7a,
after 17 k steps of training, the loss was reduced to 0.6, which is basically convergent. The mean
average precision (mAP) at IOU = 0.5 (mAP@.5) was 91.55%, as shown in Figure 7b. The results
showed that the model we trained had high precision and could meet our application requirements.
The total loss was calculated on the training set, and the mAP was calculated on the test set.

(a) mAP =91.55%
44004 Total_loss (b)
airship 1.00
4200
2 aircraft carrier 0.97
2, 4000 L
=
s 404
° tank 0.86
= 30
20
104 soldier 0.83
0l : " . . ! : : , : .
00 40k 80k 120k 160k  20.0k A 10

Average Precision

Steps

Figure 7. The total training loss and mean average precision. (a) the total loss; (b) the mAP.

Through training, our recognition precision of these four typical targets in different environments
reached 91.55% (mAP@.5=91.55%), which highly met our application requirements. Moreover,
this recognition process was just a demonstration. In practical applications, specific databases could
be added according to the actual needs, and the recognition classes and precision could be increased
through retraining (Figure 8). The recognition results of the model after our training are shown in
Figure 8. As can be seen from Figure 8, our model could well identify four typical military targets.
When the resolution of the input picture was 416 X 416, the model detection time was less than 25 ms.
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Figure 8. Object detection results. (a) airship; (b) aircraft carrier; (c) tank; (d) uniformed soldier.
4.2. Preliminary Camouflage Texture

We used the method described in Section 3.4 to design the initial camouflage texture. Firstly,
we masked the target region detected by the YOLOV3, as shown in Figure 9b. Then, we input the
masked image into the pre-train deepfillvl model. The weights adopted by deepfillvl were trained on
the Place2 [40] data set. Places2 is a data set of scene images, containing 10 million pictures and more
than 400 different types of scene environments, which could be used for visual cognitive tasks with the
scenes and environments as application content, meeting our application requirements. We used the
weight files from the literature [39] that were pre-trained on Place2 [40]. Finally, the complete image
was obtained, which is called preliminary camouflage texture, as shown in Figure 9c. It could be seen
from Figure 9 that the generated preliminary camouflage pattern had a texture consistent with the
environment, which could be well integrated into the environment. When the input image resolution
is 416 x 416, the preliminary camouflage texture generation process takes less than 0.2 s.

Figure 9. Preliminary camouflage texture design. (a) original image; (b) masked image; (c)
completed image.

The more detailed experimental results are shown in Figure 10, where the first column shows the
original images, with rectangular bounding boxes indicating the targets to be camouflaged, the second
column shows the results of the preliminary camouflage texture design.

51



Appl. Sci. 2020, 10, 5284

Figure 10. More detailed experimental results. (a) airship; (b) preliminary camouflage texture of
the airship; (c) aircraft carrier; (d) preliminary camouflage texture of the aircraft carrier; (e) tank;
(f) preliminary camouflage texture of the tank; (g) uniformed soldiers; (h) preliminary camouflage
texture of the uniformed soldiers.

4.3. Standardization of Camouflage Texture

We standardized the initial camouflage texture using the method described in Section 3.5. Asshown
in Figure 11b, the camouflage texture we designed corresponded to the rectangular area where the
target is located. Note that K is set to 5 when discussed later in this article. At the same time, we needed
to design the camouflage texture for the camouflage target’s forward view, backward view, left view,
right view, and top view, respectively. In practice, the texture of the camouflage area needed to be
mapped to the actual target surface. This step could be accomplished with 3D rendering software,
such as Maya or OpenGL, which is not described in this article as it focuses on the design approach.
In this article, we simply mapped the camouflage texture to the camouflage target surface through
a mask to observe its camouflage effect, as shown in Figure 11c. The output camouflage textures in
Figure 11c had an overall optical camouflage effect, where textures and semantics were consistent with
the environment look very naturally.

Figure 11. Adaptive digital camouflage texture. (a) Original image; (b) Rectangular texture area;

(c) Camouflaged images using textures.
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The more detailed experimental results are shown in Figure 12. The camouflage texture generation
process in this paper is different from the traditional one. The traditional camouflage texture was
obtained by random or non-random distribution using finite pattern templates or structural elements
of texture. The camouflage texture generation in this paper is to use the method of image completion
to generate the texture consistent with the current environment. The texture composition of this
paper had no fixed structural elements. It might have been random for the natural environment
like forest or regular for the artificial environment like the city, depending on the state of the current
environment. The texture features come from a lot of training we did on the places2 [40] data set using
the deepfillv] [39] algorithm. The place2 [40] data set contains more than 400 different types of scene
environments and 10 million images. Basically, it covers people’s common scenes. The deepfillv1 [39]
algorithm, after training on places2 [40], was able to generate a meaningful image consistent with
the background texture of the incomplete image. As shown in Figure 12, camouflage textures are
designed using this method on both natural and artificial backgrounds. In Figure 12, the first column
shows the original images in natural and artificial environments, and the second column shows the
camouflaged image corresponding to the first column. The color of the second column camouflage
texture was not replaced by the standard color. The third column shows the camouflaged image
with the camouflaged texture of the standard color. In Figure 12, the first row shows the camouflage
texture in the natural environment using our method, the second row shows the camouflage texture
in the artificial environment using our method. As can be seen from Figure 12, the camouflage
texture designed using the method we provided has an excellent camouflage effect in both natural
and artificial environments. The camouflage texture in the natural environment is irregular, and the
camouflage texture in the artificial environment has a certain rule, which is consistent with the current
environment. Comparing Figure 12e,f, it is found that the camouflage performance decreased after
filling the camouflage texture with the most similar standard color. This is because the standard colors
we choose are only 30 colors specified in the standard, which is a little different from the main colors
of the current environment. This does not affect the effectiveness of the design method we provide.
With the development of controllable color change technology, we may be able to choose far more than
30 colors in the future. At that time, the camouflage performance of the camouflage texture designed
by this method would be further improved.

When the input image resolution was 416 X 416, the standardization of the camouflage texture
took 0.1 s. All the tests were implemented on Python3.6, TensorFlow v1.6, CUDNN v7.1, CUDA v9.2,
and run on hardware with CPU Intel Core 17-9700F (3.0 GHz) and GPU RTX 2080 Ti. Meanwhile,
the whole camouflage texture generation process took less than 0.4 s. This time could be shortened
significantly with the improvement of the image completion algorithms or the improvement of
hardware performance. We firmly believe that real-time methods will be proposed in the near future.
This shows that the method provided in this paper could quickly generate camouflage texture in
real-time, which could be used in future combat equipment and personnel adaptive camouflage design.
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Figure 12. Camouflage textures in natural and artificial environments. (a) the original image in natural
environment; (b) the camouflaged image corresponding to (a) whose color wasn’t replaced by standard
color; (c) the camouflaged image corresponding to (a) whose color was replaced by standard color;
(d) the original image in artificial environment; (e) the camouflaged image corresponding to (d) whose
color wasn’t replaced by standard color; (f) the camouflaged image corresponding to (d) whose color
was replaced by standard color.

5. Discussion

Visual saliency is the perceptual quality that makes an object, person, or pixel stand out relative to
its neighbors, and thus captures our attention. Therefore, it is a reasonable and effective method to
evaluate the camouflage performance of a camouflaged target by the saliency detection algorithm,
which has been used in many literatures [5,46,47]. In this paper, the frequency-tuned salient region
detection (FT) [48] algorithm, as a classic saliency detection algorithm, was used to quantitatively
evaluate the performance of camouflage texture. The saliency map of the camouflaged target was
obtained after FT algorithm detection. The higher the salience value was, the more conspicuous was
the foreground target, and the weaker was the camouflage effect.

To verify the validity and effectiveness of our proposed design method, we compared the saliency
map of the camouflage texture designed using the traditional design method in the literature [5] with
the camouflage texture designed using the method we provided, as shown in Figure 13. There are five
images in Figure 13, where (a) shows an original image with foreground targets highlighted with red
rectangles, (b) shows the results of camouflaging the targets using the camouflage texture designed
by the existing method [5], (c) shows the results of manually camouflaging the targets using the
camoulflage texture designed by the method provided by us, (d) shows the saliency map corresponding
to the image (b), (e) shows the saliency map corresponding to the image (c). As we can clearly see
that the camouflage texture designed with our method has better camouflage performance, since in
Figure 13d, the target contour and the mosaic-like stripe of the camouflage texture can be clearly
distinguished, while in Figure 13e, the camouflage target could hardly be distinguished. Note that all
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images above have the same resolution. This difference is due to the camouflage texture designed by
the method in literature [5] being inconsistent with the background texture and semantics, while the
texture designed by the method we provide is consistent with the background texture and semantics.
This is because we are able to learn features from the surrounding environment using the deepfillvl
algorithm, whereas the existing method is a texture template based on empirical design.

Figure 13. Comparison between our method and an existing method. (a) original image; (b) traditional
camouflage texture; (c) adaptive camouflage texture; (d) the saliency map corresponding to image (b);
(e) the saliency map corresponding to image (c).

As shown in Figure 14, in order to evaluate the camouflage performance of the camouflage
texture designed by our method, we used the saliency algorithm FT to calculate the salience map
of the images before and after camouflage. In Figure 14, the first column shows the original image,
the second column shows the salience map corresponding to the first column, the third column shows
the camouflaged images using a texture designed by our method, the fourth column shows the salience
map corresponding to the third column. As we can see from Figure 14, the designed camouflage
texture satisfies the color condition: (1) the main color has different brightness, and (2) the main color
is not much different from the background color. At the same time, the camouflage texture and the
background have texture and semantic consistency. Therefore, the camouflage texture designed with
the method we provided could blend well into the background.
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Figure 14. Evaluate the performance of the camouflage image using the salience map.

In contrast with the original image, the foreground targets are almost indistinguishable in the
camouflaged image’s salience map, suggesting that the camouflaged targets blend well into the
background and are invisible to human eyes and visible light reconnaissance equipment. At the
same time, we input the camouflaged image into the YOLOv3 model of the previous training for
reidentification. The results show that the target in the camouflaged image cannot be recognized by
the YOLOv3 model. The experimental results show that the adaptive digital camouflage with excellent
camouflage performance could be designed quickly with our design method.

6. Conclusions

Adaptive optical camouflage technology is the inevitable direction of future optical camouflage
technology development. As one of the key technologies of adaptive optical camouflage, the study of
adaptive camouflage texture design has important theoretical and practical significance. In this paper,
a fast-self-adaptive digital camouflage design method based on the neural network is proposed for the
new generation of self-adaptive optical camouflage. First, we used the YOLOv3 algorithm to train
the recognition model of four typical military targets. After adjusting the hyper-parameters, we got
a model with good recognition probability, whose mean average precision (mAP) was 91.6%. Then,
we used the deepfillvl algorithm to do the preliminary camouflage texture design for the recognition
area. Finally, the clustering algorithm was used to extract the main color of the camouflage target
region, and the most similar color in the standard is used to standardize the color in the initial texture.
The camouflage texture designed by our method was consistent with the texture and semantics of the
real-time background. The whole texture generation process is very short, less than 0.4 s, which could
meet the requirements of near-real-time camouflage design in the future. The saliency detection
results showed that the camouflage texture generated by the proposed method had good camouflage
performance in optical camouflage. At present, the method is effective for camouflage design in
forest, grassland, desert, and other natural environments. But in artificial environment, such as urban
environment, the effect of camouflage design is not very ideal. In addition, there are not many typical
target images available and relevant datasets need to be further collected. In the future, on the one
hand, we will further study how to improve the camouflage design performance of this method in an
artificial environment. On the other hand, the implementation of adaptive camouflage systems will be
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further studied, such as the control system of adaptive camouflage. Nevertheless, this paper proposes
and implements a new idea of adaptive camouflage texture design, which has important potential
application value in future real-time optical camouflage.
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Abstract: Classification is needed in disaster investigation, traffic control, and land-use resource
management. How to quickly and accurately classify such remote sensing imagery has become a
popular research topic. However, the application of large, deep neural network models for the training
of classifiers in the hope of obtaining good classification results is often very time-consuming. In this
study, a new CNN (convolutional neutral networks) architecture, i.e., RSSCNet (remote sensing scene
classification network), with high generalization capability was designed. Moreover, a two-stage
cyclical learning rate policy and the no-freezing transfer learning method were developed to speed
up model training and enhance accuracy. In addition, the manifold learning t-SNE (t-distributed
stochastic neighbor embedding) algorithm was used to verify the effectiveness of the proposed model,
and the LIME (local interpretable model, agnostic explanation) algorithm was applied to improve the
results in cases where the model made wrong predictions. Comparing the results of three publicly
available datasets in this study with those obtained in previous studies, the experimental results
show that the model and method proposed in this paper can achieve better scene classification more
quickly and more efficiently.

Keywords: neural network; deep learning; cyclical learning rate; remote sensing; scene classification

1. Introduction

With the gradual advancement of technology today, smart mobile devices and aerial cameras are
beginning to appear on the market. As the performance of the hardware improves, aerial photography
technology is constantly improving along with it, and rapid breakthroughs in imaging technology have
made it possible to acquire imagery quickly. There are more types of imagery than ever before and the
imagery is also clearer than was possible previously. Remote sensing images can be used in many
technical aspects of scene classification, such as land-cover detection, urban planning, disaster relief,
traffic control, etc. Therefore, how to classify large amounts of remote sensing image data covering
land areas is an important research topic [1-8].

In the past, when using image data for classification research, the primary focus was on how to
effectively perform the task of feature extraction [9,10]. The deep-learning methods used today make
use of different convolutional neural network models to automatically perform feature recognition,
extract the required image details, and then train the classification model to recognize the scene.
The popularization of graphics cards in recent years has enabled the amount of time spent on
deep learning in neural network model training to be reduced. It has also enabled the rapid
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development of deep-learning research and studies related to the classification of high-resolution
remote sensing images [11-13].

Related parameters used in deep-learning models include the training methods, network architecture,
optimizer design, hardware operation, etc. Adjusting the model training hyper-parameters is a very
important aspect of the model design. Smith [14] proposed a new learning-rate method; instead of a
fixed value, a cyclical learning policy was set for the model being trained. The results showed that this
could effectively reduce the number of training iterations and improve the accuracy of the classification.
Smith and Topin [15] then proposed a new super-convergence one-cycle cyclical learning policy and
suggested the usage of a large learning rate for model training, which, according to them, can improve the
model’s generalization capability. More recently, Leclerc and Madry [16] explored the impact of different
learning rates on deep learning and found that the low and high values of cyclical learning rates [14,15]
concur with their two regimes.

Training is the process of learning and adjusting the parameters of a model. During training, iteration
methods such as the gradient descent learning algorithm are commonly used. Early stopping [17] is a
method often used during training to prevent overfitting. This method calculates the accuracy of the
test dataset during model training. When the accuracy of the test data no longer improves, the training
stops and is terminated early. This not only helps to prevent overfitting of the training model but also
improves the model’s generalization ability.

This study aimed to produce an improved model with enhanced detection ability and a small
number of training iterations. A two-stage circular learning method for training was, therefore,
proposed. First of all, the image features were obtained by transfer learning; the classification
framework designed in this paper was then used for training. The two-stage circular learning rate was
used to reduce the number of iterations and, finally, the best model weights were obtained using the
early stopping method. The main contributions of this paper are as follows:

e In order to reduce model overfitting and to obtain models with a high generalization capability,
we recommend a new CNN (convolutional neutral networks) architecture, i.e., RSSCNet
(remote sensing scene classification network), integrated with the simultaneous use of a two-stage
cyclical learning-rate training policy and the no-freezing transfer learning technology that requires
only a small number of iterations. In this way, an excellent level of accuracy can be obtained.

e By using the LIME (local interpretable model, agnostic explanation) super-pixel explanation,
the root causes of model classification errors were made clearer and a further understanding was
obtained. After the image correction preprocessing on the misclassified cases in the WHU-RS19 [18]
dataset, this correction procedure was found to improve the overall classification accuracy. We hope
that readers can better understand the reasoning mechanism of Al models for remote sensing
scene classification.

The remainder of this paper is organized as follows: the dataset is introduced in the second section.
In the third section, the steps of the developed research method are explained in detail. The data
results and results from other studies are discussed in the fourth section, along with an analysis of why
improved results were obtained using the proposed method. The fifth section is the conclusion.

2. Datasets

In this study, three publicly available remote sensing image data sets—the UC Merced land-use
dataset [19], RSSCN7 [20], and WHU-RS19 [18]—were used for testing the performance of the
proposed method.

2.1. UC Merced Land-Use Dataset

The pixel resolution of the UC Merced land-use dataset is 1 ft (=0.3048 m), and the dataset contains
a total of 2100 images. The images are composed of 21 different land-use types; each class of each image
has 100 RGB color images. The land-use types include agricultural, airplane, baseball diamond,
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beach, buildings, chaparral, dense residential, forest, freeway, golf course, harbor, intersection,
medium residential, mobile home park, overpass, parking lot, river, runway, sparse residential,
storage tanks, and tennis court. All the images contain different textures and colors, as shown in Figure 1.
The UC Merced land-use dataset images were converted into 224 X 224 pixel size for transfer learning.

)

Figure 1. Example images of UC Merced dataset: (a) agriculture; (b) airplane; (c) baseball diamond;
(d) beach; (e) buildings; (f) chaparral; (g) dense residential; (h) forest; (i) freeway; (j) golf course;
(k) harbor; (1) intersection; (m) medium residential; (n) mobile home park; (o) overpass; (p) parking lot;
(q) river; (r) runway; (s) sparse residential; (t) storage tanks; (u) tennis court.

2.2. RSSCN7 Dataset

The RSSCNY7 dataset is a public dataset released by Wuhan University in 2015. There are seven
different scene categories, including grass, field, industry, river, lake, forest, residential, and parking
lot. The entire dataset includes a total of 2800 images. Each scene category of the dataset contains
400 images and corresponds to one of four different sampling ratios (1:700, 1:1300, 1:2600, and 1:5200);
there are 100 images corresponding to each of these ratios. In the original dataset, all of the images
have a size of 400 x 400 pixels. The data were acquired in different seasons and under various weather
conditions. In the case of sampling differences in different proportions, classification of this dataset is a
greater challenge. The different image categories are shown in Figure 2. The RSSCN7 dataset images
were converted into 224 x 224 pixel size for transfer learning.

. ‘.5
(@) (b) (© (d)

Figure 2. Example images of RSSCN7 dataset: (a) grass; (b) field; (c) industry; (d) river lake; (e) forest;
(f) resident; (g) parking.

(®

2.3. WHU-RS19 Dataset

The WHU-RS19 dataset was extracted from Google Earth satellite imagery. The spatial resolution
of these satellite images is up to 0.5 m, and the spectral bands are red, green, and blue. There are
19 scene categories, including airport, beach, bridge, commercial, desert, farmland, football field,
forest, industrial, meadow, mountain, park, parking, pond, port, railway station, residential, river,
and viaduct. There are about 50 images corresponding to each category, and the entire dataset contains
a total of 1005 images. The original image size is 600 X 600 pixels. Because the resolution, scale,
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direction, and brightness of the imagery vary greatly, processing this dataset is somewhat challenging.
These data are also widely used in evaluating various scene classification methods. Figure 3 shows
some samples from the dataset. The WHU-RS19 dataset images were converted into 224 x 224 pixel
size for transfer learning.

(k) (0] (m) (n) (0) ®) (@ () (s)

Figure 3. Example images of WHU-RS19 dataset: (a) airport; (b) beach; (c) bridge; (d) commercial;
(e) desert; (f) farmland; (g) football field; (h) forest; (i) industrial; (j) meadow; (k) mountain; (1) park;
(m) parking; (n) pond; (o) port; (p) railway station; (q) residential; (r) river; (s) viaduct.

3. Method

In this section, the model training method used in the experiments is introduced along with
the convolutional neural network model used in this study and the two-stage cyclical learning-rate
numerical design method used for the training.

3.1. Convolutional Neural Network Model

To start, the VGG [21] neural network trained by ImageNet was used as the model for image
feature extraction. This method adjusts the structure of the neural network used for certain trained
network models by using transfer learning to perform other image training tasks. In the experiments
carried out in this study, the structure of the original neural network layer was adjusted by freezing
the weights in one or more layers of the original model, minus the time to retrain the deep model.
The original model was used for feature extraction, and the newly embedded model layer was trained
for use in classification. It was, therefore, only necessary to update and modify the weights of the
newly added network layer during training; the frozen layer weights that were transferred from the
learning model could be kept, as shown in Figure 4 [22].

Y Y

Convolution layers (frozen) Classifier

Figure 4. Convolutional neural network model.

After removing the top-level fully connected layers of the pre-training model, a new classification
network was added. In our model, we chose an exponential linear unit (ELU) [23] as our activation
function because it can reduce the vanishing gradient problem by identifying positive values. The ELU
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has negative values; hence, it allows the mean unit to approach zero for a deep neural network
model and obtain a faster convergence than the rectified linear unit (ReLU). Regularization was also
added as a tool to reduce overfitting in the network. Regularization can be considered as a penalty
term in the loss function. The so-called “penalty” refers to restrictions that are applied to some
parameters in the loss function to prevent overfitting. Moreover, we added a batch normalization
layer [24] after the convolution layer in our model, which can act as a regularizer to decrease
overfitting. Batch normalization can use a larger learning rate in model training to achieve faster
convergence benefits.

Considering the balance between the network capacity and the test accuracy and discussing the
influence of different regularization and optimization strategies, we finally designed this new deep
learning network architecture with a high generalization capability. The proposed CNN architecture is
called RSSCNet (Figure 5). In RSSCNet, the depth of the weight layers is 17, and the mathematical
formulation is written as follows:

{ X= FOO(F0-- (50 . ) } 0
Y = Softmax(X) ’

where x is the input data of each image, w is the weight matrix, b is the bias, X is the representative
feature of x, and Y is the output probability. The RSSCNet architecture includes 15 convolutional
layers, five max pooling layers, one global average pooling layer, two batch normalization layers [24],
one dropout layer, and two fully connected layers with a softmax classification. Note that the activation
function of the last two convolutional layers uses an ELU [23], while the other weight layers use the
ReLU activation function. The convolution filter size is 3 x 3. The dropout rate is 0.5. The regulations
of L1 and L2 are 0.01 and 0.02, respectively.

| veelo_input: InputLayer |

vegla: Model

convzd: ConviD

| batch_normalization: BatchNormalization ‘

activation: Activation

convld_1: Conv2D

| batch_normalization_1: BatchNormalization |

| activation_1: Activation ‘

| global average pooling2d: GlobalAveragePooling2D |

dense: Dense
dropout: Dropout
denze_1: Dense

Figure 5. CNN classifier network architecture of our RSSCNet model.
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3.2. Image Data Augmentation

When training deep-learning models, large amounts of data are needed for training, and it is
necessary to try to avoid overfitting during the training. Proper use of regularization strategies related
to deep learning, such as L1/L2 regularization, dropout, batch normalization, early stopping, and data
augmentation, is needed. Among these strategies, data augmentation is regarded as an effective
method for training a generally applicable model using limited training data [25]. In data augmentation,
after the image is rotated, resized, scaled, and flipped, or has its brightness or color temperature
changed, the original image in the dataset is changed to create more images that will allow the model to
continue learning. In order to make up for the lack of data, in this study, an augmented training method
was included in the training. After using horizontal and vertical flipping processing, the training
image was increased by small-scale translation and scaling in order to enhance the generalization
ability of the model.

3.3. Cyclical Learning Rate

The learning-rate method proposed by Smith [9] sets cyclical learning rates for the model instead
of a fixed value and uses this to train the model. Results show that this can improve the accuracy of
the classification and reduce the need for trivial adjustments. During training, the number of iterations
used is usually reduced, and there are three different cyclical ways in which the learning-rate loop
method can learn: “triangular”, “triangular2”, and “exp_range”. In our research, a two-stage cyclical
learning-rate method was used to train the model. In the first stage, the “triangular” method was used
to quickly find the best solution in the model; using this method, it was possible to avoid falling into a
local solution when the learning rate was large. At the second stage, using the traingular2 method,
the learning-rate cycle was gradually reduced to confine the model results until, finally, the solution
stayed at a fixed position with no large swings (see Figure 6).

0.0010 - —— Cyclical learning rate

0.0008 -

0.0006 -

Learning Rate

0.0004 -

0.0002 -

0.0000 -

0 500 1000 1500 2000 2500
Training Iterations

Figure 6. Cyclical learning rate during training.
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The proposed two-stage cyclical learning rate method is calculated as shown in Equation (2).

2= 1+ 4-2+[1+ 5]
1, forstagel
D = s ( ir%,\/] ) 7 (2)
(ﬁ) (3871, for stage 2

Ir = Iryin + (D * Irmax — i) * max(0, (1 —z))

where z is a dummy variable, i,qy is the total number of training epochs i, A is the step size that is equal
to the half cycle length, D is the damping factor, I7 is the cyclical learning rate, I7,i, is the minimum
learning rate, and I7yy is the maximum learning rate.

3.4. t-Distributed Stochastic Neighbor Embedding (t-SNE) Analysis Method

The t-SNE analysis method is a nonlinear dimensionality reduction algorithm used for exploring
high-dimensional data. Laurens van der Maaten and Geoffrey Hinton [26] proposed a new technique
for visualizing similarity data in 2008. This technique can not only retain the partial structure of
the data but can also display clusters of multiple scales at the same time. The t-SNE algorithm can
project data into two-dimensional or three-dimensional space and uses good visualization to verify
the effectiveness of the dataset or algorithm. The t-SNE method was used in various fields as a
visualization method to evaluate the quality of classification [27,28]. It uses conditional probability and
a Gaussian distribution to define the similarity between sample points in high and low dimensions and
uses KL (Kullback-Leibler) divergence to measure the similarity between the sum of two conditional
probability distributions; it also uses it a value function to decrease complexity by using the gradient
method. The t-distribution is used to define the probability distribution at low dimensions to alleviate
the congestion caused by dimensional disasters.

3.5. LIME Model Explanation Kit

Although a deep learning model can obtain quite good classification results, it is difficult to
understand how the classification results are derived because of its black-box characteristics. How to
interpret the reasoning mechanism of the deep-learning model has become an important topic of
research. In recent years, among the deep-learning methods, LIME is a new evaluation method for
the interpretability of the model [29], i.e., whether it is possible to understand the importance of the
deep-learning model for the interpretability of the image in the subsequent classification and prediction.
The problem with model interpretability is that it is difficult to define the decision boundary of the
model in a way that humans can understand. As shown in Figure 7, LIME is a Python library that
attempts to generate some local feature-circle super-pixels. This can be used to explain the principle
on which the model is based, which is usually difficult to describe, and to help with understanding
whether the basis on which the model applies its decisions is appropriate or not. Figure 7a shows that
the most interesting super-pixel of the RSSCNet model contains an airplane; hence, it can be correctly
classified by the RSSCNet model. Figure 7b depicts that there is no storage tank in the super-pixel
unlike the RSSCNet model, thereby causing the RSSCNet model to make a misclassification.
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Figure 7. Image explanation using LIME (local interpretable model, agnostic explanation): (a) example

of correct classification; (b) misclassified example.

4. Results and Analysis
4.1. Experimental Set-Ups

4.1.1. Implementation Details

In this study, the tensorflow?2.0 suite within Python was used as the platform for the experiment.
The hardware and system configuration included a Windows 10 version 1703 system. An NVIDIA
GTX 1080 TI graphics card was used; the computing core was an i7-6700 3.40 GHz 8-core central
processing unit (CPU) with 32 GB memory. Different pre-trained model parameter settings were
used, and the results of using these were compared. Attempts were made to adjust the settings for
training methods with different stages. The size of the batches in the experiment was set to a uniform
size of 64, which was more in line with the memory capacity of the graphics card; the image length
and width were set to 224 pixels in all cases. This study designed the training set size based on
earlier studies. For the UC Merced land-use dataset, two training configurations—80% training and
50% training—were used. For the RSSCN7 dataset, 50% training and 20% training were used, and,
for the WHU-RS19 dataset, the two modes used were 60% training and 40% training Two modes and
10 repeated random training cycles were used to verify and evaluate the experimental results.

4.1.2. Evaluation Methods

In this experiment, the confusion matrix and the overall accuracy were used to evaluate
the classification performance, and the results were compared with those obtained using other,
recently developed methods. The confusion matrix can be applied to the performance analysis of
two-class or multi-class classification. After the model made its predictions, each class was assigned
to one of a group of tables so that the data could be displayed and so that the detailed classification
results for each category after the predictions were made could be seen. To evaluate the accuracy of the
classification results, the overall accuracy was used. The accuracy ranged from 0 to 1, where a closer
number to 1 denotes better classification performance. The total number of images that were correctly
classified was divided by the number of test images.
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In addition to the confusion matrix, the kappa coefficient is also often used to analyze the difference
in the classification results for indicators of the multi-category classification quality. This coefficient is
a method used in statistics to evaluate consistency. It calculates the index of the overall consistency
and the classification consistency. The value range is [-1, 1]. A higher coefficient value denotes higher
accuracy of the classification achieved by the model. The kappa coefficient (K) calculation formula
with a higher degree is expressed as follows:

(PO_PC)

4.2. Results and Analysis

4.2.1. Analysis of Experimental Parameters

In this study, different pre-trained models were tested for the evaluation of the classification
results. This was done so that the best feature extraction method for the appropriate pre-trained model
could be found. Once it was found, the weight layers in the pre-trained model were adjusted. It was
considered whether the pre-trained model weights would affect the results of the transfer learning in
order to find the best training-layer training plan for the model parameter configuration that would be
used in subsequent experiments in this study.

1.  Different pre-trained CNN models

Different pre-trained models have different degrees of influence on image feature extraction.
In this experiment, the WHU-RS19 dataset was used to embed four different common pre-trained
models—VGG16 [21], VGG19 [21], ResNet50 [30], and InceptionV3 [31]—into the classification model.
A classification performance test was carried out to help decide which of the four models was the
most suitable for use as the pre-trained model. The training used an Adam optimizer; the batch size
was 64, and the number of iterations was 150. The results of the training carried out using the four
different models are shown for comparison in Figure 8. The results show that the pre-trained VGG16
model had the best overall accuracy; thus, in subsequent testing, this was used as the image feature
extraction model.

100 -

B Overall Accuracy
- Testing Accuracy

Accuracy (%)

VGG16

VGG19 ResNet50 InceptionV3
Pre-trained Model

Figure 8. Comparison of accuracy using different pre-trained models.
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2. Different numbers of fine-tuning layers during training

After choosing to use the VGGI16 pre-trained model, this study further explored whether,
by freezing some of the network layers in the pre-trained model, the model could be made to have a
better generalization performance. This experiment was also conducted using the WHU-RS19 dataset,
and the results are shown in Figure 9. Based on the four blocks contained in the VGG16 model, two,
four, seven, 10, and 13 layers were frozen. The results show that, when no layers were frozen, all the
layers of the pre-trained model were retrained and fine-tuned, which means that, although this method
requires more resources and a longer training time, it can produce a better overall accuracy. This shows
that, in the classification of remote sensing images, the feature image that is required can be obtained
by further training.

100 -
N Cverall Accuracy
B Testing Accuracy

98-
96 -
94 -
92-
% 10 7 4 2 0

13

Accuracy (%)

Frozen Layers

Figure 9. Comparison of accuracy using different fine-tuning layers.

For the different fine-tuning layers discussed, the main consideration was whether to retrain the
weights in the pre-trained model. Retraining the entire network inevitably takes a lot of time. However,
in the process of feature extraction, in addition to training, we believe that it is necessary to focus on
the training of the classifier and, hence, in this study, we aimed to strengthen the model’s ability to
classify features by using a two-stage training method. In Figure 10, the WHU-RS19 dataset is used as
the comparison dataset for the proposed method.

A two-stage training method (shown as “2-stage” in Figure 10) in our research indicates that two
different optimizers were used and separated into two parts for the two-stage training. In the first stage,
the SGD (stochastic gradient decent) optimizer was used to carry out 100 training iterations to train the
entire neural network model. In this stage, the pre-trained model and classifier model could be adjusted
at the same time, thus strengthening the features of the capture model and learning the classification
ability. In the second stage of the training, the model weights with the best accuracy learned in the
first stage were loaded, and the Adam optimizer was used to carry out the next 50 training iterations.
We also compared the result with only using the Adam optimizer training for 150 iterations (shown as
“1-stage” in Figure 10). As can be seen from Figure 10, the test accuracy obtained using the two-stage
training (97.76%) was better than that obtained using the one-stage training (96.33%).
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Figure 10. Comparison of overall accuracy with and without two-stage training.

3.  Different classification architectures

For a performance comparison, we compare the RSSCNet architecture proposed herein with
the other architectures in the literature, such as VGG-16-Net [21] and the GSB + LOB model [32].
Figure 11 showed the ranking results of the test accuracy of each model (i.e., RSSCNet: 0.978,
VGG-16-Net: 0.973, and GSB + LOB model: 0.97), which indicated that the proposed RSSCNet is the
best classification model.
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Figure 11. Comparison of testing accuracy using different classification architectures.
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4. Different cyclical learning-rate methods

In this section, we compare the performances of the two-stage cyclical learning rate method (2-stage
CLR, Figure 11) and Smith and Topin’s (2019) one-cycle cyclical learning rate method (1-cycle CLR).
The results of Figure 12 showed that the two-stage cyclical learning rate method achieved the highest
test accuracy of 98.0% at epoch = 134. On the contrary, the one-cycle cyclical learning rate method only
achieved the highest test accuracy of 97.0% at epoch = 27. Although the latter could provide quicker
access to the best test accuracy for training, the former could achieve a better test accuracy; hence,
it was used in subsequent experimental results for model training and performance testing.
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Figure 12. Comparison of testing accuracy using different cyclical learning rate (CLR) methods:
(a) cyclical learning-rate policy; (b) testing accuracy.
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4.2.2. Experimental Results

1.  Classification of UC Merced land-use dataset

In this section, the classification results for the UC Merced land-use dataset are discussed. The t-SNE
analysis method was used for the classification. This method is a non-linear dimensionality-reduction
algorithm used for exploring high-dimensional data. It can map multi-dimensional data to two or
more dimensions using technology suitable for visual presentation. In this study, extracting the
features of the deep layers for analysis helped with the understanding of the differences between the
features obtained by the model before and after training. In Figure 13a, which shows the results before
training, the features extracted by the model show little correlation; however, after training, as shown
in Figure 13b, the features are highly clustered, thus showing that these models do help to improve the
classification performance.
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Figure 13. Visual analysis on UC Merced dataset using t-distributed stochastic neighbor embedding
(t-SNE): (a) before training; (b) after training.

Figure 14 shows the VGG16 model supplemented by the model classification matrix proposed in
this study using the best classification weights obtained from the early training termination strategy.
The resulting confusion matrix is also shown; the training rate was 80%. The matrix contains the
individual classification results for 21 categories. The kappa coefficients of the UC Merced dataset
were 0.9985 and 0.9895 at 80% and 50% training, respectively.

In Table 1, the classification results found in this study are compared with those obtained using
other classification methods. It can be seen that, by using the two-stage cyclical learning-rate training
method, this study achieved the best overall accuracy out of the results shown.

Table 1. Comparison of the overall accuracy and standard deviations using 80% and 50% training
ratios on UC Merced dataset.

Method 80% Training Ratio  50% Training Ratio
GoogLeNet [33] 94.31 + 0.89 92.70 + 0.60
CaffNet [33] 95.02 £ 0.81 93.98 + 0.67
VGG-16 [33] 9521 £1.20 94.14 + 0.69
salM3LBP-CLM [34] 95.75 + 0.80 9421 +0.75
CNN-R+VLAD with SVM [35] 95.85 NA
TEX-Net-LF [36] 96.62 + 0.49 95.89 + 0.37
VGG19+Hybrid-KCRC [37] 96.33 NA
Two-Stream Fusion [38] 98.02 + 1.03 96.97 + 0.75
CTFCNN [39] 98.44 + 0.58 NA
GCFs + LOFs [32] 99.00 + 0.35 97.37 £ 0.44
Inception-v3-CapsNet [40] 99.05 + 0.24 97.59 +0.16
MVFLN+VGG-VD16 [41] 99.52 +0.17 NA
RSSCNet (this paper) 99.81 + 0.06 98.76 + 0.19
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Figure 14. Classification confusion matrix of our method on UC Merced dataset.
2. Classification of RSSCN7 dataset

The t-SNE analysis method was used to extract the deep features of the proposed model and to
analyze it. In this section, the classification results obtained by applying this model to the RSSCN7
dataset are discussed. As shown in Figure 15b, after training, the features became highly clustered,
which shows that the model proposed by this research helps to improve the scene classification.

tSNE_2
1SNE_2

3 13 T
tSNE_1 tSNE_1

(a) (b)
Figure 15. Visual analysis on RSSCN7 dataset using t-SNE: (a) before training; (b) after training.

Figure 16 shows the overall accuracy confusion matrix extracted by VGG16 supplemented by
the classification method proposed in this study and using the optimal classification weights in the
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training early termination strategy. The training rate used was 50%. The matrix contains the individual
classification results for seven categories. Among these, agricultural land and grassland are most
likely to be confused. This is perhaps because the two categories have similar characteristics—both
containing a large proportion of green ground, which easily leads to errors. The kappa coefficients of
the RSSCNY7 dataset were 0.9737 and 0.9329 at 50% and 20% training, respectively.
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Figure 16. Classification confusion matrix of our method on RSSCN7 dataset.

Table 2 shows a comparison of the results obtained for the RSSCN7 dataset classification using
different recently proposed methods, including the one proposed in this paper. The proposed two-stage
cyclical learning-rate training method achieved the best overall accuracy for two different training
ratios. With a 50% training ratio, it produced an increase in accuracy of about 3% compared with
other methods.

Table 2. Comparison of the overall accuracy and standard deviations using 50% and 20% training
ratios on RSSCN7 dataset.

Method 50% Training Ratio  20% Training Ratio
DBN [20] 77.00 NA
GoogLeNet [33] 85.84 +0.92 82.55 + 1.11
CaffNet [33] 88.25 + 0.62 85.57 + 0.95
VGG-16 [33] 87.18 £ 0.94 83.98 + 0.87
Deep Filter Banks [42] 90.4 £ 0.6 NA
GCFs + LOFs [32] 95.59 + 0.49 92.47 +0.29
RSSCNet (this paper) 9741 +0.27 93.51 +0.51
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3. Classification of WHU-RS19 dataset

The t-SNE analysis method was used to extract the deep features of the proposed model and to
analyze it. In this section, the classification results obtained by applying this model to the WHU-RS19
dataset are discussed. As shown in Figure 17b, as a result of the training, the features became highly
clustered, showing that the proposed model helps to improve the classification of the scene.
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Figure 17. Visual analysis on WHU-RS19 dataset using t-SNE: (a) before training; (b) after training.

Figure 18 shows the confusion matrix for the WHU-RS19 dataset extracted using VGG16 with the
classification types proposed in this study and the optimal classification weights from the training early
termination strategy. The training rate used was 60%. The matrix contains the individual classification
results for the 19 categories in the dataset. Among these categories, the combinations football field
and park and of forest and mountain were the most easily confused during the classification. Table 3
shows a comparison between the results of the WHU-RS19 dataset classification obtained using
the proposed method and methods proposed in other recent papers. Using the two-stage cyclical
learning-rate training method proposed in this study, our proposed method achieved the best overall
accuracy. The kappa coefficients of the WHU-RS19 dataset were 0.9968 and 0.9874 at 60% and 40%
training, respectively.

Table 3. Comparison of the overall accuracy and standard deviations using 60% and 40% training
ratios on WHU-RS19 dataset.

Method 60% Training Ratio  40% Training Ratio
GoogLeNet [33] 94.71 + 1.33 93.12 £ 0.82
CaffNet [33] 96.24 + 0.56 95.11 £ 1.20
VGG-16 [33] 96.05 + 0.91 95.44 + 0.60
TEX-Net-LF [36] 98.00 + 0.52 97.61 + 0.36
Two-Stream Fusion [38] 98.92 + 0.52 98.23 + 0.56
RSSCNet (this paper) 99.46 +0.21 98.54 + 0.37

From the confusion matrix classification results shown in Figure 18, it can be seen that the categories
that are misclassified in the WHU-RS19 dataset include “residential”, “forest”, “farmland”, and “bridge”
(Figure 19a). We first used the LIME analysis on the misclassified four images and generated the
super-pixel feature regions that the model was most interested in (Figure 19b). By observing the
super-pixel area in Figure 19b, we can understand why the model misclassifies “residential” as
“industrial”, “forest” as “park”, “farmland” as “river”, and “bridge” as “pond”.
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Figure 18. Classification confusion matrix of our method on WHU-RS19 dataset.
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Figure 19. Misclassified images on WHU-RS19 dataset: (a) original image; (b) super-pixel explanation
by LIME analysis.
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This research attempted to correct the four images misjudged by the model in Figure 19a with
the hopes of improving the model classification performance. First, with regard to the reason for
the wrong judgment of the “residential” image, we believe that the other images of the residential
category in the dataset contained various bright colors as a whole, while the roofs of the buildings in
industrial areas tended to be mostly white. The house colors tended to be white, which may have led
to the classification errors. Therefore, the color of the “residential” image was increased in saturation
to make it more similar to the other “residential” images in the dataset. From the super-pixel area
of the “forest”, the cut block contained a part of the bare land, which was different from the other
images in this category, which mostly only contained forests. The colors and the details were also
blurred. Therefore, the color contrast was enhanced, the overall sharpness of the image was increased,
the shadows between the trees were intensified, and the image was prevented from being judged
as a “park” again. The image of the “farmland” depicts that the light of the horizontal road in the
image is quite obvious, and a green straight line is included in the captured image features. Therefore,
we reduced the brightness of the strong part of the image. In the “farmland” parts, we performed a
small sharpening to try to remove the noise in the image and strengthen the details of the interval
between farmlands. In the last “bridge” image, the feature did not contain the “bridge” feature at all.
Therefore, we increased the brightness of the “bridge” itself and the color saturation and sharpness
of the image. We also tried to increase the chance of a “bridge” edge being captured as a feature.
Figure 20a,b present the four corrected images and their corresponding super-pixel feature regions,
respectively. Finally, the four corrected images were replaced with the original images, and the category
prediction of the entire dataset was again performed. Consequently, the result reached an overall
accuracy of 100%. Figure 21 displays the corrected classification matrix.
re5|dent|al farmland

forest bridge

(b)

Figure 20. After correction of misclassified images on WHU-RS19 dataset: (a) corrected image;
(b) super-pixel explanation by LIME analysis.
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Figure 21. Classification confusion matrix of WHU-RS19 dataset after image correction.
4.2.3. Further Explanation and Discussion

In this section, we further discuss how fine-tuning, a circular learning rate, and an increase in the
amount of data can improve the classification performance. The classification results obtained in this
study can be expanded to help understand the possible impact of this project on model training.

1. The effectiveness of fine-tuning

In Section 4 of this paper, two-stage training using the proposed model was described, and it was
found that the proposed method has significant optimization for training. Moreover, we also wanted
to understand, in addition to not carrying out freezing in the first stage, whether freezing the first
19 layers in the second stage would produce different results from those obtained by freezing different
layers at two different stages. Therefore, we investigated three different situations: no freezing of
any layer, freezing of the top seven layers, and freezing of top the 19 layers; the results for different
combinations of these three situations are shown in Figure 22.

The five combinations investigated were no freezing at either stage (shown as “0 + 0”), top seven
layers frozen at second stage only (“0 + 4”), top 13 layers frozen at second stage only (“0 + 13”),
top 13 layers frozen at first stage only (“13 + 0”), and top 13 layers frozen at two stages (“13 + 13”).
From Figure 22, it can be seen that two-stage training with no freezing (“0 + 0”) achieved the best
testing accuracy. The test accuracy was the worst when the top 13 layers were frozen in the two training
phases (“13 + 13”). According to the results of Figure 22, the test accuracy increases as the number of
fine-tuning layers increases.
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Figure 22. Overall accuracy of fine-tuning using different frozen combinations.
2. Effectiveness of image data augmentation

In this study, after inverting and increasing the number of images by carrying out a small amount
of panning and zooming, augmentation training was also included in the training. As shown in
Figure 23, doing this also successfully increased the training accuracy. The results here are shown as
no data augmentation ((shown as “1-stage” in Figure 23), single-stage data augmentation included in
the training (“1-stage DA”), and two-stage data augmentation included in the training (“2-stage DA”).
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Figure 23. Accuracy of different training methods.
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3. Effectiveness of using a two-stage cyclical learning-rate method

In two-stage cyclical learning, the training can be implemented using two different optimizers.
In this study, an SGD optimizer with a cyclical learning rate was used in the first stage. In the second
stage, an Adam optimizer was used for the training. In two-stage cyclical learning-rate training,
this method obtains the best weight in the first stage and then enter the second stage. When used
together with the cyclical learning rate, this can greatly accelerate the convergence. Figure 24 shows a
comparison of the number of iterations needed to achieve the best level of accuracy for three different
training methods.
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Figure 24. Test accuracy of with and without two-stage cyclical learning-rate method.

When only a single-stage fixed learning rate (shown as “1-stage” in Figure 24) was used for the
training, the convergence speed was the slowest and the lowest test accuracy was obtained. The use of
a single-stage cyclical learning rate (“1-stage CLR") could speed up the convergence and give a greater
chance of avoiding the local optimal solution so that better results could be obtained. When a two-stage
circular learning rate (“2-stage CLR”) was used in the early part of the second training stage, due to
the change of optimizer, the process of finding the best accuracy fluctuated. However, overall, the best
accuracy could be reached more quickly, using the smallest number of iterations of the three methods.

5. Conclusions

As a result of continued advances in technology, better-quality and higher-resolution data can
be obtained, leading to improvements in remote sensing image classification and in predictions
based on it. It takes a lot of time to train and adjust the classification. In order to reduce the time
required for the training of the model and to explore how quickly the model can converge with
high-generation capability, we recommend the RSSCNet model integrated with the simultaneous use
of a two-stage cyclical learning-rate training policy and the no-freezing transfer learning technology
that requires only a small number of iterations. In this way, an excellent level of accuracy can be
obtained. Data augmentation technology, regularization, and early stopping strategy can then be used
to also deal with the problem of limited generalization encountered in the rapid training of deep neural
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networks. The experimental results that were obtained also confirm that the use of the model and
training strategies proposed in this paper can outperform current models in terms of accuracy.

In this study, by using the LIME super-pixel explanation, the root causes of model classification
errors were made clearer and a better understanding was obtained. This made it easier to carry out
subsequent processing and adjustment of the data or models. After the image correction preprocessing
on the four misclassified images using the RSSCNet model in the WHU-RS19 dataset, this image
correction procedure was found to improve the overall classification accuracy. This investigation is
only a preliminary study.

In future research, we will try to establish universal image correction preprocessing for the case of
suspected outliers and merge different XAI (explainable artificial intelligence) analysis technologies to
improve interpretation capabilities so that they can be applied to a more diverse range of imagery with
different classification issues.
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Abstract: Keeping an overview of all ongoing processes on construction sites is almost unfeasible,
especially for the construction workers executing their tasks. It is difficult for workers to concentrate
on their work while paying attention to other processes. If their workflows in hazardous areas do not
run properly, this can lead to dangerous accidents. Tracking pedestrian workers could improve the
productivity and safety management on construction sites. For this, vision-based tracking approaches are
suitable, but the training and evaluation of such a system requires a large amount of data originating from
construction sites. These are rarely available, which complicates deep learning approaches. Thus, we use a
small generic dataset and juxtapose a deep learning detector with an approach based on classical machine
learning techniques. We identify workers using a YOLOvV3 detector and compare its performance
with an approach based on a soft cascaded classifier. Afterwards, tracking is done by a Kalman filter.
In our experiments, the classical approach outperforms YOLOV3 on the detection task given a small
training dataset. However, the Kalman filter is sufficiently robust to compensate for the drawbacks of
YOLOV3. We found that both approaches generally yield a satisfying tracking performances but feature
different characteristics.

Keywords: cascaded classifier; computer vision; construction site management; deep learning; tracking

1. Introduction

Construction sites constitute highly dynamic environments in which workers execute diverse orders
simultaneously. Workers need to perform tasks, interact with heavy construction equipment and keep
an eye on their surroundings, which is difficult for complex tasks. This requires construction workers
to have a high level of concentration to avoid mistakes. If the construction site is noisy and congested,
it can be difficult for the construction workers to concentrate on their work and the environment at the
same time. In addition, the continuous change of a construction site often leads to hazardous situations.
Heavy construction machines move across the site to execute their jobs. Construction vehicles cross the
worker’s paths and cranes lift loads over their heads. In addition, pedestrian workers inevitably share the
same workspaces with construction machines or interact with them in order to accomplish their orders [1].
As a result, worker’s activities often happen in close proximity to heavy machinery. Hazardous situations
such as close calls can occur as a consequence of this [2]. Furthermore, in certain cases, people can misjudge
the danger. Due to the mentioned facts, it is to be expected that workflows on construction sites are not
always ideal. In addition, the incidents lead to hazardous situations for pedestrians on construction sites.
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Thereby, the pedestrian worker can be injured or have a fatal accident. For these reasons, construction
workers undergo regular training to raise their awareness with respect to hazardous situations [3] as well
as to develop their knowledge and skills [4] to improve their workflows. Despite this effort, working in
the surroundings of heavy construction machines remains to be a hazardous job. Identifying a reasonable
workflow during its execution in a steadily changing environment also keeps to be a challenging concern.
Accordingly, productivity and safety problems continue to occur on construction sites.

Monitoring pedestrian workers on the sites from a top-view perspective could improve this situation.
This way, the worker’s trajectories could be analyzed and adaptations to their workflows could be made
during their work [5]. In addition, a monitoring system would help the machine operators in their work,
as they usually do not have a complete overview of the environment [1]. In this case, the positions and
movement directions of workers who are nearby could be provided to the machine operators. This would
allow them to recognize hazardous situations at an early stage and take appropriate action to prevent an
accident. The mentioned scenarios represent possible applications of a monitoring system on construction
sites, for which a suitable method has to be investigated. Therefore, in this paper, we only focus on the
detection and tracking of construction workers, since this is the basis for a surveillance system.

Different approaches have already been made in tracking pedestrian workers on construction sites.
Depending on the surrounding, various technologies are used for monitoring workers in construction
related scenarios [6]. The literature often refers to global navigation satellite system (GNSS) tags for
outdoor localization on construction sites [7,8]. This is mainly applied to track construction machines and
equipment, but some approaches make use of GNSS to locate pedestrians on site [9,10]. Near buildings,
walls or large construction elements, GNSS-based localization is affected by multipath effects caused by
reflections of the signal on these objects [11,12]. Since construction workers often work near these objects,
tracking such workers with GNSS becomes unreliable. Less sensitive approaches rely on radio-frequency
technologies. These also include the attachment of tags to the worker’s gear. Corresponding readers can
either be stationary on the construction site or attached to construction machinery. Employing a setup that
utilizes radio-frequency identification (RFID) technology enables the warning of workers and machine
operators whenever a tagged worker gets into the range of a machine’s reader [13] or specific zones [14].
Other approaches develop systems noticing pedestrian workers when entering certain zones by localizing
them using ultra-wideband (UWB) tags [7]. Although the accuracy can be improved by combining RFID
technology with ultrasound [15], a precise localization and tracking of workers in real time constitutes a
challenging task [7] which has not been sufficiently solved in general yet [16]. Besides technical deficiencies,
the deployment of such a system for the implementation of a tracking application on a real construction
site requires a tag for each worker. Additionally, at least three receivers per monitored area have to be
installed in the case of two-dimensional tracking which results in high acquisition costs [6]. Furthermore,
workers perceive the attachment of tags with unique identifiers (IDs) to their gear to be obtrusive and to
cause discomfort [17].

In contrast to tag-based methods, camera-based tracking approaches provide cost-effective
surveillance alternatives. The costs amount to one camera per monitored area and there are no further
costs for additional equipment for the workers. In research, some effort has already been made to
detect construction worker’s in camera images [18]. Park and Brilakis [8] built a real-time capable
detection scheme to recognize construction workers in camera images for initializing a visual tracker.
They used background subtraction via a median filter to find moving objects within the images. Then,
a pedestrian detection is performed on these objects using a support vector machine (SVM) which operates
on Histogram of Oriented Gradients (HOG) features. Exploiting the loud colors of the worker’s safety
vests, construction workers are identified from the pedestrian detections by clustering hue, saturation,
value (HSV) color histograms using a k-Nearest Neighbors (k-NN) algorithm. Chi and Caladas [19] also
decided on background subtraction to identify moving objects before classifying these by a neural network
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approach. In [20], the background subtraction is exchanged by a sliding window approach. However,
similar to Park and Brilakis [8], they used HOG and color features but concatenate them to a single vector
which is passed to a SVM in order to identify workers. Using color and spatial models classified by a
Gaussian kernel, Yang et al. [21] decided on a similar strategy. In recent years, deep neural network based
approaches have become prominent. To recognize worker’s activities, Luo et al. [22] applied temporal
segment networks. Son et al. [23] used an region based convolutional neural network (R-CNN) based
on ResNet to detect workers under changing conditions. Luo et al. [24] proposed an approach which
detects construction workers in oblique images of cameras mounted in heights. They applied YOLO
for detection but only achieved a precision of about 75%. Vierling et al. [25] proposed a convolutional
neural network (CNN)-based concept detecting workers in top-view images. To cope with high altitudes,
their approach relies on several zoom levels each with a separate CNN for detection. An additional meta
CNN is used to choose the correct zoom level for a certain height.

Despite the use of transfer learning techniques, CNN-based approaches usually require large amounts
of training data. Corresponding data, which represent construction sites from a top view perspective,
are rarely available. In addition, the generation of a sufficiently large dataset is a time-consuming
and demanding task. Beyond that, these networks commonly operate on small image sizes of about
400 x 400 px. High resolution images cannot be processed in real time without disproportionately
large amounts of computational power or without drastically downscaling images. Since surveillance
cameras monitor large areas of construction sites, workers occupy only very small parts of the image.
Besides the fact that detecting small objects with CNNs is a challenge, reducing the size of the image makes
detection even more difficult. The downscaling may eliminate relevant features in the image required for a
reasonable detection.

As it is unclear whether CNNs can outperform classical machine learning methods on these terms,
we conduct a comparison in this paper. The goal of the comparison is to find out whether one of the two
approaches can satisfactorily track several construction workers when the amount of training data is small.
In doing so, we restrict our focus to one view within one construction site at first. In this case, a camera
could be mounted, e.g., on the mast of a tower crane. Alternatively, several cameras could be used to
completely monitor a construction site, but this is not covered in this paper. Because no suitable dataset is
publicly available for comparison, we assemble a small generic dataset ourselves. This shows pedestrian
construction workers from a top view perspective under different conditions. As a representative CNN
approach, we choose YOLOV3 [26], since it is a state-of-the-art detection network. For its counterpart from
the field of classical machine learning, we rely on preliminary work [27] discussing diverse computer vision
techniques for monitoring construction workers. In this work, we juxtapose eligible methods and develop
a theoretical concept relying on a classical machine learning method. Based on these results, we implement
a tracking approach based on a soft cascaded classifier in the course of this paper. A simple Kalman filter
is applied to both approaches in order to track the detected workers within the recorded video sequence.
In our experiments, we compared the detection and tracking results of our implemented approach with
those of YOLOV3 trained on the same data. We found that our classical machine learning approach
yields substantial better detection results on the small dataset than the CNN. However, the Kalman filter
proves to be sufficiently robust to compensate for the lower detection quality of YOLOv3. Owing to this,
both approaches perform similarly well on the tracking of pedestrian workers in general. Nevertheless,
each approach possesses different tracking characteristics. A general recommendation can, thus, not be
made. The appropriate tracking solution has to be determined with respect to the demands of the
particular application.
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2. Materials and Methods

To compare the performance of CNN-based and classical computer vision approaches to the
monitoring of pedestrian workers, we assembled a small characteristic dataset. This dataset includes
different scenarios as well as various environmental conditions. Section 2.1 describes the dataset in detail.
This dataset is used for the training and the evaluation of both approaches chosen for our comparison.
The classical approach is composed of a soft cascaded classifier and a background subtraction which
preprocesses the input images to enable detection in real-time. Its detailed structure and the parameter
optimization are described in Section 2.2. YOLOV3 also possesses several hyperparameters. In Section 2.3,
we elaborate on our choice of those hyperparameters. For a better comparison, the detections of both
approaches are tracked by the same method over the course of the video sequences. We chose Kalman
filtering for this as it is a simple but robust method which is sufficient for the purpose of comparing the
two approaches. Details about the Kalman filter’s motion model and other required parameters are given
in Section 2.4. The implementation and testing of the two approaches was done with the programming
language C++ on a standard computer.

2.1. Dataset Acquisition

Top-view scenes of construction sites have rarely been recorded. Accordingly, a dataset reasonable
for our purpose has not been published yet. For that reason, we recorded video sequences to train and test
our approach explicitly for the scope of this paper. It is important to know if different backgrounds and
lighting conditions can have an influence on the tracking of construction workers. In addition, we want to
test if our approach can distinguish between different moving objects. The videos were therefore taken in
two scenarios with different levels of difficulty for our approach: in the first one, construction workers
act on a uniformly plastered terrain, whereas a mixture of gravelled and plastered areas is chosen for
the second scenario. While the first scene is illuminated well, the second scene is slightly overexposed.
Both sequences are recorded by a non-pivoting camera at a height of 20 m, which is aligned to the ground
and has a fixed position (see Figure 1). This results in a top-view perspective in the center of the image,
but becomes oblique at the borders of the image. In accordance with a typical crane camera set up [28],
all videos were recorded with a frame rate of 25 fps and a resolution of 1920 x 1080 px. In both scenarios,
construction workers wearing safety vests and helmets walk randomly through the camera’s field of
view including sudden stops and directional changes. They also interact with static construction specific
elements such as pylons and barrier tapes. Of course, exposing workers intentionally to hazardous
situations or heavy construction machinery is unwarrantable. Such hazardous situations are substituted
by smaller moving vehicles instead which still allows for evaluating the correct classification of moving
objects. In both video sequences, the construction workers are manually labeled by hand in order to
prepare both the ground truth and the training data. Rectangular areas surrounding the worker’s heads
and shoulders are used to indicate the positions of the workers.

Datasets for training, validation and evaluation are generated from the labeled sequences. For this,
we divide each sequence into three shares of equal length. From the first share of both sequences,
we generate the training dataset. This training dataset includes 1000 pedestrian construction worker
samples (see Figure 2). Samples are only extracted from every 10th frame to reduce the similarity among
the samples. For generating the validation dataset, we proceed analogously with the second share of both
sequences. The validation dataset also contains 1000 pedestrian construction worker samples. From the
third part, we generate evaluation data that consist of video sequences with an average length of 12 s.
From each sequence, we choose a representative scene which contains settings commonly occurring on
construction sites. Both scenes show up to four pedestrian construction workers simultaneously and other
objects colored similarly to the worker’s safety vests that are either static or moving. The static objects
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are red and white barrier posts, barrier tapes and a red barrier on a gravel area. These elements have
similarities to the colors of the construction workers. Moving objects include a red vehicle that moves
linearly in the same direction as a construction worker. In addition, the red color between the worn safety
vest and the vehicle is similar. The workers walk through the scene while sometimes passing each other
closely. In addition to these two scenes, we choose a third one to evaluate our approach with regard to
moving vehicles. This scene shows a single worker walking while a car approaches him from behind.

Figure 1. The construction workers are captured by a stationary camera which is located 20 m above the
ground. The camera is pointed at the ground.
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Figure 2. The training dataset contains construction workers taken from the top view. The workers are in

different orientations and illuminated in different ways.
2.2. Classical Detection Approach

Based on our theoretical concept previously proposed in [27], we implemented an explicit approach
to detection of construction workers in top view images. As shown in Figure 3, detection is done by first
extracting relevant regions of interest (Rols) from the current camera image. Afterwards, each region is
classified to determine whether it contains a worker or not.
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Figure 3. Concept of the classical detection approach. Each time step ¢ corresponds to an image frame.
The current frame in time step ; is subtracted from a background model which is generated from images
of the previous time steps. This results in foreground blobs which represent Rols. Image patches of
the current image corresponding to these regions are fed into the classifier determining the presence of
construction workers.

Most previously implemented image-based approaches in civil engineering are based on a frontal
camera perspective. In our case, however, the camera is mounted at a height in order to monitor a
large area and to satisfy the requirements of different applications. This leads to a top-view perspective.
Most features that make up a pedestrian, such as legs and arms, are usually covered by his own body due to
the perspective. Although there are already approaches for the general detection of pedestrians in top-view
images, detecting pedestrian workers can be eased by leveraging typical features that characterize those
workers. On construction sites, workers wear helmets and safety vests with loud colors that constitute
clearly visible and prominent features. Similar to the findings of Park and Brilakis [8], a combination of
motion, color and shape features is more reasonable for a proper detection in our scenario than the use of
common pedestrian detection features. While motion is a fundamental characteristic of pedestrians, it is
not unique to them. Other objects such as construction vehicles may also move through the cameras field
of view so that classification by motion is unrewarding. Notwithstanding, constraining the detection to
image regions containing movement spares the expense of investigating the entire image. This improves
the subsequent detection in two different ways. On the one hand, applying the classifier to only a few
regions of the image significantly speeds up the detection process which allows for the monitoring of
substantially larger areas of a site without an appreciable time lag. On the other hand, this preselection
excludes most image regions not containing any construction workers from the further detection process
which highly reduces false positive detections in advance.

To find regions of motion, moving foreground objects have to be separated from the background.
For this, Gaussian mixture models are frequently used and well established methods estimating a
scene’s background are available [8]. We use an improved adaptive Gaussian mixture model (GMM)
approach [29], because it is insensitive to background movements that often occur in outdoor scenarios,
e.g., wobbling bushes or leaves blown by the wind [30]. To adapt to changes in the scene such as varying
illumination conditions or newly positioned and removed static objects, the mixtures of Gaussians are
learned and adjusted over time. Accordingly, the Gaussians’ parameters, their number per pixel, as well
as the learning rate are updated online by the adaptive approach while applying the model to consecutive
video frames.

Comparing the current frame (see Figure 4a) to the learned background model results in a binary
segmentation image which indicates fore- and background pixels. In the next step, all connected foreground
pixels are aggregated to regions of motion by blob detection. For this purpose, an algorithm is used that
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finds contours in the binary image [31]. In a further step, rectangles are formed, which enclose each contour.
These rectangles identify the Rols for the further detection process, as shown in Figure 4b.

Since the background subtraction identifies the relevant areas within the image which are likely to
contain pedestrian construction workers, the detector only has to focus on those image regions. Each of
those Rols contains a single moving object in the scene. Distinguishing between a worker and any other
object can be done by a binary classification for each Rol.

As described above, construction workers in top-view images are characterized best by their motion,
color and shape. The classification of color and shape features provides a proper basis of decision-making
since we already use motion to find candidate regions. Following this, we use color histograms as they are
simple but effective color feature descriptors. The histograms are computed on the hue and saturation
channels of the HSV color space. Since the value channel decodes brightness, it is neglected in favor of
the histograms’ invariance to changes in illumination conditions [8], which is a common issue in outdoor
scenes. For determining shape information, we decided on Haar-like features. The choice of these features
allows us to design both feature descriptors as low-order integral channel features [32]. This guarantees
the efficient computation of the feature responses which increases the detection speed. However, it remains
unclear how to arrange those feature descriptors’ positions and sizes on an image patch so that they
optimally respond to a construction worker.

(a) Scene (b) Background image
Figure 4. Background subtraction example: (a) video frame of walking construction workers; and
(b) background image with white foreground pixels aggregated to blobs of motion (red) and the
corresponding Rols (green) for further processing.

For this reason, we apply a Soft Cascaded Classifier [33] which learns the optimal set of features
using AdaBoost [34]. For this, we deduce weak classifiers from the feature descriptors by thresholding
their responses. Then, we generate a weak classifier pool containing thresholded feature descriptors at all
conceivable sizes and positions in an image patch. During training, AdaBoost iteratively draws that weak
classifier from the pool which separates the set of samples best. This way, a strong classifier emerges from
the set of chosen weak classifiers. Figure 5 visualizes the process by the example of the first five Haar-like
feature descriptors chosen by AdaBoost.
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Figure 5. Iterative feature selection by AdaBoost (from left to right). A shape model is learned from

Haar-like features. The first three iterations approximate the worker’s head while the following two focus
on the worker’s shoulders.

By a subsequent calibration, the weak classifiers within the strong classifier are arranged into
cascading stages. A sample is only passed further along the cascade if the evidence of belonging to
the positive class is sufficiently strong. As a result, negative samples are rejected early in the cascade which
drastically speeds up the classification process for a vast number of samples to be verified.

2.3. Hyperparameter Setting of YOLOv3

Training YOLOV3 requires the adjustment of several hyperparameters. Despite extensive use of
YOLQO's built-in data augmentation features, the training dataset is too small for training a reasonable
detector from scratch. For this reason, we base our training on the Darknet53 model which has been
pre-trained on ImageNet [35]. To train YOLO on pedestrian workers, we pass the 1000 sample images of
our training dataset in a mini batch size of 64 to the network. In the beginning, we use a high learning rate
of 0.001 in order to quickly adjust the detector towards the new class. Every 3800 epochs, the learning rate
is scaled down by a factor of 0.1, facilitating the learning process to converge towards an optimal result.
For regularization, we adapt the weights by a momentum of 0.9 and a weight decay of 0.0005. After about
10,400 epochs, the validation error stops decreasing so that the training is stopped.

2.4. Tracking Using Kalman Filtering

Knowing the current position of construction workers as provided by a detector can already be
advantageous for productivity management and safety applications. However, this can be further
improved by tracking the workers over time. This allows keeping track of entire workflows as well
as anticipating the worker’s movement directions.

Modern tracking approaches rely on a motion model which predicts an object’s trajectory and an
appearance model to recognize the tracked object in the following video frames. However, it is sufficient
for our purpose to rely on a motion model only. The applied detector compensates for the omitted
appearance model. Hereby, the detector implicitly adopts the recognition task.

In this paper, we apply Kalman filtering. Its simplicity and robustness make it a good choice for the
comparison of the performance of the two proposed detection methods. The Kalman filter is based on
a motion model which only describes the relationship between the tracked object’s current state and its
predicted state at the next time step. For this, the model consists of the tracked object’s current state and a
prediction matrix which models the transition from one time step to another. A tracked worker’s current
state [x,y, vx, vy] can be described by the worker’s position x,  and his velocity vy, v, in x and y directions.
To predict the worker’s state in the following time step t + 1, the prediction matrix is applied to the current
state at time step t with a time duration At,
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The predicted state is then set to the new current state of the Kalman filter’s model. Afterwards, the state
can be updated using the actual measurements of the worker’s position [x¢, y¢]. In our case, the detected
construction workers serve as both tracker initializations and observed measurements. The detections are
spatially correlated with regard to already existing tracks. Detections with a close spatial proximity are
assigned to the individual track. For detected workers not matching a pre-existing track, a new track is
set up. The Kalman filter then predicts the location of a worker frame by frame. Detections close to the
predicted locations which we assign to the track give evidence to correct the Kalman filter’s motion model
and prevent the predictions from drifting off.

To determine optimal values for the noise covariance matrices Q and R, we performed a grid search
using both detection algorithms. Values on the matrices” diagonals in the range of [1, 50] were considered
for this. We found that the optimal values for the diagonals of Q and R are 1 and 50, respectively.

3. Optimization

Although some applications such as workflow optimization are commonly executed asynchronously
to the recordings, other applications such as the assistance of machine operators require current
worker’s trajectories. Accordingly, a reasonable approach to the monitoring of pedestrian construction
workers demands real-time capability so that worker’s locations trajectories are provided for every
video frame given by the camera. To properly compare the CNN-based and classical computer vision
approaches, we optimize their detection quality with respect to a sufficient speed with regard to the
camera’s specification.

The detection speed of the soft cascaded classifier is mainly determined by the number of weak
classifiers constituting the strong classifier. They define the depth of the cascade and, thus, the quantity of
feature applications required to correctly classify a given sample. Besides, the number of training samples
and the features” explicit manifestations situated in the feature pool highly affect this method’s detection
quality. In Section 3.1, we optimize the soft cascaded classifier with regard to these parameters and discuss
the chosen values.

YOLO's detection speed is restricted by a single hyperparameter which is the size of the input images.
The larger are the input images, the more convolutions are involved, which results in substantially slower
processing speed. Accordingly, Section 3.2 addresses the optimal choice of the input image size for a
proper detection with respect to the real-time capability.

3.1. Optimization of the Soft Cascaded Classifier

A considerably high precision of the detector is desirable in order to satisfactorily initialize the
trackers by only actual construction workers [8]. This prevents the initialization of false positive tracks as
well as tracker updates based on false detections. However, to be suitable for a monitoring application,
the detector must be able to identify workers in real-time in the first instance. To obtain a satisfying
classifier in terms of detection speed with a preferably high precision at an acceptable recall, we conduct a
grid search by varying different training parameters.

In preliminary experiments, we already found that subdividing the color histograms into five bins
is sufficient for the classifier to properly recognize the characteristics of a construction worker’s helmet
and safety vest. Other parameters to be investigated include the minimal size of the feature descriptors
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provided by the feature pool. Too small feature descriptors may affect the classification. The feature
descriptors’ sensitivity to noise increases with decreasing size which may impair the classification.
Similar results hold for slight translations, rotations and scalings of the object to be detected within the Rol
provided by the background subtraction. By this, too small feature descriptors may easily be positioned off
the corresponding feature. On the other hand, large feature descriptors may miss small features. For these
reasons, we investigate the effect on the feature descriptors’ sizes to the detection quality. We vary the
minimal feature size of the feature descriptors provided in the feature pool for training between 10% and
30% of the given image patch size. Additionally, we vary the quantity of training samples from 200 to 2000
to find the optimal generalization behavior. Finally, to speed up the recognition process, we determine the
minimum number of weak classifiers required for a reliable classification. For that, we vary the number of
weak classifiers constituting our cascade from 50 to 350. To compare the detection results while varying a
parameter, we juxtapose the classifiers’ receiver operating characteristic (ROC) curves. For this, we apply
the trained classifiers to the validation dataset and plot their true positive rate (TPR) against their false
positive rate (FPR) with respect to the particular classifier’s confidence. Figure 6 illustrates the ROC curves
for all three parameters. In addition, we calculate the accuracy of the classifier when the number of weak
classifiers is varied. During the variation, we apply the classifier to the validation dataset and to the
training dataset and plot the accuracy curves. The results are shown in Figure 7.

As can be derived from Figure 6a, providing a feature pool in which feature descriptors have a minimal
size of 10% of the image patch size for the classifier yields best classification results. The classification quality
decreases with increasing minimal feature size. This shows that the classification is not impaired but even
improved by rather small feature descriptors. Noise and the worker’s positioning seem to have only little
effect, if any.

The effect of different amounts of training samples are shown in Figure 6b. As can be seen,
the classification quality increases up to a total number of 1600 training samples. From then on, the quality
starts to decrease again. This shows that the classifier looses essential features that describe a construction
worker in general terms if more than 800 positive and negative samples are used.

As Figure 6a depicts, the general classification quality increases with the number of the cascaded
weak classifiers. Nevertheless, the ROC curves of classifiers consisting of more than 100 weak classifiers
resemble each other closely for very small FPRs. Since a classifier’s FPR is inversely proportional to its
precision, we focus our further evaluation on those small FPRs to ensure a preferably high precision which
is mandatory for a proper functioning of our monitoring approach. Although the general performance
of the largest cascade exceeds that of all others, the classifier consisting of 152 weak classifiers yields the
lowest FPR up to a TPR of 96.2%.

The findings in Figure 6¢ are also supported by the results in Figure 7. The evaluation up to 150 weak
classifiers shows that, in general, the accuracy of the classifier increases. If the classifier contains 152 weak
classifiers, it reaches an accuracy of 98 % on the validation set. Above 150 weak classifiers, the accuracy of
the classifier decreases slightly on the validation set. In contrast, the accuracy increases slightly on the
training set. This gives rise to suggesting a slight overfitting.

Based on these findings, we conclusively train a soft cascaded classifier for the application in our
approach to the monitoring of workers on construction sites. We provide a pool of feature descriptors
consisting of Haar-like features and five-bin color histograms. We add feature descriptors beginning with
a size corresponding to 10% of the samples’ sizes and iteratively increase their sizes by further 10% up
to a size of 100% of the samples’ sizes. For training, we initially provide 800 samples, each positive and
negative, randomly chosen from our training dataset. We then let AdaBoost choose 152 weak classifiers
during training which classify the set of training samples best. This halves the time required for the later
classification process while retaining an acceptable detection rate. After calibrating this soft cascaded
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classifier and integrating it into our classical detection setup, we are able to process images at about 28 fps,
which even exceeds the frame rate of the camera used for our experiments.
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Figure 6. ROC curves indicating the effect of different hyperparameters on the detection quality.
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3.2. Optimization of YOLOv3

Prior experiments showed that YOLO'’s detection results are considerably robust concerning changes
in hyperparameters such as the learning rate, momentum or weight decay. According to these experiments,
an optimization of these parameters would not significantly improve the detection results. Therefore,
we use these already empirically collected values in our work and do not perform any fine tuning.
The most important factor, however, is the size of the input image, since this influences both the detection
speed and the precision of the detector. Thus, we conduct a grid search to find the optimal input image
size for our purpose. For this purpose, we measure the detection speed in milliseconds (ms) for each
image size and calculate the mean Average Precision (mAP) to determine the detection accuracy. Due to
YOLO’s downsampling architecture the input image size should be a multiple of 32 px in width and
height. We begin the grid search at a factor of 13 for both image dimensions resulting in an image size of
416 x 416 px and gradually increase the factor by 3 up to a final input image size of 800 x 800 px. All these
instances of YOLO are trained on the entire training dataset described in Section 2.1 and are evaluated on
the validation dataset.

We found that the detection accuracy generally rises with an increasing image size, although
the detection speed drops simultaneously (see Table 1). At the maximum image size of 800 x 800 px,
YOLO yields the best detection accuracy. The processing time for a single image, however, is 97 ms which
corresponds to about 10 fps when processing each image of a video. With a processing time of 46 ms per
image (22 fps), using the minimal input image size is still too slow to run the detection on every single
frame of our video sequences in real-time. Since our camera captures frames at 25 fps, we decided to use
an input image size of 608 x 608 px as tradeoff. This way, we are able to process at least every second frame
with a desirable precision.
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Table 1. The results of detection accuracy and detection speed for different image sizes.

Image Size (px) Detection Speed (ms) mAP

416 x 416 46 729
512 x 512 56 752
608 x 608 67 78.5
704 x 704 83 80.3
800 x 800 97 82.7

4. Results

In our experiments, we examined the detection quality as well as the capabilities of the approaches,
as the basis of a tracking system. To determine their detection quality, we applied both optimized
approaches to our test data (see Section 4.1). Afterwards, we used both detection methods for tracker
initialization and the recognition of already tracked workers. We examined the precision of the resulting
tracks as well as the general ability to accurately identify construction workers, as shown in Section 4.2.

4.1. Detection Quality

To contrast the performances of the optimized detection methods introduced in this paper, we applied
both methods to the evaluation dataset described in Section 2.1. For the comparison, we adduced
the particular precision and recall of each method on this dataset. Since tracking the workers in a
centimeter-perfect manner is usually not required, we defined an Intersection over Union (IoU) value of at
least 0.6 to be sufficient to indicate a true positive detection. On our evaluation data, the classical approach
exhibits a recall of 96.2% with 99.8% precision. Contrarily, YOLO only achieves a recall of 88.2% with a
similar precision of 99.2% using a confidence threshold of 0.9. Even reducing the threshold to 0.5 results in
a recall of only 93.5% while precision drops to 97.0%.

4.2. Tracking

Keeping track of the workers is the main purpose of monitoring applications. Accordingly, the tracking
should be preferably accurate to provide satisfying results. The detectors of such monitoring systems are
the key components for a reliable tracking as their detections serve as initializations and updates for the
tracks. In this experiment, we compared the performances of both detectors developed in this paper with
respect to the aforementioned requirements. We applied Kalman filtering to their detections to implement a
simple and easy to evaluate tracking system.

Each generated tracker has the same dimension during evaluation. The selected size was set manually
before, so that the rectangle completely encloses the construction worker in the center of the image. If the
detector does not detect a construction worker who is already tracked, the Kalman filter determines its
next position only using the prediction. This allows tracking a construction worker who is in motion
but is covered, for example, by an object temporarily. Since the accuracy of the position determination
decreases without correction of the motion model, these predictions are executed up to a maximum of
one second. Otherwise, the track is erased and a new one is set up for the construction worker when the
detector detects him again. The prediction is also used to mark the direction of the worker’s movement in
the image. For this, the next position in the current image is predicted. Construction workers who move
towards a dangerous area can be better identified this way.

The precision and continuity of the underlying detector primarily determines the accuracy and
robustness of the tracks. We relied on the approach of Xiao and Zhu [36] to measure these metrics.
They proposed the average sequence overlap score (AOS) and center location error ratio (CER) measures
for accuracy and track length (TL) for robustness. Ambiguity errors caused by tracks crossing each other
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are not taken into account since this is a feature of the tracker rather than of the detector. We adapt those
metrics to fit to our experimental setup, as shown in Equations (2)—(4).
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where ¢ represents the current time step, n denotes the number of video frames in which a worker is
tracked and N is the number of frames in which the worker is present. The worker’s bounding box areas
are indicated by A and their centers by C where the superscripts G and T mark ground truth and tracked
bounding boxes, respectively. Finally, || o ||, denotes the two dimensional euclidean distance and size(o)
represents the two dimensional size of an area.

For an eligible comparison of their performances, we evaluated the tracking systems, emerging from
each detector combined with Kalman filtering, to identical scenes of construction sites. These scenes are
chosen as described in Section 2.1. None of them have been shown to any detector before, neither during
training nor during calibration and validation. In the following, we refer to Scene 1 as the scene of
four pedestrian workers from the video sequence which is well illuminated, while Scene 2 denotes its
overexposed counterpart from the other sequence. The scene showing a car approaching a worker is
referred to as Scene 3. The tracking results using the classical detection approach are given in Section 4.2.1.
Section 4.2.2 discusses the results of the tracker relying on YOLOvV3.

4.2.1. Tracking Results Using a Classical Machine Learning Detector

We applied the tracking system based on the classical machine learning detector to all three evaluation
scenes. To each resulting track, a random ID was assigned. Further, we determined the AOS, CER and
TL for each track separately. The performance of this system on each of the three evaluation scenes is
summarized in Table 2.

Table 2. Results of the classical machine learning tracking system applied to all three evaluation scenes.
For each scene the resulting measures according to Equations (2)—(4) are given. Tracking IDs are assigned
randomly to each particular track. The last row highlights the performance of this system averaged over

all scenes.

ID AOS CER TL
0 0.92 0.002 097
S 1 5 0.65 0.004 0.92
cenel g 090 0002 099

9 0.87  0.002 1
1 0.69 0.004 092
Scene 2 2 0.88 0.002 0.95
3 0.79  0.003 0.97
4 0.88 0.002 0.88

Scene3 0 0.82  0.004 1
Average 0.82 0.003 0.96
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The results indicate a significant decrease in tracking quality for overexposed scenes. This becomes
clear when comparing the results of Track 5 with those of the other tracks of the first scene. As shown in
Figure 8, Track 5 is located in a highly overexposed section of the scene, whereas the other tracks traverse
well-illuminated sections only. This complicates the detection and the tracking consequently results in an
inaccurate location, as illustrated in Figure 8a. This figure shows the AOS measure by comparing ground
truth data in green to the actual tracks in red and the CER measure by blue lines indicating the distance
between the labels’ centers. As can be seen, Tracks 0 and 8 in the well-illuminated area match the ground
truth closely and their centers are also close to each other. In contrast, the overlapping area of Track 5 in the
highly overexposed section and its corresponding ground truth label is substantially smaller, whereas their
centers’ distance is considerably large. Such deviations during the tracking impair its accuracy which
becomes visible from the jagged walking path determined for Track 5 in Figure 8b. This is also supported
by the TL of only 0.92. Workers in overexposed areas are harder to detect so that the tracking begins
delayed, which results in a shortened track length.

In Scene 2, these effects are much less pronounced since the scene is only slightly overexposed. As the
comparison of the AOS shows, the difference in the labels” overlap of Scenes 1 and 2 is only 0.025 on
average, and, even if the outlier (Track 5) in Scene 1 is disregarded, the difference raises to only about
0.086. The average TL in this scene also decreases only moderately compared to Scene 1. By depicting an
example of Scene 2, Figure 9a illustrates that the quality of our tracking approach is sufficient even on
slightly overexposed scenes. This finding is supported by measuring the TL and the CER. Both do not vary
significantly from Scene 1 to Scene 2. All construction workers are consistently tracked almost throughout
the entire duration of both scenes. By applying the tracking system to Scene 3, we show its behavior in the
case of moving objects which are not pedestrian construction workers. The results for Scene 3 in Table 2
depict that only one track is set up. As graphically confirmed by Figure 9b, this track belongs to the only
worker in this scene. The worker is tracked successfully and no further tracks for the non-worker objects
are mistakenly generated. Again, the AOS achieved by the classical system is within an acceptable range,
and CER and TL confirm that the worker is tracked consistently throughout the whole scene’s duration.

@ (b)

Figure 8. Example of the tracking performance of the classical approach on Scene 1. (a) Illustration of the

AOS and CER measures. Ground truth labels (green) are compared to the actual tracks (red). Blue lines
indicate the distance between the labels’ centers. (b) Tracking result. The worker’s current positions
are given by randomly colored squares. Equally colored lines illustrate their previous walking paths.
Arrows show their predicted walking direction.
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@ (b)

Figure 9. Examples of the classical tracking system applied to different scenes. (a) An example of the

tracking system applied to Scene 2 shows that the tracking is sufficient even on slightly overexposed scenes.
(b) On Scene 3, the tracking results show that the worker is tracked successfully while the moving vehicle
remains untracked as intended.

4.2.2. Tracking Results Using a Deep Learning Detector

To ensure a proper comparison, the evaluation of the deep learning-based tracking system is done
analogously to the evaluation of the classical approach. Again, IDs are assigned randomly to the tracks,
and the accuracy and robustness metrics are determined per track. Table 3 summarizes the performance
results of the tracking.

Table 3. Results of the deep learning-based tracking system applied to all three evaluation scenes. For each
scene, the resulting measures according to Equations (2)—(4) are given. Tracking IDs are assigned randomly
to each particular track. The last row highlights the performance of this system averaged over all scenes.

ID AOS CER TL
0 094 0002 098
Semc1 1 087 0003 098
cenel o 096 0002 1
5 098 0002 095
0 096 0001 099
Seemes 1 095 0005 1
2 098 0002 099
3 090 0004 1
Scene3 0 098 0002 098
Average 095 0.003 0.98

The tracking system exhibits a satisfactory performance on average over all sequences. Especially
on well-illuminated scenes, a high accuracy is provided as indicated by the AOS and CER of Scene 1.
The system’s performance on this scene is very robust since all workers were tracked almost over the
entire length of this video sequence. However, Track 1, which is located in a heavily overexposed area,
shows that overexposure affects the quality of the tracking. As the TL shows, the track remains robust,
but the accuracy measured by the AOS decreases by about 10% This is also confirmed by a slight increase
in the CER. Nevertheless, the system performs very well if the scene is only slightly overexposed as
is the case in Scene 2. Here, the AOS barely indicates any negative effects despite the overexposure.
Only the CER shows a minor increase. Similar to the highly overexposed case, the TL measurements again
emphasize the tracking system’s robustness, although slight overexposure is present on the entire scene.

100



Appl. Sci. 2020, 10, 8466

Besides this, the results of this experiment also show that the system does not confuse construction
workers with any other object in the scenes. As Table 3 shows, the correct number of tracks was set for each
scene. Alongside the four construction workers, Scenes 1 and 2 include static construction related objects,
such as traffic cones and barriers. These stay correctly undetected and untracked during the course of the
video sequences. Moving objects such as the car in Scene 3 also remain correctly unnoticed by the tracker.

5. Discussion

As shown by our experiment regarding the detection quality, both methods outperform the approach
of Luo et al. [24] by far. While Luo et al. achieved a precision of 75.1%, our approaches reach 99.8% and
99.2%, respectively. A proper comparison of the results is delicate since the datasets used for training
and evaluation differ from each other. However, tests using YOLO with the same input image size as
proposed by Luo et al. yield similar results, which indicates at least a weak comparability of the setups.
This confirms that the input image size is a crucial parameter for a proper detection when using YOLO,
as the objects to be detected shrink proportionally to the size of the images. Nevertheless, this experiment
also shows that the results of the classical method exceed those of YOLO by about 5%. As mentioned above,
the image size may be a reason for this. The classical approach operates on the original high resolution,
exhibiting more detailed features than the drastically downscaled images used by YOLO. A second reason
may arise from the limited dataset since it is known that CNNs require a vast amount of training data.
The number of provided training samples may have been too small to sufficiently adapt to the class of
workers ,although we deliberately used a pre-trained network which already developed general feature
descriptors for classification. On the contrary, the findings in Section 3.1 highlight that classical computer
vision approaches cope significantly better with fewer samples than CNNs.

Both reasons emphasize common practical issues concerning data gathered in the context of
construction site monitoring. Since computer vision approaches are rarely applied in the field,
dataset generation has rarely been regarded a subject until now. Beyond this, generating a reasonable
dataset covering all environmental and lighting conditions is extremely time-consuming and tedious.
Given such a dataset, the small size of the pedestrian workers within the images remains to be a limiting
factor. Thus, choosing a classical detection approach over a CNN is desirable to obtain the best detection
results for the purpose of monitoring pedestrian workers.

However, our tracking experiments showed that both approaches yield suitable results. As can be
seen from the results of Scene 1, the evaluated systems perform similarly well on a well-illuminated
environment. Both approaches exhibit an excellent accuracy with very low CER and high AOS of about
90%. Furthermore, the high TL rates indicate their robustness. The slight deviations from the optimum
are mainly due to workers entering and leaving the scene. In these situations, workers are located at the
image boarders and may be only partly visible. This complicates the detection of the workers so that
tracks may be set up late or may terminate early. Apart from these effects, the tracking performed by
both approaches is very precise despite the CNN’s limitations in detection quality and speed. This shows
that even simple tracking methods can compensate for lower detection rates. However, Scene 1 also
shows that both approaches have issues with high overexposure. In both cases, the AOS of the regarding
track drops noticeably accompanied by a raise in CER. The worker is still tracked sufficiently by both
systems but the accuracy dramatically suffers from the overexposure. The CNN-based approach seems
to cope with this issue slightly better than the classical system. This is no reliable statement yet as
there is only a single instance of evidence available in the data. The results of Scene 2 provide further
insights into the subject of overexposure. On this scene, the TL rates remain almost stable indicating a
satisfying robustness. This ensures reliable tracking with both tracking systems despite a certain degree of
overexposure. However, the CNN-based approach achieves significantly better AOS rates in this slightly
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overexposed environment. The CER rates fluctuate more than with the classical approach. On the one hand,
the considerable decrease in AOS shows that the classical system has difficulties in identifying the worker’s
dimensions precisely when overexposed. This is also supported by the findings regarding the overexposed
Track 5 of Scene 1. At the same time, the stable CER rates indicate that the worker’s centers—and thereby
their locations—are recognized with high accuracy. On the other hand, the CNN-based system reveals its
weakness concerning a precise localization, as shown by the varying CER. Instead, it accurately determines
a worker’s dimensions despite aggravated conditions. With this knowledge, the size of the detected area
could in the future be passed to the tracker so that the worker is for the most part completely marked on
the image. For the classical approach, a fixed size of the tracking box would be more suitable, which has to
be determined in advance depending on the camera height.

This points out that both approaches possess certain pros and cons. Under ideal conditions both
perform similarly well but as conditions change, they start focusing on different aspects. While the classical
approach precisely keeps track of the worker’s locations, the CNN-based system accurately recognizes
their dimensions. Accordingly, a conclusive decision has to be made with respect to the demands of
particular applications.

6. Conclusions

In this study, we investigated whether deep learning methods surpass classical approaches on
construction worker monitoring despite their limitations. We chose YOLOV3 for the CNN and a classical
approach based on a soft cascaded classifier as representatives for our comparison. The trained detectors
were then embedded in a tracking system to track construction workers in video sequences. To evaluate
the tracking systems under various conditions, we generated different video sequences. These contain
different environmental and lighting conditions as well as stationary and moving non-worker objects.
Both tracking systems were applied to the same sequences to ensure a proper comparison.

As our experiments showed, the classical approach clearly outperforms the CNN on the detection task
in terms of quality and speed. The lack of quality is most likely due to an insufficient amount of training
data and the heavy downscaling of the images. The low detection speed of substantially less than 22 fps
is affiliated to the high computational costs. However, the tracking experiment showed that the CNN’s
drawbacks are fully compensated even by a simple tracking method. Both approaches showed satisfying
results when tracking workers under ideal conditions. They were even able to suppress a false tracking
of any stationary or moving non-worker object. Nevertheless, both tracking systems reveal deficiencies
when applied to overexposed conditions. While the CNN keeps precise track of the worker’s dimensions,
localization becomes inaccurate. The classical approach behaves exactly vice versa. According to these
findings, there is no optimal monitoring approach in general. A suitable approach has to be chosen with
respect to the demands of the particular application.

With our example scenarios, we showed that with both approaches a satisfactory tracking of
the construction workers from the top view is possible. Nevertheless, it would be an advantage
to know whether satisfactory tracking is also achieved with more complex work processes with
different moving machines, different construction site constellations and different weather conditions.
Therefore, future work should compare the presented tracking approaches with scenes that have a different
focus. In this case, optical flow techniques can additionally be used to enable tracking also with cameras
mounted, e.g., on the crane boom. The background subtraction would consider known crane movements
and thus dynamically changing backgrounds would be taken into account. Furthermore, future work
should concentrate on substantially increasing the size of the datasets. By this, the training of CNN-based
approaches can be improved. This helps the detector to develop a better generalization ability, which may
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advance the tracking results especially under difficult conditions. Reasonable strategies for the extension
may be alternative data augmentation techniques as well as computer generated data.
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Abstract: Vision-based tracking systems enable the optimization of the productivity and safety
management on construction sites by monitoring the workers” movements. However, training and
evaluation of such a system requires a vast amount of data. Sufficient datasets rarely exist for
this purpose. We investigate the use of synthetic data to overcome this issue. Using 3D computer
graphics software, we model virtual construction site scenarios. These are rendered for the use as a
synthetic dataset which augments a self-recorded real world dataset. Our approach is verified
by means of a tracking system. For this, we train a YOLOV3 detector identifying pedestrian
workers. Kalman filtering is applied to the detections to track them over consecutive video frames.
First, the detector’s performance is examined when using synthetic data of various environmental
conditions for training. Second, we compare the evaluation results of our tracking system on real
world and synthetic scenarios. With an increase of about 7.5 percentage points in mean average
precision, our findings show that a synthetic extension is beneficial for otherwise small datasets.
The similarity of synthetic and real world results allow for the conclusion that 3D scenes are an
alternative to evaluate vision-based tracking systems on hazardous scenes without exposing workers
to risks.

Keywords: construction productivity; construction safety; deep learning; synthetic data; tracking

1. Introduction

Vision-based detection and tracking have already found their way in a wide area of applications.
Pedestrian detection has become an essential topic in the modern automotive industry and is
also a relevant part of various surveillance systems. Even sports analytics make use of these
techniques for the assistance of referees as well as for the automated generation of game statistics.
Despite the huge potential, such approaches are rarely employed in the construction sector nowadays.
Especially processes on construction sites could benefit from computer vision methods. As construction
sites are complex and continuously changing environments, keeping track of the ongoing processes
can be challenging. Various trades are involved at each stage of construction and different work orders
are executed by workers and construction machines simultaneously. On the one hand, this can affect
an individual worker’s workflow since the complex processes are hard to grasp. On the other hand,
workers can easily lose track of the ongoing processes in their surroundings while concentrating on
their own tasks. This inadvertency may result in hazardous situations. Excavator drivers may fail to
notice unaware pedestrian workers crossing their paths. Also, crane operators may lift their loads over
workers standing in blind spots.

By monitoring pedestrian workers on site, their current workflows can be optimized [1].
Furthermore, assistance systems can support machine operators in avoiding hazards involving
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workers [2]. However, a reliable and precise tracking system is a prerequisite for both applications.
A multitude of approaches in this field apply tag-based methods where tags are attached to all
objects to be monitored. Depending on the specific use case, Radio-Frequency Identification (RFID),
Ultra-Wideband (UWB), or Global Navigation Satellite System (GNSS) technology is employed [3].
Approaches using GNSS are usually applied to the localization of equipment, workers, and machines
in spacious outdoor construction environments [4,5]. Near to large structures like buildings, walls,
and other construction components, GNSS becomes unreliable as it suffers from multipath effects [6].
Tracking workers in the proximity of heavy construction machinery or cranes carrying large loads
may, thus, become too inaccurate for operator assistance systems. Accordingly, RFID- and UWB-based
approaches are commonly used to improve the safety during construction. By equipping workers
with RFID tags, operators get warned if a worker enters the range of a machine’s tag reader [7].
Warning workers of entering hazardous areas can be achieved by positioning the workers using UWB
tags and readers [8]. Nevertheless, in general a precise localization by means of radio-frequency
technologies remains challenging [9]. Beyond that, all tag-based approaches involve high costs for
the amount of required tags and readers [3]. Additionally, wearing such tags causes discomfort for
the workers [10]. Camera-based monitoring approaches overcome these deficiencies. They allow for
the tracking of workers even close to large structures as they neither suffer from multipath effects nor
from other signal interferences leading to an inaccurate positioning. Additionally, they constitute an
affordable alternative to tag-based solutions since only a few cameras are required to monitor large
areas of construction sites.

In recent years, some effort has already been made to monitor pedestrian workers using computer
vision techniques. Firstly, pose estimation is used to recognize specific sequences of movement
as well as unsafe actions [11,12]. Secondly, workers are detected in video images using Support
Vector Machine (SVM) and k-Nearest Neighbors (k-NN) classifiers [13] and are then tracked over
time [14]. More recent approaches employ Convolutional Neural Networks (CNNs) for both detection
and tracking purposes [15,16]. However, the detection results of such approaches are in need of
improvement. Park and Brilakis [13] state recall rates of 87.1 % to 81.4 % at precision rates ranging
from 90.1 % to 99.0 %, respectively. Luo et al. [15] report an Average Precision (AP) of 75.1 % with an
Intersection over Union (IoU) threshold of only 0.5. Although these results are as of yet insufficient
for the implementation of a reliable safety-relevant system, its considerable potential can already
be inferred. To improve the detection allowing for an uninterrupted tracking, the training of the
underlying machine learning algorithms has to be enhanced. Furthermore, the subsequent evaluation
of those systems has to be extended in order to model a broader variety of scenarios which may occur
during a real application. This ensures a reliable tracking during productive operation even under
challenging conditions. Training and evaluation both require a vast amount of data. This especially
holds for deep learning approaches as they usually require a multitude of training samples compared
to classical machine learning techniques. However, sufficient datasets rarely exist for construction site
scenarios and gathering a comprehensive dataset is time consuming and tedious. Although common
data augmentation techniques, such as randomly cropping, flipping, or rotating samples, enable the
extension of existing datasets, the effect to the training of a detector is limited. While this increases the
variability in the dataset, adapting the training towards scenarios not contained in the initial dataset is
unfeasible. Moreover, assembling realistic evaluation scenarios might also require exposing workers to
hazards to determine the behavior of a tracking system in such situations.

A solution to the data problem may be synthetic data. Parker [17] defines synthetic data as
“any production data applicable to a given situation that are not obtained by direct measurement”.
While this definition was originally meant for mathematical models, it can also be applied to
machine learning datasets. The complexity of synthetic data generation can range from simple
mathematical equations, to fully simulated virtual environments. Synthetic data was mainly used in
software development processes, but has lately found application among machine learning research.
Generating required data synthetically might be desirable as synthetic data has the ability to extend
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existing datasets or to create new datasets with a significant reduction in effort. While traditional
datasets have to be aggregated and labeled by hand, synthetic data can be accurately labeled
automatically. As the ground truth is already available in a simulated environment, labeling becomes
trivial. Synthetic data can be created completely from scratch (fully synthetic data) or based on real
datasets for data augmentation (partially synthetic data). For example, Jaderberg et al. [18] created a
dataset for text recognition by synthetically generating distorted, noisy images of text from a ground
truth dictionary. Gupta et al. [19] improved on the idea of synthetic text recognition by rendering
text onto real images. Tremblay et al. [20] used synthetic data as a form of domain randomization
where random objects are placed in various environments. The amount of possible combinations
enables a CNN to recognize the important part of a picture with minimal effort in dataset generation.
The size of a synthetic dataset based on a 3D environment is nearly unlimited as can be seen in
the SYNTHIA dataset [21]. Utilizing dynamic objects and render settings, scenarios can be varied
indefinitely. One popular technique is co-opting video games with realistic graphics for various
imaging tasks, such as depth estimation [22] or image segmentation [23]. Furthermore, synthetic
datasets can be augmented by creating variations of lighting or environmental conditions like rain or
fog. Tschentscher et al. [24] created a synthetic dataset of a car park in Unreal Engine 4 where camera
angles and weather conditions can be changed at will. Through the use of this dataset, Horn and
Houben [25] improved a k-NN based parking space detection algorithm by six percentage points while
simultaneously reducing the time for generating the dataset.

As this paper focuses on the improvement of the detection and tracking of construction workers,
a few particularities have to be taken into consideration. Construction sites depict more complex and
harder to model environments than the well structured car park scenarios in [25]. Sites are essentially
less structured and subject to greater changes. Construction material, machinery, and workers operate
or interact with each other almost everywhere on the site. In the course of this, occlusions of the
workers by construction machines and their loads occur frequently. Additionally, modeling human
shapes and behaviors realistically is still a challenging task. Compared to the simple trajectories of cars,
a worker’s movement is significantly more complex and harder to predict. Dynamic environments
such as these require a diversified dataset that covers all cases of working on a construction site,
including dangerous situations which would be unethical to re-enact in a real world scenario.

Lately, image style transfer learning such as Cycle-Consistent Generative Adversial Networks
(CycleGANSs) [26] has been used for data augmentation. CycleGANS are able to learn a bidirectional
image style mapping between two unlabeled image domains. The two image sets for training the
GAN do not need to be paired sets, but there is still a significant amount of training data required.
Wang et al. [27] use this technique to enhance their synthetic dataset for crowd counting by augmenting
the synthetic dataset with image styles from existing datasets. Since the synthetic data in [27] is
collected from a video game, the image style is significantly different from actual camera footage.
However, the small size and low variation in environmental conditions of common real world datasets
of construction sites complicate the training of a GAN. Additionally, in this work, full control over the
synthetic scenes’ setup is required to sufficiently model potential hazardous situations, which includes
the image style. Thus, this paper does not use CycleGANSs for data augmentation.

Hence, the aim of this paper is to investigate the usage of synthetically generated data for
improving both, the training and the evaluation of construction site monitoring systems. For this,
several 3D scenes of construction sites with varying lighting and environmental conditions are modeled.
Sequences of these scenes are extracted to extend a self-recorded real world dataset. In order to identify
the effects of synthetic data, a monitoring system is built that tracks pedestrian construction workers
over time. The system detects workers in consecutive video frames using YOLOv3 [28] and tracks them
by Kalman filtering. To prove the concept of this paper, first the detector’s performance is evaluated
when it is trained on the real world dataset only. Then, the results are compared to the performance
when synthetic data is gradually added to the set of training samples. We found that providing
well-chosen computer generated scenes to the training set improves the detection performance by
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7.5 percentage points in mean average precision (mAP). In the end, the detector achieves a mAP
of 94.0 %. If inaccuracies resulting from manual labeling and image scaling are taken into account,
the mAP even increases to 99.2%. In another setting, the tracking performance of the proposed
monitoring system on real world and synthetic scenarios is compared. The experiment shows that
the tracking system yields similar results on both kinds of datasets. This illustrates that synthetic
data provides a reasonable alternative for the evaluation of the tracking performance on hazardous
situations without exposing workers to risks.

The remainder of this paper is organized as follows: Section 2 introduces the datasets as well as
the tracking system. Section 3 summarizes two experiments and their results to prove the proposed
concept. First, the use of synthetic data for the training of the detector is investigated in Section 3.1.
Second, Section 3.2 examines the comparability of real world and synthetic data in terms of the
evaluation of a tracking system. The results of these experiments are discussed in Section 4 and an
exemplary use case evaluating such a monitoring system is shown. Finally, Section 5 summarizes the
findings and provides an outlook to future work.

2. Materials and Methods

In order to investigate the effect of synthetically generated data on the training and evaluation of
a vision-based tracking system in the scope of construction sites, we created a dataset from computer
generated 3D scenes. This dataset is used to augment a small self-recorded dataset (see Section 2.1) of
pedestrian workers walking across a construction site. As described in detail in Section 2.2, we modeled
multiple 3D scenarios which depict various lighting and environmental conditions as well as different
movement patterns for the represented workers. To evaluate our approach, we built a monitoring
system that tracks pedestrian workers in video sequences. The underlying detector’s hyperparameter
settings are described in Section 2.3 while Section 2.4 outlines the tracking process, respectively.

2.1. Real World Dataset

Since video datasets of construction sites including pedestrian workers from a top view
perspective are rarely publicly available, we assembled a small generic dataset on our own. For this,
we recorded several sequences of walking construction workers using a camera mounted in a height of
around 20 m. This results in a bird’s-eye-like view in the center of the images whereas the view becomes
oblique near the borders. A reasonable dataset should exhibit a large variation in the data samples.
This includes different lighting and environmental conditions of the scenes as well as various objects
and differences in their appearance. To realize variation in our dataset, we chose two environmental
scenarios. These contain different ground textures and lighting conditions as well as different types
of construction sites and present objects. While the ground in one scene is uniformly paved (see
Figure 1a), the other scene exhibits sandy, paved, and graveled parts, as shown in Figure 1b. The scenes
are recorded at different daytimes to include different but realistic lighting conditions. This results in a
well-exposed to overexposed illumination in the one scene at noon whereas in the other scene, in the
evening, long shadows and lateral illumination are present. The scenes also vary in their setup and
item selection. One shows a roadwork-like setup containing parked and driving cars as well as striped
delineators, poles, and garbage cans. The other is a building work-like scene including a construction
barrier and barrier tape. In both scenes, there are areas of different illumination conditions ranging
from slightly underexposed to a high overexposure. The pedestrian workers wear safety vests and
helmets throughout and walk randomly across both scenes including sudden stops and directional
changes. They also interact with and relocate static objects like pylons and barriers.

The resulting dataset is labeled manually to provide ground truth for training and evaluation
purposes. For this, workers are identified by rectangular bounding boxes closely framing their heads,
shoulders, and safety vests. In Figure 1, these labels are represented by green rectangles.
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(d)

Figure 1. Comparing the different environmental scenarios of the real world dataset in (a,b) to their 3D

generated counterparts in (c,d), respectively. Ground truth labels are marked as green rectangles.

The dataset is split into two separate subsets. A share of the recorded video sequences is assigned
to each subset. This way, the construction worker detector can be trained on one subset while the
evaluation is carried out on the other subset unknown to the detector until then. The shares are assigned
in a way that both environmental scenarios are equally distributed within each. Each subset only
obtains every tenth frame of the assigned sequences in order to ensure a sufficient amount of variation
among the images. The number of workers visible in each frame varies as workers occasionally entered
and left the camera’s field of view during recording. Although we do not identify particular workers,
the number of visible workers per image and their locations are known since the sequences were
manually labeled beforehand. In the following, each visible worker per image is referred to as a worker
instance. In conclusion, the subsets are organized as follows: the training set consists of 660 images of
both environmental conditions containing 1000 pedestrian worker instances while the evaluation set
shows 2750 worker instances in 1300 images of different sections of the recorded sequences.

2.2. Synthetic Data Generation

The synthetic dataset was built to emulate the environment and technical specifications of the
real world dataset. Figure 2 summarizes the synthetic data creation process. Blender 2.80 was used
for the creation of the different scenes, which were rendered using the Cycles rendering engine.
All scenes were built by hand to represent real construction sites, depicting a varied set of scenes.
Using a physically-based renderer allows for more realistic images than game engines, but also
increases render time. For the comparison of real and synthetic data, the two real scenes were recreated
(see Figure 1c,d). Overall, 8 different scenes with a total of 3835 frames and 32 tracked subjects were
created for this work. Table 1 lists all created scenes, with sample frames shown in Figure 3. Similar to
the real world dataset, the synthetic dataset incorporates different lighting and weather conditions,
ground surface types, and surrounding clutter. As for the real dataset, this increases the variation
of the data samples as well as modeling the most common conditions and construction site types.
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The lighting conditions include sunny, cloudy, and rainy. The incidence angle of the sun varies to
simulate the different lighting conditions at different times of the day, including long shadows in the
morning and evening. Overexposure emulates the effect present in the real world dataset (compare
Figure la,c). The virtual workers wear different safety vests (in either green, yellow, or orange)
and different helmets (in either white or yellow) to ensure variability in the dataset. To ensure that
the pose and movement of the virtual workers are realistic, motion capture data from the Carnegie
Mellon University Motion Capture Database was used. The motion capture data was rigged onto the
construction worker model to create realistic animations. Virtual workers conduct multiple different
actions in the created scenes, including walking, picking up objects, interacting with each other,
or repairing or using equipment. Several other moving objects are added, such as cars, forklifts,
and construction material. Dangerous situations are also included, where construction material is

lifted above workers’ heads (see Figure 3a,d). Workers may also be partly occluded by objects.

HDRI skies for

Human motion data

(CMU dataset) Textures and props

lighting and weather
conditions

Animation
rigging

Scene compositing
with Blender 3D

Construction worker

3D model

Scene render with
Cycles

Figure 2. Process for creating synthetic scenes.

Table 1. Descriptions of the created computer generated scenes.

Scene Description Weather Workers Frames
1 Recreation of real scene 1 Sunny, partly 4 250
overexposed

2 Recreation of real scene 2 Sunny 4 250

3 Same as scene 1, but in rainy conditions, and a steel ~ Rainy 4 250
beam is lifted across the workers by a crane

4 Street, workers walk in a straight line, a car passes ~ Cloudy 4 500
Construction site, one worker working on a forklift, Sunny 600
two workers walk past, a car drives past, one
worker walks in circles

6 Construction site, two workers working on a  Cloudy 4 661
forklift, one worker working on a car, one worker
picking up items and walking around

7 Construction site, one worker directs a driving  Sunny, late 4 662
forklift, two workers sit down to chat, one worker  evening
saws

8 Same as scene 7, but with a different ground type ~ Sunny, slightly 4 662
and lighting overexposed

Ground truth labels were extracted automatically from the 3D data. For this, a spherical hull
was placed, which encompasses the head and part of the shoulders of a virtual construction worker.
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The points of the hull for each subject in each frame were transformed into image coordinates, with the
bounding box of the image coordinates then serving as the rectangular label. The labeling process
was done completely automatically from the source 3D data, not requiring any manual labeling.
Resulting labels are depicted in Figure 1.

(a) Scene 3 (b) Scene 4

(d) Scene 6

7

(e) Scene 7 (f) Scene 8
Figure 3. Synthetic scenes 3-8. See Table 1 for descriptions.

2.3. Hyperparameter Setting

In the course of this paper, we developed a simple construction worker tracking system using
deep learning. We did not aim at building the system to serve as an optimal ready-to-use safety device
but to investigate the possibilities of synthetic data for training and evaluation of such approaches in
construction site scenarios.

Our system detects pedestrian construction workers in the camera images and tracks them over
time in consecutive image frames. For detection, we apply YOLOV3 [28] as it combines classification
and detection of the workers in a single CNN. The network was trained on parts of the labeled datasets
described in Sections 2.1 and 2.2. Training the network from scratch is unfeasible due to the limited
amount of real world data even though we have already made extensive use of YOLO’s built-in data
augmentation features. Hence, we rely on transfer learning to avoid overfitting the network to our
small dataset during training. For this, we trained our network with a mini batch size of 64 based on
the Darknet53 model, which has been pre-trained on ImageNet [29]. To quickly adjust the network
towards the newly introduced class of pedestrian workers, we began the training with a high learning
rate of 0.001. The learning rate was then scaled down by a factor of 0.1 each 3800 epochs until training
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ended after 10,400 epochs. This facilitates a finer adjustment of the weights so that these converge
towards an optimal result. For regularization, we adapted the weights by a momentum of 0.9 and a
weight decay of 0.0005.

Besides the hyperparameters directly affecting the learning behavior, YOLO's detection quality
and especially its speed highly depend on the given input image size. Scaling down high resolution
images may vanish smaller image features relevant for proper detection. Conversely, the larger the
input image is, the longer it takes for YOLO to process the entire image. A suitable scaling of high
resolution images with regard to the case of application has, thus, to be determined beforehand.
By comparing the detector’s performance on different input image sizes, we identify the size which
yields optimal detection results in accordance with the preservation of real-time applicability. For this,
we train and evaluate the detector’s performance on various scales of the real world datasets
described in Section 2.1. Since the input image size should be a multiple of 32 px because of YOLO'’s
downsampling architecture, we start our tests with a size of 416 x 416 px, which is equivalent to a
factor of 13. For further tests, we gradually increase that factor each time by 3 up to an image size of
800 x 800 px. The performances of these test runs are compared by the mAP score as proposed for
the evaluation of the COCO Detection Challenge [30]. As depicted in Equation (1), besides averaging
over recall values ati = [0,0.1,0.2, .. .,1.0] with n; values, this score also averages over different IoU
thresholds j = [0.50,0.55, .. .,0.95] in nj steps. As a consequence, more accurate detection results are
rewarded with a higher score.

1
LYY Precision(Recall) ®
il =

mAP =

For reasonable monitoring or assistance systems, an accurate localization of pedestrian workers
on construction sites is desirable. Thus, we choose the COCO mAP score as this score implicitly
indicates the localization accuracy.

Although we found that detection accuracy generally rises with increasing image size,
the detection speed rigorously drops. At the base image size, we measure a detection time for a
single image of 46 ms with a mAP of 76.9 % on the evaluation dataset. At our maximum image
size, the detection time increased to 97 ms. This corresponds to about 10 frames per second (fps),
which would inhibit a reliable tracking as addressed in Section 2.4. Pointing out a mAP of 86.5 % at still
about 15 fps, we decide for an image size of 608 x 608 px as a reasonable tradeoff between detection
time and mAP. Using this setup, we are able to analyze at least every second frame at frame rates of
up to 30 fps. On the one hand, this speed is still sufficient for the tracking while, on the other hand,
we can take advantage of a reasonable detection quality.

2.4. Tracking

After the workers are detected in a video frame, a track is assigned to each of them. For this,
we apply Kalman filtering, which relies on a motion model only. An appearance model as it is provided
by other tracking approaches would be redundant since our YOLO detector already takes care of this.
For the purpose of tracking pedestrian workers, a simple motion model that only includes a worker’s
two-dimensional location (x,y) and velocity (vx, vy ) is sufficient. According to this, our motion model
describes the transition from one state  to the next state t + 1, as shown in Equation (2).

X¢+1 1 0 At O Xt
Yi+1 0 1 0 At Yt (2)
Ux,t+1 0 0 1 0 Ux,t
vy,H—l 00 O 1 Uy,t

Beginning with an initial detection of a worker, the motion model is used to predict this worker’s
location in the ensuing video frame. Afterwards, the subsequent frame is evaluated. The workers’
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locations predicted by the Kalman filter in the preceding frame and the detections made by YOLO
in the current frame are, then, matched using the Hungarian method. We use the locations of the
matching detections to update the estimation of each track towards the actual worker’s position.
This prevents the tracks from drifting off. Detections that do not match any pre-existing track will
create a new track. This way, our detector serves for both, initializing tracks and providing evidence for
existing tracks. Those tracks for which no evidence is found will persist for a maximum of 12 frames
without further evidence. From this, we can derive the workers” walking path trajectories as well as
their prospective walking directions.

Although the Kalman filter was originally developed for linear tracking, it copes with non-linearity
to some extent [31]. However, the pedestrian workers” movements can be highly non-linear. In the
short time period between only a few consecutive video frames, though, the workers” movements
can be assumed to be almost linear. For this reason, the tracks should be updated at least on every
second frame. This drastically decreases the probability of occurrence of non-linearities. Considering
this, the Kalman filter has to deal with non-linear state transitions only if workers are not detected
for several video frames. An adequate detection beforehand is, thus, a necessary requirement for
reliable tracking.

3. Results

We conduct different experiments in order to examine the benefits of synthetically generated
data. Our experiments investigate both the training and the evaluation of computer vision-based
construction site monitoring systems. For this, we developed a tracking system based on YOLOv3 and
Kalman filtering. The data generation and the tracking approach are both described in Section 2.

Our first experiment focuses on the effects of synthetic data on the training of the detector.
For this, we contrast the performance of YOLOV3 trained on our real world dataset (see Section 2.1)
to a detector additionally trained on different subsets of our synthetic dataset, as illustrated in
Section 2.2. The suitability of synthetically generated data for the purpose of evaluating the tracking
system’s performance is, then, determined in a second experiment, shown in Section 3.2. We examine
the similarity between the tracking performances of our system when applied to real world video
sequences and to their synthetically generated counterparts.

3.1. Effects of Synthetic Data on the Training

In Section 2.3, we determined the baseline mAP of 86.5 % on real world data at our desired input
image size. This allows us to examine the effect of adding supplementary synthetic data during
training on the detector’s performance. For this, we successively add more and more subsets of
our synthetic dataset to the set of training samples. These subsets exhibit different characteristics as
described in the following. In the first trial, we add the synthetic scenes 1, 2, and 3 to the existing
training set. In total, these scenes show 2130 pedestrian worker instances in 750 images. The amount
of provided information is not significantly enhanced by these scenes. It only increases the sheer
number of samples as the scenes imitate the real world samples, which have already made up the
training dataset beforehand. This results in an increase of the mAP by 1.7 percentage points to a
value of 88.2%. Next, we further extend the training dataset by adding the synthetic scenes 4, 5,
and 6, which consist of 1510 images showing 5170 worker instances in total. The compositions of
these scenes differ from those of the scenes before, but the environmental conditions remain similar.
Trained on the resulting dataset, our detector yields a mAP of 88.7 %. This is an increase of only 0.5
percentage points in comparison to the previously trained detector. By subsequently adding scene 7
containing 2490 worker instances in 620 images, we incorporate different lighting conditions into our
training dataset. The scene is brightly illuminated, which leads to large cast shadows. Workers are
consistently located in over- and underexposed areas. By this, the mAP drastically increases by
5.2 percentage points to 93.9 %. Further training samples of scene 8, which exhibit environmental
conditions similar to scene 7, have only little effect on the detection quality. Although this scene
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provides another 2490 worker instances in 620 images, the mAP only increases to 94.0 %. The bar
graph in Figure 4 summarizes the increase of the mAP over the successively added subsets of our
synthetically generated dataset.

Detection quality measured by mAP in %
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Figure 4. Increase of YOLO's detection quality by successively adding synthetic data samples.
3.2. Tracking System Evaluation

The final detector generated in the previous experiment (see Section 3.1) is embedded into
a simple tracking system. Its detections are passed to a Kalman filter to estimate the detected
workers” movements, as explicitly described in Section 2.4. By means of the developed tracking
system, we investigate the suitability of computer generated 3D scenes for the evaluation of computer
vision-based tracking systems. For this, we compare its tracking results on real and synthetic
construction site scenarios. Our tracker is compared by means of the two different real world scenarios
(see Section 2.1) and their computer generated counterparts described in Section 2.2. From each
scenario we extract a continuous 10 second video sequence in which four pedestrian workers move
across the scene varying their pace and direction in each sequence. All video sequences also include
sudden stops as well as pedestrian workers coming close to and crossing each other. In the real world
sequences, ground truth is labeled manually whereas this is done automatically (see Section 2.2) for
the computer generated scenes.

We contrast the accuracy of our tracker on each of these video sequences by the average overlap
score (AOS) and the center location error ratio (CER) metrics while its robustness is measured by the
track length (TL). These metrics are adapted from [32] as shown in Equations (3) to (5).
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where n and N denote the number of video frames in which a worker is tracked and the number of
frames in which the worker is present, respectively. The workers’ bounding box areas are indicated by
A and their centers by C. The superscripts G and T indicate ground truth and tracked bounding boxes,
respectively. Lastly, || o ||2 denotes the two dimensional euclidean distance and size(o) represents the
two dimensional size of an area.
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Tables 2 and 3 summarize the tracking results on the first and second pair of scenes, respectively.
As can be seen, in each of the sequences our tracker identifies four tracks. Each of these corresponds
to one of the pedestrian workers as illustrated in Figure 5 for all sequences. No tracks are set up
mistakenly tracking other objects in the scenes. With an average of 96 % in AOS and a very low CER on
both real world scenes, our tracking system yields an accurate performance. In addition, the averages
in TL of 97 % and 98 % highlight the systems’ robustness. Deviations from the optimal TL are mainly
due to the fact that it takes a few frames until sufficient consecutive detections are identified to start a
track. In isolated cases, starting a track was delayed since the initial detection was complicated by odd
lighting conditions. The measurements” averages of the synthetic scenes are slightly lower than those
of the real world scenes, but still demonstrate an accurate performance of the tracking system.

(o) (d)

Figure 5. Tracking results on the real world sequences in (a,c) and their synthetic counterparts in (b,d).

Ground truth labels are marked as green rectangles whereas differently colored rectangles illustrate
tracked workers’ positions. Each worker’s trajectory is represented by a colored line and the prospective
movement is depicted as a colored arrow.

Table 2. Comparison of our system’s tracking performance on the first scene from our real dataset and
its synthetic counterpart. IDs are assigned randomly and correspond to a single tracked worker each.

Real Scene 1 Synthetic Scene 1
1D 1 6 7 8 AVG 0 1 2 3 AVG
AOS | 091 0.96 0.99 0.98 0.96 0.94 0.90 0.94 0.90 0.92
CER | 0.0017 0.0015 0.0014 0.0017 | 0.0016 | 0.0013 0.0020 0.0018 0.0033 | 0.0021
TL 0.98 0.92 0.99 0.99 0.97 0.99 0.90 0.94 0.98 0.95
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Table 3. Comparison of our system’s tracking performance on the second scene from our real
dataset and its synthetic counterpart. IDs are assigned randomly and correspond to a single tracked
worker each.

Real Scene 2 Synthetic Scene 2
1D 0 1 2 3 AVG 0 1 3 5 AVG
AOS | 097 0.97 0.98 0.90 0.96 0.97 0.94 0.91 0.95 0.94
CER | 0.0012 0.0027 0.0022 0.0035 | 0.0024 | 0.0025 0.0031 0.0038 0.0021 | 0.0029
TL 0.97 0.98 0.99 0.98 0.98 0.99 0.99 0.91 0.99 0.97

4. Discussion

Our first experiment, shown in Section 3.1, highlights the benefits of using computer generated
data for training a detector on construction related scenarios when only little real world data is
available. Making use of such data, we boosted our detector’s precision from 86.5 % in mAP using
only a small real world dataset to 94.0 % by augmenting the dataset with synthetic data. This amounts
to an increase of 7.5 percentage points. Nevertheless, the experiment also shows that synthetic data
samples have to be chosen carefully in order to properly increase the detection quality. Adding more
data samples of similar kind to a small set of training data generally improves the detection quality.
This becomes apparent when extending our dataset by the synthetic scenes 1, 2, and 3, which increases
the mAP by 1.7 percentage points (see Figure 4). The detection results in Figure 6a,b illustrate that the
detected regions become more accurate, which results in a higher mAP score. However, the need for
more samples of one specific kind is satiated at a certain amount. The model learned by the detector,
then, already considers all relevant features provided by such samples. No further insights can be
drawn from such samples. As a consequence, the detection quality languishes as it occurred when
adding the scenes 4, 5, and 6 to the training dataset. A further addition of more samples could cause the
model to overfit to these training samples, resulting in an even worse performance on the evaluation
set. The dataset extension by scene 7 points out that new samples possessing various conditions can
further improve the detection results even though these are of synthetic nature. As shown by the
comparison of Figure 6c,d, this enables the detector to even precisely identify workers that were only
coarsely detected before due to unusual lighting conditions. Furthermore, the large amount of different
training samples aggregated from the synthetic scenes 1-7 enhances the detector’s generalization
ability so that it is able to cope with slight occlusions and partial color changes due to overexposed
lighting conditions (see Figure 6e,f). When adding too many samples of a kind, once more the results
begin to languish illustrated by extending the dataset by scene 8. These findings show that computer
generated data is exceedingly advantageous to augment a dataset by environmental and lighting
conditions that do not occur often. Recording training data on construction sites over a long period
in order to cover all conditions is a tedious task. Instead, recording only a short real world dataset
at certain conditions would be sufficient while particular weather and lighting conditions could be
simulated using a 3D environment.

Considering the severe downscaling of the input images, the achieved mAP is already a prominent
performance. Due to the scaling factor of about 0.317, the ground truth regions shrink from the original
40-50 px to a size of only 13-16 px in the scaled images. Despite the fact that CNNs generally struggle
with the detection of very small objects, a precise detection by means of IoU is difficult. Each pixel
offset between the detection and the ground truth label in the scaled image implies an offset of about
3 px in the original image. Accordingly, if the detection is only 1 px off, the best possible IoU decreases
to 0.94. An offset of 1 px in both x- and y-direction further decreases the IoU to 0.88 at best. Taking into
account that manually labeling ground truth is never accurate to a single pixel, minor deviations
between detection and ground truth are inevitable. Thus, an IoU of more than 0.85 can already be
assumed to be optimal in this case. With respect to this, we can adapt Equation (1) so that the last
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bin of j contains the results for all IoU values ranging from 0.85 to 0.95. By this modified measure,
our detector achieves a mAP of 99.2 %.

(a) (b)

() (d)

(e)
Figure 6. Comparing the detection results of YOLO trained on different datasets. Red rectangles display
YOLO'’s detections whereas green rectangles indicate manually labeled ground truth. (a,c,e) show the
results of a detector trained on our real world dataset only. The right column illustrates the detection
improvements for the same image sections if particular synthetic data is additionally provided for
training. In (b), the general accuracy is improved by extending the training dataset by similar data.
In (d), detections in under- and overexposed areas are improved by adding samples with different
lighting conditions. In (f), workers can be detected despite slight occlusions and dramatic overexposure

after adding a large amount of data samples.

In conclusion, we showed in this experiment that computer generated data is capable of
successfully augmenting a construction site related dataset for the purpose of training a CNN.
The reasonable choice of synthetic training samples can considerably increase the detection quality.
These findings correspond to those in other application areas. It shows that such data is not only
advantageous for well structured scenarios like car parks, but also yields reasonable results in crucially
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more complex environments like construction sites. This is also confirmed by the tracking results on
the real world scenes of the second experiment. The simple tracking system based on a detector which
was trained on only sparse real world data augmented with synthetic samples already enables suitable
monitoring. This further substantiates the use of synthetic data for the training of CNNs in the context
of construction sites.

Beyond these findings, the second experiment emphasizes the comparability of real world and
synthetic scenes in terms of evaluating vision-based detectors and trackers. The comparison of the
tracking results given in Tables 2 and 3 reveals that our tracker acts similar on both kinds of data.
On both scenes, the accuracy measured by the AOS and CER on the synthetic sequences is slightly
lower than these on real world sequences. This is not necessarily due to the nature of synthetic data
but rather associated with the more precise ground truth labels on the synthetic dataset resulting
from the automatic labeling method. These labels enclose the workers even closer than those in the
manually labeled sequences so that minor deviations during detection result in lower AOS and CER.
The comparison of the green ground truth rectangles in Figure 5a,b as well as in Figure 5¢,d illustrates
this graphically. Nevertheless, on average there is only a deviation of about four percentage points in
AOS and a deviation of 0.0005 in CER on the first scene. Similarly, low deviations are given for the
second scene with two percentage points in AOS and 0.0005 in CER. These results indicate a reasonable
comparability of the tracking performance on real world and synthetic scenarios. Very similar track
lengths on both scenes additionally confirm this finding.

The comparison has shown that the evaluation results on real world and computer generated
video sequences resemble each other closely. Accordingly, the quality of a tracking system can be
deduced on the basis of computer generated video sequences if sufficient real world data cannot be
acquired. For construction site scenarios, this is often the case for hazardous situations since intendedly
endangering workers should be avoided. Furthermore, weather conditions may appear on which the
detector was not explicitly trained. On the basis of the similar evaluation results on synthetic and
real world data, we demonstrate the capabilities accompanied by a virtual environment as developed
in this paper in an exemplary way. In this example we use a computer generated video to show
the evaluation of a tracking system on a risky situation without exposing any worker to a hazard.
Furthermore, it illustrates that various environmental conditions can be simulated without the need
for tedious repetitive recordings on multiple days. In order to highlight these benefits, we apply our
tracking system to a modified version of synthetic scene 1. We change the weather conditions from
a sunny to a heavy rainy day and include a crane lifting and pivoting its load above the heads of
pedestrian workers. As depicted in Figure 7, again all four workers are tracked by our system despite
the rainy weather conditions, which were not explicitly trained. Table 4 shows that only four tracks
were assigned, each corresponding to one of the workers. Though, the trackers accuracy slightly
decreases. This indicates that the performance of our tracker on a similar real world scenario should
basically be still sufficient but its precision might decrease slightly. However, additionally training
the detector on data samples of rainy days might counteract this. Furthermore, Table 4 unveils that
the tracking is not interrupted even though the workers are temporarily occluded by the crane’s load.
This demonstrates that the tracking system proposed in this paper is even capable of dealing with
certain hazardous situations. By identifying the hazardous area around the crane’s load, the crane
operator could be warned against approximating pedestrian workers so that risky situations could be
prevented. Further tests have to verify whether the system can also cope with larger loads and more
difficult weather conditions.
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Figure 7. Tracking results on computer generated hazardous situation on a heavy rainy day.
Green rectangles denote ground truth labels whereas differently-colored rectangles illustrate the
tracked pedestrian workers.

Table 4. Tracking results of our system on synthetic scene 3. IDs are assigned randomly and correspond
to a single tracked worker each.

1D 0 1 2 3 AVG
AOS 0.93 0.90 0.94 0.90 0.92
CER | 0.0015 0.0033 0.0017 0.0064 | 0.0032

TL 0.99 0.99 0.99 0.98 0.99

5. Conclusions

Productivity and safety management on construction sites could benefit from monitoring
pedestrian workers. Based on recorded walking trajectories of workers provided by a tracking
system, the workers’ current paths could be assessed and optimized to solve certain tasks more
efficiently. These trajectories also reveal the workers’ attention with respect to hazards like falling
edges or hazardous materials and areas. Owing to this, safety trainings could be tailored explicitly
to the needs of the workers. If the localization of workers is conducted live, workers and machine
operators could even be warned of looming hazardous situations, which enables them to counteract
early. Computer vision methods are more suitable for such a precise tracking of workers all over
the site due to various shortcomings arising from the radio-frequency technology used by tag-based
alternatives. However, computer vision approaches have to be trained and evaluated on a vast amount
of images. Appropriate datasets are rarely publicly available and recording a sufficient amount of
data is extremely time-consuming. For this reason, we investigated the use of synthetic data, which is
generated from 3D environments.

Besides a small real world dataset, we generated a synthetic dataset that covers diverse
environmental and illumination conditions. In order to analyze the usability of data generated
from 3D scenarios, we built a simple tracking system. This consists of a YOLOv3 detector identifying
pedestrian workers and a Kalman filter tracking those workers in video sequences. In our experiments,
we examined the suitability of synthetic data individually for training and evaluation purposes of a
computer vision tracking system. First, we iteratively added more and more synthetic data samples
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to the training dataset of our YOLO detector. Second, we compared the performance of our tracking
system on real world and corresponding 3D generated video sequences.

We found that training on synthetic data samples significantly enhances the detection quality.
In our experiments, we were able to boost our detector by 7.5 percentage points over a detector trained
on a small real world dataset only. Though, the quality of the resulting detector is highly dependent on
the choice of decent training samples. As for real world datasets, synthetic samples should also cover
various environmental and lighting conditions. Furthermore, we found that a computer vision-based
tracker performs very similarly on real world and 3D generated video sequences. Accordingly,
the evaluation on synthetically generated scenes can already provide reliable insights regarding the
strengths and weaknesses of a tracking system since its performance can be estimated considerably
precisely. As a result, a vision-based tracking system can be tested on a variety of synthetically
generated situations before being employed on a real construction site. By this, a flawless tracking can
be guaranteed even for rare or exceptional situations.

The findings of our experiments are in accordance with those from other application areas,
but additionally highlight that synthetic data are capable of modeling even the complex and
dynamic environments of construction sites realistically. For construction site-related applications,
this validation is relevant to a special degree. Since datasets are typically rare in this field,
data augmentation using synthetic data could advance the use of vision-based approaches in the future.
In particular, this facilitates incorporating conditionally occurring lighting and weather conditions
into a dataset. By simulating, for example, snowfall or bright sunlight, in a virtual environment,
data acquisition can be drastically accelerated and existing datasets can easily be completed. The use
of synthetic data allows to model any weather and lighting conditions and to change the construction
site setup at will. Otherwise, recordings all over the year and on different sites would be necessary to
acquire a reasonable dataset. Further time savings and human resources result from the possibility of
automatic labeling. Since the positions of all objects in a virtual scene are known exactly, labeling can
be done fully automatically and with substantially higher precision than a manual labeling. Via the
extension of various environmental conditions and a precise labeling, datasets can be prepared such
that an optimal training is ensured. The resulting system can deal with manifold upcoming conditions
without having seen these in the real world before. Besides the training of detectors, computer
generated data is also valuable for the evaluation of vision systems. Again, virtual environments can
be used to simulate a variety of scenarios to test the system on. This is particularly advantageous
for events that rarely occur or are hazardous to replicate in the real world. Risky situations can be
evaluated this way without exposing anyone to a serious hazard.

In summary, our major conclusions are as follows: We have shown the applicability of synthetically
generated data for vision systems in the area of construction sites. Furthermore, we highlighted the
benefits of such data for training and evaluation purposes for the underlying machine learning
algorithms. As this paper outlines an overview of the possibilities accompanied with synthetic data,
future work should investigate either the training or the evaluation phase in more detail. For now,
the limits of using synthetic data for both, training and evaluation remain unclear. It should also
be determined to what extent the use of synthetic data is beneficial and if certain scenarios cannot
be modeled sufficiently. The impact of such data on different machine learning algorithms could be
another topic to focus on. Finally, a tracking system optimally trained and tested on a combination
of real world and synthetic data should be employed on a real construction site for a large-scale
case study.
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Featured Application: The approach presented in this paper is implemented in an autonomous
UAV to provide the ability to change its path according to ground position and weather
conditions, since sustaining an aircraft when flying through a dense cloud is not possible.

Abstract: Environment classification is one of the most critical tasks for Unmanned Aerial Vehicles
(UAV). Since water accumulation may destabilize UAV, clouds must be detected and avoided.
In a previous work presented by the authors, Superpixel Segmentation (SPS) descriptors with
low computational cost are used to classify ground, sky, and clouds. In this paper, an enhanced
approach to classify the environment in those three classes is presented. The proposed scheme
consists of a Convolutional Neural Network (CNN) trained with a dataset generated by both,
an human expert and a Support Vector Machine (SVM) to capture context and precise localization.
The advantage of using this approach is that the CNN classifies each pixel, instead of a cluster like
in SPS, which improves the resolution of the classification, also, is less tedious for the human expert
to generate a few training samples instead of the normal amount that it is required. This proposal
is implemented for images obtained from video and photographic cameras mounted on a UAV
facing in the same direction of the vehicle flight. Experimental results and comparison with other
approaches are shown to demonstrate the effectiveness of the algorithm.

Keywords: cloud detection; superpixel segmentation; convolutional neural networks; support
vector machines

1. Introduction

Unmanned Aerial Vehicles (UAVs) have gained popularity in the last decades due to their
capability for moving in three-dimensional space. UAVs were first used for military purposes.
However, they are now used for surveillance, research, monitoring, and search and rescue activities [1].
These kinds of vehicles are suited for situations that are too dangerous and hazardous where direct
monitoring is not humanly possible [2].

One of the challenges of UAV is the loss of communication with the remote pilot. For this reason,
it is necessary to provide the vehicle with a certain level of autonomy to maintain flight in such
scenarios. A UAV must be able to adapt and change its path according to ground position and
weather conditions, since sustaining an aircraft when flying through a dense cloud is not possible [3].
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Given weather indicators that allow the detection of clouds, can be seen from long distances [4]; it is
possible to develop an intelligent system capable of avoiding them.

Cloud detection is a very challenging task; each big water cluster has a unique amorphous shape,
which is continuously changing; making it impossible to extract characteristic features to be tracked
with some descriptor such as with Speeded Up Robust Features (SURF) [5], then, other methods to
extract information are needed, such as segmentation based on color, texture, and illumination [6-9].

In Reference [10], several simple-to-implement descriptors with linear computational costs are
presented, showing a good training and generalization. Results from a video camera mounted on
a UAV reported satisfactory results for two and three class classification in real-time.

Our proposed scheme describes and implements an approach to classify three elements of
the environment (ground, sky, and clouds), using Superpixel Segmentation (SPS) and Support Vector
Machine (SVM) to pre-train a Convolutional Neural Network (CNN), which is a form of deep learning
model, trained end-to-end from raw pixel intensity values to classifier outputs. The spatial structure of
the images makes it suitable to work with this kind of networks, setting connectivity between the filters
(or layers) and the parameter sharing, and discrete convolutions [11].

The used images in this work were captured by a camera mounted on a UAV provided by Hydra
Technologies of Mexico®; an example of an obtained image is shown in Figure 1.

Figure 1. Captured image of a video stream from a camera mounted on an unmanned aerial vehicle
(UAV). The image resolution is 720 width and 480 height at a 30 frames per second.

The outline of this papers is as follows: In Section 2, related work is presented. Section 3
presents a brief description of the used SVM whose output is used to pre-train the CNN. Section 4
presents the descriptors based on SPS methodology. In Section 5, the CNN architecture is described.
Experimental results are presented in Section 6 and important conclusions are discussed in Section 7.

2. Related Work

Most of the research done on cloud detection is ground-based, where clouds are captured with
instruments that obtain continuous all-sky images at pre-defined time intervals [12,13]. For a UAV,
it is impossible to keep these conditions since the update intervals of information need to be shorter.
Moreover, algorithms should not have a high computational cost, because onboard computers may not
have the same processing power and memory capabilities as an off-board station. Also, a computer
with high processing power in a UAV would require a higher demand for energy, which would
require batteries with higher capabilities increasing the UAV weight, affecting the fuel consumption of
the aircraft negatively.

Other works solve the problem of object identification using an undirected graph [14]. Computing
the graph association matrix could be computationally expensive; in the worst-case scenario, it is
a problem of O(n?) complexity [7,14]. These approaches are not suitable for real-time applications
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working with high definition images [9]. In Reference [13], an automatic cloud detection for all-sky
images using SPS is presented; the result and implementation of this algorithm shown in Figure 2.
It can be seen that even if it is a good approximation, some information is lost in the final result.
Considering these results and the computational complexity of the algorithm, it may not be suitable
for these kinds of applications.

(a) Superpixel Segmentation (b) Difference R-B

e

-

(c) Threshold matrix (d) Detection result

Figure 2. Steps of the algorithm described in Reference [11].

On the other hand, algorithms based on image matting [6,8,15] try to reduce computational
complexity. These algorithms extract foreground objects in images, but they are not easy to implement
and take long processing time [9]. In these approaches, the algorithm distinguishes only between two
classes (sky or ground), and it is difficult to add more classes.

Recently, deep learning techniques have been used to solve many computer vision tasks [14,16-20].
In particular, CNNs are good image classifiers [21-26]. Approaches like the ones presented
in References [27,28] use CNNs that are trained to predict a class for each pixel. In contrast, this
paper employs a segmentation on top of a CNN to label these clusters of pixels as the clean sky, clouds
and ground.

3. Support Vector Machines

Vapnik introduced support vector machines in 1995, and they are widely used in classification
tasks because of its simplicity and the convexity of the function to optimize [29]. Classification is treated
as an optimization problem; the aim is to minimize a risk function R and maximize the separation
between classes as represented by

w* = argmin F (w) = %Hw”z +ZR (w), )
weRP
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where w is a normal vector orthogonal to the separating hyperplane, % [[w]®isa quadratic regularization
term, and { > 0 is a fixed constant that limits the risk function. Equation (1) can be expressed using
Lagrange multipliers as follows

n

n n
argmaszx, Zszltx/tp,lp] /S,,/Sj)
« i=1 i=1j=1 @
n
=) i,
i=1
subject to 0 < w; < ¢ and Y, atp; =0. Where (B;;); is a training set, from which p; is
an n-dimensional input vector and ; its corresponding label. Notice that «; are Lagrange multipliers
and Q(B;, B;) is the value of the kernel matrix Q) defined by the inner product ¢ (8;) - ¢ (8;), where ¢
is a non-linear mapping to a high dimensional space. The advantage of using this dual formulation
is the use of kernels that introduce the feature space by implicitly mapping the input data into
a higher-dimensional space where non-linearly separable data can be linearly separable [30,31].
A CNN requires a massive amount of training data; this task is usually tedious for a human.
In that sense, the data used to pre-train the network has been created by an human expert and a SVM
that classifies an image segmented with superpixels, that is, sub-areas represented by only a descriptor
instead of having several values for every pixel in the sub-area.

4. Descriptors

Most of the descriptors are developed to classify only two classes and cannot be naturally
scaled to m different classes. The descriptors presented in this section have linear complexity O(n),
and a descriptor capable of increasing the number of classes to three is proposed.

4.1. Descriptors Based on Superpixel Segmentation and Histogram

In this section, three descriptors that use their histograms as features are described. Three
images must be obtained to construct the required descriptors. Let (R, G, B) be the channels red,
green, and blue, respectively; the descriptors will be obtained from R — B, R/B, and RGB images.
Cloud detection algorithms commonly use color to determine if a region of the image is a cloud. Cloud
particles have a similar dispersion of B and R intensity, whereas clear sky presents more B than R
intensity [12,13].

For N pixels, M superpixels will be generated based on color similarity and proximity using
Simple Linear Iterative Clustering (SILC) [32] in CIELAB color space. SILC initializes M clusters
centers Cpy = [Ly, @m, bm, Xm, ym]" on a regular grid space, where (I, a,b) is the color vector in CIELAB
space and (x,y) are the pixel coordinates. Each superpixel has an approximate size of N/M and
the center will be located every S = /N /M.

SILC computes a distance D between pixel i and its nearest cluster center Cy,

dz + <%> 2, (3)

where r € [1,40] is a constant that allows pondering between color similarity and spatial proximity, d.
and d; are defined by

de =/ (51" + (a7 — @) + (b — by)? @)
ds = \/(xj—xi)2+ (]/]'—yi)z. (5)
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The clusters are adjusted to take the value of the main vector of the pixels in C;;, and a residual
error E between the new cluster center and previous centers is computed using L, norm. The algorithm
stops when E reaches a certain threshold.

The descriptor 8 of the superpixel k is obtained from a histogram of 16 values for each superpixel
in R — B and R/ B images. The intensity value of pixel i € k is divided by 16 and rounded downward
to its nearest integer value. In the case of the RGB image, a histogram for each channel is obtained.

4.2. Superpixel Segmentation with Gabor Filter

For this approach, a pre-processing step is needed and is showed in Figure 3. Since clouds enhance
the R — B difference, this image has been used, and its histogram has been normalized. Gaussian blur
has been applied to reduce noise, before the binarization with Otsu’s method [33], which is obtained
by solving

op (t) = PoPa(po — )%, 6)

where Py and Pj are class probabilities obtained from a histogram L and separated by a threshold ¢;
and jig and piq are the means of the classes. This is represented by Equations (7)-(10):

—1

P = L) @)
L-1

Pi(t) = ;P(i) (8)
-1 B

o (1) :t,_oi%? ©
L-1 ;

m() =% i (10)

i=t
At this step, it is easy to classify clean-sky from clouds; however, as can be seen in Figure 4, it is
not possible to make a distinction between clouds and ground. Because of this, it is necessary to use
another descriptor capable of distinguishing between them. In this case, the Gabor filter [34] is applied
to the original image to get the descriptor because of its ability to permit texture representation and
discrimination. The filter has a strong response with structures in the image that have the same
direction [35]. The following two-dimensional Gabor functions are used:

/. / /
Shop (%, Y) = ef((x 2+72y2)/2‘72) cos <2nxx +p> . (11)
x' = xcos® + ysin® (12)
¥y = —xcos® +ysin®, (13)

where A is the wavelength, ® is the orientation, p is the phase offset, vy is the aspect ratio, and o = 0.56A
is the standard deviation.
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(d) Gaussian blur (e) Otsu’s binarization (f) Superpixel Segmentation

Figure 3. Steps to generate the proposed descriptor for three classes (ground, cloud and sky).

(a) Original image (b) Binary image

Figure 4. Clouds and ground classes cannot be easily distinguished.

Four Gabor filters are calculated for © € (71/4,7/(2,37/(4,7))). The filtered images are
converted to grayscale, and the mean of the values of the image is added to the descriptor. The variance
of superpixel k, in each Gabor filtered image is calculated and added to the descriptor ;. Moreover,
spatial information has been included in the descriptor since ground superpixels will have lower
spatial values, while clouds superpixels will have higher spatial values.

5. Convolutional Neural Networks

CNNs are commonly used for processing data contained in a matrix or grid, such as images, that
are represented by a 2D matrix. Their name comes from the mathematical operation called convolution,
which is an operation on two functions to produce a third function that expresses how one of them is
modified by the other. In computer vision and image processing, the convolution operation is used to
reduce noise and enhance features in images.

Let us suppose that s(t) is the output of the convolution; the operation is given by

s(t):/l(a)h(tfa)da, (14)

where function / is the output of a sensor (and usually referred to as the input in CNN terminology),
h is a weighting function (also known as the kernel), a is the age of the measurement. The convolution
is commonly denoted with an asterisk as follows

s(t) = (Ixh)(t). (15)
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This data is usually discretized, and if time t can only take integer values then it is possible to
define the convolution as a discrete operation as follows

=)

s(y=Y_ I(a)h(t—a). (16)
a=—00
The input and the output are multidimensional arrays, and every element must be explicitly
stored separately. It is assumed that every element out of the set of points, for which the values are
stored, is zero; therefore, the infinite summation can be implemented over a finite number of array
elements, and also, it can be used over more than one axis at a time. Let I be a two-dimensional image,
K a two-dimensional kernel, the convolution for images is given by

S(i,j):(I*K)(i,j):;;I(m,n)K(ifm,jfn) (17)
and can graphically be described, as shown in Figure 5.
Input
a bic T
e f Wi Wi,
h i Wil W,
Output

aw, +bw,, | bw, +cw,
+dW21+ EWy, |+FE W+ fwzz
dw, +e W, [ eW, + fw,
W+ hw,, +hw,+1 Wy,

Figure 5. Graphical description of convolution operation.

The convolution presents two properties that can help to improve a machine learning
system—sparse interactions and parameter sharing [36].

Due to its sparse interactions, it is necessary to store fewer parameters and fewer operations;
however, units in the deeper layers may indirectly interact with a more significant portion of the input
and describe more complicated interactions between pixels, as described in Figure 6.

Figure 6. Description of sparse interactions. Even if direct connections seem to be sparse, more units at
deeper layers are indirectly connected.

A CNN consist of three steps. First, several convolutions in parallel produce a set of linear
activations. Then, a detector step is implemented, where nonlinear activation functions take the linear
activations as the argument. Finally, a pooling function is used to modify the output of the layer,
making the representation invariant to small translations of the input [36].
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Environment Classification with CNN

CNNs have demonstrated effectiveness in image recognition, segmentation, and detection [11].
The architecture of the network is shown in Figure 7. Each layer uses a Rectified Linear Unit (ReLU)
function for their activation; except for the last one, whose activation function is a sigmoid, and is
givenby f (x) =1/(1+e7%).

K=3 K=3
n=256 n=256
B — R —
550x 480 x 3 550 x 480 x 256 550 x 480 x 256
K=3
n=128
K=3 k=3
n=:64 n=128
-— -—

550 x 480 x 64 550 x 480 x 128

K=3
n=128

550480 x 3
550 x 480 x 64 x A

550 x 480 x 128

Figure 7. Convolutional Neural Network (CNN) architecture. In all cases stride = 1 and

a zero-padding = 1. The output image has three channels (for sky, cloud, and ground), and each
pixel is labeled based on its three channels values.

CNN is a class of deep learning model that requires a large quantity of data to be trained.
In practice, it is relatively rare to access large data sets, and it is a tedious task for a human to generate
them [21]. In this work, one part of this data is generated by the classification of the superpixels made
by the SVM; nevertheless, training the CNN only with SVM information would make the CNN learn
from a Support Vector Machine. Another set of training data was provided by a human expert to avoid
this behavior. Finally, the training data were artificially enlarged using data augmentation.

6. Experimental Results

In this section, results of proposal are presented, the pre-train step is carried out with 1000 images
provided by an SVM. Then, only twenty ground truth images classified by a human expert are
used for supervised training. Table 1 shows ten test images used to demonstrate the effectiveness
of the proposed algorithm. These photos were taken from three different flights at a fixed altitude,
but different in each flight, and different weather conditions. Although they are not consecutive frames,
pictures from rows 5 to 7 were taken from a straight and level flight; and there is little difference
between them, however, the SPS-SVM clearly presents a different classification between these images.
Additionally, the data set is artificially enlarged, applying geometric transformations to the training set.
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Table 1. Test results. The first column shows the original image. The second column shows
the Superpixel Segmentation (SPS)-Support Vector Machine (SVM) classification. The ground truth,
generated by a human is shown in the third column. In the fourth column, the classification made by
the CNN is presented.

Original Image SPS-SVM Classification Human Labeled CNN Output
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For each pixel, the CNN outputs the probability of belonging to each class. By using these
probabilities as pixel intensities, we form grayscale images in Figure 8. Their histogram are also shown.
Moreover, the probabilities of each class are scaled and presented in Figure 9 to demonstrate which
pixels activate the output layer for each class.
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(b) Ground histogram
(a) Ground
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(f) Sky histogram
(e) Sky

Figure 8. Pixel distribution for each class.

(a) Scaled ground (b) Scaled clouds (c) Scaled sky

Figure 9. Scaled probabilities for each class.

To display a better visualization of the performance, Table 2 shows the confusion matrices of both
approaches. These matrices compare the prediction of the algorithm with the ground truth. The closer
it gets to an identity matrix, the less the algorithm gets confused between classes.
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Table 2. Confusion Matrices comparison. (S: Sky, C: Cloud, G: Ground).

Test SPS-SVM vs. Human CNN vs. Human
Predicted Predicted
0 © 0.024 0.000 B
1 = 0.149 0.003 e
= 0.013 0.116 G
C G
Predicted
000 © 0.002 0.000 B
2 0.176 0.000 HE 0.134 ¢
0.000 0.159 0.000 0.098 G
C G
Predicted
0.097 0 © 0.103 0.000
3 0.058 HE 0.039 0.048
0.000 0 0
Predicted
0.121 0.001 © 0.146 0.000
4 0.030 0.008 HE 0.013
0.019 0.121 0.016 0.090
C G
Predicted
0.000 0.000 Py 0.192
5 0.000 0.000 HE 0.000
0 0.129 0.000
< o
6 é 0.000
0.000 0.055
Predicted Predicted
0.476 0.000 Py 0.418 0.013
7 0.011 0.006 HE 0.000 0.108
0.000 0.129 0.000 0.048
C C G
Predicted Predicted
0 (,H)U]
8 é 0.000 0.016
0.000 0.103 0.000 0.12
Predicted
0.025 0.000 © 0.077 0.001
9 0.018 HE 0.026
00 0.122 0 0.100
G G
Predicted Predicted
0.453 0.000 © 0.313 0.028
10 0.024 0.000 5 0.006 0.006

0.000 0.127

G

0.000 0.098

G

As seen in Table 1, adding a few images from an human expert, avoids CNN to behave as
an SVM. The advantage is that an human expert need to generate only twenty training images which
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the network can make a good generalization and correct mistakes generated by the SVM, for example,
rows 5 and 6 in Table 1.

From the matrices in Table 2, recall, precision, and F1 score are computed to measure
the effectiveness of the algorithm and to compare it with the SPS-SVM. These results are shown
in Table 3. There is no entry for SVM in test 8 because, in such an experiment, only two classes were
found (missing sky).

The confusion matrices for both techniques are very close. To get a better understanding for each
matrix the macro versions of the recall, precision, and fl-score, in Table 3. In Figure 10, the same
score to get a better visual understanding of proposal performance is plotted. The proposal overcome
the SPS-SVM in almost all the samples (except for the sample seven).

Table 3. The measure of the test for both approaches. Bold letters denote the winner technique

Test Approach Recall Precision F1 Score
SVM 0.8497 0.7962 0.8059

' CNN 0.8975 0.8750 0.8801
2 SVM 0.8789 0.8503 0.8563
CNN 0.9113 0.8973 0.9006

3 SVM 0.9024 0.8886 0.8914
CNN 0.9172 0.9121 0.9134

4 SVM 0.9128 0.8964 0.8989
CNN 0.9321 0.9225 0.9238

5 SVM 0.5127 0.5985 0.5193
CNN 0.8345 0.6916 0.6522

6 SVM 0.7417 0.6413 0.6314
CNN 0.8419 0.7063 0.6833

7 SVM 0.8767 0.7751 0.7818
CNN 0.8470 0.7479 0.7413

8 SVM - - -

CNN 0.9231 0.9099 0.9087

9 SVM 0.8919 0.8682 0.8741
CNN 0.9224 0.9161 0.9173

10 SVM 0.9016 0.8786 0.8792

CNN 0.9247 0.9161 0.9173

Recall
Fl-score

2 1 6 8 10
Experiment Experiment Experiment

Figure 10. The measure of the test for both approaches.
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For both schemes, we find the hyperparameters heuristically guided by the train and test
scores obtained from 30 executions episodes. Finally, in this paper, we do not show a run-time
comparison because CNN was implemented in TensorFlow-Keras Framework; consequently, it runs
over the Graphical Process Unit (GPU). On the other hand, the system SPS-SVM was implemented
as a sequential algorithm to be executed on the CPU due to the complexity of its parallelization.
CNN has lower run-time than SPS-SVM, but the comparison is not fair until we get a parallelized
implementation of SPS-SVM.

7. Conclusions

As can be seen in the previous section, the approach gives good results not only classifying
the parts of the environment that are desired to be segmented into classes but also reducing the tedious
labor of generating a data set by human hand. As seen on the results image, the proposal can classify
with more detail than a SVM or a human using basic image editing tools.

The CNN for pixel classification commonly needs a big data set to train; in this paper, a CNN
is pre-trained with the prediction of an SPS-SVM. Then, the SPS-SVM can be considered as a data
augmentation process to generate synthetic labeled data.

The approach is fast enough to provide sensitive information in a short time, so a UAV can take
decisions with recent information. Future work will focus on improving the classification by adding
estimations on the different types of clouds that can be found in the environment and the risk they
could represent for a UAV.

Author Contributions: Conceptualization, C.V. and N.A.-D.; methodology, C.V.; software, A.A.G.; validation,
G.L-G., C.V. and ].G.-A.; formal analysis, N.A.-D. and A.A.G.; investigation, J.D.R.; writing—original draft
preparation, J.G.-A.; writing—review and editing, G.L.-G., ].D.R. and ].G.-A ; visualization, A.A.G. and G.L.-G.;
supervision, ].D.R.; project administration, C.V. and N.A.-D. All authors have read and agreed to the published
version of the manuscript.

Funding: This research was funded by CONACYT México grants numbers CB256769, CB258068, and PN-4107.

Acknowledgments: The authors would like to thank Hydra Technologies de México for providing the data for
the development of this work.

Conflicts of Interest: The authors declare no conflict of interest. The founders had no role in the design of
the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision
to publish the results.

Abbreviations

The following abbreviations are used in this manuscript:

CNN  Convolutional Neural Networks
UAV  Unmanned Aerial Vehicle

ReLU  Rectified Linear Unit

SILC  Simple Linear Iterative Clustering
SPS Superpixel Segmentation

SURF  Speeded Up Robust Features
SVM  Support Vector Machine

References

1. Millbrooke, A. Aviation History; Jeppesen: Englewood, CO, USA, 2006.

2. Gupta, S.G.; Ghonge, D.; Jawandhiya, PM. Review of unmanned aircraft system (UAS). Int. ]. Adv. Res.
Comput. Eng. Technol. (IJARCET) 2013, 2. [CrossRef]

3. Bottyan, Z.; Tuba, Z.; Gyongyosi, A.Z. Weather Forecasting System for the Unmanned Aircraft Systems (UAS)
Missions with the Special Regard to Visibility Prediction, in Hungary. In Critical Infrastructure Protection
Research; Springer International Publishing: Cham, Switzerland, 2016; pp. 23-34.

4. George, ].J. Weather Forecasting for Aeronautics; Academic Press: London, UK, 2014.

135



Appl. Sci. 2020, 10, 4991

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

Bay, H.; Ess, A.; Tuytelaars, T.; Van Gool, L. Speeded-up robust features (SURF). Comput. Vis. Image Underst.
2008, 110, 346-359. [CrossRef]

Wang, J.; Cohen, M.F. Optimized color sampling for robust matting. In Proceedings of the 2007 IEEE
Conference on Computer Vision and Pattern Recognition, Minneapolis, MN, USA, 17-22 June 2007; IEEE:
Piscataway, NJ, USA, 2007; pp. 1-8.

Ren, X.; Malik, J. Learning a classification model for segmentation. In Proceedings of the Ninth IEEE
International Conference on Computer Vision, Nice, France, 13-16 October 2003; IEEE: Piscataway, NJ, USA,
2003; p. 10.

Levin, A.; Lischinski, D.; Weiss, Y. A closed-form solution to natural image matting. IEEE Trans. Pattern
Anal. Mach. Intell. 2007, 30, 228-242. [CrossRef] [PubMed]

Zhang, Q.; Xiao, C. Cloud detection of RGB color aerial photographs by progressive refinement scheme.
IEEE Trans. Geosci. Remote. Sens. 2014, 52, 7264-7275. [CrossRef]

Pena-Olivares, O.; Villasenor, C.; Gallegos, A.A.; Gomez-Avila, J.; Arana-Daniel, N. Automatic
Environment Classification for Unmanned Aerial Vehicle Using Superpixel Segmentation. In Proceedings of
the 2018 IEEE Latin American Conference on Computational Intelligence (LA-CCI), Gudalajara, Mexico,
7-9 November 2018; IEEE: Piscataway, NJ, USA, 2018; pp. 1-6.

Karpathy, A.; Toderici, G.; Shetty, S.; Leung, T.; Sukthankar, R.; Fei-Fei, L. Large-scale video classification
with convolutional neural networks. In Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, Columbus, OH, USA, 23-28 June 2014; pp. 1725-1732.

Ghonima, M.; Urquhart, B.; Chow, C.; Shields, J.; Cazorla, A.; Kleissl, ]. A method for cloud detection and
opacity classification based on ground based sky imagery. Atmos. Meas. Tech. Discuss. 2012, 5, 4535-4569.
[CrossRef]

Liu, S.; Zhang, L.; Zhang, Z.; Wang, C.; Xiao, B. Automatic cloud detection for all-sky images using
superpixel segmentation. IEEE Geosci. Remote Sens. Lett. 2014, 12, 354-358.

Boykov, Y.Y.; Jolly, M.P. Interactive graph cuts for optimal boundary & region segmentation of objects in ND
images. In Proceedings of the Eighth IEEE International Conference on Computer Vision (ICCV 2001),
Vancouver, BC, Canada, 7-14 July 2001; IEEE: Piscataway, NJ, USA, 2001; Volume 1, pp. 105-112.

Xiao, C.; Liu, M.; Xiao, D.; Dong, Z.; Ma, K.L. Fast closed-form matting using a hierarchical data structure.
IEEE Trans. Circuits Syst. Video Technol. 2014, 24, 49-62. [CrossRef]

Black, K.M.; Law, H.; Aldouhki, A.; Deng, J.; Ghani, K.R. Deep learning computer vision algorithm for
detecting kidney stone composition. BJU Int. 2020, 125, 920-924. [CrossRef]

Liu, L.; Ouyang, W.; Wang, X.; Fieguth, P.; Chen, J.; Liu, X.; Pietikdinen, M. Deep learning for generic object
detection: A survey. Int. |. Comput. Vis. 2020, 128, 261-318. [CrossRef]

Wang, Z.; Chen, J.; Hoi, S.C. Deep learning for image super-resolution: A survey. IEEE Trans. Pattern Anal.
Mach. Intell. 2020. [CrossRef]

Arabi, S.; Haghighat, A.; Sharma, A. A deep-learning-based computer vision solution for construction
vehicle detection. Comput. Aided Civ. Infrastruct. Eng. 2020, 35, 753-767. [CrossRef]

Wu, X,; Sahoo, D.; Hoi, S.C. Recent advances in deep learning for object detection. Neurocomputing 2020, 395, 39-64.
Attari, N.; Ofli, F; Awad, M.; Lucas, J.; Chawla, S. Nazr-cnn: Fine-grained classification of uav imagery
for damage assessment. In Proceedings of the 2017 IEEE International Conference on Data Science and
Advanced Analytics (DSAA), Tokyo, Japan, 19-21 October 2017; IEEE: Piscataway, NJ, USA, 2017; pp. 50-59.
LeCun, Y.; Bengio, Y. Convolutional networks for images, speech, and time series. In The Handbook of Brain
Theory and Neural Networks; MIT Press: Cambridge, MA, USA, 1995; pp. 276-279.

Krizhevsky, A.; Sutskever, I; Hinton, G.E. Imagenet classification with deep convolutional neural networks.
Adv. Neural Inf. Process. Syst. 2012, 25, 1097-1105. [CrossRef]

Sermanet, P.; Eigen, D.; Zhang, X.; Mathieu, M.; Fergus, R.; LeCun, Y. Overfeat: Integrated recognition,
localization and detection using convolutional networks. arXiv 2013, arXiv:1312.6229.

Simonyan, K.; Zisserman, A. Very deep convolutional networks for large-scale image recognition. arXiv
2014, arXiv:1409.1556.

Szegedy, C.; Liu, W.; Jia, Y.; Sermanet, P.; Reed, S.; Anguelov, D.; Erhan, D.; Vanhoucke, V.; Rabinovich, A.
Going deeper with convolutions. In Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, Boston, MA, USA, 7-12 June 2015; pp. 1-9.

136



Appl. Sci. 2020, 10, 4991

27.

28.

29.

30.

31.
32.

33.

34.

35.

36.

Long, J.; Shelhamer, E.; Darrell, T. Fully convolutional networks for semantic segmentation. In Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition, Boston, MA, USA, 7-12 June 2015;
pp- 3431-3440.

Eigen, D.; Fergus, R. Predicting depth, surface normals and semantic labels with a common multi-scale
convolutional architecture. In Proceedings of the IEEE International Conference on Computer Vision,
Santiago, Chile, 7-13 December 2015; pp. 2650-2658.

Cortes, C.; Vapnik, V. Support-vector networks. Mach. Learn. 1995, 20, 273-297. [CrossRef]

Muller, K.R.; Mika, S.; Ratsch, G.; Tsuda, K.; Scholkopf, B. An introduction to kernel-based learning
algorithms. IEEE Trans. Neural Netw. 2001, 12, 181-201. [CrossRef]

Haykin, S. Neural Networks: A Comprehensive Foundation; Prentice Hall PTR: Upper Saddle River, NJ, USA, 1994.
Achanta, R.; Shaji, A.; Smith, K.; Lucchi, A.; Fua, P; Siisstrunk, S. SLIC superpixels compared to
state-of-the-art superpixel methods. IEEE Trans. Pattern Anal. Mach. Intell. 2012, 34, 2274-2282. [CrossRef]

Otsu, N. A threshold selection method from gray-level histograms. IEEE Trans. Syst. Man Cybern. 1979, 9, 62—66.
[CrossRef]

Kruizinga, P; Petkov, N. Nonlinear operator for oriented texture. IEEE Trans. Image Process. 1999, 8, 1395-1407.
[CrossRef]

Grigorescu, S.E.; Petkov, N.; Kruizinga, P. Comparison of texture features based on Gabor filters. IEEE Trans.
Image Process. 2002, 11, 1160-1167. [CrossRef] [PubMed]

Goodfellow, I.; Bengio, Y.; Courville, A. Deep Learning; MIT Press: Cambridge, MA, USA, 2016.

® © 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution
BY

(CC BY) license (http:/ /creativecommons.org/licenses/by/4.0/).

137






friricd applied
A sciences

Atrticle
Graphs Regularized Robust Matrix Factorization and
Its Application on Student Grade Prediction

Yupei Zhang, Yue Yun, Huan Dai, Jiaqi Cui and Xuequn Shang *

School of Computer Science, Northwestern Polytechnical University, Xi’an 710129, Shaanxi, China;
ypzhaang@nwpu.edu.cn (Y.Z.); yundayue@mail. nwpu.edu.cn (Y.Y.); daihuan@mail nwpu.edu.cn (H.D.);
cuijiagi@nwpu.edu.cn (J.C.)

* Correspondence: shang@nwpu.edu.cn

Received: 9 January 2020; Accepted: 21 February 2020; Published: 4 March 2020

Abstract: Student grade prediction (SGP) is an important educational problem for designing
personalized strategies of teaching and learning. Many studies adopt the technique of matrix
factorization (MF). However, their methods often focus on the grade records regardless of the side
information, such as backgrounds and relationships. To this end, in this paper, we propose a new MF
method, called graph regularized robust matrix factorization (GRMF), based on the recent robust
MEF version. GRMF integrates two side graphs built on the side data of students and courses into the
objective of robust low-rank MF. As a result, the learned features of students and courses can grasp
more priors from educational situations to achieve higher grade prediction results. The resulting
objective problem can be effectively optimized by the Majorization Minimization (MM) algorithm. In
addition, GRMF not only can yield the specific features for the education domain but can also deal
with the case of missing, noisy, and corruptive data. To verify our method, we test GRMF on two
public data sets for rating prediction and image recovery. Finally, we apply GRMF to educational data
from our university, which is composed of 1325 students and 832 courses. The extensive experimental
results manifestly show that GRMF is robust to various data problem and achieves more effective
features in comparison with other methods. Moreover, GRMF also delivers higher prediction accuracy
than other methods on our educational data set. This technique can facilitate personalized teaching
and learning in higher education.

Keywords: robust matrix factorization; student grade prediction; educational data mining; side
information graph; personal teaching and learning

1. Introduction

In high school education, student grade prediction (SGP) can make great sense for aiding all
stakeholders in the education process. For students, SGP can help them to choose suitable courses
or exercises for increasing their knowledge, and even to make their pre-plans for academic periods.
For instructors, SGP can help them to adjust learning materials and teaching programs based on
student ability, and to find the students that are at risk of disqualification in course progress. For
educational managers, SGP can help them to check the curriculum program and to arrange the courses
in a scientific order. All stakeholders of the educational process could have a better self-plan to improve
education outcomes and then have a higher graduation rate. SGP is an important problem for scientific
education in STEM (Science, Technology, Engineering, Mathematics), referred to in the work of G.
Shannon et al. [1].
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Student grade prediction aims to predict the final score/grade of course enrolled by a target
student in the next academic term. SGP provides a useful reference to evaluate educational outputs
in advance and is thus significant necessary for various tasks towards personalized education, such
as ensuring on-time graduation [2] and improving learning grade [3,4]. Over the past years, many
studies have paid attention to SGP and have already developed many methods [5].

Existing methods can be principally divided into three categories depending on their formulation,
as follows: (1) Classification problem. SGP is recast as labeling the target student with the predefined
grade tags and was solved by classification models, such as decision tree [6], logic regression [7,8]
and support vector machine [9,10]. (2) Regression problem. By taking the grade as the response
variable, SGP is rewritten into assigning scores following the features of student or course, such as
linear regression [5,11,12], neural network [13-15] and random forest [9]. (3) Matrix completion. Since
grade records can be poured into a matrix, SGP is also formulated as predicting the missing values of
the student-course matrix with each element being a course grade [16]. This formulation is usually
solved by the popular method of matrix factorization and has been extensively studied, leading to
many effective approaches [17,18]. In particular, based on the same dataset, Thai-Nghe et al. compared
matrix competition with traditional regression methods such as logistic/linear regression and the
experimental results show that matrix competition can improve prediction results [19].

MF based methods aim to learn the latent features of student and course from the given grade data
and then uses these features for SGP [20]. Here, we review the related works that using MF techniques.
Traditional MF was employed to implicitly encode “slip rate” (the probability that the student knows
how to solve a question but makes a mistake) and the “guess rate” (the probability that the student does
not know how to solve a question but guesses correctly) of the student in an examination, resulting in
an excellent performance on the educational data set of KDD (Knowledge Discovery and Data Mining)
Cup 2010 [21]. In References [22,23], Non-negative Matrix Factorization (NMF) was used to integrate
the nonnegativity of student grade. Tensor factorization (TF) was exploited to take the temporal effects
into account in Reference [24], due to the improvement of the ability of students. Since grade matrix
is implicitly low rank, low-rank matrix factorization (LRMF) was investigated in data sets from the
online learning platform in the work of Lorenzen et al. [25]. But the existing MF based methods often
suffer from the issues of missing data, corrupted data, and data noise. Especially, they fail to consider
the side information which is included in the other handy educational data, such as background data
and daily behavior data in school.

Since the L,-norm based reconstruction is sensitive to outliers and data corruptions, Lin et al.
proposes to use Li-norm instead of Ly-norm to enhance the robustness [26-28]. Besides, we often
have massively available side information data in real-world applications. Rao et al. proposes a
method of graph regularized alternating least squares (GRALS) to integrated two graphs from the side
information data of movies and viewers [29]. More specifically, in the real context of high education,
the data set usually has the following properties: (1) The grade matrix is heavily lost for course
selection and corrupted by some human factors. (2) The students with similar backgrounds are likely
to have similar performance in a course [30]. For example, two students both have more exercises in
computer programming, and then they may both obtain a perfect grade at their course of C language
with a high probability. (3) The courses with similar knowledge tend to give rise to a similar grade for
a student. For instance, C Language is similar with Data Structure while C Language is not similar
with History, thus student who is good at C Language is likely to have good performance in Data
Structure but not necessarily History.

To this end, we put forth a novel MF method, called double graph regularized robust matrix
factorization (GRMF), following by applying GRMF for SGP as shown in Figure 1. GRMF not only uses
the robust loss function from RMF-MM but also integrates two side information graphs constructed
using the background data of students and courses. The MM algorithm can effectively solve the
resulting optimization problem. Two-folds contributions of our paper are summarized as follows:
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*  We propose a new model of matrix factorization, dubbed Graph regularized Robust Matrix
Factorization (GRMF), by considering both the robustness to data pollution and the side
information from background descriptions.

e We design a workflow by applying GRMF on the problem of SGP, shown in Figure 1, where the
real-world data set is collected from our university.
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10 1 ?
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12 3 ?
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CourseID | Type Hours
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1 |

1 1 19

2 0 20 -
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Historical Grade Records Student Grade Matrix Prediction Results

Figure 1. The proposed workflow of student grade prediction using GRMF.

The rest of this paper is organized as follows—in Section 2, we formulate the problem of SGP,
followed by brief reviewing the MF technique. We present GRMF in Section 3 and the GRMF algorithm
in Section 4. Section 5 shows the experimental results on movie rate prediction, image recovery, and
SGP. Section 6 finally concludes this paper.

2. Ralated Works

In this section, we formulate the problem of SGP in the form of mathematics, followed by
introducing the promising technique of matrix factorization.

2.1. Student Grade Prediction (SGP)

In current higher education in university, the teachers provide a “one-size-fits-all” curriculum,
while the students enroll many courses to obtain academic credit. To graduate on time, the student
expects to know which course he/she can pass with high score/grade, while the teacher expects to
know which student has a risk of failure in his/her course. Hence, the problem of predicting the
student grade at a course is significant to improve the educational outcomes.

Generally speaking, the grade of one student at a target course can be inferred by his/her
learning records, including historical grades in enrolled courses, academic behaviors and his/her
background [31,32]. In this paper, we make the following assumption—the grade can be determined
by the latent features of student and course, where those features can be derived from the data of
students and courses. We explicitly define the task of SGP as follows:
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Problem 1 (Student Grade Prediction): Let g(s, ¢) be the grade of student s at course c. Denote
by u; the feature of student s and v, the feature of course c. Given the grade matrix M, SGP aims to
seek the mapping H (us, v¢), such that g(s, ¢) = H(us, v.) for all grades in M.

To solve Problem 1, we should extract u and v and design a mapping using the given data matrix
M. Most research designs or learns the features by using the background information [33,34], such
as student age and credit time, or the student grades on all finished courses. Since both of them are
helpful, in this paper, we combine both information for SGP through developing the MF [26].

2.2. Matrix Factorization

Letting M € R™ * " be the given matrix, MF aims to seek two latent feature matrices U € R™ *
and V € R" * ¥ to approximate M. The traditional MF can be written as:

in|[M — UVT||,, 1
min | I3 M

where k is the number of latent features predefined in U and V, and || - || is the Frobenius norm.
Optimization problem (1) can be solved by various algorithms, such as Majorization Minimization
(MM) [35], alternating the direction of the method of multipliers (ADMM) [36], simulated annealing
(SA) [37]. Besides, many variants of MF have been proposed, including LRMF [25], NMF [22] and
TF [24].

To enhance the robustness, robust matrix factorization via majorization minimization (RMF-MM)
employs Li-norm instead of Lr-norm as the reconstruction term [26]. The objective problem of
RMEF-MM is: N N

min [[Wo (M- UVT) ||+ FIUlE + FIIVIE, @

where || - ||; is L1-norm of matrix, A > 0 is a regularization parameter and W is defined as follows:
0, the value of M;; is missing
W = 3)

1, otherwise.

The problem above can be effectively optimized by MM algorithm. The results in the experiments
by Lin et al. show that RMF-MM is robust to high missing rate or severe data corruption [26].

Since RME-MM can effectively learn the features from noisy data and then uses the features for
prediction, we reformulate the Problem 1 for employing this novel technique, as follows:

Problem 2. (SGP-MF): Given a student grade matrix M, SGP-MF aims to extract U for students
and V for courses such that M = UV. Then the target grade is predicted by

g(s,0) = Msc = uve, @)

where g(s, ¢) is the grade of student s on course ¢, u; is the s-th row of U and v, is the ¢-th row of V.
And Mg . is the element of s-th row, c-th column of matrix M.

The reason we consider the Formula (4) is the fact that a student enrolls on a course and obtains a
grade. This fact motivates us to obtain the student’s features and course’s features, given the grade
matrix. In this paper, we consider this problem using the matrix factorization (MF) method. As in
Formula (4), each grade M; . is made by usTVC to obtain the latent features

However, RMF-MM fails to consider the side-information data that is often available. The method
of graph matrix factorization (GMF) is an approach to integrate the neighborhood structure of M, but
it does not work for matrix completion [38]. Based on GME, we here solve the SGP by combining two
side information graphs with RMF-MM.
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3. Double Graph Regularized Robust Matrix Factorization

In this section, we present our motivation for considering side information data in SGP and
encode them into two graphs, followed by our objective problem and its detail optimization with MM.

3.1. Motivation

In real-world education, various related information can be obtained from the student, such
as background, daily life, and student behaviors, as well as course. These side information data
contain the relationships among students and courses that can be used for enhancing the prediction
performance. Hence, we in this paper propose to encode them in two graphs, followed by integrating
them into RMFE.

More specifically, we list some observations: (1) The family background, such as the economic
situation and educational level of their parents, influences the scope of student knowledge [39]. (2) The
background of students, such as majors and ages, may affect their habits of thinking and learning.
(3) The related course contains much overlapping knowledge or similar skills. (4) Courses taught by
an identical teacher are similar in the style of teaching and testing [40].

From the above observations, we have the follows: On the one hand, it is believed that students
with a similar background can obtain similar performance. On the other hand, two similar courses
tend to have similar grade distribution.

3.2. Side Information Graph

Considering the row/column vectors of M as data points, each row vector of U/V is the
low-rank representation of the corresponding row/column in M. Note that each row in both M
and U corresponds to a student, while each column in both M and vT corresponds to a course. Besides,
we have side information feature matrixes from students and courses, denoted by S,, and S,. Following
above, if two students/courses are close in terms of S, /S;, then the corresponding rows of U/V are
also close to each other [41,42].

In order to simultaneously integrate the side information of students and courses, we knit two
similarity graphs using S,, and S, instead of using M [38,43,44]. That is the reason that the graphs
here are called side information graph. The method of building graph is as follows. Denote by
Q = {S, E|G} the side information graph, where S includes all data points from students or courses,
E is the set of edges, and G contains all weights on all edges. G is constructed by:

2
e G , si € Ny {S]} OrSjGNk {S,‘}
G = , ®)

0 , otherwise
where s; is corresponding to the data pointin S;, or Sy, ¢ is the kernel parameter and Ni{x} indicates
the set of k neighbors to sample x. The details can be found in the literature [41].
Since the similarity relationships encoded in the side information graphs are constructive for

learning the latent features, we hope to preserve them in U and V. Taking U for example, we, as usual,
employ the following objective [41]:

1
Ri= 5 Gijllui— w5 =tr (UTHuU), ©6)
ij

where tr(-) denotes the trace of a matrix, u; is therow of Uand H, =D — G, D;; = Z]‘ G, . Similarly,
we can knit the side information graph of course and then obtain two Laplacian regularization terms.
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3.3. The Objective Problem of GRMF

With the idea of integrating the side information, we combine the objective of RMF-MM and the
two Laplacian regularizations, as follows:

. A
min||W OM=UVH[; + 5 ([U]lp+ [[VI[r) +

5 (o (UHU) + 1 (VIHLY)) 7
2 u v ’
where A > 0, > 0 are two trade-off parameters, and H,, /H, is defined in the above section. From (7),
we can believe that GRMF can reach a better performance than RMF-MM ,since GRMF degenerates
into RMF-MM when « is zero.

The main difference between GRMF and RMF-MM lies in the graph Laplacian regularizers of (6),
where GRMF integrates more data priors. While GRALS uses Ly-norm for data fidelity [29]. GRMF
proposes to adopt Li-norm and thus is more robust to data noise and pollution.

The SGP problem is first described as a machine learning problem, shown in Problem 1. We
assume the grade is determined by the student’s latent features and the course’s latent features. This
assumption is general. The problem is then reformulated by matrix factorization (MF), since we plan
to adopt MF to learn the latent features. In order to consider the noise in the given grade matrix, we
reformulated the objective of MF by L normal, because the noise is considered from the grade temper,
slipping, and so forth. Finally, for better prediction result, we consider the relationship of students
and the relationship of courses in our robust MF model though two graph regularization items. Our
objective is thus shown in Equation (7).

4. GRMF Algorithm

In this section, we use a majorization-minimization algorithm to solve problem (7). Suppose that
we already have obtained (Uy, Vi) after the k-th iterations. We split (U, V) as the sum of (Uy, Vi) and
the unknown residue (AU, AVy):

(Uks1, Vis1) = (Ug, Ug) + (AU, AVy). ®)

The task can now be finding the small increment (AU, AVy) in the k-th iteration such that the
objective function keeps decreasing. To seek the best (AU, AVy), we employ the linearized Direction
Method with Parallel Splitting and Adaptive Penalty (LADMPSAP) [45]. We made the detailed
procedure of this optimization in Appendix A. We summarize the main flow of GRMF to make the
paper self-contained in Algorithm 1, shown as below:
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Algorithm 1 Graph regularized Robust Matrix Factorization (GRMF) by Majorization Minimization

Input: M € R"™"™ g, and A
Output: Uand V
Method:

Initialize Ug and V¢ with using SVD on M;
AUY = AVO = 0; ¢ =&y = 1e — 6.
While not converged when we arrived (Uy, Vi), do
Lett=1;
While not converged, do
Update AU and AV’ via LADMPSAP;
t=t+1;
End while
(AU, AVy) = (AU, AVY);
Update U and V in parallel:
U1 = Ux + AUy
Vi1 = Vi +AVy;
Check the convergence coditions, if
Vigr —Vik<g and U1 — Up < e,
End while.

5. Experimental Results

In order to evaluate the performance of GRMF, we conducted the following experiments:
(1) testing GRMF, RMF-MM and on MOVIELENS 100k datasets and a public image data; (2) comparing
GRMF with several fashion methods for student grade prediction, including RMF-MM [26],
GRALS [29], MF [46], NMF [22], PMF [47], KNN(k-Nearest Neighbor) [48] and column mean [49] using
the real educational dataset from our university. Note that MF is the standard matrix factorization
solved with gradient descent; column-mean is the mean scores of historical grades of target course;
and for KNN-mean, we obtained the k neighbor students and then computed the grade mean. The
code and data sets are available on our website, https://github.com/ypzhaang/student-performance-
prediction.

5.1. Evaluation Metric

Three metrics are used for evaluating the results: Root Mean Squared Error (RMSE), L{-norm
Error (Errl) [26], PSNR (Peak Signal to Noise Ratio) and Acc (Accuracy rate). Especially, in our paper,
Acc is computed as follows:

n .
Acc — M, ©)
n
where

A :{1/ | (gre—8) | =05 (10)

0, |(gre—8)| <05

in which gy, is the predicted grade while g is the true grade and # is the number of grades.

5.2. Test on a Toy Data from Movie Dataset

MovieLens data sets were collected by the GroupLens Research Project at the University of
Minnesota. These data sets consist of 100,000 ratings (1-5) from 943 users on 1682 movies, background
information from users (e.g., age, occupation, and zip code) and movies (e.g., title, release date,
and genre). Besides, users who have less than 20 ratings or do not have completed demographic
information were removed. In this test experiment, we draw out a toy data set from MovieLens to
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probe the effectiveness, convergence, and parameter effects of GRMF. And in the toy data set, the user
ids are less than 200, and the movie ids are less than 300.

5.2.1. Rating Prediction and Algorithm Convergence

We divided the toy data set into a training set and test set by random sampling. To evaluate
the small toy data, we employed a five-fold cross validation that trains models on four-fold samples
and tests on the remaining samples. Whereby we constructed two five-nearest neighborhood graphs
from the background data of both users and movies. We chose suitable parameters for achieving best
performance using all the mentioned methods. Note that the optimal parameters of GRALS were
selected in Reference [29].

Table 1 shows the prediction results from using four methods on the toy data set. It is easy
to observe that: (1) MF is better than RMF-MM and GRALS in terms of RMSE, but worse than the
two latter compared to Errl. (2) RMF-MM has better performance on Errl than GRALS, which is
more robust to evaluate. (3) Overall, our method delivers the best results using either RMSE or
Errl. All the above says that GRMF can benefit from the side information data to enhance rate
prediction performance.

In addition, Figure 2 displays the convergence proceeding of GRMF on the toy data. As is shown,
GRMF can converge to stable Errl after about 16 iterations. With more observations on other data sets,
Algorithm 1 can have a fast convergence and arrive at an effective solution.

Table 1. Errl and RMSE on toy dataset.

Errl RMSE

GRMF 0.735  0.957
MF 1.549 1.007
GRALS 0.770  1.008
RMF-MM  0.776  1.104

Errt
o

06 I I I
0 10 20 30 40 50 60 70

Iterations

Figure 2. The value of Errl versus iterations of Graph Regularized Robust Matrix Factorization (GRMF)
on toy dataset.

5.2.2. The Effects of Parameters on Rating Prediction

We have the graph regularization parameter «, the regularization parameter A and the rank of
factorized matrices k in the objective (7) of GRMFE. We here discuss the effects of these three parameters
on the prediction performance utilizing the above toy data set on our prediction experiment.
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The two parameters of x and A vary in wide ranges as is shown in Figure 3b. Figure 3b shows the
3D curve of Errl created under the effects of & and A. From the curve, we observe that there is a broad
range of parameter pairs that can be available for producing decent prediction results. Besides, we
also probe the effect of the parameter k, shown in Figure 3a. The results show that GRMF has the most
stable performance under varying k, while the RMF-MM has the worst performance.

o
2
Errt

04

= 6
08 lambda 3 4 5 6 7 8 9 10 11 12 13

Slpt rank

(a) Aand & (b) k
Figure 3. The effects of the parameters of GRMF on the Errl.
5.3. Evaluation on Image Data Set

The problem of image recovery is often formulated as matrix completion. Since the top singular
values dominate the main information, most of the images could be regarded as a low-rank matrix.
Hence, we apply the proposed method to recover the image from its noisy version. This test aims
to recast the experiment conducted in the work of Lin et al. [26]. Concretely, we pollute the images
(https:/ /sites.google.com/site/zjuyaohu/) with Gaussian noise or salt-and-pepper noise, then recover
the images from the noisy version in comparison with the methods of RMF-MM and GRALS.

5.3.1. Gaussian Noise

We added Gaussian noise with the variance being 1 and mean being 0 to g percent of the observed
pixels, where g is the corruption ratio. Figure 4b shows the example image which was corrupted with
Gaussian noise. g was varied in the range of [45, 90] to observe the performance in various situations.
We ran the three methods to recover the corrupted image in Figure 4b, where the side-information
data consists of the rows and columns of the corrupted image. Figure 5 shows the PNSRs (Peak Signal
to Noise Ratios) from the three compared methods. From the curves, GRMF consistently achieves the
highest PSNRs on all test cases. When the corruption ratio increases, GRMF delivers a much better
result than RMF-MM. Note that GRALS has a weak performance because its reconstruction term is
very sensitive to data pollutions.

Figure 4c—e depicts the resultant images from the case of g = 80, using the three methods. As is
clear, our GRMF produces the best visualization, while the other methods suffer a few horizontal or
vertical lines.

147



Appl. Sci. 2020, 10, 1755

e =
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(a) Original (b) Corrupted (c) GRALS (d) RMF-MM (e) GRMF
Original 11.60dB 23.40dB 24.01dB 28.75dB

Figure 4. The PNSRs of Image recovery with Gaussian noise.
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Figure 5. Evaluation of image recovery with Gaussian noise in term of PSNR. The black line that
marked with “Corrupted” means the PNSR of the corrupted images.

5.3.2. Salt-And-Pepper Noise

We added the salt-and-pepper noise with noise density varying from 0.05 to 0.65 with a step of
0.05 to image and obtained the corrupted image, like Figure 6b. Then, we ran the three compared
methods for denoising the corrupted image where the side-information consists of the rows and the
columns of the corrupted image. Figure 7 shows the results of image denoising by GRALS, RMF-MM,
and GRMEF. From Figure 7 it is clear that GRMF delivers the best performance on PSNR when the noise
density is less than 0.4 but drops down if the noise density is greater than 0.5, where the other two
methods obtained worse results. The reason is that most pixels of the image are corrupted so that the
graphs are difficult to obtain well in a noisy situation. In addition, Figure 6 shows the resultant images
when the noise density is 0.4, where our method touches the highest PNSR of 22.88 dB.

5.4. Application on Educational Data Set

The data were collected from the school of Computer Science, Northwestern Polytechnical
University (NPU), across students who joined in the past five years, that is, from 2013 to 2017. We
collected all the score/grade recorders before the fall of 2017, together with the side information.
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(a) Original (b) Corrupted (c) GRALS (d) RMF-MM (e) GRMF

Original 13.58db 19.36dB 20.86dB 22.88dB

Figure 6. The Results of Image recovery with salt-and-pepper noise.
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Figure 7. Evaluation of image recovery with Salt-and-pepper noise.

More specifically, our dataset contains the grades, the side data of student and the side data of
courses, respectively denoted by NPU-G, NPU-S, and NPU-C for short. NPU-G is composed of 1325
x 832 grade records from 1325 students at 832 courses. NPU-S contains 25 description features of
1325 students, such as ages, gender, and department. NPU-C includes 18 description features of 882
academic/elective courses, such as hours, type, and course credit. In addition, at least 15 students
enrolled and obtained grades in each course, and students starting university in 2013 and 2014 have
already completed their program.

SGP in our educational data set has the following challenges: (1) Data sparsity. There are 832
courses in NPU-G, but each student is only required to enroll in a small number of courses, i.e., about
85 courses in our data. (2) data corruption. Many subjective factors affect the final grade, e.g., subjective
questions. (3) missing data. A few students do not attend the final exam, and thus give an empty grade
in the information system. All this noisy information makes our problem very challenging.

5.4.1. Educational Data Preprocessing

For NPU-G, we removed the students who had lost most of the data records or had taken less
than 4 courses, and then removed those courses that were taken by less than 15 students, followed
by deleting the secondary courses to ensure a single record per student. Finally, we formulated the
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remaining records from 882 students and 82 courses into the matrix M, ordered by scholar terms.
In addition, we transformed the scores into grade 1-6 using the following piecewise function:

0 < x <60;
60 < x < 70;
70 < x < 80;
80 < x < 90;
90 < x < 100;

x = 100.

1n

N Ul = W N =

where x is the score in the grade record while y is its corresponding grade.

Responding toM € R882x15 we also removed the student and the course from NPU-S and NPU-C.
In all collected side descriptions, we selected 15 and 12 important features for NPU-S and NPU-C,
respectively, using teaching experience. Finally, we formulated them into matrices S, € R32*15 for
students and S, € R32%12 for courses.

5.4.2. Implementation Details

We here predict the student grade for each academic term, because of the usual stages at the
university. Hence, we used historical records as a training set to predict the grade in the next term.
That is, our model was trained on the records from the 1-th to the (t — 1)-th terms and was tested
on the t-th terms. Concretely, in the SGP tasks for the t-th term, we built k-nearest neighborhood
graph G, /G, on the side data of students and courses S, /S, respectively. Then, we learned the
latent features of student and course on training data using our model, followed by computing the
evaluation matrix Errl and Acc. We conduct this experiment on six data splits, where the sizes of
training sets and test sets are listed in Table 2.

Table 2. The size of training sets and test sets.

Academic Term Training Set  Test Set

1 17,425 3189
2 20,779 2043
3 22,821 2692
4 25,506 1473
5 26,949 2063
6 29,045 219

In order to compare with other methods for SGP, we conducted an experiment using MF (S.
Rendle, 2010 [46]), NMF (C.S. Hwang, et al., 2015 [22]), PMF (B. Jiang, et al. [47]), KNN ( N.C. Wong,
et al., 2019 [48]) and column mean (M. Sweeney, et al. [49]). Besides, we also implement SGP using
RMF-MM (Z. Lin, et al., 2018 [26]) and GRALS(N. Rao, et al. [29]). For each method, we selected the
optimal one from the wide range suggested by their related reports.

5.4.3. Experimental Result and Discussion

Figure 8a and Figure 8b show the prediction results from varying all six terms by various methods
in terms of Errl and Acc. From the curves and comparisons, we observe that: (1) as the semester
progresses, the prediction decreases in Errl and increases in accuracy rate; (2) both GRMF and GRALS
are better than other comparable methods; (3) GRMF is not only better than RMF but also outperforms
GRALS. (4) the prediction performance of colMean can be regarded as a base performance of SGP. Both
GRMF and GRALS can perform better than colMean over all the terms while other methods, including
the RMF-MM performance are worse than colmean in most cases.
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From these observations, we derive the following conclusions: (1) As the semester progresses,
we obtain more information about the student/course which is reflected in the better prediction
performance. (2) Side information data of student and course is helpful for SGP. (3) The combination
of the side information and the robust L, regularizers in our methods GRMF improves the prediction
performance effectively. (4) The methods using side information do perform well but other comparable
methods cannot handle the prediction task well in the real education context due to the complex
problem of real educational data. (5) Our proposed method outperforms traditional classification
methods and regression methods. (6) The proposed method GRMEF can achieve the accuracy of 65.4%
in the sixth term, which is more interesting than the other methods.

—6— GRMF GRALS [23] —6— GRMF GRALS [23]
12f —8— colMean [26] KNN-mean [33] 0.6 || —8— colMean [26] KNN-mean [33]
—&— RMF-MM [17] —$— NMF [9] © | —60— RMF-MM [17] —P— NWIF [9]
i —— MF [24] —H—PMF[11] —— \F [24) —e— PMF [11]
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Figure 8. The effects of the parameters of GRMF on the Errl and Acc.

6. Discussion and Conclusions

In this paper, we solve the student grade prediction (SGP) problem by proposing a novel matrix
factorization method that is dubbed GRMF. GRMF integrates the side information with the robust
objective function of matrix factorization, which can be effectively solved by the MM optimization
algorithm. The extensive experiments are conducted on movie data, image data, and our education
data for testing the performance on rate prediction, image recovery, and SGP. The evaluation results
by the used matrices show that GRMF can deliver a better performance than all compared methods.
In SGP, GRMF can achieve the highest accuracy of about 65.4%. However, it is still weak in our
challenging data. We will improve GRMF and try other fashionable methods to pursue a higher
accuracy, while boosting a personalized education.

In addition, a function f that maps from U and V to the grade matrix G could be used to achieve
a better prediction model, due to the gap between the predicted grade and the real grade. That is
because the noise is often caused by accidental events, like exam slipping and guessing. Our study has
this limitation on considering this noise in grade prediction. Adding this map f may help to obtain
more accurate results in the real-world environment. We leave this study for future work.
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Appendix A. Objective Minimization

Suppose that we already have obtained (Uy, Vi) after the kth iterations. We split (U, V) as the
sum of (Uy, Ug) and the unknown residue (AU, AV).

(U, V) = (U, Up) + (AU, AV) (A1)

In a similar way, the graph regularization of (6) can be rewritten as follows:

L(AU, AV ) = tr ((UT + AUT) H, (U+ AU))

(A2)
tr (VT AVT) Hy (V +AV))
With (7) and (8), our task is to minimize the following;:

min Hy (AU,AV) =

AUAV
. T

min | Wo (M~ (Ug+AU) (V] +4Vr)) |

AUAV (A3)

A
+ 2 (lU+aU 3+ v+av )

+%L(AU, AV)

Now our task is to find a small increment (AU, AV) such that the objective function keeps
decreasing. Inspired by [26], we try to relax (9) to a convex surrogate.
By using the triangular inequality of norms, we arrive at the following inequality:

Hy (AU, AV)
<|wo (M ~UV] - AUV] - UavT) |y

A (A4)
+5 (lu+aU R+ V+av})
+ %L (AU,AV) + | Wo AUAVT ||; .
Besides, we can introduce the following relaxation:
| Wo (auavT) |y
1 , 1 5 (A5)
< 5 1 AuBU [ 45 [ AAV [
For simplicity, we define Ji (AU, AV) as follows:
Jx (AU, AV)
—|wo (M ~ UV - AUV] - UavT) |y
(A6)

A
+5 (lu+aU R+ v+av3})

+ %L(AU, AV).
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Then we have the relaxed function of Hy (AU, AV). Our optimization problem can be recast as:

Fi (AU,AV) = J; (AU, AV)

1 2 1 ) (A7)
5 I ABU [ 45 || AotV [
Thus, our optimization problem (9) can be further rewritten as:
min_ || WOE |
E,AUAV
A s 1 5
+ (5 1U+8U I +5 [ At )
(A8)

A 1
+(5 IVHAV[F 45 | AAV [F)

+ %L(AU,AV)

st. M—UVI =E+AUV] +UavT,

where A,, A, are diagonal matrices.
We optimize the objective by the Linearized Alternating Direction Method with Parallel Splitting
and Adaptive Penalty (LADMPSAP) [45], as follows.

Appendix A.1. Updating E
Fixing other variables, updating E is equivalent to the following problem:

min | WOE |y + | E- E'+ ¥/ [} (A9)

where
Y =Y 4 B(E + AUV + UrAVIT — M+ U VD), (A10)

and 55@ = 1’]e‘Bi, e = 3L, + ¢, where 3 is the number of variables which have to be updated in
parallel, such as E, AU, and AV'. Specially, L, is the squared spectral norm of the linear mapping on
E, which is equal to 1, and ¢ is a small positive scalar. Then we update E by:

B = Wos, (B - Y/l +wo (B - ¥/6), (A11)
where S is the shrinkage operator [50]:
Se (x) = max(|x| —¢,0)sgn(x), (A12)
where W is the complement of W.
Appendix A.2. Updating AU
Updating AU is to solve the following problem:
LA 2
min 7 || Ug +4U |7
g T T 1 2
+5tr((Ug + AUDH, (Ui + 8U)) + 5 || AAU [[7) (A13)

s i iy 5012
+ % | AU =AU+ ¥V |7
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where 5,(]) = nuﬁi andn, = 3| Vi H% +e. Since all terms in (A13) is convex, (A13) is a convex

problem and its closed solution can be obtained by:
AUiJrl _
(ALy + aHy, + AT A +00T,) ! (A14)
(—=AUg — aUgH,, + o) AU — 6%V, /6,
where m can be found in the paper [26].
Appendix A.3. Updating AV
Similar to AU, updating AV can be achieved by:
AVZ'+1 _
(ALy + aHy + AT Ay + 601,) 1 (A15)
(=AVy — aViH, + o avi — 893U, /60y,
Appendix A.4. Updating Y and

We update Y and p as follows:

Yi+1 — Yi +ﬁi(Ei+1 +AUi+1V£

+ U AV VT — M), (A16)
B = min(B", 0p"), (A17)
where p is defined by:
, €
f= {‘02’ D{h(j';isel, (A18)
and

Q = ' max(/e|[ET" — E[p,
Vil [AUT — AU, (A19)
Vil [AVIFL — AVH[E)/|IM — UV -

In addition, the stopping criterion of iteration can be derived from KKT condition [45]:

B max(y/7e| [EF! — E|f,
Vil [AUT — AU,

. . (A20)
VIl |AVEL — AVH[p)/|[M = U VE ][
< g1,
Et — AUV — U AV(:‘H)TU vT
I i — Uk Vil (A21)

/HM*UkVEHF < €.

Finally, Algorithm A1 is here rewritten in details as follows:
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Algorithm A1 Graph Regularized Robust Matrix Factorization (GRMF) by Majorization Minimization

Input: M € R"™"™ g, and A

Output: Uand V

Method:
Initialize Ug and V) with using SVD on M; E = M — UpV{, and AU? = AV? = Y = 0. Besides,
po=15.ande=¢) =€y =e3=1e—5.

While not converged when we arrived [Uy, V], do
Lett=1and B0 =c (m + n)ey;
While (A20) and (A21) are not satisfied do

Update Ef by (A11);

Update AU and AV! via (A14) and (A15);
Update Y! by (A16);

Update ! by (A17);

t=t+1;

End while
Update U and V in parallel:

U1 = Up + AUy
Vi1 = Vi +AVy

Check the convergence coditions, if
Vi1 —Vik<e and Uiy — U <ez;
End while.
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Featured Application: Our results can be applied to identifying of students’ learning style
providing adaptation to e-learning systems.

Abstract: It is possible to classify students according to the manner they recognize, process, and store
information. This classification should be considered when developing adaptive e-learning systems.
It also creates a comprehension of the different styles students demonstrate while in the process
of learning, which can help adaptive e-learning systems offer advice and instructions to students,
teachers, administrators, and parents in order to optimize students’ learning processes. Moreover,
e-learning systems using computational and statistical algorithms to analyze students’ learning may
offer the opportunity to complement traditional learning evaluation methods with new ones based
on analytical intelligence. In this work, we propose a method based on deep multi-target prediction
algorithm using Felder-Silverman learning styles model to improve students’ learning evaluation
using feature selection, learning styles models, and multiple target classification. As a result, we
present a set of features and a model based on an artificial neural network to investigate the possibility
of improving the accuracy of automatic learning styles identification. The obtained results show that
learning styles allow adaptive e-learning systems to improve the learning processes of students.

Keywords: deep multi-target prediction; Felder-Silverman learning style; adaptive e-learning
systems; artificial neural network; deep learning

1. Introduction

According to Willingham [1], people are normally curious but are not naturally acceptable
masterminds; unless cognitive conditions are adequate, humans abstain from reasoning. This behavior
is attributed to three properties. To begin with, reasoning is used with moderation; human’s visual
system is proficient to instantly take in a complex scene, although it is not inclined to instantly solve
a puzzle. Additionally, reasoning is tiresome because it requires focus and concentration. Finally,
because we ordinarily make mistakes, reasoning is uncertain. In spite of these aspects, humans like to
think. Solving problems produces pleasure because there is an overlap between the brain’s areas and
chemicals that are important in learning and those related to the brain’s natural reward system [1].
Thus, adjusting a student’s cognitive style might help to improve the student’s reasoning capacity.

Moreover, according to Felder and Silverman [2], learning styles (a part of cognitive styles)
describe students’ preferences on how some subject is presented, how to work with that subject matter,
and how to internalize (acquire, process, and store) information [2]. According to Willingham [1],
students may have diverse preferences on how to learn. Thus, knowing a student’s learning style
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can help in finding the most suitable way to improve the learning process. There are some studies
which show that learning styles allow adaptive e-learning systems to improve the learning processes
of students [3-7].

We characterize learning as the procedure through which information is encoded and stored in
the long-term memory. For instance, customizing content to the learning styles of students is seen as
useful to learning in different ways, for example, improving fulfillment, increasing learning results,
and decreasing learning time [3]. Several research works in learning systems proposed that students’
learning improved when the instructor’s teaching style matched the learning style of the students [5].

According to Bernard et al. [5], there are several methods to classify learning styles. One of
the most known is the Felder-Silverman learning styles model (FSLSM). This model proposes four
dimensions to classify learning styles, with each dimension classified in an interval ranging from
0 to 11. The first dimension of this model is active/reflective, which determines if someone prefers
first experimenting with some subject and then reasoning about it (active) or reasoning first and
then experimenting on the subject (reflective). The second dimension is sensing/intuitive, which
determines if someone prefers touching things to learn (sensing) or observing things to induce
information (intuitive). The third dimension, visual/verbal, determines if someone prefers to see charts,
tables, and figures (visual) instead of reading or listening to texts (verbal), or the contrary. Finally,
the sequential/global dimension determines if someone prefers to get information in a successive
manner, learning step-by-step (sequential), or to get an outline of the information first and go into
detail afterwards, without a predefined sequence (global).

According to Willingham [1], the prediction of any learning styles theory is that a particular
teaching method might be good for some students but not so good for others. Therefore, it is possible
to take advantage of different types of learning. It is important to understand the difference between
learning ability and learning style. Learning ability is the capacity for or success in certain types of
thought (math, for example). In contrast to ability, learning style is the tendency to think in a particular
way, for example, thinking sequentially or holistically, which is independent of context [1]. There is
an enormous contrast between the popularity of learning styles in education and evidence of their
usefulness. According to Pashler [4], the reasonable utility of using learning styles to improve student
learning still needs to be demonstrated. However, in their study, Kolb and Kolb [6] examined recent
research advancements in experimental learning in higher education and analyzed how it can improve
students’ learning. In their studies they concluded that learning styles can be based on research
and clinical observation of learning styles” score patterns and applied throughout the educational
environment through an institutional development program.

As indicated by Willingham [1], psychologists have made a few approaches to test this learning
proposition, leading to some hypotheses. First, learning style is considered as stable within an
individual. In other words, if a student has a particular learning style, that style ought to be a stable
part of that student’s cognitive makeup. Second, learning style ought to be consequential; therefore,
using a specific learning style should have implications on the outcomes of the student’s learning.
Thus, learning styles theory must have the following three features: (1) a specific learning style
should be a stable characteristic of a person; (2) individuals with different styles should think and
learn differently; and (3) individuals with different styles do not, on average, differ in their ability.
Traditionally, learning styles are mainly measured through surveys and questionnaires, where students
are asked to self-evaluate their own behaviors. However, this approach presents some problems. First,
external interference can disturb the results during its application. Second, the outcomes are influenced
by the quality of the survey or questionnaire. Finally, different students may interpret questions in
different ways [5].

According to Bernard et al. [4], the characterization of learning styles is a problem that deals
with many descriptors and many outputs. The descriptors may arise from many sources, such as
logs, questionnaires, and databases. Moreover, the descriptors are usually associated with learning
objects, such as forums, contents, outlines, quizzes, self-assignments, examples, and other types of
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resources. The outputs are used to permit the comprehension of learning style resulting from a
combination of descriptors, which may indicate whether a student can be classified as active/reflective,
sensing/intuitive, visual/verbal, or sequential/global, based on his/her approach to recognize, process,
and store information. This problem is relevant because it is the first step to understand the cognitive
condition to improve learning using e-learning systems [5].

In this context, our research aims to investigate the use of computational intelligence (CI)
algorithms to analyze and improve the accuracy of autonomic approaches to identify learning style.
Our hypothesis is that if the learning style can be correctly identified using CI then the student’s
learning preference may also be predicted. Thus, we conducted this research to identify features that
may represent a student’s learning style based on massive information (big data) collected in a massive
open online course (MOOC) environment and use these features to classify these learning styles. We
also investigate whether a theory of learning style might be more suited to classification than others.
Finally, we investigate algorithms to overcome limitations found in contemporary works.

This paper is organized as follows: This first section presents basic considerations and justifications
for this work and defines its main objectives. Section 2 presents an overall review of the key topics
treated here and the main definitions upon which this work is based. Section 3 presents the main
concepts behind learning styles classification and describes the proposed model. Section 3 also presents
the data structures used to characterize the subjects, along with their materials and methods. Section 4
presents the results obtained from the data analysis and specifies recommendations to stakeholders. In
the last section, conclusions and future developments are presented.

2. Related Work and Concepts

According to Truong [7] and Normadhi [3], researchers have been searching for mechanisms to
automatically detect student’s learning styles based on different models. The process of automatic
learning style detection can be divided into three subproblems: (a) select a suitable learning model,
(b) select the descriptors and targets to represent a student’s online behavior (in a MOOC), and (c) select
the algorithm (and hyperparameters) which fit to the multi-target prediction issue. This procedure is
shown in Figure 1.

—{ a
_________________ Learning style
! model selection

l MOOC Student Behaviour

®
Descriptors

and targets < Data sources
selection

Using Learning Style
Questionnaire

Classification algorithm
development and .
evaluation

——=> Applications

Figure 1. The process to build a model for automatic detection of learning style [5]. In this paper,
we aim to investigate the steps a, b, and c. MOOC = massive open online course.
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As shown in Figure 1, to classify students’ learning styles, some researchers focused on the use of
algorithms while others focused on the application of this model using traditional methods, such as
questionnaires (dashed line). In this section, we compare papers that used these approaches.

2.1. Learning Styles Model Selection

According to Willingham [1], learning styles theory predicts that a particular teaching method may
be good for one person, but not good for another. Therefore, in order to optimize a student’s capacity
to learn we need to exploit these different methods of learning. As previously said, it is imperative to
comprehend the difference between learning ability and learning style. Learning ability is the capacity
for, or success in, certain types of subjects (math, for example). In contrast to ability, learning style is a
tendency to reason in a particular way, for example, sequentially or holistically. As already pointed out,
there is a differentiation between the popularity of learning styles approaches within education and the
lack of credible evidence for its utility. As indicated by Pashler [4], whether characterization of students’
learning styles has any reasonable utility has yet to be determined. However, an investigation by Kolb
and Kolb [6] examined ongoing advancements in the hypotheses and research on experiential learning
and explored how it can help improve learning in higher education. In addition, Kolb and Kolb
presumed that learning styles are based on both research and clinical observation of the patterns of
learning styles’ scores and can be applied throughout the educational environment by an institutional
development program.

Various components of learning styles have been researched, both conceptually and empirically [3].
In addition, numerous hypotheses and multiple taxonomies attempting to describe how people reason
and learn have been proposed, arranging individuals into distinct groups. Moreover, as indicated by
Omar et al. [8], different learning style instruments to research and pedagogical purposes have been
produced. From FSLSM theory, there are four dimensions that describe learning styles: processing,
perception, input, and understanding. According to Truong [7] and Normadhi [3], many researchers
developed automatic detection models based on the FSLSM, whose four dimensions are directly
derived from its four objectives—processing, perception, input, and understanding. The processing
dimension characterizes the active and reflective learners which are identified by their interest in
performing physical or theoretical activities. Active students are the individuals who prefer to work
in groups and perform numerous activities whereas reflective students prefer to work alone and
perform some exercises. The sensitive and the intuitive learners are characterized by the perception
dimension. Sensitive learners are those who are more attentive and careful and normally achieve their
goals with few trials, presenting a high rate of exercise completion and reaching high performance in
exams. On the other side, intuitive learners often become bored by details, show carelessness, and
only achieve their goals with several trials presenting a low rate of exercise completion and reaching
low performance in exams. The input measurement recognizes students by their inclination upon
the visual or the verbal content and processes when studying and participating in group activities.
Finally, the understanding dimension decides whether students incline towards the sequential or
global methodology on understanding subjects of study. Sequential students prefer to move toward
study and information in a sequential manner, similar to a road map, whereas global students prefer to
get an overview and afterward dive into details, attempting to comprehend specific points and link
that information with others [9].

To start the automatic learning style determination, the initial step is to choose a reasonable learning
styles model. Nowadays, more than 70 models have been proposed, with some overlapping in their
selection approaches. According to Truong [7], these models present some issues in terms of validity and
reliability, with most of them presenting similar performances. From these, the Felder-Silverman learning
styles model (FSLSM) is frequently used for automatic learning styles identification. Graf et al. [10]
presented three reasons to select the FSLSM: (a) it uses four dimensions, allowing for more detailed
classification; (b) it describes the preference to gather, process, and store information; and (c) it deals
with each dimension as a tendency instead of an absolute type. These dimensions can be seen as a
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continuum with one learning inclination on the extreme left and the other on the extreme right, as per
Saryar [11].

2.2. Descriptors and Target Selection

There are three primary sources of features that are recognized: log files, static information, and
other personalization sources. The potential sources of data and the corresponding characteristics can
be summarized as follows:

e  Log files: this source collects users’ behavior when they are interacting with MOOC. It is possible,
in this case, to obtain such information as the number of visits and the time spent in several
learning objects such as content, outlines, self-assessments, exercises, quizzes, forums, questions,
navigation, and examples [9,10,12-16].

e History and background data of users: these include information that is either static or slow
varying such as personal features (gender, age, etc.). They are rarely incorporated in programmed
classification, although past research indicated that these variables assume a fundamental role in
determining learning styles [7].

e  Other personalization sources: these may incorporate background knowledge, intelligent
capability, cognitive attributes (working memory capacity, learning skills, processing speed,
and reasoning capacity), study objectives, language, and motivation level, which, in some cases,
can be considered nearby with learning styles [7].

Regardless of the several predictors considered, none of the research addressed how different
attributes contribute to predicting learning styles. The finding of such comparisons can assume an
important role in improving the efficiency of different predictions.

2.3. Classification Algorithm Development and Evaluation

One of the most popular strategies used to classify and evaluate is the rule-based algorithm,
in which researchers interpret different styles, according to the hypotheses, into different statistical rules.
This method is used in Bayesian network and naive Bayes rules. Moreover, other algorithms such as
artificial neural network, ant colony optimization, particle swarm optimization, genetic algorithm, and
decision tree can also be applied for classification. Among these algorithms, the one that accomplishes
the optimal accuracy is artificial neural network (ANN) [5]. The common manner used to evaluate the
models is splitting the dataset into training and test sub-datasets [17].

2.4. Related Works

In a review paper, Truong [7] presents a study summarizing several works in an overview of
models used for learning styles classification. This paper analyzed 51 works, dividing learning style
classification into three subproblems. According to the author, the models can be categorized into those
that change over the time, those that change over situations, and those that do not change. In addition,
the utilization of learning styles provides instructors with a tool to comprehend their students. Truong
also shows that there is an association between learning styles and career choices. Based on this,
suggestions and direction to support profession path planning can be developed. The author also
divides the studies into those that only classify learning style and those that make predictions based on
descriptors provided by user behavior. This last one is used for personalization and recommendation
in e-learning systems.

In another survey paper, Normadhi et al. [3] stated that the techniques used to recognize personality
characteristics can be divided into three categories: (a) questionnaires, (b) computer-based detection,
and (c) both. Computer-based identification strategies are most often used to improve obtaining
personality trait data in a student profile by analyzing implicit user input. These techniques are
considered more accurate than the questionnaire techniques because they respond quickly to changes
in the learner’s personality characteristics. Computer-based recognition techniques can be categorized
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as machine learning, non-machine learning, and hybrid. Additionally, computer-based recognition
techniques can be important for new students since information is initially insufficient to construct
an appropriate student profile. In addition, the authors state that most researchers use personality
traits in the cognition learning domain category (62.82%), in the adaptive learning environment,
and in the model dimension, which are frequently used in the Felder-Silverman model (FSLSM).
The authors also claim that the results of identification techniques have a positive and large influence
on adaptive learning environments. For example, exploring observational assessment for adaptive
e-learning environments is especially relevant. Research that conducts experiments to compare the
effectiveness and efficiency of identification techniques is additionally highly encouraged. Finally,
future examinations ought to explore and investigate the strength and weaknesses of personality traits
that map into the learning object and materials selected [3].

Bernard et al. [5] investigated four computational intelligence algorithms (artificial neural network,
ant colony optimization, genetic algorithm, and particle swarm optimization) to improve the accuracy
of learning style detection. As a result, the authors achieved an average accuracy of 80% using artificial
neural network. The authors also pointed out the drawbacks of using questionnaires, such as (a) it is
assumed those learners are motivated to fill out the questionnaire; (b) they will fill it out fully (without
influence); and (c) they understand how they prefer to learn. The authors used the FSLSM and relevant
behavior descriptors from Graf et al. [10]. The authors also linked these descriptors with learning
styles indicating that each descriptor is associated with a learning style. These descriptors are based on
different types of learning objects including content, outlines, examples, exercises, self-assessment,
quizzes, and forums. These descriptors consider the time which a student spends on a certain type of
learning object (e.g., content_stay) and how often a student visits a certain type of learning object (e.g.,
content_visit). Moreover, questions were classified based on whether they are about concepts, if they
require details or a general view of knowledge, if they include graphics, or if they use text only. These
questions also deal with developing or interpreting solutions. Further, the authors presented metrics
to evaluate the results. The performance of the proposed approaches was measured using four metrics:
(a) SIM (similarity), (b) ACC (accuracy), (c) LACC (the lowest accuracy); and (d) % Match (percentage
of students identified with a reasonable accuracy).

Another original paper, Sheeba and Krishnan [9] proposed a way to deal with classifying students’
learning style based on their learning behavior. This approach is based on a decision tree classifier for
the development of significant rules which are required for accurately distinguishing learning styles.
This approach was experimented on 100 students for an online course created in the Moodle learning
management system (LMS). In this experiment the authors accomplished the average accuracy of 87%
in process, perception, and input dimension. The authors also presented two methods utilized for
automatic recognition of learning styles: data-driven and literature-based approaches. The data-driven
approach uses sample data to build a classifier that memorizes a learning style instrument. This
approach predominantly uses artificial intelligence (Al) classification algorithm which takes the learner
model as input and returns learners’ learning style preferences as output. The literature-based approach
utilizes simple rules to calculate learning styles from the quantity of matching hints. They used a
dataset from web log files containing all the behaviors that the learner performed in Moodle LMS.
These logs were automatically created when the students used the system. It records all the activities
of forums, chats, exercises, assignments, quizzes, exam delivery, and frequency of accessing course
materials [10].

Thus, our work aims to contribute to the papers analyzed here by proposing methods and
procedures to overcome the current limitations. Here we first identify that the descriptors of previous
studies are related with specific dimensions in the computational model. However, the psychological
model, FSLSM [2], does not follow the same approach. For example, a student visits a course outline,
activating the descriptor “outline_visit”, which can be interpreted as a unique feature of the perception
dimension (sensing/intuitive) [4,5]. Therefore, we investigate the interference of all the descriptors
in the four dimensions using a multiple classification technique. Second, the strategy of labeling the
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dataset is vague. The logs provided for MOOC do not label learning style, only the behavior. The
authors do not provide a clear method to label the dataset used in the training model [4,5]. Moreover,
they do not present common problems related to datasets, such as imbalanced datasets [18]. Third,
the context of dataset is not described in a comprehensible way. For example, the authors present the
information of students’ level (undergraduate students), however they do not indicate the average age,
type of course, duration of course, frequency, and results (pass/fail) [4,5]. Moreover, with respect to
computational intelligence techniques the authors do not provide an explicit strategy to overcome
overfitting problems, a strategy to achieve optimal parameters (such as number of hidden layers in
an artificial neural network), and a strategy to train and test the built models. Finally, there is a lack
of performance metrics, such as f-score, recall, precision, sensitivity, and others [4,5]. This harms the
possibility of comparing with related works (current and future) and does not present a different
analysis from the test results.

3. Materials and Methods

The manner of integrating learning styles into an adaptive e-learning system may be divided into
two essential areas: the build of a learning styles prediction model using online data (or the online
learning styles classification model) and the application of this built model to an adaptive e-learning
system. The development begins with choosing the learning styles model, for example, FSLSM. This is
followed by determining the data sources and the learning styles attributes, and classification algorithm
selections. After the evaluation, the suitable classification models and their outcomes are carried out
for specific factors of the adaptive e-learning system.

The first step to build a model based on a computational intelligence algorithm is to collect
and prepare a dataset. The students’ behavior was collected from an LMS (learning management
system) developed specifically for this experiment. The learning objects used were content, outlines,
self-assessments, exercises, quizzes, forums, questions, navigation, and examples. The behavior was
collected as described in Table 1. The 100 students graduated in Computer Science and enrolled in
a post-graduate program in Computer Science and Project Management. The 26 descriptors were
based on the Sheeba and Krishnan [9] and Bernad et al. [5] models. These descriptors were grouped
into nine learning objects which are presented to the student in an LMS course. The dataset was
composed of three types of measure: (a) “count”, which represents the number of times a student visits
a learning object; (b) “time”, which represents the time the student spends in a learning object; and (c)
“Boolean”, which represents the students’ results when responding to questions on a quiz. This record
was collected for 15 days, and to summarize all the results obtained by the students, each descriptor
was represented by the average of the students’ logs. The questions on the self-assessment quizzes
were categorized based on whether they are about facts or concepts, require knowledge about details
or overview knowledge, include graphics, charts or text only, and address building or interpreting
solutions. Table 1 shows the descriptors that were collected from the LMS. These descriptors also are
considered as independent variables to build our model.

The resulting dataset does not provide a description of a learning style for each student.
This information is necessary to train an algorithm based on supervised learning [5]. To overcome
this problem, we used the Felder-Silverman questionnaire, (the original questionnaire which we
used can be viewed at [19]) an adaptation to collect each student’s learning style. This questionnaire
classifies a student in FSLSM using four dimensions: (a) processing (active/reflective); (b) perception
(sensing/intuitive); (c) input (visual/verbal); and (d) understanding (sequential/global). This classification
is constructed defining a range for each dimension (for example, processing) from (-11:0) (active) to
(0:11) (reflective), and so forth. The dataset’s labels are shown in Table 2. These labels are also considered
as dependent variables in our model.
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Table 1. Descriptors of behavior collected from massive open online course (MOOC) (or
independent variables).

Learning Object Behavior Measure ! Description
Content content_visit Count Number of times that student visits a content
content_stay Time Time spent (in seconds) at content
Outline outline_stay Time Time spent (in seconds) at outline
outline_visit Count Number of times that student visits an outline
selfass_visit Count Number of times that student visits a self-assessment
Self-assessment selfass_stay Time Time spent (in seconds) at self-assessment
selfass_twice_wrong Boolean If student tests the self-assessment
Exercise exercise_visit Count Number of times that student visits an exercise
exercise_stay Time Time spent (in seconds) at exercise
Quiz quiz_stay_results Time Time spent (in seconds) at quiz result
quiz_revisions Count Number of times that student visits a quiz revision
forum_visit Count Number of times that student visits a forum
Forum forum_post Count Number of times that student posts a message in a forum
forum_stay Time Time spent (in seconds) at forum
ques_detail Time Time spent (in seconds) at questions details
ques_facts Time Time spent (in seconds) at questions from type facts
Questions ques_concepts Time Time spent (in seconds) at questions from type concept
ques_develop Time Time spent (in seconds) at questions from type facts
ques_graphics Time Time spent (in seconds) at questions from type graphics
ques_text Time Time spent (in seconds) at questions from type text
ques_overview Time Time spent (in seconds) at overview of questions
ques_interpret Time Time spent (in seconds) at questions from type interpret
navigation_skip Count Number of times that student skips navigation
Navigation navigation_overview_visit Count Number of times that student visits navigation overview
navigation_overview_stay Time Time spent (in seconds) at navigation
Example example_stay Time Time spent (in seconds) at example

! The time and count are the average of everything accessed from a student for 15 days. Range of count >0 and
range of time is from 0 to 120 s (this limit is because of session expiration time of MOOC).

Table 2. Labels of questionnaire (or dependent variables).

Dimension Variable Measure ! Description
Processing active_reflective Count Value of student from —11 (active) to 11 (reflective)
Perception sensing_intuitive Count Value of student from —11 (sensing) to 11 (intuitive)
Input visual_verbal Count Value of student from —11 (visual) to 11 (verbal)
Understanding  sequential_global Count Value of student from —11 (sequential) to 11 (global)

! The count is the result of Felder-Silverman’s questionnaire (0 values are not present).

The labels shown in Table 2 represent the students’ learning behavior in the FSLSM. In these cases,
the 0 values (or absence of preference) are not considered in labels because when a student fills out the
questionnaire, he/she needs to choose the options which represent a dimension. The overall working
flow for this process is shown in Figure 2, below.
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Figure 2. The process to build the dataset (independent and dependent variables). The questionnaire
was used to label the dataset for each student’s observation.

As shown in Figure 2, step 1 collects data from MOOC when a student interacts with a course.
Then, in step 2 the system fills out the questionnaire for this student. In step 3, the results from
the questionnaires based on the FSLSM are fed into a dataset. Finally, in step 4, the descriptors
(independent variables) and labels (dependent variables) are combined with the raw dataset to produce
an extended student classification dataset.

Since the dataset scale might be different for each student’s measure (count, time, and Boolean),
the next step to proceed with the dataset construction is to normalize the data to suitably compare
information among students. Neural networks can be used to normalize data in order to improve their
accuracy [5]. When analyzing two or more attributes it is often necessary to normalize the values of
the attributes (for example, content_stay and content_visit), especially in those cases where the values
are vastly different in scale. We use the range normalization [17] described in Equation (1):

’ Xi — min;{x;}

x; =
! max;{x;} — min;{x;}

@

After this transformation, the new attribute takes on values in the range (0, 1). Moreover, we
converted the range of each dimension (processing, perception, input, and understanding) from (-11:0)
and (0:11) to (0, 1). This transformation is required for two reasons: (a) the learning styles are a
tendency [2,4], thus, to represent a student as active/reflective, we used a binary variable (e.g., active or
reflective, instead of 11 times active or 11 times reflective) as a relaxation problem strategy, and (b) to
improve the accuracy of the algorithm to classify four outputs. This operation is shown in Equation (2).

IF (active_reflective < 0) {THEN active_reflective = true ELSE false}
IF (sensing_intuitive < 0) {THEN sensing_intuitive = true ELSE false}
IF (visual_verbal < 0) {THEN visual_verbal = true ELSE false}

IF (sequential_global < 0) {THEN sequential_global = true ELSE false}

@

In this case, each dimension receives TRUE to element at left and FALSE to element at right. For
example, if a student’s processing dimension is <0, then the student receives TRUE denoting that it is
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active. On the other hand, if a student’s processing dimension is >0, then the student receives FALSE,
denoting that it is reflective.

In addition, we investigate whether the dataset is imbalanced for each target. Imbalanced datasets
mean the instances of one class is larger than the instances of another class (for example, more sequential
rather than global in understanding dimension), where the majority and minority of class or classes
are taken as negative and positive, respectively [11]. Figure 3 shows the distribution of each target.

Dataset Targets Distribuition

Dimension
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(sequential_global) °
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 Dimension _| 459 : 55%
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Figure 3. The dataset’s target distribution of each dimension. The % of each student’s preferences are
represented, such a, sequential 42%, global 58%, visual 38%, verbal 62%, sensing 45%, intuitive 55%,
active 49%, and reflective 51%.

As shown in Figure 3, this dataset does not have imbalanced data for any of the targets. For each
dataset, the imbalance ratio (IR) is given by the division of the majority class by the minority class [18].
As a result, we obtained active_reflective (1.04), sensing_intuitive (1.22), visual_verbal (1.63), and
sequential_global (1.38).

The algorithm chosen for multi-target prediction was artificial neural network (ANN) for five
reasons: (a) there is evidence that this algorithm is better suited to solve learning style classification
problems [5]; (b) since many authors use this algorithm, we can compare our results with other
published ones [3]; (c) ANN works well with rather small datasets, which is important for this line of
research considering that typical datasets are rather small [17]; (d) the problem can be translated to
the network structure of an ANN; and (e) ANN allows multiple outputs analyzed at the same time.
Moreover, the ANN architecture we used is feedforward multilayer perceptron, which means a neural
network with one or more hidden layers [17,20].

The hidden layers act as feature detectors; as such, they play an important role in the operation of
a multilayer perceptron. As the learning process advances throughout the multilayer perceptron, step
by step the hidden neurons start to discover the features that describe the training data. They do so by
performing nonlinear processing on the input data and transforming them into a new space, called
the feature space. In this new space, the classes of interest in a pattern-classification task, for instance,
may be more easily separated from each other than they could in the original input data space. Indeed,
it is the creation of this feature space through supervised learning which distinguishes the multilayer
perceptron from perceptron. Literature suggests that the number of hidden layers should be between
log T (where T is the size of the training set) and 2x the number of inputs [17].

A popular approach for training multilayer perceptron is the back-propagation algorithm, which
incorporates the least mean squares (LMS) algorithm as a special case. The training proceeds in two
steps. In the first one, referred to as the forward phase, the synaptic weights of the network are
updated and the input signal is propagated through the network, layer by layer, until the output. As a
consequence, in this phase, adjustments are limited to the activation potentials and outputs of the
neurons in the network. (b) In the second one, called the backward phase, an error signal is produced
by evaluating the output of the network with an expected response. The resulting error signal is
propagated through the network, again layer by layer, but this time the propagation is performed in
the backward direction. In this second step, successive updates are made to the synaptic weights of
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the network. Calculation of the updates for the output layer is straightforward, but it is much more
difficult for the hidden layers [17].

The back-propagation algorithm affords an approximation to the trajectory in weight space
computed by the method of the stochastic gradient descent [17]. The smaller the value of the learning
rate parameter «, the smaller the changes to the synaptic weights in the network. Consequently, it will
be from the first iteration to the next in a smoother fashion during the trajectory in weight space. This
improvement, however, is attained at the cost of a slower rate of learning. The learning rates used
were between 0.01 and 0.1, in steps of 0.01, leading to the following values: (0.01, 0.02, 0.03, 0.04, 0.05,
0.06, 0.07, 0.08, 0.09, 0.1) [17].

A training set is one of labeled data (for example, if a student is active or reflective) providing
known information, which is used in supervised learning to build a classification or regression model.
The training dataset is used to train the model (weights and biases in the case of artificial neural
network) and then the model can see and learn from this data.

The model test is a critical but frequently underestimated part of model building and assessment.
After preprocessing the data, they are needed to build a model with the potential to accurately predict
further observations. If the built model completely fits the training data, it is probably not reliable after
deployment in the real world. This problem is called overfit and needs to be avoided. A common
manner on how to address the lack of an independent dataset for model evaluation is to reserve part of
the learning data for this purpose. The basis for analyzing classifier performance is a confusion matrix
(CF). This matrix describes how well a classifier can predict classes.

A typical cross validation technique is the k-fold cross validation. This method can be viewed as a
recurring holdout method (holdout method divides the original dataset in two subsets, training and
testing datasets). The whole data is divided into k equal subsets and each time a subset is assigned as a
test set, the others are used for training the model. Thus, each observation gets a chance to be in the test
and training sets; therefore, this method reduces the dependence of performance on test-training split
and decreases the variance of performance metrics. Further, the extreme case of k-fold cross validation
will occur when k is equal to the number of data points. It would mean that the predictive model is
trained over all the data points except by one, which takes the role of a test set. This method of leaving
one data point as a test set is known as leave-one-out cross validation (LOOCYV) [17]. This technique is
show in Figure 4.

test  train (all observations except one)

lteration 1 @D(020DQHOIOOQDOEI() (D Train
Iteration 2 O Test
Iteration 3
leration n

original dataset

Figure 4. Leave-one-out cross validation technique (LOOCYV). It is a special case of cross validation
where the number of folds equals the number of instances in the dataset [17].

As shown in Figure 4, each iteration leaves one observation to test and the others to train. Therefore,
the number of iterations is the number of observations in the dataset. The use of the leave-one-out
procedure allows the model to be tested with all observations and prevents us from wasting these
observations. This method was used to split the original dataset.

A classifier is evaluated based on performance metrics computed after the training process. In a
binary classification problem, a matrix presents the number of instances predicted by each of the four
possible outcomes: number of true positives (#IP), number of true negatives (#TN), number of false
positives (#FP), and number of false negatives (#FN). Most classifier performance metrics are derived

169



Appl. Sci. 2020, 10,1756

from the four values [21]. We used the following metrics in order to improve the accuracy of our model

(Equations (3)-(14)) [22].
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For binary problems, the sensitivity, specificity, positive predictive value, and negative predictive
value were calculated using the positive argument. The overall method is shown in Figure 5.
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Figure 5. The overall method for learning styles classification based on count and time descriptors and
targets. The behavior of the student is presented to the Multi Layer Perceptron (MLP) to train and get

the weights which explain the labeled dataset.

As shown in Figure 5, the behavior of the 100 students is presented to the Multi Layer Perceptron
(MLP) in order to train the neural network. The weight of each synapse (neuron connection) is obtained
and the result is compared to the expected outcome (Equations (3)—(14)). When the accuracy (shown in

170



Appl. Sci. 2020, 10,1756

Table 3) is optimal (i.e., without improvement during the training step), the neural network training
stops. The pseudocode that explains this method is presented below.

Pseudocode 1: The overall idea of method to learning style classification

accuracy = 0

variation = max

while(variation > 0.01){
present the subset of train and test to MLP
weights = weights — delta_weights + learning_rate
compare the predicted outcome to expected

variation = the diference of the predicted and expected

update accurary

Table 3. Metrics of each dimension.

Processing (Active_Reflective)

Perception (Sensing_Intuitive)

Accuracy: 0.85
95% CI: (0.2306, 0.6847)
No Information Rate: 0.6
p-Value (Acc > NIR) 1: 0.9435
Kappa: —-0.0784
Mcnemar’s Test p-Value: 0.5465
Sensitivity: 0.5000
Specificity: 0.4167
Pos Pred Value: 0.3636
Neg Pred Value: 0.5556
Prevalence: 0.4000
Detection Rate: 0.2000
Detection Prevalence: 0.5500
Balanced Accuracy: 0.4583
‘Positive’ Class: 1

Accuracy: 0.76
95% CI: (0.3605, 0.8088)
No Information Rate: 0.55
p-Value (Acc > NIR): 0.4143
Kappa: 0.1919
Mcnemar’s Test p-Value: 1.0000
Sensitivity: 0.5556
Specificity: 0.6364
Pos Pred Value: 0.5556
Neg Pred Value: 0.6364
Prevalence: 0.4500
Detection Rate: 0.2500
Detection Prevalence: 0.4500
Balanced Accuracy: 0.5960
‘Positive’ Class: 1

Input (Visual_Verbal)

Understanding (Sequential_Global)

Accuracy: 0.75
95% CI: (0.4078, 0.8461)
No Information Rate: 0.65
p-Value [(Acc > NIR): 0.601
Kappa: 0.2045
Mcnemar’s Test p-Value: 1.000
Sensitivity: 0.7692
Specificity: 0.4286
Pos Pred Value: 0.7143
Neg Pred Value: 0.5000
Prevalence: 0.6500
Detection Rate: 0.5000
Detection Prevalence: 0.7000
Balanced Accuracy: 0.5989
‘Positive’ Class: 1

Accuracy: 0.80
95% ClI: (0.1912, 0.6395)
No Information Rate: 0.65
p-Value (Acc > NIR): 0.9940
Kappa: —0.2371
Mcnemar’s Test p-Value: 0.7728
Sensitivity: 0.4615
Specificity: 0.2857
Pos Pred Value: 0.5455
Neg Pred Value: 0.2222
Prevalence: 0.6500
Detection Rate: 0.3000
Detection Prevalence: 0.5500
Balanced Accuracy: 0.3736
‘Positive’ Class: 1

I NIR and ACC represent, respectively, No Information Rate (NIR) and Accuracy (ACC).

As shown in Pseudocode 1 all the subsets (train and test) are presented to the MLP to train and
test. Accuracy is one of the metrics of Table 3 that is used to build the model, avoiding overfitting and

underfitting [17].
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4. Discussion

In this section, the results from the experiments are presented and discussed. We initially
investigated the aspects of three types of variables: (a) count descriptors, (b) time descriptors, and (c)
target descriptors where, this last one is of type count. There were no outliers found in the dataset.
The median of the type count descriptors was around four accesses by the element (content_visit,
outline_visit, etc.), as shown in Figure 4. The time descriptors define the time spent in each element
(content_stay, outline_stay, etc.). The zero (0) value represents that the element had no access.
The median time spent in type time was around 60 s and there was restriction that limited access at
120 s because of a time session limit. Finally, the target variables’ median was around 0, which express
the balanced learning styles dataset in each dimension (input, processing, perceive, and store), which
means that the students are about evenly distributed between active and reflexive classes. These values
are shown in Figure 6.

Descriptor Count Variables
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Figure 6. Box plot analysis of dataset (count and time descriptors and targets). There is a limitation to
the time descriptor by 120 s and count by 10 times.

We also explored the frequency from each preference dimension before target transformation
into binary variables (Equation (2)). As a result, we obtained the students’ learning styles for each
dimension. The dimensions active_reflective, sensing_intuitive, and sequential_global presented an
approximately uniform distribution; however, the visual_verbal dimension presented a concentration
close to —5, which represents a preference by the students to acquire visual information. Figure 7
shows this analysis.

We also investigated the possibility of using the dataset to identify students” preferences. If,
for example, a determined set of attributes represents one of the four learning dimensions, these
attributes may help in the dimensionality reduction and improve classifier precision [7,16]. The groups
were investigated using the k-means algorithm to identify natural clusters in dataset. The k-means
algorithm was used with k = {2, 3,4, 5}. As a result, we obtained clusters with two and three groups
with low overlap. By using a number of groups up to three, the resulting clusters overlapped. These
results are shown in Figure 8.
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Figure 8. Natural clusters in dataset using k-means (with k = {2, 3, 4, 5}). No natural cluster was
identified and, therefore, the classes are not linearly separated.

Additionally, another analytics technique, known as principal component analysis (PCA),
was applied to investigate other relevant attributes or correlations and whether targets, of each
dimension, might be explained by some descriptor (count and time). This is an important issue for
dimensionality reduction in order to improve accuracy and reduce the cost of the model build [20].
These results are shown in Figure 9.

The dataset is balanced for the dimensions perceive, processing, and store, and presents some
variation in the dimension input. In addition, there is not a predominant descriptor, making it possible
to use all descriptors for the model construction.
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Figure 9. Principal component analysis (PCA) of each dimension, processing, perception, input, and
understanding, respectively.

We may identify the onset of overfitting through the use of leave-one-out (special case of k-fold
cross validation), for which the training data are split into an estimation subset and a validation subset.
The estimation subset of examples is used to train the network in the usual way, except for a minor
modification; the training session is stopped periodically (i.e., every so many epochs), and the network
is tested on the validation subset after each period of training.

In our procedure, we varied the numbers of hidden layers for each model to determine a suitable
number and provide the optimal result. The best model built presents two hidden layers, 26 neurons
of input, and four neurons of output. The resulting model is shown in Figure 10.

This model evaluates all descriptors, simultaneously providing the students’ classification in each
learning dimension. This is a multi-target prediction algorithm [19]. Equations (4)-(14) were used to
evaluate the model. We used the confusion matrix (CF) [17] to classify the predictions. The results of
each dimension are shown in Table 3.

The best model built achieved 85%, 76%, 75%, and 80% accuracy in each target attribute,
active_reflective, sensing_intuitive, visual_verbal, and sequential_global, respectively. These results
are better than the results presented by Bernard et al. [5] (80%, 74%, 72%, and 82% in the same order)
except for sequential_global, and simultaneously deal with all descriptors and targets instead of one at
a time; we generated one model while Bernard et al. [5] generated four models to solve the problem.
Moreover, we provided many performance metrics for each dimension to support further research to
compare and improve their results (Table 3). In addition, we investigated the CF using area under the
curve (AUC) and receiver operating characteristics (ROC). For each target the results were superior to
Bernard et al. [5]. Figure 11 shows these results.

174



Appl. Sci. 2020, 10,1756

outline_stay

outline_visit .
seffass visit
setass stay
selfass_twice wrong

exercise_visit .

exercise_stay

uiz_stay_results

quiz revisions
forum_visit "

forum_post

forum_stay

ques_detail

ques_facts

ques_concepts .
ques_develop

ques_graphics

ques_text .
ques_overview .

ques_interpret
navigation_ski

navigation_overview_visit

navigation_overview_stay

example_stay

v
‘
\
B
:
s
by
B
b3
s
s
s
03
23
3

4

sequential_global

Figure 10. The built model with 2 hidden layers, 26 neurons of input, and 4 neurons of output.

active_reflective

Predicted Classe

Observed Classe

visual_verbal

Predicted Classe

Observed Classe

(a)

Predicted Classe

Predicted Classe

sensing_intuitive

sens

00 02 04 06 08 10

active_reflective

sensing_intuitive

L

sens

00 02 04 06 08 1.0

Observed Classe

sequential_global

Observed Classe

sens

00 02 04 06 08 1.0

00 02 04 06 08 10 00 02 04 06 08 10
1-spec 1-spec
visual_verbal sequential_global

— o
2
=

T T T T T T s 4 T T T T T

00 02 04 06 08 10 00 02 04 06 08 10
1-spec 1-spec

Figure 11. The receiver operating characteristics (ROC) analysis of each confusion matrix dimension
that illustrates the diagnostic ability of the binary classifier system as its discrimination threshold is
varied. (a) Represents the individual confusion matrix and (b) represents the individual ROC curve.

All metrics indicated that the model might be a method to automatically classify a student in a
MOOC environment. The relation between descriptors improves the accuracy (as show in specificity
and sensitivity from Table 3). Moreover, multi-target prediction (MTP) is a class of algorithms used
with the simultaneous prediction of multiple target variables of diverse types, and the model using
the Felder-Silverman procedure is by far, the most popular theory applied in adaptive e-learning
system [5]. Meanwhile, from another point of view, the accuracy (and other performance metrics) of
the outcomes using the proposed approach could be further improved by the use of a big dataset.
Another limitation of the current research is that the results of the experiments were only tested on
a platform with a specific subject (computer science and project management). The consistency of
performance needs to be tested when it runs with different learning management systems and/or other
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online courses (for example, administration, economics, and so forth). Our future work will involve
further exploration of the performance metrics and practical implications in different environments.

5. Conclusions and Further Development

This paper presents an automatic approach to identify learning styles of student behavior in a
MOOC using a Computer Intelligent Algorithm (CIA) called deep artificial neural network (ANN).
Assessment with the data of 100 students was performed, demonstrating the overall accuracy of
the approach for each of the four Felder-Silverman learning styles model (FSLSM) learning style
dimensions. It can be observed from the results obtained that this approach may be used to identify
students’ learning style based on their behavior in MOOC. This approach reduces the noise of
questionnaires [3-5], allows classification when necessary to check if the style has changed over time [1],
and allows data to be stored for future use.

Thus, by identifying students’ learning styles, adaptive learning systems can use this information
to provide more accurate personalization, leading to improved satisfaction and reduced learning
time [3]. In addition, students can directly benefit from the more accurate identification of the learning
styles, being able to leverage their strengths in relation to learning styles and understanding their
weaknesses. In addition, teachers can use this learning style information to provide students with
more accurate advice, which, as pointed out before, becomes more useful for students as learning style
identification becomes more accurate as well. Moreover, students with similar learning styles may
work together in the same classroom to improve their learning experience and help the teachers with
their methods. Additionally, other stakeholders in the education ecosystem, such as parents, teachers,
and administrators, can make use of such an approach to improve education in general [2,21].

Suggestions to further works may include the practical application of this approach through
MOOC plug-ins. Different algorithms can be tested by comparing their results with works of the
artificial neural network, since this work presents reference values based on the confusion matrix that
can be replicated to other algorithms. Social issues can also be investigated to identify whether they
influence learning styles. Concept drift (CD) should be investigated to identify if the target variables
modify over time and compare the results to learning process questionnaires (LPQs). Finally, we may
investigate how learning styles work in the propagation of information in networks based on complex
networks [17]. This is an important topic, with great impact in real-world applications because it is a
base to recommendation systems, and may be used to improve students’ learning processes.
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Abstract: Transferring knowledge from one domain to another has gained a lot of attention among
scientists in recent years. Transfer learning is a machine learning approach aiming to exploit the
knowledge retrieved from one problem for improving the predictive performance of a learning model
for a different but related problem. This is particularly the case when there is a lack of data regarding
a problem, but there is plenty of data about another related one. To this end, the present study intends
to investigate the effectiveness of transfer learning from deep neural networks for the task of students’
performance prediction in higher education. Since building predictive models in the Educational Data
Mining field through transfer learning methods has been poorly studied so far, we consider this study
as an important step in this direction. Therefore, a plethora of experiments were conducted based on
data originating from five compulsory courses of two undergraduate programs. The experimental
results demonstrate that the prognosis of students at risk of failure can be achieved with satisfactory
accuracy in most cases, provided that datasets of students who have attended other related courses
are available.

Keywords: transfer learning; deep learning; educational data mining; student performance prediction

1. Introduction

Transferring knowledge from one domain to another has gained a lot of attention among scientists
in the past few years. Consider the task of predicting student performance (pass/fail) in higher
education courses. According to the traditional supervised learning approach, a sufficient amount of
training data, regarding a specific course Cy, is required for building an accurate predictive model
which is subsequently used for making predictions on testing data derived from the same course. If the
testing dataset is derived from a different course, Cp, sharing some common characteristics with course
Ca (hereinafter referred to as related or similar courses), then transfer learning is the appropriate
machine learning methodology for building accurate learning models in a more efficient manner, since
it could contribute to the improvement of the predictive performance of the target domain model
(course Cp) exploiting the knowledge of the source domain (course C,4) [1]. In a nutshell, a learning
model is trained for a specific task using data derived from a source domain and, subsequently, it is
reused for another similar task in the same domain or the same task in a different domain (target
domain) [2,3]. More generally, when we lack information about a problem, we could train a learning
model for a related problem, for which there is plenty of information, and apply it to the existing one.

Transfer learning is currently gaining popularity in deep learning [4]. Not long ago, it was claimed
as the second “driver of machine learning commercial success”, whereas supervised learning was
the first one [5]. Pre-trained deep networks, usually trained on large datasets and thus requiring
significant computation time and resources, are employed as the starting point for other machine
learning problems due to their ability to be repurposed either for a new or for a similar task. Therefore,
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these networks could support complex problems in a more efficient way, since they can decrease the
training time for building a new learning model and finally improve its generalization performance [6].

In recent years, several types of Learning Management Systems (LMSs) have been successfully
adopted by universities and higher education institutions, recording a variety of student learning
features and gathering huge amounts of educational data. Educational Data Mining (EDM) is a
fast-growing scientific field offering the potential to analyze these data and harness valuable knowledge
from them. To this end, a plethora of predictive algorithms have been effectively applied in educational
contexts for solving a wide range of problems [7]. However, building predictive models in the EDM
field through transfer learning methods has been poorly studied so far. Therefore, the main question
in the present study is whether a predictive model trained on a past course would perform well on a
new one. Boyer and Veeramachaneni observe that courses (a) might evolve over time in a dissimilar
way, even if they are not much different in terms of context and structure, (b) are populated with
different students and instructors, and (c) might have features that cannot be transferred (e.g., a feature
defined on a specific learning resource which is not available on another course) [8]. In addition,
the complexity of LMSs as well as the course design have a significant impact on the course progress
during the semester [9]. Therefore, there may be problems where transfer learning might not reflect
the anticipating results, showing some uncertainty about the predictive accuracy of the newly created
learning model [10].

In this context, the present study aims to propose a transfer learning methodology for predicting
student performance in higher education, a task that has been extensively studied in the field of EDM
through traditional supervised methods. To this purpose, we exploit a set of five datasets corresponding
to five undergraduate courses, each one lasting one semester, all supported by a Moodle platform.
Initially, we form all the unique pairs of datasets (twenty pairs in total) matching the features of the
paired courses one by one and generating new features if necessary. Next, a deep network model is
trained by using the dataset of the first course and, subsequently, it is applied on the dataset of the
second course for further training after a predefined number of epochs. Deep networks have been
successfully applied in the EDM field for solving important educational problems, such as predicting
student performance [11-14], dropout [15-17], or automatic feature extraction [18]. The main objective
is to discover whether transfer learning accelerates training and improves the predictive performance
utilizing the potential of deep neural networks in the EDM field. On this basis, we hope to provide a
useful contribution for researchers.

The remainder of this paper is organized as follows. In the next section, we discuss the transfer
learning approach, while in Section 3 we present an overview of some related studies in the EDM field.
The research goal, together with an analysis of the datasets and description of the proposed transfer
learning method, is set in Section 4. The experimental results are presented in Section 5, while Section 6
discusses the research findings. Finally, Section 7 summarizes the study, considering some thoughts
for future work.

2. The Transfer Learning Approach

The traditional supervised learning methods exploit labeled data to obtain predictive models in
the most efficient way. Let us consider the task of predicting whether a student is going to successfully
pass or fail the examinations of an undergraduate course C4. In this case, the training and the testing
set are both derived from the same domain (course). The training set is used to build a learning model
h by means of a classification algorithm (e.g., a deep network) and subsequently it is applied on the
testing set for evaluating its predictive performance (Figure 1a). Some key requirements for achieving
high performance models are the quality and sufficiency of the training data which are, unfortunately,
not always easy to meet in real world problems. In addition, the direct implementation of model i
for a different course Cp or a new task (e.g., predicting whether a student is going to drop out of the
course) seems rather difficult. The existing model does not have the ability to generalize well to data
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coming from a different distribution, while, at the same time, it is not applicable, since the class labels
of the two tasks are different.

Source Target
Course A Course B Course Course
Model f, Model #, Knowledge Model #

(a) (b)

Figure 1. The traditional machine learning process (a), the transfer learning process (b).

Contrasting these methods, knowledge transfer or transfer learning intends to improve the
performance of learning and provide efficient models in cases where data sources are limited or difficult
and expensive to acquire [1,2], primarily due to their generalization ability to heterogeneous data
(i.e., data from different domains, tasks and distributions [19]). Transfer learning might help us to
train a predictive model / based on data derived from course C4 (source course) and apply it on data
derived from a different but related course Cp (target course), which are not sufficient to train a model,
for predicting the performance of a student. This indeed, is the aim of transfer learning: transfer the
knowledge acquired from course C4 to course Cp and improve the predictive performance of model i
(Figure 1b) instead of developing a totally new model, on the basis that both datasets should share
some common attributes (i.e., common characteristics of students, such as their academic achievements
or interactions within an LMS).

More formally, the transfer learning problem is defined as follows [1,20]:

A domain D is formed by a feature space X and a marginal probability distribution P(X), where
X = {x1,x2,...,x,} € X. Alearning task 7 is formed by a label space Y and an objective predicted
function f(-). The function f can be also written as P( y|x) , representing the conditional probability
distribution of label y given a new instance x. P(y|x) is learned from the training data {X, Y}. Given a
source domain Dg = {Xg, Ps(X)}, its corresponding learning task 75 = {Ys, fs(-)}, a target domain
Dr = {X1,Ps(X)} and its corresponding learning task 71 = {Yr, fr(:)}, the purpose of transfer
learning is to obtain an improved target predictive function fr(-) by using the knowledge in Dg and
Ts, where Ds # Dr and Ts # T1. The fact that Ds # Dy means that either Xs # X1 or P(Xs) # P(X7),
where Xs, € Xs and X1, € X7. Similarly, the fact that 75 # 71 means that either Ys # Yt or fs(-) # fr(-).

The inequalities contained in the definition form four different transfer learning settings:

e Xg # Xr: the feature space of the source and target domain are different. For example, the courses
have different structure and context;

e P(Xs) # P(Xr): the marginal probability distribution of the source and target domain are different.
For example, the same courses offered by different departments or the same course offered in
different years by the same department, thus consisting of different students;

e Yg # Vr: the label spaces of the source and target task are different (this setting usually occurs
with setting four). For example, the source domain has two classes (e.g., {pass, fail}) and the target
domain has six classes (e.g., {A, B, C, D, E, F});

e fs(-) # fr(): the conditional probability distributions of the source and target tasks are different.
For example, the source and target courses are very unbalanced in relation to the defined classes.

Based on the above definition and conditions, three types of transfer learning settings are
identified [1,8,18,21]: inductive transfer learning, transductive transfer learning and unsupervised
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transfer learning. In inductive transfer learning, the source domain is different but related to the target
domain (Dg # Dr) regardless of the relationship between the tasks. In transductive transfer learning,
both source and target task are the same (75 = 7r), while the domains are different (Dg # Dr).
Finally, in unsupervised transfer learning, the tasks are different (75 # 77), while both datasets do not
contain labels. The latter type is intended for clustering and dimensionality reduction tasks.

3. Related Work

Predicting students’ learning outcomes is considered one of the major tasks of the EDM field [22].
This is demonstrated by a great number of significant studies which put emphasis on the development
and implementation of data mining methods and machine algorithms for resolving a plethora of
predictive problems [23]. These problems are mainly intended to predict the future value of an
attribute (e.g., students’ grades, academic performance, dropout, etc.) based on a set of input attributes
that describe a student. One typical problem is to detect whether a student is going to successfully
pass or fail a course by the end of a semester based on his/her activity on the LMS, as in this study.
The successful and accurate detection of students at risk of failure is of vital importance for educational
institutions, since remedial measures and intervention strategies could be applied to support low
performers and enhance their overall learning performance [24]. It is therefore necessary to build very
accurate and robust learning models. Transfer learning could contribute to improving these models,
since prior knowledge regarding a specific task could be useful to another similar task. Transfer
learning is an approach which has still not been sufficiently examined in the field of EDM, as evidenced
by the study of the current literature. To the best of our knowledge, there are few studies focusing
on resolving prediction problems through transferring learning models from one domain to another,
although this prospect is appealing. These studies indicate that building models based on a particular
course and them applying to a new one (different but somehow related) is a rather complex task, which,
unfortunately, does not always reflect the anticipating outcomes [10]. A list of some notable works
regarding transfer learning in the EDM field are presented in the following paragraphs.

Ding et al. investigated the transferability of dropout prediction across Massive Online Open
Courses (MOOCs) [9]. Therefore, they presented two variations of transfer learning based on
autoencoders: (a) using the transductive principal component analysis, and (b) adding a correlation
alignment loss term. The input data were click-stream log events of mixtures of similar and
dissimilar courses. The proposed transfer learning methods proved to be quite effective for improving
the dropout prediction, in terms of Area Under Curve (AUC) scores, compared to the baseline method.
In a similar study, Vitiello et al. [25] examined how models trained on a MOOC system could be
transferred to another. Therefore, they built a unified model allowing the early prediction of dropout
students across two different systems. At first, the authors confirmed significant differences between
the two systems, such as the number of active students and the structure of courses. After that,
they defined a set of features based on the event logs of the two systems. Overall, three dropout
prediction experiments were conducted: one for each separate system, one where each system applied
a learning model built on the other system and one where the dataset contained data from both systems.
The accuracy measure was above the baseline threshold (0.5) in most cases.

The method put forward by Hunt et al. [26] examined the effectiveness of TrAdaBoost, an extended
AdaBoost version in the transfer learning framework, for predicting students” graduation rates in
undergraduate programs. The dataset was based on a set of academic and demographic features
(152 features in total) regarding 7637 students of different departments. Two separate experiments were
conducted, each time using specific data for the training set. In the first experiment, the training set
comprised all students apart from those studying engineering, while in the second one, the training set
comprised all students that were suspended on academic warnings. The experimental results showed
that the TrAdaBoost method recorded the smallest error in both cases. In the same context, Boyer and
Veeramachaneni suggested two different approaches for predicting student dropout taking into account
the selection method of the training data and how to make use of past courses information [8].
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Therefore, several tests were performed using either all available information for a learner or a fixed
subset of them. In addition, two different scenarios were formulated: inductive and transductive
transfer learning. The experimental results indicated that the produced learning models did not always
perform as intended. Very recently, Tri, Chau and Phung [27] proposed a transfer learning algorithm,
named CombinedTL, for the identification of failure-prone students. Therefore, they combined a
case-based reasoning framework and four instance-based transfer learning algorithms (MultiSource,
TrAdaboost, TrAdaboost, and TransferBoost). The experimental results showed that the proposed
method outperformed the single instance-based transfer learning algorithms. In addition, the authors
compared the CombinedTL with typical case retrieval methods (k-NN and C4.5), experimenting with
a varying number of target instances, finding that the performance of the proposed method was
improved as the number of target instances was increased.

The notion of domain adaptation is highly associated with transfer learning. Zeng et al. [28]
proposed a self-training algorithm (DiAd) which adjusts a classifier trained on the source domain to
the target domain based on the most confident examples of the target domain and the most dissimilar
examples of the source domain. Moreover, the classifier is adjusted to the new domain without
using any labeled examples. Very recently, Lopez-Zambrano et al. [29] investigated the portability
of learning models based on Moodle log data regarding the courses of different universities. The
authors explored whether the grouping of similar courses (i.e., similarity level of learning activities)
influence the portability of the prediction models. The experimental results showed that models based
on discretized datasets obtained better portability than those based on numerical ones.

4. Research Methodology

4.1. Research Goal

The main purpose of our study is to evaluate the effectiveness of transfer learning methods in the
EDM field. More specifically, we investigate whether a deep learning model that has been trained
using student data from one course can be repurposed for other related courses. Deep neural networks
are represented by a number of connecting weights between the layers. During the training process,
these weights are adjusted in order to minimize the error of the expected output. Therefore, the
main notion behind the suggested transfer learning approach is to initialize a deep network using the
pre-tuned weights from a similar course. Two main research questions guide our research:

(1) Can the weights of a deep learning model trained on a specific course be used as the starting
point for a model of another related course?

(2) Will the pre-trained model reduce the training effort for the deep model of the second course?

4.2. Data Analysis

In the present study, we selected data regarding five compulsory courses of two undergraduate
programs offered by the Aristotle University of Thessaloniki in Greece. More precisely, three courses
(Physical Chemistry I (Spring 2018) and Analytical Chemistry Laboratory (Spring 2018, Spring 2019))
were offered by the department of Chemical Engineering, while two courses (Physics III (Spring
2018, Spring 2019)) were offered by the department of Physics. Table 1 provides detailed information
regarding the gender and target class distribution of the five courses.

Table 1. Gender and target class distribution of the courses.

Course Female Male Pass Fail
C1: Physical Chemistry I (Spring 2018) 122 43.3% 160 56.8% 134 475% 148 52.5%
C2: Physics III (Spring 2018) 90 50.0% 90 50.0% 74 41.1% 106 56.9%
C3: Analytical Chemistry Lab (Spring 2018) 57 48.2% 72 55.8% 105 81.4% 24 18.6%
C4: Physics III (Spring 2019) 80 50.6% 78 49.4% 68 43.0% 90 57.0%

C5: Analytical Chemistry Lab (Spring 2019) 61 52.1% 56 47.9% 100 85.5% 17 14.5%
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Each course was supported by an online LMS, embedding a plethora of resources and activities.
The course pages were organized into topic sections containing the learning material in the form of
web pages, document files and/or URLs, while the default announcements forum was enabled for
each course allowing students to post threads and communicate with colleagues and tutors. Each
course required the submission of several assignments, which were evaluated on a grading scale from
zero to 10. All sections were available to the students until the end of the semester, while the course
final grade corresponded to the weighted average of the marks of all submitted assignments and the
finishing exam. Note that successful completion of the course required a minimum grade of five.

For the purpose of our study, the collected datasets comprised six different types of learning
resources: forums, pages, recourses, folders, URLs and assignments (Table 2). For example, course Cq
was associated with one forum, seven pages, 17 resources, two folders and eight assignments, three of
which were compulsory. Regarding the forum module, we recorded the total number of views for each
student. We also recorded the total number of times students accessed a page, a resource, a folder
or a URL. Moreover, two counters were embedded in the course LMS, aggregating the number of
student views (course total views) as well as the number of every type of recorded activity for a student
(course total activity). Learning activities that were not accessed by students were not included in the
experiments, while a student who did not access a learning activity was marked with a zero score.
Finally, a custom Moodle plugin was developed, enabling the creation of the five datasets [30].

Table 2. Features extracted from students’ low-level interaction logs.

Learning Resources C G C3 Cy Cs Description Possible Values
Forum 1 1 1 1 1
Page 7 6 2 2 0
Recourse 17 15 4 12 10 Total number of times a PP

Folder 2 0 17 12 0 student accessed the resource O or positive integer
Url 0 0 1 1 0
Assignments 8 9 8 8 9

Submitted Assignments 3 9 8 8 9 Student Grades [0, 10] decimal

It is worth noting that there were certain differences among the five courses (Tables 1 and 2).
At first, they were offered by different departments (Physics and Chemical Engineering) and they had
different format and content. Although courses Cy, C4 and C3, Cs encompassed the same topic—that
is, Physics and Chemistry, respectively—their content varied depending on the academic year of study.
In addition, courses C1, Cp, C4 were theoretical (Physical Chemistry and Physics), while C3, Cs were
laboratory courses (Analytical Chemistry Lab). Moreover, each course required the submission
of a different number of assignments. Finally, it should be noted that different students attended
these courses.

4.3. The Proposed Transfer Learning Approach

The present study intends to address the problem of transferring knowledge across different
undergraduate courses. Hence, we employed a simple deep neural network architecture, comprised
four layers: an input layer, two hidden dense layers and an output one. The input layer consists of
input units corresponding to each one of the dataset input features (Table 3). The first hidden layer
has 12 hidden units and the second one has eight. Both dense layers use the Relu activation function.
Finally, the output layer consists of a single neuron employing the sigmoid activation function and the
binary cross entropy loss function for predicting the output class (pass or fail).

The experimental procedure was divided into three distinct phases (Figure 2). In the first phase,
we constructed all the unique pairs of courses that could be formed (ten pairs of courses in total).
Each time, the related datasets were rebuilt to share a common set of features. For each pair of courses,
we made use of the following notation:

{C.Ci} i,jel1,2,3,4,5, i#]. 1)
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Table 3. Features of the paired datasets.

{C1,Co} {C1,C3) {C1,Cqb {C1,C5) {Co,C3b {Co, Gy} {Co,Csb {C5,Cq} {C3,C5b {Cy,Cs}

Forum views 1 1 1 1 1 1 1 1 1 1
Page views 7 7 8 7 0 0 2 0 2 2
Recourse views 17 17 17 17 11 11 11 10 12 12
Folder views 2 2 0 2 12 0 12 13 12 12
URL views 0 0 0 1 0 0 1 1 1 1
Assignments views 13 8 9 8 9 9
Submitted Assignments 8 8 9 8 8 9 8 9 8 9
Total views 1 1 1 1 1 1 1 1 1 1
Total activity 1 1 1 1 1 1 1 1 1 1
Gender 1 1 1 1 1 1 1 1 1 1
Total Number of Features 51 46 47 47 44 33 47 46 47 49
)
transfer L
learning .“1:5
evaluation ‘e
P ) S
( s
source course target course Baseline a5
features’ features’ evaluation fit model 3%
5 2
save latest
best model
common feature source
representation fit model fit model course model load
weights weights
source course target course source course target course target course
features features features’ features’ features
N Step 1 J \. step 2 / \ Step 3 J

Figure 2. The three-step process of the proposed method.

In order to create a common set of features for each pair of courses, we matched features of the
first course to related features of the second course one by one. Among the common features were
the gender as well as the course total activity and course total views counters. Therefore, the first
assignment of the first course was matched with the first assignment of the second course, the second
assignment of the first course was matched with the second assignment of the second course and
so forth, while the same procedure was followed for all the six types of resources. In cases where
a matching feature was not found, a new feature was created, with zero values for each instance.
For example, the C; course contained features related to seven page resources, whereas the C, course
contained features related to six page resources (Table 2). Finally, the new {C;, C>} pair of datasets
contained seven features regarding the page resources, since a new empty feature was created and
added in the C; course dataset, thus matching to the seventh feature of the C; course (Table 3).

The second phase refers to the training process of the two supporting deep networks. The first
one was trained on the new source course C; in order to extract its adjusted weights, while the second
one was trained on the new target course C i in order to calculate the baseline evaluation. In both cases,
we calculated the accuracy metric, which corresponds to the percentage of correctly classified instances,
while the models were trained for 150 epochs. In addition, the 10-fold cross validation resampling
procedure was adopted for evaluating the overall performance of the deep network models.

The third phase was the most fundamental, since it implemented the transfer learning strategy.
The deep model of the target course was fitted from scratch, but this time the network weights
were initialized using the previously calculated weights from the source course (second phase).
The pre-trained model was further tuned by running it each time for a certain number of epochs
(hereinafter denoted as C,-,j): zero (i.e., the starting point), 10, 20, 30, 40, 50, 100 and 150. Algorithm
1 provides the pseudocode of the proposed transfer learning method. All the experiments were
conducted using the Keras library in Python [31].
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Algorithm 1: Transfer learning through paired course using deep neural networks.

Input: c1, c2, scores = [[] # c1 is the source course dataset, and c2 is the target

Output: scores # accuracy scores of the target course for every set of epochs

1: (cl’, c2’) < commonRepresentation (c1, c2) # construct a common representation

2: modell « createAndCompileModel () # configure the deep learning process

3: weights « fitModel (modell, c1’, epochs=150) # train the model, and save its weights
4: model2 « createAndCompileModel(weights) # load the weights of pre-trained modell
5: for each e in [0, 10, 20, 30, 40, 50, 100, 150] do

6 model2’ « fitModel (model2, c2’, epochs= e) # further tune the pre-trained model2
7 score « evaluate (model2’, ¢2’, folds=10) # evaluate model2’ using the accuracy metric
8 add (score, scores) # save score for the output

9: end for each

10:

11: # construct a common feature representation for the two courses

12: function commonRepresentation (datasetl, dataset2)

13: datasetl’= [[], dataset2’= [[] # init empty datasets

14: # match the features of datasetl with the features of dataset2,

15 # create new features when necessary

16: for each t in ["forum’, “page’, ‘recourse’, ‘folder’, ‘url’, ‘assign views’, “assign’] do
17: featuresl « getFeaturesOfType (datasetl, t) # get all features for this type
18: features2 « getFeaturesOfType (dataset2, t)

19: size « min (featuresl.size, features2.size)

20: diff « absoluteDifference (featuresl.size, features2.size)

21: fori=0 to size-1 do

22: add (featuresl[i], dataset1’)

23: add (features2[i], dataset2’)

24: end for

25: for j=0 to diff-1 do

26: if f1 < getFeatureAt(featuresl, featuresl.size +j) do # if f1 exists

27: add (f1, dataset1’)

28: add (createEmptyFeature(), dataset2’)

29: else f2 « getFeatureAt(features2, features2.size + j) # else f2 exists

30: add (f2, dataset2’)

31: add (createEmptyFeature(), dataset1”)

32: end if

33: end for

34: end for each
35:return datasetl’, dataset2’ # return the new datasets

5. Results

The averaged accuracy results (over the 10 folds) are presented in Table 4. For each pair,
we conducted two experiments, using each course alternatively as the source course and the other
one as the target course. Therefore, we evaluated 20 distinct combinations formed by the five courses.
For each pair, we highlighted in bold the cases where the transfer model produced better results than
the baseline. Overall, it is observed that the model C; ; benefits the predictions of the source course C;,
since the predictive performance of the transfer learning deep network is better than the baseline C;.

186



Appl. Sci. 2020, 10, 2145

Table 4. Averaged accuracy results.

{C1,Ca} {C1,C3} {C1,Ca} {C1,Cs} {Cy,C3}
G C G Cs G Cy C Cs C Gs

Baseline 0.7627 0.6094 0.7667 0.7047 0.7563 0.6333 0.7424 0.5591 0.6011 0.7144

Epochs Gy Ci2 Cs1 Ci3 Can Cia Csq Ci5 Csp Co3
0 0.6106 0.6172 0.7524 0.8227 0.5675 0.6371 0.5889 0.8644 0.6306 0.6538
10 0.7701 0.6414 0.7988 0.8382 0.8128 0.6387 0.8087 0.8561 0.5975 0.8234
20 0.7842 0.6299 0.7917 0.8537 0.8093 0.5833 0.8055 0.8553 0.6132 0.8382
30 0.7877 0.6132 0.8198 0.8537 0.8126 0.6008 0.8092 0.8644 0.6290 0.8394
40 0.7732 0.6234 0.8022 0.8608 0.8236 0.6075 0.8019 0.8553 0.6241 0.8453
50 0.7766 0.6076 0.8062 0.8465 0.8166 0.6325 0.7987 0.8386 0.6179 0.8537
100 0.7768 0.5968 0.7847 0.8465 0.8061 0.6762 0.7916 0.8114 0.6077 0.8394
150 0.7552 0.6185 0.7882 0.8620 0.7738 0.6325 0.7845 0.8371 0.6064 0.8472

{Ca,Cy} {C2,Cs} {C3,Cq} {C3,C5} {C4,C5}
G o G Cs Cs o Cs Cs Cy Cs

Baseline 0.5650 0.6263 0.5498 0.6735 0.7096 0.6196 0.7715 0.7955 0.6811 0.6646

Epochs  Cyp Co4 Csp Co5 Cys Ca4 Cs3 Cs5 Csa Cys
0 0.6207 0.6008 0.4112 0.8379 0.4641 0.4988 0.8156 0.8644 0.5375 0.6902
10 0.5941 0.5817 0.5916 0.8644 0.8310 0.5892 0.8156 0.8303 0.5758 0.7621
20 0.6154 0.6133 0.6031 0.8644 0.8394 0.6067 0.8239 0.8470 0.5888 0.8197
30 0.6120 0.5946 0.6188 0.8561 0.8465 0.5563 0.8322 0.8561 0.6013 0.8114
40 0.6074 0.6192 0.6130 0.8644 0.8406 0.5883 0.8310 0.8561 0.6017 0.8121
50 0.6330 0.6258 0.5938 0.8644 0.8549 0.6263 0.8251 0.8561 0.6529 0.8023
100 0.5885 0.6388 0.6272 0.8553 0.8322 0.6458 0.8329 0.8553 0.6538 0.7947
150 0.5947 0.6133 0.6105 0.7947 0.8251 0.6392 0.8299 0.8470 0.6346 0.8121

A one-tailed, paired t-test (#=0.05) was conducted for verifying whether the improvement in the
transfer model was statistically significant. Therefore, we compared the accuracy results obtained
by the baseline deep network (using the target course dataset), with the results obtained by the
transfer method, iteratively, for each number of epochs. Since the p-value is inferior or equal to 0.05,
we conclude that the difference is significant in all cases except the starting point where the number of
epochs equals zero (Table 5). Moreover, the p-value is gradually decreased as the number of epochs

increase from every epoch from 10 to 100.

Table 5. The t-test results.

Epochs p-Value

0 0.2449
10 0.0051
20 0.0023
30 0.0022
40 0.0013
50 0.0003
100 0.0002
150 0.0012

The analysis of the experimental results, in question-and-answer format, underlines the efficiency
of the proposed method for transferring knowledge from one course to a related one.

1. Can the weights of a deep learning model trained on a specific course be used as the starting
point for a model of another related course?

At the starting point for each transfer learning model (i.e., zero epochs) we used the weights
estimated by the previously trained deep network models (on 150 epochs) instead of starting with
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randomly initialized weights. For example, at the starting point of the C4» transfer model, we used the
weights estimated by the C4 model.

Comparing the results of the pretrained weights without further tuning (i.e., zero epochs) to the
baseline model, an improvement is noticed in half of the datasets (10 out of 20). The statistical results
(t-test) confirm that the difference is not significant when the pre-trained model is not further tuned
for the second dataset (target course C j), since p-value=0.2449>a=0.05. However, the transfer model
prevails in 16 out of 20 datasets when it is further tuned for only 10 epochs.

2. Will the pre-trained model reduce the training effort for the deep model of the second course?

Overall, the increase in the number of epochs improves the performance of the proposed transfer
learning model. Moreover, the improvement is significant for every number of epochs, apart from the
starting point, as statistically confirmed by the t-test results. It is worth noting that the transfer model
prevails in 18 out of 20 datasets after 100 epochs, where the lowest p-value is 0.0002.

In addition, we can detect three cases of overfitting, since the accuracy ceases to improve after a
certain number of iterations and begins to decrease. Particularly, this is observed in the cases where C;
starts with C, weights, C; with C; weights and C4 with C; weights. For instance, C; outperforms the
baseline with an accuracy measure of 0.7768 after 100 epochs of retuning the preloaded weights of C,.
However, after 150 epochs the accuracy is decreased to 0.7552.

6. Discussion

An important finding to emerge in this study is that even a small amount of prior knowledge from
a past course dataset could result in a fair measure of accuracy for predicting student performance in
a related current course. This was verified by a plethora of experiments that have been carried out
regarding twenty different pairs of five distinct one-semester courses, investigating the effectiveness of
transfer learning in deep neural networks for the task of predicting at-risk students in higher education.
In most cases, the transfer model obtained better accuracy than the baseline one. An improvement
was noticed in half of the datasets (10 out of 20) using the pretrained weights from the source course
(i.e., zero epochs). There was also a considerable accuracy improvement in most cases (16 out of 20)
when the pre-trained model was further tuned for 10 to 40 epochs. Therefore, fine-tuning provides
a substantial benefit over training with random initialization of the weights, thus leading to higher
accuracy with fewer passes over the data. Overall, there was only one case where the transfer learning
did not achieve better results (Cs4). Hence, it is evident that it is not always feasible to transfer
knowledge from one course to another one. In addition, it is worth noting that the type of course,
laboratory or theoretical, does not seem to directly affect the predictive accuracy of the transfer learning
model. This indicates that there is a slight uncertainty about the transferability level of a predictive
model. The definition of what is a “transferable” model is where this ambiguity lies. A model trained
on a set of courses is considered to be “transferable” if it achieves respectively fair results on a new,
related course [10].

We believe this is yet another important attempt towards transfer knowledge in the
educational field. Further, there are key issues to be considered such as measuring the degree
of similarity between two courses (i.e., the number and form of learning activities), the type of attributes
and the duration of the course. Finally, it is similarly important to build both simple and interpretable
transferable models that could be easily applied by educators from one course to another [29]. Therefore,
more studies are required on the current topic for establishing these results.

7. Conclusions

In the present study, an effort was made to propose a transfer learning method for the task
of predicting student performance in undergraduate courses. The identification of failure-prone
students could lead the academic staff developing learning strategies that aim to improve students’
academic performance [32]. Transfer learning enables us to train a deep network using the dataset of
a past course (source course) and reuse it as the starting point for a dataset of a new related course
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(target course). Moreover, it is possible to further tune the repurposed model. Our findings proved
that a fair performance was achieved in most cases, while the proposed method handily outperforms
the baseline model.

Transfer learning offers many future research directions. Our results are encouraging and should
be validated by larger samples of courses from different departments and programs. An interesting
task is to apply a model for a specific task, such as the prediction of student’s performance, for another
related task, such as the prediction of student’s dropout or for regression tasks (e.g., for predicting
students’ grades). In a future work we will also investigate the efficiency of transfer learning in
imbalanced datasets obtained from several educational settings. If someone has only the target task,
but also has the ability to choose a limited number of additional training data to collect, then active
learning algorithms can be used to make choices that will improve the performance on the target task.
These algorithms may also be combined into active transfer learning [33].
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Abstract: Artificial intelligence (AI) is bringing about enormous changes in everyday life and today’s
society. Interest in Al is continuously increasing as many countries are creating new Al-related
degrees, short-term intensive courses, and secondary school programs. This study was conducted
with the aim of identifying the interrelationships among topics based on the understanding of various
bodies of knowledge and to provide a foundation for topic compositions to construct an academic
body of knowledge of AL To this end, machine learning-based sentence similarity measurement
models used in machine translation, chatbots, and document summarization were applied to the body
of knowledge of Al. Consequently, several similar topics related to agent designing in Al, such as
algorithm complexity, discrete structures, fundamentals of software development, and parallel and
distributed computing were identified. The results of this study provide the knowledge necessary to
cultivate talent by identifying relationships with other fields in the edutech field.

Keywords: Machine learning analysis; sentence modeling; topic analysis; cross referencing topic

1. Introduction

Information technology (IT) is driving changes in society and leading to a new paradigm shift in
national development across the globe. Among them, artificial intelligence (Al)-related research and
talent cultivation are becoming the basis for national development, while emerging as a competitive
edge. Through Al gov, the United States has promoted Al research and development at the government
level since February 2019 [1], and at the Future Strategy Innovation Conference in March 2019,
Japan presented Al, quantization, and biotechnology as three strategic technologies that will lead
Japan’s development [2]. South Korea’s Ministry of Science and ICT also announced its plans to foster
Al talent by 2022 according to the “Al Research & Development Strategy” of May 2018 [3].

These interests in Al from different countries are motivating talent cultivation. This is seen in
the creation of Al degree programs at universities, the dedication of new colleges to Al, the design
of new Al degree programs, etc. The U.S. has already implemented talent development plans at
universities [4,5], while Japan has introduced its future strategic plans through linking Al with primary
and secondary education. China, through the “New Generation Artificial Intelligence Development
Plan” and the “Al Innovation Action Plan” of 2017 and 2018, has begun Al-focused primary and
secondary education where students study the core technologies of AI [6,7]. India also announced
an Al curriculum inclusion for eighth and ninth graders at the 2019 Central Board of Secondary
Education [8].
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As a way of implementing various Al professional policies, Al is being taught at the primary
school level; however, to date, no core knowledge has been defined regarding Al education. In the
absence of these core content standards, the structures of Al education vary among different educational
institutions [9,10]. In a similar context, the British Prime Minister emphasized the importance of
establishing rules and standards for AI technologies at the 2018 World Economic Forum. Although Al
is now in the spotlight, both academically and economically, it is widely regarded as a union of
knowledge containing topics of various fields. Therefore, developing a body of knowledge in the field
of Al will also help in establishing an academic foundation for AL

A body of knowledge is a reconstruction of the knowledge area (KA) based on the knowledge
that experts in academic fields must obtain. It is important for the topics covered in the knowledge
areas to be constructed in a way that they correlate with other areas or topics. This means that the
body of knowledge based on semantic relations can be said to correspond to the overall knowledge
that one must acquire in the given academic field.

Therefore, this study focused on deriving areas and topics that correlate with the field of AL
To fulfill its goals, this study derived knowledge areas and topics using sentence models. Al's body of
knowledge extracted from sentence models will provide implications for which research topics should
be continued from the academic perspective. In particular, by identifying relationships with other
areas, it will also contribute to constructing the knowledge that is required to develop professionals at
the university level.

2. Related Research

A body of knowledge analysis aims to identify the hierarchies of knowledge areas or relationships
among topics. In some cases, a visual representation is used for a clear knowledge sequence or
secondary utilization of knowledge. Analysis and reorganization of a body of knowledge should either
be performed by experts or computer systems. Using an expert can be expensive and time-consuming,
and maintaining consistency is quite challenging. Therefore, computer systems are used instead.
This section discusses previous studies on body of knowledge analysis and sentence modeling using
computer systems.

2.1. Sentence Modeling

Analyzing the body of knowledge for each academic field takes curriculum composition or
evaluation into account. Various types of research related to body of knowledge analysis have been
conducted. The main types are discussed below.

The first type of body of knowledge analysis research is category-based research. Based on
knowledge about the units of the Computing Curricula 2001, which can be regarded as the computer
science (CS) body of knowledge, research was performed to set the flow of the teaching syllabus.
A syllabus-maker that can develop or analyze a teaching syllabus has been proposed [11]. By using the
body of knowledge of Computer Science Curricula 2013 (CS2013), the distribution of knowledge areas
for a teaching syllabus has also been predicted [12]. This combined learners with learner information
in an attempt to provide them with personalized learning paths. Further, Ida (2009) proposed a new
analysis method, called the library classification system, that is based on the classification information
in the curriculum’s body of knowledge, instead of the body of knowledge.

In the abovementioned studies, analysis was performed based on categories such as KA and
knowledge units (KU), which do not take specific topics or the contents of each body of knowledge
into account. Hence, although they can be useful in identifying the entire frame or hierarchy of a body
of knowledge, they have a limited ability to identify meaning based on the detailed contents of the
subject unit.

The second type of body of knowledge analysis research is word-based research, which uses
stochastic topic modeling. Topic modeling estimates topics based on the distribution of words
contained in a document. Latent Dirichlet allocation (LDA) is one of the popular methods used in
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topic modeling [13]. Sekiya (2014) used supervised LDA (sLDA) to analyze the changes in the body of
knowledge of CS2008 and CS2013 [14]. More specifically, ten words that could represent each KA in
the body of knowledge were extracted and compared based on common words. Another study was
based on the C52013 body of knowledge, which applied an extended method called the simplified,
supervised latent Dirichlet allocation (ssLDA) [15]. Syllabus topics from the top 47 universities
worldwide in 2014-2015 were quantified. Subsequently, based on the related topics, features of similar
topics were analyzed.

In 2018, the Information Processing Society of Japan presented the computer science body of
knowledge with 1540 topics. The presented topics ranged from approximately one to five words.
For example, if the topic called “Finite-state Machine” is processed on a word basis, the result
would include various machine-related topics such as Turing machines, assembly level machines,
and machine learning. This means that it is difficult to extract the exact meaning from the given topic.
As with previous studies, unigram-based research through topic modeling is suitable for classifying
words that appear in the body of knowledge by topic, but it can be semantically limited as it treats
topics segmentally.

For analysis based on an accurate understanding of the body of knowledge, it is necessary to
apply unprocessed topics. This would help in providing a clear meaning of the topics as well as to
guess the relationships among the words. Therefore, this study uses sentence modeling to find topic
meanings in the body of knowledge and to identify the relationships among these topics.

2.2. Knowledge Areas Analysis Research

Sentence modeling is an important problem in natural language processing [16]. It allows the
insertion of sentences into vector spaces and uses the resulting vectors for classification and text
generation [17]. Convolutional neural networks (CNNs) and recurrent neural networks (RNNs) are
generally used in sentence modeling approaches.

CNNs that save local information about sentences use filters, which are applied to local
characteristics on the layers [18]. Figure 1 depicts a simple CNN structure with a convolutional
layer on top of a word vector obtained from an unsupervised neural language model. This model
achieved several excellent benchmark results even without parameter tuning [19].
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n x k representation of Convolutional layer with Max-over-time Fully connected layer
sentence with static and multiple filter widths and pooling with dropout and
non-static channels feature maps softmax output

Figure 1. Structure of convolutional neural networks (CNN).

The CNN models used in early computer vision are also effective in natural language processing,
and they have been applied in semantic parsing, search query retrieval [20], sentence modeling [21],
and other traditional natural language processing (NLP) works [22].
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RNNSs process word inputs in a particular order and learn from the order of appearance of
particular expressions. Thus, modeling can process semantic similarities between sentences and
phrases. RNNs can also use their own models, but they are used as an extension of the modified model.
Manhattan long short-term memory (LSTM), which is a modified RNN model, uses two LSTMs to
read and process word vectors that represent two input sentences. This model has been shown to
outperform the complex neural network model. The structure of the Manhattan LSTM is shown in
Figure 2 [23]. The main feature of this model is that LSTM and the Manhattan metric are used based
on a Siamese network structure that contains two identical subnetwork components. The hidden state
h1 is learned through word vectors and randomly generated weights. Then, the hidden state sentence
ht is generated based on the input function using hidden state ht-1 and position t. Subsequently,
the semantic similarity of sentences is measured using the vectors of the final hidden state. For example,
“he,” “is,” and “smart” are the words in the vectors xi; x1 is the input vector of hl and is used to
calculate the status value of h1; h2 is calculated by referring to the previous state value and x2; and the
final hidden state, h3, is calculated through x3 and the previous state value h2. “a,” “truly,” “wise,”
and “man” are treated in the same manner, and similarities are measured with the final vectors

calculated by processing two sentences.

[exp (_Hh(gaj = hgb)||1)J

He is smart. A truly  wise man.

Figure 2. Structure of Manhattan LSTM.

In addition to the abovementioned models, modified RNN models such as bidirectional LSTM,
multidimensional LSTM [24], gated recurrent unit [25], and recursive tree structure [26] have been
applied to text modeling through the existing model architectural modifications. RNN-based models
are generally calculated from the word order of the input and output sentences. Sequential processing
in the model learning process can reflect the syntax and semantics of the given sentences, but it has a
slow computational speed and parallelism, which is a limitation.

There are also structures that allow modeling dependencies regardless of the length of the input
or output sentences for computation efficiency. Figure 3 shows the structure of the transformer model,
which is based only on attention mechanisms without using CNN or RNN [27]. Attention mechanisms
refer back to the entire input sentence of the encoder at every time-step of the output word prediction
from the decoder. At this stage, the entire input sentence is not considered. Instead, the focus is on
the input words at a specific time based on the similarity. The transformer model allows parallelism,
and it can emphasize the values that are the most closely related to the query through “attention” in
the encoder and decoder.
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Figure 3. Structure of the transformer model.

The CNN, Manhattan LSTM, and transformer models complement each other’s strengths and
weaknesses. Therefore, it is essential to implement all three models to evaluate the semantic similarity of
body of knowledge topics and subsequently select the model with the highest accuracy for conducting
cross-referencing among the topics.

3. Methods

3.1. Experimental Procedure

Al is an artificial implementation of human intelligence, partially or fully, based on the broad
concept of “smart” computers. Intelligent systems (IS) operate in the same manner as Al, but they do
not feature deep neural networks that support self-learning [28]. In the field of CS, IS contain Al-related
contents. In this study, an IS was used to derive the body of knowledge of Al The procedure used to
derive cross-references among topics presented in the IS knowledge area of the CS field was as follows.

Step 1.
Step 2.
Step 3.
Step 4.

Step 5.
Step 6.

Step 7.

From the CS2013 body of knowledge, the topics of IS and other areas were classified.

To calculate the similarity among topics, three different sentence models (CNN, MaLSTM,
and transformer) based on machine learning were implemented. This system was developed
using Python 3.6 and executed on Linux 16.04.

The models were trained using data from Stanford Natural Language Inference (SNLI) corpus
and Quora Question Pairs (QQP).

The accuracy was calculated after training, and the sentence model with the highest accuracy
was selected.

Semantic similarities between classified IS topics and topics from other areas were calculated.
Through various similarity simulations between the two topics, the similarity levels were
divided into “0.95 < similarity” and “0.90 < similarity < 0.95.”

A search engine was used to examine the semantic validity of the topics with a similarity of
“0.95 < similarity.”
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3.2. Subject of Analysis

“Computer Science Curricula C52013,” which is a standard body of knowledge of the CS
field presented by ACM and IEEE Computer Association, was selected. The body of knowledge
(CS2013 comprises eighteen KA, and each KA contains approximately ten KUs, as shown in Figure 4.
Each KU subject has three tiers: tier 1 covers the basic introductory concepts, tier 2 covers the
undergraduate-major concepts, and the elective tier covers the contents that are more advanced than
the undergraduate-major contents.

‘ Knowledge Areas
AL)Algorithms and Complexit [IOIIIIIIIIII I ;
JAlgorithms and Complexity 1| Area Tier1 Tier2 || Elec.

‘ AR)Architectu.reand O.rganizaﬁon E AL 2 ® | 39
! CN)C‘omputatlona\ Science Knowledge Units Tier1|Tier2 Elec. i AR = 39 | 16
DS)Discrete Structures | Fundamental issues K HEaY 5 P

: TRTINT ' T
GV)Graphics and Visualization E Basic Search Strategies -1 7]- :S. (| DS 57 5 V-
HCl)Human-Computer Interaction ' Basic Kncwl_edge Representation| - 4 { 1 GV 4 3 ' 67
1AS)Information Assurance and Security ! and. Reasoning " . 1| HCl 10 8 |1 94

P’ on M t 'L Basic Machine Learning - 5 - | : T
IM)Ini o;;watlon anagemen |xdvanced Search N : IAS 21 19 : 90
‘ L)laeligen By stems IAdvanced Representation and - - |16 i IM a 16 : 56
NC)Networking and Communication Reasoning WL NC 10 22 ! 4
0S)Operating System Reasoning Under Uncertainty L) \L_os 12 19 132

\ T
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A " 1 H
PL)Programming Language : ;an.ce Machine Learning ﬁ WL PL 21 35 ; 60
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SE)Software Engineering i ]
F)Systems Fund: tal i & 18 T &
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SP)Social Issues and Professional Practice [ ———— y

Figure 4. Computer Science Curricula C52013 body of knowledge.

To derive cross-references among the various topics in the body of knowledge of Al, this study
was conducted based on the topics of IS, and each topic was classified as follows. First, the C52013
body of knowledge was divided into knowledge areas, knowledge units, and topics. Second, C52013
classified topics of KU into Tier 1, Tier 2, and elective for all eighteen KAs. Third, the IS consisted of
four units of knowledge: fundamental issues, basic search strategies, basic knowledge representation
and reasoning, and basic machine learning. All four KUs are of the Tier 2 level with 31 topics. Fourth,
17 areas excluding IS consisted of 323 Tier 1 and 327 Tier 2 topics. Thus, the similarities among the
31 topics of IS and 660 topics of 17 KUs were analyzed based on levels.

3.3. Sentence Model Performance

CNN, Manhattan LSTM, and multi-head attention networks (a transformer model) were
implemented, and their performances were compared. SNLI and QQP were used as corpuses for
model training. For each corpus, 90% of the data was used as the training set, and 10% was used as the
testing set to verify the accuracy of the model.

e  Training set: SNLI number: 330,635, QQP number: 363,861
e  Testing set: SNLI number: 36,738, QQP number: 40,430

The content and accuracy of the models are detailed in Table 1.

In QQP, CNN had an accuracy of 83.8%, which was superior to Manhattan LSTM’s 82.8% accuracy.
Conversely, Manhattan LSTM had an accuracy of 80.6% in SNLI, which was the highest accuracy
among the three models. Multi-head attention networks showed better accuracy than CNN in SNLI,
but the mean accuracy was the lowest among all. In this study, Manhattan LSTM was used, and it
showed the highest accuracy when the model accuracy for both corpuses were converted to average.
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Table 1. Content and accuracy of sentence models.

Accuracy
SNLI  QQP

0.783 0.838 0.81

Sentence Model Configuration

Number of filters: 50, 50, 50

Filter size: 2,3, 4

Manhattan LSTM gﬁ‘i}e’;:u&ﬁ? 0.806 0828 0817
Number of blocks: 2

Multi-head Attention Networks ~Number of heads: 8 0.802 0.809 0.805

Layers normalization: False

Mean

Convolutional Neural Networks

3.4. Setting the Similarity of the Sentence Model

This study was performed based on the Manhattan LSTM, which had the highest average accuracy
of the three models used. In the two sentences, the semantic similarity level in the vectors of the final
hidden state was modified to provide outputs according to the threshold values, as shown in Figure 5.

Topics in IS Tier2
Topics to Tier1,2 in other knowledge areas

Figure 5. Structure of the sentence model used.

The threshold value was set at two levels through various experiments. In other words,
the similarity between topics is either greater than 0.95 or just 0.9 but less than or equal to 0.95.

Manhattan distance was applied as a similarity function. In general, the Euclidean distance is not
used in the problem of determining similarity because it causes learning to be slow and it has difficulty
correcting errors owing to vanishing gradients in the early stage of learning [29]. On the other hand,
Manhattan distance can match values so that two sentences are close to one if they are semantically
similar and close to zero otherwise, without a separate activation function to determine the output of
the neural network in the form of e™. The cost function uses MSE for this difference.

4. Application Results

4.1. Sentence Model Performance

Table 2 presents the results of the analysis of the 31 topics of IS and 323 topics in other areas.
More semantically similar topics were extracted as having “0.90 < similarity < 0.95” than “0.95 < similarity.”
This was due to “0.95 < similarity” being more robust than “0.90 < similarity < 0.95.”
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Table 2. Tier 1: Topic pairs with high similarity between IS and topics in other areas.

KA  Topic Number of KA  0.95 < Similarity 0.90 < Similarity < 0.95

AL 24 2 17
AR 0 0 0
CN 5 0 0
DS 57 1 74
GV 4 0 0
HCI 10 0 0
IAS 21 0 7
M 4 0 0
NC 10 1 4
oS 12 0 1
PBD 0 0 0
PD 15 0 6
PL 21 0 4
SDF 46 1 31
SE 10 0 1
SH 24 0 9
SP 29 1 8

There were 74 pairs extracted from 57 topics of DS with similarity range of “0.90 < similarity < 0.95.”
In addition, 31 topics of IS and 57 topics of DS were compared as 1,767 (31 x 57) topic pairs. Next,
many topic pairs with high similarity appeared in the order of SDF and AL. For “0.95 < similarity,”
six pairs were extracted from five areas; namely, AL, DS, NC, SDF, and SP. AL had two pairs while the
other four areas had a pair each. The details are shown in Figure 6.

AL. Divide-and-conquer

{'AL. Depth and breadth-
i_first traversals

DS. Permutations and
combinations

IS. Reflexive, goal-based,
and utility-based

{ NC. Multiplexing with
{_TCP_and UDP

[ SDF. References and
i_aliasing

{ SP. Moral assumptions
i_and values

Figure 6. “0.95 < similarity”: Topics with high relevance in Tier 1.

The topic pairs with “0.95 < similarity” were focused upon because a high similarity is shown in
a robust state. In other words, it was determined that knowledge could be extracted in the order of
higher similarity with IS first.

We now examine “Reflexive, goal-based, and utility-based” from the perspective of AL. An agent of
Alis an autonomous process that automatically performs tasks for users. Itis one of the software systems
with independent functions that perform tasks and typically operate in a distributed environment [30].
To perform tasks, an agent interacts with different agents through its own reasoning method using
a database of non-procedural processing information called knowledge. Then, the agent continues
to act based on the learning and purpose-oriented skills obtained from the experiences. This means
that “Reflexive, goal-based, and utility-based” explains how to design an agent program. In this study,
as shown in Figure 6, the following were included in the knowledge to be handled before learning
the agent.
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First, agents interact with external environments using sensors to achieve their goals in the
complex and fluid real-world environments. In other words, agents can be said to be faced with
a complex problem that requires considering various situations. Divide-and-conquer strategies are
effective in solving complex problems. With agent designs, it is easy and simple to approach and solve
several smaller sub-problems [31]. This problem-solving strategy can be applied not only to agent
design but also to general problem-solving.

Second, to achieve a predefined goal or solution, a systematic search method is applied for
problem-solving in the agents “depth and breadth-first traversals,” which is a search algorithm in a
common search strategy [32].

Third, frames are a means of expressing knowledge in the agents. A knowledge consists of small
packets called frames where the contents of a frame are specific slots with values. A topic, “permutations
and combinations,” is a basic concept that helps with finding or identifying new knowledge [33].

Fourth, there is a need to understand the “references and aliasing” topic to recognize and reason
knowledge in agents. There are physical difficulties such as memory limits in perceiving all the
knowledge in a computing environment. To solve this problem, knowledge can be limited to certain
categories and then perceived. Processing can then be done by referencing the address of the memory
where the knowledge is stored [34].

Fifth, the main rationale for constructing multi-agent systems is that by forming a community,
multiple agents can provide more added values than one agent can provide. Additionally, agents can
participate in an agent society through communications, and they can acquire services owned by
other agents through interactions. In other words, even if an agent does not have all the information,
it can provide various services because of its interactions with other agents [35]. The concept of
“multiplexing with TCP and UDP” has been applied to implement the means of information exchange
and communication in the agent society.

Finally, the progress and globalization of various technologies including agents are affecting
society. Ethical and moral issues that can arise from agents are indispensable factors in terms of
education. “Moral assumptions and values” can be said to be a required topic for the development
and use of technology [36].

The topics that have semantic similarities with IS at the “0.90 < similarity < 0.95” range are shown
in Table 3.

The areas with the highest distribution of similar topics were in the order of DS (Discrete Structures),
SDF (Software Development Fundamentals), and AL (Algorithms and Complexity). Topics that were
extracted from the DS included topics covered by IS, such as mathematical proofs and development of
the ability to understand concepts [37]. In other words, these areas include important contents such as
set theory, logic, graph theory, and probability theory, which are foundations of computer science.

Students should be able to implement IS to solve problems effectively in the field of AL
This means that they should be able to read and write programs in several programming languages.
Topics that were sampled from SDF were more than just programming skill topics. They included basic
concepts and techniques in the software development process, such as algorithm design and analysis,
proper paradigm selection, and the use of modern development and test tools.

Performance may vary in implementing IS depending on both the accuracy of the model trained
with a large amount of data, and the chosen algorithm and its suitability. In other words, algorithm
design is very important to improve the efficiency of the IS model design [31]. AL is said to be the basis
of computer science and software engineering as well as IS design. As demonstrated by brute-force
algorithms, greedy algorithms, and search algorithms, building an understanding and insight into the
algorithms is one of the important factors in IS composition. As seen from the results of the study,
the topics with high similarity which were sampled from this study are closely related to the IS and
Al fields.

199



Appl. Sci. 2020, 10,3681

Table 3. “0.90 < similarity < 0.95”: Topics with high similarity in Tier 1.

KA 0.90 < Similarity < 0.95
Brute-force algorithms Dynamic brogrammin.
AL Greedy algorithms Sey uentiaIl)an% binar Eearch algorithms
Recursive backtracking q y 8
Sets .
Relations Traversal strategies
Fur'fctl(.)ns S - Undirected graphs
Sur]ectlons, injections, bl]ectlons .
Directed graphs
Inverses i
-, Weighted graphs
Composition .. . ,
. . Conditional probability, Bayes’ theorem
Logical connectives L L . .
. . Expectation, including linearity of expectation
Predicate logic R .
DS . Cardinality of finite sets
Direct proofs o .
. . Propositional inference rules (concepts of modus
Disproving by counterexample
- ponens and modus tollens)
Proof by contradiction . . . -
. - Universal and existential quantification
Structural induction . L )
. Weak and strong induction (i.e., first and second
Counting arguments - . .
. ) - principle of induction)
Inclusion-exclusion principle h L
. S The pigeonhole principle
Basic definitions . .
. The binomial theorem
Properties
IAS cia (Conﬁdepfﬂahty, Integrity, Availability) Input validation and data sanitization
XSS vulnerability
Layering principles (encapsulation,
NC . -
multiplexing)
0s Design issues (efficiency, robustness, flexibility,
portability, security, compatibility)
PD  Shared Memory Multicore processors
PL A type. as a set of values together with a set of Effect-free programming
operations
Problem-solving strategies
Divide-and-conquer strategies Simple refactoring
Abstraction Debugging strategies
SDF  Arrays Documentation and program style
Queues Iterative and recursive traversal of data structures
Sets Abstract data types and their implementation
Maps
SE Programming in the large vs. individual
programming
Reliability Parallel programming vs. concurrent programming
SF  Combinational logic, sequential logic, registers, Request parallelism vs. task parallelism
memories Application-virtual machine interaction
SP  Ethical argumentation Plagiarism

4.2. Results for Tier 2

Table 4 presents the results of analyzing 327 Tier 2 topics in the IS and other areas. As shown
in Table 2, Table 4 also shows more similar topic samples at the “0.90 < similarity < 0.95” range than
at the “0.95 < similarity” level. At the “0.90 < similarity < 0.95” range, SE had 31 topic pairs of
samples from 59 topics. The next highest area was PD (Parallel and Distributed Computing). At the
“0.95 < similarity” level, ten pairs were extracted from seven areas, and the NC (Networking and
Communication) topic had the most pairs compared to other topics with three pairs. As shown in
Figure 7, the three topics of IS and the topic of “Routing versus forwarding” of NC were similar.
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Table 4. Tier 2: Topic pairs with high similarity between IS and other topic areas.

KA  Topic Number of KA  0.95 < Similarity  0.90 < Similarity < 0.95

AL 16 1 17
AR 39 2 9
CN 0 0 0
DS 5 0 6
GV 3 0 0
HCI 8 0 1
IAS 19 0 1
M 16 1 5
NC 22 8] 15
oS 19 0 11
PBD 0 0 0
PD 25 1 26
PL 35 0 0
SDF 0 0 0
SE 59 1 31
SF 16 0 1
SP 14 1 8

|_recursive algorithms

[ AR. Signed and twos-

[ISA Reflexive, goal-based,
and utility-based

["ARFault handiing and

stochastic [_reliability

IS. Deterministic versus ]

{ NC. Routing versus IS. Discrete versus ] IM. Analysis and indexing

continuous

PD. Speed-up and scalability

IS. Autonomous versus ]
semi-autonomous

SE. Libraries and frameworks

\

{ SP. Ethical dissent and

Figure 7. “0.95 < Similarity”: Topics with high relevance in Tier 2.

Based on CS2013, Tier 2 features more advanced topics compared to Tier 1. To learn these topics,
results from Section 4.1 can be considered as prerequisite knowledge or references.

As shown in Figure 7, seven topic pairs from six areas were extracted from “reflexive, goal-based,
and utility-based” of the “0.95 < similarity” level. AR (Architecture and Organization) had two pairs,
while the other five areas had a topic pair each.

Looking at the AL around “reflexive, goal-based, and utility-based,” Tier 1 is about problem-solving
and graph-based querying (see Figure 6). On the other hand, Tier 2 is about an approach to algorithm
recursion or iteration with “analysis of iterative and recursive algorithms.” In other words, the similar
topics of Tier 1 are related to theories or concepts for problem-solving, whereas Tier 2 is related to
strategies for efficiently implementing agents [37].

Stability is an important factor for processing the knowledge of agents and for agents to interact with
one another using processed knowledge. In terms of implementation, “signed and two’s complement
representations” is related to the sign and representation range variables to be saved in the memory.
Memory overflow occurs when the data overrun the designated boundary of the memory space. This can
lead to unexpected behaviors or computer security vulnerabilities [38]. In addition, “fault handling
and reliability” is also about ensuring stability by handling the fault of the memory system.

In addition to the abovementioned, concepts related to extending or parallelizing the information
system of agents and the topics related to tools that can be utilized without having to implement

201



Appl. Sci. 2020, 10,3681

everything from scratch were extracted. Agents, which are typically complex and massive systems,
are developed in a collaborative design environment. “Ethical dissent and whistle-blowing,” which is
an ethical and altruistic act, is about helping to improve the development of an organization and
further contribute to forming a healthy community [39].

“Deterministic versus stochastic,” “discrete versus continuous,” and “autonomous versus
semi-autonomous” were very similar to “routing versus forwarding” of NC. The three topics of
IS were related to the characteristics of the given problems, which needed to be optimally inferred or
solved by the agents. These concepts are applied in various fields in addition to Al This means that it
is an important topic for agents. However, the importance can also be applied to routing algorithms
for deterministic routing and probabilistic routing [40], autonomous systems for network topology
management and control [41], and the process of finding a network [42].

Table 5 presents topics with similarity to IS in Tier 2 at the “0.90 < Similarity < 0.95” range.
Topics were extracted from 13 of 17 areas excluding IS. Of these, the SE (Software Engineering) and PD
(Parallel and Distributed Computing) areas had the most topics extracted. Schedule, cost, and quality
are important factors in the design, implementation, and testing phases of IS. The SE topics are
applicable to software development in all areas of computing, including IS [43]. SE, along with IS,
can be said to be related to the application of theory, knowledge, and practice to build general-purpose
software more efficiently.

Table 5. “0.90 < similarity < 0.95”: Topics with a high similarity in Tier 2.

KA 0.90 < Similarity < 0.95

AL Heuristics Context-free grammar
Heaps

AR Instruction formats Multimedia support
RAID architectures

DS  Graph isomorphism Variance

HCI  Low-fidelity (paper) prototyping
IAS  Use of vetted security components
IM  Declarative and navigational queries, use of links

Multiple Access Problem Fixed allocation (TDM, FDM, WDM) versus
NC TCP dynamic allocation

Ethernet Need for resource allocation

Switching Fairness

Backups Caching
OS  Processes and threads Deadlines and real-time issues

Multiprocessor issues (spin-locks, reentrancy) Schedulers and policies

Task-based decomposition Naturally (embarrassingly) parallel algorithms
PD Data-parallel decomposition Implementation strategies such as threads

Composition Message buffering

Symmetric multiprocessing (SMP) Message passing

PL  Definition
Continuous integration
Software requirements elicitation
Integration strategies
Testing fundamentals
Refactoring
Software evolution
Software reuse
Components
SF  Redundancy through check and retry
sp Context-aware computing
Forms of professional credentialing

Software configuration management and
version control

Tool integration concepts and mechanisms
Evaluation and use of requirements specifications
Product lines

Non-functional requirements and their
relationship to software quality

5B

Accessibility issues, including legal requirements

In terms of the efficiency of IS, understanding parallel algorithms, strategies for problem
decomposition, system architectures, detailed implementation strategy, and performance analysis
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and tuning is important [31]. For this reason, the topics extracted from PD, such as concurrency and
parallel execution, consistency of status and memory operation, and latency, had high similarities.

4.3. KU of IS vs. KU of Other Knowledge Areas

The following four units were the Tier 2 topics of academic major level in the IS areas of
“fundamental issues,” “basic search strategies,” “basic knowledge representation and reasoning,”
and “basic machine learning.” KUs with high similarity to the KUs of IS are shown in Table 6 below.
At “0.95 < similarity,” the KU topic “fundamental issues” was extracted. At “0.90 < similarity < 0.95,”
all three KU topics except for “basic knowledge representation and reasoning” were extracted.

Out of 18 KAs, 53 KUs of 14 KAs showed a high similarity. The areas with high similarities to IS
and KU were DS, NC, and SE. “Sets, relations, and functions” of DS had the highest similarity with the
14 KUs. If the topics were limited to KUs with more than five pairs of similar areas, “fundamental
issues” was related to the 15 KUs. There were nine KUs corresponding to AL, DS, and SDF of Tier 1,
and six KUs corresponding to AL, NC, PD, and SE of Tier 2. “Basic machine learning” had a high
similarity with “algorithmic strategies” of AL, and “graphs and tree” and “sets, relations, and functions”
of DS from Tier 1. “Fundamental issues,” which covers the general contents of Al relative to the other
KUs, had 111 pairs from Tier 1 and 84 pairs from Tier 2 with a high similarity. There were more than
40 pairs of topics on “basic machine learning,” which covers the basics of machine learning, such as
supervised learning, unsupervised learning, and reinforcement learning.

4.4. Evaluation

Currently, there is no research available on the curriculum relevance of the topics. The validity of
the study was evaluated using two methods because a direct comparison with previous studies was
not possible. The first method was a content validation from experts. The degree of similarity among
the topics for content validity verification was quantified. At the same time, “rater reliability” among
experts was determined. The second method was an index term-based method using a search engine.
Specifically, the index term-based method was applied in the study of variables affecting similarities
between two documents or two topics. This is because if the two topics appear simultaneously in the
same document referring to a specific area, they can be said to be semantically related.

4.4.1. Content Validation by Experts

This study analyzed opinions from five experts based on the topics related to “reflexive, goal-based,
and utility-based” for intelligent agent design. The experts met at least three of the following four
criteria: Ph.D. in Al, seven years of work experience in the field of Al, seven years of Al research
experience, and five years of experience teaching Al at a university.

The content validation proceeded as follows. In the first step, 66 topics were selected as
random samples from four different similarity ranges: “0.95 < similarity,” “0.95 > similarity > 0.9,”
“0.9 > similarity > 0.8,” and “0.8 > similarity > 0.7.” In the second step, experts were asked to examine
the extracted topics based on semantic relevance with “reflexive, goal-based, and utility-based” and
the need for those topics. The results of experts on the relevance and need of each range of topics are
shown in the Table 7.

Regarding the relevance of “reflexive, goal-based, and utility-based” to topics in “0.95 < similarity”
range, the expert response was close to four at 3.74, suggesting a high “relevance.” The necessity score
of the topics for intelligent agent design was also high at 3.74.

For the topicsin “0.95 > similarity > 0.9” range, the relevance score was 3.49, and the “0.9 > similarity
> 0.8” range received a relevance score of 3.08. For the topics in the “0.8 > similarity > 0.7” range,
an “average” relevance score of 3.07 was received. In other words, based on the topics that were sampled
in the study, it was shown that the higher the “similarity” range, the higher the relevance was for expert
content validation. The “rater reliability” of experts was shown to be high at 0.90-0.78. Therefore,
it can be concluded that topics sampled in the study for each range have a high semantic relevance.
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Table 7. Expert review results with regards to topics.

Range Relevance  Necessity
0.95 < Similarity 3.74 3.74
0.95 > Similarity > 0.9 3.49 3.58
0.9 > Similarity > 0.8 3.08 3.20
0.8 > Similarity > 0.7 3.07 3.14

4.4.2. Validation through Index Terms

Each of the six topics having semantic similarities in “reflexive, goal-based, and utility-based” and
other areas from Tier 1 of “0.95 < similarity” was entered into a search engine and the results displayed
on the first page were checked (see Figure 6). The search engine results are shown in Figure 8.

(1) Divide-and-conquer

Artificial intelligence - SlideShare
https:/mww. ne/.../artificial-
2018.3.14.
rule of simple reflex agent? a) Simple-action rule b)
work? a) Goal independance b)

-90612779 v O] HO|X| #&Hs}7|
are Simple reflex, Model based, Goal based and Utility based agents. 4. What s the
that a pure divide and conquer algorithm il

(2) Depth and breadth-first traversals

like Breadth First Search (BFS), Depth First
traversal algorithm that

(DOC) Artificial Intelligence | Siva K - Academia.edu

hitps:/www.academia edu/34262210/Artificial_Intelligence ¥ 0| 0| & <5}7|

So the Model Based Reflex Agents must be able to handle these types of cases ... 1.5.3 Model based
Goal based Agent (Internal state, how the world evolves, what my ... Under uniformed we have options
Example: The BFS is an example of a graph

(3) Permutations and combinations

POFINF5390 - V14 - Semantic Scholar

1.3.3 Model-based reflex agent
further expand on the capabilities of the model-based agents
cause first output of C1 (sum) to be 0 and the second output
order-independence.

hitps://pdfs.semanticscholar.org/.../50fc57b3b4679b7167b37436.

10.2 Probability, utility and decisions
What combinations of inputs would

May disregard permutations due to

v O] HO|A| €H3t7|
Goal-based agents

(4) Multiplexing with TCP and UDP

Artificial Intelligence PDF - docplayer.net

protocol architecture in detal
How about TCP and UDP?

https://docplayer.net/25229789-Artificial-intelligence-2070.html v O H|O|X| HZE5t7|
Explain the architecture and feature of rule-based expert system. 8.
(i.e., table lookup, simple reflex, goal-based or utility-based). a

Discuss the importance of multiplexing in data communication

Discuss each layer of TCP/IP

architecture is most appropriate

(5) References and aliasing

P Padhy X% - 2006 - 99% 218 - ¥ s&xis

the complete List rather than only correct and linked references.
coalition is a set of goals, which would be jointly
strategies, alias choices.

A utility-based sensing and communication model for a glacial sensor ...
https://dl.acm.org/citation.cfm?id=1160633.1160885 - O| H|O|X| & Jst7|

This paper reports on the development of a utility-based mechanism for ... ACM has opted to expose

each choice available to a
of knowledge-based uniform agency, for one-step

(6) Moral assumptions and values

A Giubilini H% - 2018 - 82| IR - T B2

the expected utilities of our possible choices)
certain degree of

The Artificial Moral Advisor. The “Ideal Observer” Meets Artificial ...
https://link.springer.com/article/10.1007/513347-017-0285-z - 0| H|O| X| ¥ &3}7|

2017. 12. 8. - You might buy products based on the images or colors on the packaging, ... moral
criteria such as moral values, goals, and principles—, and of advising on
In the narrow sense, reflective equilibrium requires a

options and assessing all

Figure 8. Topic search results from search engine.

As shown in Figure 8, for (1), (2), (3), (4), and (6), words included in the two topics appeared
together in the documents related to Al This implies that the two topics are either Al-related or
semantically close. Further, for the case of (5), “utility-based” and “alias, references,” which are
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utility-based mechanisms for managing communications in collaborative multi-sensor networks,
were found. From this, it can be interpreted that the terms appeared simultaneously in one document
because communications using sensors are directly linked to the communications among agents.

5. Conclusions

The body of knowledge in a specific field of study reflects the linkages and continuity of knowledge.
Identifying the inter-topic relationships among bodies of knowledge will help in constructing a hierarchy
or a sequence of knowledge areas.

This study examined the interrelationships among the topics based on the understanding of
various bodies of knowledge to provide suggestions for topic compositions to construct an academic
body of Al knowledge. In constructing new topics through the analysis of the body of knowledge,
sentence modeling, which is a data science method, was used to minimize noise in the semantic
interpretation of the topics containing multiple words. Further, unprocessed original topics were
applied. Regarding extracted contents, the validity was verified through expert validation tests and
semantic similarity tests based on index terms.

Based on the obtained results, there were several topics with high similarity related to the
agent design in the areas of “algorithm complexity,” “discrete structures,” “fundamentals of software
development,” “ and “software engineering.” These topics
included algorithm design strategy, “divide-and-conquer,” “data retrieval method,” “depth and
breadth-first traversals,” and a theoretical foundation in the CS field, “permutations and combinations.”
The top three units with high similarity topic distribution based on KU were “sets, relations,
and functions” and “graphs and trees” of DS, and “algorithmic strategies” of AL. These are the
basic theories and concepts applied throughout the CS field, including the agent design.

Among the limitations of this study is sparsity of data on the core topics used in education. A large
amount of data is needed to extract stable values through machine learning, but the ultimate limitation
is that documents on the curriculum or core topics of education are not sufficient in terms of learning
data. Furthermore, it is an area where research has not been conducted sufficiently on how to justify the
results after the study through learning models. Consequently, identifying the possibilities through the
educational use of the research results is time-consuming. To reflect emerging knowledge in education,
the composition of knowledge or modeling of topics is essential. To achieve this, it is necessary to
establish various methodologies to overcome limitations in the availability of extracted knowledge.

The field of Al deals with expert knowledge based on basic knowledge. The Al’s body of
knowledge compositions is extremely crucial in terms of preparing an academic foundation and
deciding the topics to cover in the future. Therefore, the sentence modeling method presented in this
study will contribute to the construction of various levels of knowledge hierarchies in the body of
knowledge of Al and further understanding of the knowledge of the topics.
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Abstract: Predicting the academic standing of a student at the graduation time can be very useful,
for example, in helping institutions select among candidates, or in helping potentially weak students
in overcoming educational challenges. Most studies use individual course grades to represent college
performance, with a recent trend towards using grade point average (GPA) per semester. It is
unknown however which of these representations can yield the best predictive power, due to the lack
of a comparative study. To answer this question, a case study is conducted that generates two sets of
classification models, using respectively individual course grades and GPAs. Comprehensive sets
of experiments are conducted, spanning different student data, using several well-known machine
learning algorithms, and trying various prediction window sizes. Results show that using course
grades yields better accuracy if the prediction is done before the third term, whereas using GPAs
achieves better accuracy otherwise. Most importantly, variance analysis on the experiment results
reveals interesting insights easily generalizable: individual course grades with short prediction
window induces noise, and using GPAs with long prediction window causes over-simplification.
The demonstrated analytical approach can be applied to any dataset to determine when to use which
college performance representation for enhanced prediction.

Keywords: academic performance; course grades; data mining; grade point average; machine
learning; prediction; undergraduate

1. Introduction and Motivation

Educational Data Mining (EDM) is a fast-growing scientific field offering the potential to analyze
a variety of student features to harness valuable knowledge from them. To this end, a plethora of
predictive algorithms were effectively applied in educational contexts for numerous purposes using
a variety of data and student records. As compiled in the review paper [1], two main application
purposes can be identified in the college contexts: predictors and early warning systems (EWS).
A predictor, “given a specific set of input data, aims to anticipate the outcome of a course or degree” [1],
and a EWS “performs the same tasks as a predictor, and reports its findings to a teacher and/or
to students at an early enough stage so that measures can be taken to avoid or mitigate potentially
negative outcomes” [1]. Common prediction goals are listed as risk of failing a course, dropout risk,
grade prediction, and graduation rate.

Among the various prediction goals, prediction of academic performance at graduation time
especially, is of tremendous importance, as this information can be useful for:
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¢ Enabling the educational institution to identify students (not) likely to complete the program and
help in their admission decisions,

e Identifying students at risk and provide adequate advising and tailored help towards reduced
failure rates,

e Detecting high achiever students and help them enhance their career paths,

e Analyzing factors of key importance and mobilize educational efforts for continuous quality
improvements.

Looking at the literature on prediction of academic performance at the graduation time, we can
observe that all studies rely mainly on four types of information on students, namely: (1) demographics
and socio-economic, (2) high-school related, (3) college enrollment, and (4) college performance (up to
the time of prediction).

Commonly used demographics and socio-economic information are sex/race [2], household
income [3], age, first generation student [4], marital status, parents’ jobs and educational levels [2].
Among the high-school related information, high-school GPA [2], pre-college marks [5,6], college
admission test scores [3], public or private high-school [2], are frequently observed. As college related,
in terms of enrollment information, the major and campus [2], a student’s full-time vs. part-time status
as well as whether s/he has a scholarship [3], enrolled hours and earned credit hours [4], year of
entry and program [2,7] are often used. Finally, we observe that college performance has mostly been
represented with grades from courses taken earlier [2,4,6,8], unless the prediction model is meant to be
used at admission time [3,8,9].

Based on the above background, we observe that the bulk of previous studies used datasets with
relatively large dimensionality of observations, some of them being expensive to measure (when not
already available in the records). This, often combined with small samples, caused the curse of
dimensionality, potentially yielding models with sub-optimal predictive power.

Recently, there is a trend to use only college performance [8,9], or using courses average per
semester instead of individual courses grades (i.e., GPA per semester, or CGPA for cumulative average
at time of prediction) [2,4,7]. However, there is no study comparing the performance of EDM models
using individual course grades vs. grade point averages. It is unknown whether these two college
performance representations are equivalent and can be used interchangeably, or if one is superior to
the other in yielding better predictive power.

The main purpose of the present study, therefore, is to elucidate this matter by answering the
following research question:

Is the individual course grade or grade point average more relevant for predicting student graduation
academic performance?

To answer this question, recent student data compiled at the College of Computer Science and
Information Technology (CCSIT) from Imam Abdulrahman bin Faisal University (IAU) are used to
generate two sets of predictive models, one using individual course grades, the other using the grade
point averages. Thus, predictive power of respective models can be compared. However, it is well
known that the performance of such models can also be affected by (1) student data used (besides the
academic performance), (2) the data mining technique applied, as well as (3) how far from graduation
the prediction is performed. Therefore, a comprehensive set of experiments is designed for spanning
the whole search space made of student information besides the college performance, several machine
learning methods commonly used in the literature, and prediction window of various sizes.

In the following sections, we first describe the research methodology, including, the dataset
description, its preprocessing, the methods used, the experimental setup, and the evaluation criteria.
Then, each conducted experiment and its results are reported, followed by the discussion and the
concluding remarks.
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2. Research Methodology

2.1. The Dataset and its Preprocessing

Our dataset contains records of 357 students who were admitted to the CCSIT at IAU from
Fall 2011 to Fall 2013 (included), and thus includes three batches of students. The institutional
review board at IAU reviewed and approved using the data anonymously (application approved on
19 December 2018; IRB Number: 2018-09-304). Two programs of CCSIT are included in this study,
namely Computer Science (CS) and Computer Information Systems (CIS). During the first three years,
all the students of the College follow the same plan. In their first year, they attend the Preparatory
program where they take mainly intensive English Language courses. In their second and third years,
called General Years, the students take courses fundamental to computer and information sciences.
At the end of their third year, students select either CS or CIS program based on their interests.

Student records populated from IAU learning management system contain features of three
different nature: the demographic features, the pre-college features, and the college records including
enrollment information and college performance.

The demographic features consist of gender and nationality (see Figure 1). The female gender
dominates the CCSIT as the College is one of the top ranking colleges in the Eastern Region of Saudi
Arabia for females. As expected, the dominant nationality is Saudi Arabian with over 85%. The other
significant countries represented are Yemen (YEM), Egypt (EGY), Jordan (JOR), and Syria (SYR). There
are nine other countries represented — Morocco, Pakistan, Palestine, Ethiopia, India, Iraq, USA,
Bahrain, and Sudan —each with less than 0.5% grouped in the OTHR class.

(a) Gender Ratio (b) Country Ratio

Figure 1. Bar charts showing the demographic information of the dataset.

The demographic features being nominal, we need to convert them into numerical features to use
them in machine learning models. We used three different approaches for this purpose.

1. The first approach is “dummification”. For a nominal feature X with n categories, n new features
{X41,..., Xy}, called dummy features, are created so that if a sample belongs to the it" category,
then X; =1and X; =0forall1 <j<nandi# |

2. Thesecond approach is a derivative of the dummification approach. There is a redundancy between
the new features {X3,..., X, }. If we know the values of any n — 1 features, then we can find
out the value the missing one. This redundancy may reduce the performance of a machine
learning model. Therefore, in this variant of the dummification method, we drop one of the new
features, the first one to be exact. We can summarize the dummification approach and its variant
as substituting a nominal variable by a binary vector of size n and n — 1, respectively.

3. In case the dataset has too many nominal features with too many categories each and limited
number of samples, the dummification of all the nominal features can reduce the performance of
the machine learning algorithm as with the new features the number of total features can increase
drastically. To avoid such complications, one can label a category of the nominal feature by its
probability. This way, the total number of features do not change. For instance, in our dataset,
this approach would have replaced the Female class by 0.728 and the Male class by 0.272.
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We experimented with all three approaches. We did not see a major difference in the performance
metrics when Logistic Regression or Random Forest machine learning methods are used. However we
observed a significant decline in performance when Naive Bayes method is used with either the
redundant or the non-redundant dummification which can be explained by the introduction of the
new features that are not probabilistically independent. Because of this performance drop, we adopted
the third approach in all our experiments.

The pre-college features consists of scores obtained from three national exams. These are numeric
scores over 100. The only preprocessing we applied to these features were standardization. (i.e., shifted
the mean to 0 and scaled the standard deviation to 1).

The academic records are the third group of features, which contain all transcript information,
including admission term, graduation term, and letter grades for all the courses taken per term, for all
terms including preparatory year until graduation. We only use the numerical values of the letter
grades as described in Table 1. The irregular students, as they are very rare, are not included in this
study. Thus, per semester, students take the courses as shown in Table 2 that is prepared based on
the degree plan (The actual degree plans can be found at the links [10] for CS program and [11] for
CIS program).

Table 1. Conversion table from ordinal to numerical value for letter grades (defined by the university).

Letter Grade A+ A B+ B C+ C D+ D F
Numeric Grade 5 475 45 4 35 3 25 2 1

Table 2. Courses taken by term by regular CCSIT students during the academic years 2011/2012,
2012/2013, and 2013/2014.

Terms Course List
Ist Tebm  MATH 111, COMP 131, LRSK 141, PHEDU 162
2nd Term  ENGL 101, MATH 112, LRSK 142, COMP 122
3rd Term  CIS 211, CS 211, MATH 211, PHYS 212, ISLM 271
4th Term  CS 221, CS 222, STAT 207, BIOL 222, ISLM 272
5th Term  CIS 313, MATH 301, CS 311, CS 314, CIS 315, ISLM 273
6th Term  CS 310, CS 321, CIS 321, CIS 325, MGMT 290, CIS 413

The target variable in all the models is the graduation GPA, the weighted mean of the numeric
scores of all the courses taken by a student. To draw more meaningful results, we use the graduation
GPA not as a numerical feature but as an ordinal feature with three categories determined by the
university. A student whose graduation GPA out of 5 is greater than or equal to 4.5 belongs to the
class “High GPA”, between 4.5 and 3.75 (included) to the “Average GPA” class, and less than 3.75 to the
“Low GPA” class. Figure 2 shows the distribution of three classes in the dataset.
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Figure 2. The bar chart showing the three classes in the target variable. The GPA Classes 0, 1, and 2
represent the classes Low GPA, Average GPA, and High GPA, respectively.

2.2. Experimental Set-Up

To answer the research question, we develop several classification models (and not regression,
as the target variable has been transformed into an ordinal variable in Section 2.1) that differ with
respect to (1) the way college performance is defined, (2) the type of student’s data included, (3) the
machine learning algorithm applied, (4) the size of the performance window, and (5) the size of the
observation window (historical data).

In this study, we define the “term performance” of a student in two different ways. In the first
representation, by courses, term performance is represented by a vector of size equal to the number of
courses that should be taken in that term according to Table 2 with components being the numeric
scores of the courses. In the second representation, by GPA, we represent term performance by the
numeric weighted average of the courses with weights being the credit hours. Comparing the results
obtained from the models by courses vs the models by GPA allows identifying which of the individual
course grades and grade averages is more relevant for predicting student’s graduation academic
performance, thus answer the main research question of this study.

Then, the college performance data for students is modeled using two observation window size.
In the first approach, only the immediate past term performance is included in the model (either last
term by courses, or last term by GPA). In the second approach, a cumulative view is adopted where all
the past terms’ performance is included in the analysis (either cumulative by courses, or cumulative
by GPA). The first approach corresponds to using only one term as history window, while the second
approach corresponds to using all past terms data since the student joined the college. The reason to
consider models that include last term performance only, is to isolate the term the most impactful to
the student’s success.

Figure 3 shows a sample student transcript data for the first 6 terms. For instance, let us consider
predicting the graduation GPA class at the end of the second year, which is the end of the term 4,
if we want to use one term observation history, then we use the term 4 performance alone, either as
the term courses which is the vector [2.5,2,4,2.5,4], or the GPA that is calculated as (3 x 2.5+ 4 x
2+3x4+4x25+2x4)/16 = 2.84375. On the other hand, if we want to use all past observations
cumulatively, then we use all past terms performance, either as all past courses, which is to say the
vector [4.5;4.5;4;4;4;3.5;4.75;4.5;3.5;3;2.5;2.5;4.75,2.5;2;4;2.5;4;2; 3;2;2.5;3; 5, 2;3; 2; 3.5; 3;4.5], or the
accumulated GPAs as [4.3125;4.1;3.1;2.84375].

For investigating the impact of the prediction window, we develop six models at different times of
the curriculum, (1) as early as by the end of the first semester of the preparatory year, term 1, (2) by the
end of preparatory year, term 2, (3) after the first semester of the general year, term 3, (4) by the end
of the first general year, term 4, (5) after completing the first term of the second common year, term 5,
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(6) by the end of the common general years, term 6. With reference to the student in Figure 3, the above
described models correspond respectively to using only the term 1 data, adding one term at a time
until all six terms data are used.

e [ v e e | (s Rrems [T R0
4.5 - [35) (25| (2] [2] Low
—I=

4 | la7s] [25] [a]| (2] [2]
1
|5 =

< > Prediction Window
All Past Terms

1lcr. 2cr. 3cr. - -

Figure 3. Sampe student transcript data (color code is, yellow: 1, orange: 2, light green: 3, dark green: 4,
blue: 7 credits each).

We develop machine learning (ML) models working with the algorithm commonly used in EDM,
namely Logistic Regression (LR), Random Forest (RF), and Naive Bayes (NB) with the accuracy as
the performance metric. Logistic Regression is a linear model used for classification. It is often the first
model considered due to its simplicity and interpretability. Random Forest is an ensemble method that
fits number of decision trees. It makes a prediction based on the average of the predictions from the
decision trees which is the method most used to predict graduation performance in the literature as
identified in the review paper [12]. Naive Bayes, runner up method in the literature [12], is a statistical
method based on the Bayes’ Theorem. Its performance depends on the statistical independence of
the features.

Finally, in order to investigate the impact of set of features on the model performance, we designed
four experiments that exclude some features as seen in Table 3. Please note that we excluded all the four
experiments which do not include academic records as they are not relevant to the goal of this study.

Table 3. Experiment scenarios (+ indicates inclusion of the feature set).

Terms Demographics Pre-College Academic Records
Scenario 1 (S1) +
Scenario 2 (S2) + +
Scenario 3 (S3) + +
Scenario 4 (S4) + + +
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Thus, a total of 288 experiments are conducted. Figure 4 recapitulates them.

College Scenario Classifiers Prediction Observation
Performance Window Size ~ Window Size
Academic features Logistic 9 terms
Courses regression r— One past
per term term
Demographic
Academicfeatures
Random 7 terms
Pre-college Forest 6 terms
GPA Academicfeatures A”
REN Nai 5terms past
term Demographic aive terms
Pre-college
Academicfeatures BEVES 4 terms

Figure 4. Experiments Conducted.
2.3. Performance Evaluation

As a base case model, instead of a simple random guess, we develop naive models based on
the statistical facts that only uses term performance features and not any demographic or pre-college
features. The idea behind these models is the following: for every term, we calculate the average
term performance across all the students. No matter how these terms’ performance is calculated,
Single-Course, Single-GPA , Cumulative-Course , and Cumulative-GPA, if for a student they are always
equal or above the mean of the term performance calculated across all the students, then that student
is classified as High GPA student (i.e., a student always better than the average). Conversely, if they are
always below, then the student is classified as Low GPA student (i.e., a student always lower than the
average). All the other cases are classified as Average GPA. Table 4 illustrates the naive models with
three sample students using the term performance by current GPA’s.

Table 4. The table shows how Students A, B, and C are classified by the naive models by the end of
Term 4, assuming the means of the first 4 term GPA’s are 4, 3.25, 3.5, and 3.75, respectively.

Term1 Term?2 Term3 Term4 Class (Cumulative-GPA) Class (Single-GPA)

StudentA 4.1 35 35 4 High GPA High GPA
Student B 3 3 3 3 Low GPA Low GPA
Student C 4 32 3.75 4 Average GPA High GPA

While developing the naive models, with a total of 357 samples, the size of the dataset can be
problematic. If we use all the samples to develop our model, then we do not have any samples
to estimate the true performance (performance of the model on an unseen data) of our models.
Therefore, we split our dataset into training and testing datasets. We develop our model on the training
dataset and evaluate its performance on the testing dataset. Performance indicators obtained using
this approach, called hold-out technique, are more realistic. Yet, there are still some concerns. First of
all, due to the hold-out samples, the learning is not 100%. To improve learning, we use split ratios
with high training percentage. This creates yet another problem. Due to the small size of testing sets,
the performance results may vary significantly. To reduce this variance, we can use repeated training
and testing phases or use subsampling methods such as k-fold cross validation, or even repeated
subsampling methods. We decide to use the repeated subsampling to minimize the variance in the
accuracy scores. For this, the dataset is divided randomly into training and testing at the ratio of 4:1.
Then, we calculate the statistics on the training dataset, do the classification of the samples on the
testing dataset based on that statistics, and record the accuracy of the classification. Finally, we repeat
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this experiment 500 times and report the arithmetic mean as the result. Table 5 reports the performance
of naives models.

Table 5. Results of the Naive Models.

Term1 Term?2 Term3 Term4 Term5 Term6

Course  0.539 0.534 0.621 0.698 0.630 0.672
GPA 0.460 0.498 0.556 0.553 0.561 0.558

Course  0.531 0.549 0.533 0.526 0.514 0.503
GPA 0.470 0.618 0.671 0.736 0.734 0.742

Single

Cumulative

3. Experiments and Results

All experiments are done on Python 3. We design the ML models on Python’s scikit-learn library
version 0.22.2 with default hyper-parameters. For the ML models, we also use the repeated 5-fold
stratified cross-validation with 100 repetitions. Since our goal is to observe the change of performance
when the academic features are used either by course or by GPA, hyper-parameter search is not relevant.
Nevertheless, when we tested random hyper-parameters, we observed the same trends as explained in
the Discussion Section 4. We record the performance of the model both on the training and the testing
datasets. All results are reported in following sub-sections per scenario.

3.1. Scenario 1: Academic Features Only

The first scenario only includes academic features, and the performance of the obtained prediction
models are reported in Table 6. The best performance by the end of term 1, is the LR method with term
performance represented by courses, whether single or cumulative, with 65.6%. When the prediction is
performed later, the best performance is systematically obtained again with the LR method, but with
the term performance represented by cumulative GPA. Please note that GNB shows the same best
performance for the terms 5 and 6, and second best for the terms 3 and 4. Looking at Figure 5b,d,
we observe that performance of the cumulative models are improving from 65.6% (term 1) to 94.9%
(term 6) with decreasing prediction window size. Finally, Figure 5a,c show that among the models
using only one past term, performance reaches a pick mostly when the prediction is performed by the
end of term 4 or term 5.

Table 6. Accuracy results of the ML Models only with the academic features.

ML Algoth Term1 Term?2 Term3 Term4 Term5 Term6

LR 0656  0.673 0746 0809 0812 0774
Course  RFC 0630 0623 0670 0774 0760  0.749

' GNB 0542 0625 0745 0804 079  0.760
Single LR 0639 0652 0741 08027 0778 0717
GPA REC 0626 0607 0695 0785 0778 0717

GNB 0531 0638 0741 0816 0826 0766

LR 0.656 0702 0781 085 0918 0936

Course  RFC 0630 0666 0760 0843 0893 0907

GNB 0543 0655 0744 0803 0867  0.900

Cumulative LR 0639 0707 0803 0863 0915  0.949
GPA REC 0626 0667 0760 0850 0899 0915

GNB 0531 0684 079 0848 0915  0.949
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(a) Single - Course (b) Cumulative - Course

(c) Single - GPA (d) Cumulative - GPA
Figure 5. Accuracy plots along the terms of the ML Models only with the academic features.

3.2. Scenario 2: Demographics and Academic Features

The second scenario includes demographics and academic features. Performance of the obtained
prediction models is reported in Table 7. The best performance by the end of term 1, is the LR method
with the term performance represented by courses, whether single or cumulative, with 64.4%. When the
prediction is performed later, we observe similar results with the scenario 1, i.e., the best performance
is mainly obtained with the LR method, with the term performance represented by cumulative GPA.
Please note that GNB shows a slightly superior performance for the term 4, and the second best for
the terms 5 and 6. Looking at Figure 6b,d, we observe that the performance of cumulative models are
improving from 64.4% (term 1) to 94.9% (term 6) with decreasing prediction window size. Again, same
as for the scenario 1, the models using only one past term reach a performance pick mostly when the

prediction is performed by the end of term 4 or term 5 (see Figure 6a,c).

Table 7. Accuracy results of the ML Models with the academic and demographic features.

ML Algoth  1st Term 2nd Term 3rd Term 4th Term 5th Term  6th Term

LR 0.644 0.670 0.743 0.816 0.815 0.798

Course  RFC 0.624 0.614 0.677 0.788 0.773 0.774

. GNB 0.556 0.640 0.746 0.822 0.805 0.789
Single LR 0.614 0.652 0.734 0.820 0.827 0.820
GPA RFC 0.597 0.634 0.689 0.776 0.783 0.764

GNB 0.554 0.624 0.741 0.812 0.829 0.796

LR 0.644 0.695 0.781 0.855 0.921 0.937

Course  RFC 0.624 0.659 0.758 0.843 0.895 0912

GNB 0.557 0.654 0.744 0.803 0.860 0.894

Cumulative LR 0.614 0.693 0.798 0.866 0.916 0.949
GPA RFC 0.597 0.660 0.754 0.857 0.905 0.925

GNB 0.554 0.699 0.778 0.840 0.897 0.931
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(a) Single - Course (b) Cumulative - Course

(c) Single - GPA (d) Cumulative - GPA
Figure 6. Accuracy plots along the terms of the ML Models with the academic and demographic
features.

3.3. Scenario 3: Pre-College and Academic Features

The third scenario includes pre-college and academic features. Performance of the obtained
prediction models is reported in Table 8. The best performance by the end of term 1, is again the
LR method with term performance represented by courses, whether single or cumulative, with 63.2%.
When the prediction is performed later, we observe similar results with the previous two scenarios,
in other words the best performance is mainly obtained with the LR method, with term performance
represented by cumulative GPA. The GNB shows a slightly superior performance for the term 6.
Figure 7b,d shows that the performance of the cumulative models are improving from 63.2% (term 1)
to 93.7% (term 6) with the decreased prediction window size. Again, same as for previous two
scenarios, the models using only one past term reach a performance pick for prediction performed by

the end of term 4 (see Figure 7a,c).

Table 8. Accuracy results of the the ML Models with the academic and pre-college features.

ML Algoth  1st Term 2nd Term 3rd Term 4th Term 5th Term 6th Term

LR 0.632 0.688 0.759 0.822 0.817 0.817
Course  RFC 0.611 0.660 0.725 0.814 0.788 0.793

' GNB 0.551 0.635 0.765 0.815 0.791 0.793
Single LR 0.622 0.679 0.753 0.837 0.810 0.829
GPA RFC 0.597 0.668 0.731 0.821 0.801 0.804

GNB 0.574 0.663 0.738 0.806 0.798 0.800

LR 0.632 0.709 0.783 0.858 0.912 0.931

Course  RFC 0.611 0.679 0.757 0.838 0.891 0.904

GNB 0.551 0.652 0.732 0.795 0.860 0.892

Cumulative LR 0.622 0.699 0.799 0.874 0.922 0.931
GPA RFC 0.597 0.693 0.775 0.862 0.905 0912

GNB 0.574 0.682 0.754 0.836 0.903 0.937
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(a) Single - Course (b) Cumulative - Course

(c) Single - GPA (d) Cumulative - GPA
Figure 7. Accuracy plots along the terms of the ML Models with the academic and pre-college features.

3.4. Scenario 4: Demographics, Pre-College, and Academic Features

The last scenario includes all students data, that is to say, demographics, pre-college, and academic
features. Performance of the obtained prediction models is reported in Table 9. The best performance
by the end of term 1, is the LR method with the term performance represented by courses, whether single
or cumulative, with 62.5%. When the prediction is performed later by the end of the terms 3, 4, 5,
and 6, we observe similar results with all the past scenarios, that is, the best performance is mainly
obtained with the LR method, with term the performance represented by cumulative GPA. Looking at
Figure 8b,d, we observe that the performance of the cumulative models are improving from 62.5%
(term 1) to 93.5% (term 6) with decreasing prediction window size. Models using only one past term
reach a performance pick mostly when the prediction is performed by the end of term 4 or term 6
(see Figure 8a,c).

Table 9. Accuracy results of the ML Models with the academic, demographic, and pre-college features.

ML Algoth  1st Term 2nd Term 3rd Term 4th Term 5th Term  6th Term

LR 0.626 0.691 0.762 0.818 0.819 0.826

Course  RFC 0.617 0.659 0.723 0.808 0.791 0.800

. GNB 0.560 0.632 0.764 0.813 0.79 0.809
Single LR 0.616 0.679 0.757 0.830 0.821 0.836
GPA RFC 0.591 0.665 0.725 0.819 0.801 0.807

GNB 0.565 0.651 0.732 0.804 0.798 0.802

LR 0.625 0.706 0.779 0.861 0912 0.929

Course  RFC 0.617 0.675 0.758 0.842 0.892 0.907

GNB 0.560 0.657 0.735 0.794 0.853 0.887

Cumulative LR 0.616 0.697 0.794 0.873 0.921 0.930
GPA RFC 0.59% 0.693 0.773 0.862 0.903 0.918

GNB 0.565 0.687 0.751 0.825 0.887 0.919
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(a) Single - Course (b) Cumulative - Course

(c) Single - GPA (d) Cumulative - GPA

Figure 8. Accuracy plots along the terms of the ML Models with the academic, demographic, and
pre-college features.

4. Discussion

In this section, we are going to discuss our findings from two perspectives: (1) findings that can
be generalized to any dataset and (2) findings specific to our dataset.

Looking at Table 10, which summarizes the best ML models per term, one can see the answer to
the research question, namely, which representation of college academic performance is more relevant
for predicting student graduation academic performance. When the models are compared based
on how the academic performance is defined, that is whether by courses or by GPA as explained in
Section 2.2, we notice, in general, that the models where the academic records are used by GPA achieve
higher accuracy scores at the later terms whereas the models where the academic records are used by
courses achieve higher accuracy scores at the earlier terms. To be more precise, we can see in Table 10
that course grades yields better results until the end of term 2, and GPA gives better results afterwards.

Table 10. Summary of the best models per term.

Term 1 Term 2 Term3 Term4 Term5 Term6
Random Guess 0.333 0.333 0.333 0.333 0.333 0.333
Naive Model 0.539 0.618 0.671 0.736 0.734 0.742
Best cumulative ML Performance 0.656 0.709 0.803 0.874 0.922 0.949
Best cumulative ML Model LR LR LR LR LR LR
Academic performance by course by course by GPA by GPA by GPA by GPA
Scenario S1 S3 S1 S4 S3 S1

However, in an attempt to gain more insight, we analyzed the variance of the training and testing
performance of ML models. We observed that after term 2, the course models all had a higher variance.
For example, Figure 9 illustrates the train and test accuracy scores by the number of experiments of all
ML models on term 6. In all the plots, it is clearly visible that the difference between the green and the
red curves (train and test of the GPA models) is less than the difference between the blue and the orange
curves (train and test of the Course models). This indicates that if we introduce academic performance
into the models by courses, in later terms, the models learn the noise (i.e., overfitting), which results in
performance loss. This is not the case for GPA models in later terms, since one GPA per term would
replace several (up to six at IAU-CCSIT) individual course grades, thus representing an equivalent
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information with reduced size of academic performance features. On the other hand, if we introduce
the academic performance into the model as GPA at earlier terms, then we are over-simplifying the
model by reducing the size of the academic features to a single number per term. We expect this
observation to hold in any academic dataset and thus conclude that for earlier predictions academic
performance should be used by courses and for later predictions by GPA.

(a) Single - LR Model (b) Cumulative - LR Model

A

(e) Single - GNB Model (f) Cumulative - GNB Model

Figure 9. Variance plots of ML models for term 6.

The conducted experiments also allow answering several common EDM questions with respect
to the specific IAU-CCSIT dataset. Our experiment results show that all the models perform better
than a random guess (which can be considered to be roughly 33.3%). Moreover, ML models perform
significantly better than the naive models that we defined in Section 2.3 as our base line result. We can
conclude that the prediction models can be used as early as by the end of term 1, knowing that delaying
the prediction thus gathering more academic data about the student will improve the performance
of the classifier. Within ML models, LR shows the best overall performance with GNB being the
runner up. As for the highest performance, both LR and GNB records 94.9% accuracy using all
six current GPAs cumulatively. The poor performance of RFC can be explained by the overfitting
which is very clear from Figure 9¢,d where training performance reaches 100%. Looking at the four
scenarios and the corresponding results, we observe that the demographics is not a significant group
of features as scenario 2 never yields the best performance. Academic records alone give the best
performance models when used by the end of term 1, term 3, and term 6. For the terms 2 and 5,
knowing about pre-college exam results slightly improves the performance. Certainly, these results
should be interpreted as specific to the IAU-CCSIT dataset and congruent with the many case studies
in the field ([13] and in their references).
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Finally, we can draw conclusions from the models where the academic records are used alone or
cumulatively. As expected, when the academic records, again alone or with the other features, are used
cumulatively we get the best accuracy scores. Yet, we can extract some valuable information from the
models where the academic performance is used alone. For instance, from the accuracy graphs we see
that the accuracy scores peaked at term 4 and stabilized afterwards. Hence, term 4, which is the end of
the general year 1, has the maximum impact on the graduation GPA class. We can thus conclude that
the term 4 is a good moment to start predicting the graduation performance. This information can also
be shared with students explaining them that an extra effort they will put in their studies on term 4
will have higher impact on their graduation GPA.

5. Conclusions

With a plethora of studies in EDM for predicting a student’s academic success at graduation time,
this study investigated which of the individual course grades or grade averages is more relevant for
predicting student graduation academic performance. Although both types of data are interchangeably
used in the literature, there is no study comparing the performance of EDM models using grade
averages vs. individual course grades. It is unknown when and how to use these two college
performance representations to attain best predictive power. To elucidate this matter, a comprehensive
set of experiments were conducted on the recent student data compiled from the second author’s
college.

The experiment results show that for earlier predictions, individual course grades should be used
to represent academic performance, while it is preferable to use GPAs for prediction after a few terms.
We explain based on variance analysis that this will help avoiding oversimplification and noise, as both
can lower the performance of a predictive model. This is a novel contribution to the field of EDM,
that will enable scientists and educators to decide which representation to adopt depending on the
time of prediction.

The second main contribution of this study is to investigate the individual impact of each semester
on the graduation academic performance. The results of such an analysis can help identifying when is
the best time to do the prediction (e.g., in order not to miss the most impactful term), or can help in
advising and motivating the students about when to put extra efforts in their studies.
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Abstract: Multi-view learning is a machine learning appOroach aiming to exploit the knowledge
retrieved from data, represented by multiple feature subsets known as views. Co-training is considered
the most representative form of multi-view learning, a very effective semi-supervised classification
algorithm for building highly accurate and robust predictive models. Even though it has been
implemented in various scientific fields, it has not adequately used in educational data mining
and learning analytics, since the hypothesis about the existence of two feature views cannot be
easily implemented. Some notable studies have emerged recently dealing with semi-supervised
classification tasks, such as student performance or student dropout prediction, while semi-supervised
regression is uncharted territory. Therefore, the present study attempts to implement a semi-regression
algorithm for predicting the grades of undergraduate students in the final exams of a one-year online
course, which exploits three independent and naturally formed feature views, since they are derived
from different sources. Moreover, we examine a well-established framework for interpreting the
acquired results regarding their contribution to the final outcome per student/instance. To this purpose,
a plethora of experiments is conducted based on data offered by the Hellenic Open University and
representative machine learning algorithms. The experimental results demonstrate that the early
prognosis of students at risk of failure can be accurately achieved compared to supervised models,
even for a small amount of initially collected data from the first two semesters. The robustness of the
applying semi-supervised regression scheme along with supervised learners and the investigation of
features’ reasoning could highly benefit the educational domain.

Keywords: educational data mining; student grade prediction; semi-regression; early prognosis;
interpretation; COREG algorithm

1. Introduction

Educational data mining (EDM) has emerged in the past two decades as a highly-growing
research field concerning the development and implementation of machine learning (ML) methods for
analyzing datasets coming from various educational environments [1]. The key concept is to utilize
these methods, extract meaningful knowledge about students” performance, and improve the learning
process enriching the insights that the tutor may obtain on time. These methods are grouped into five
main categories [2]: Prediction, clustering, relationship mining, discovery with models, and distillation
of data for human judgment. The main research interest has been centered on predictive problems
primarily concerned with three major questions [3]: (1) What outcome of students will be predicted?
(2) Which ML methodology is the most effective for the specific problem? (3) How early can such a
prediction be made?
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Most of the EDM research is mainly focused on implementing supervised methods utilizing only
labeled datasets. To this end, a plethora of classification and regression techniques have successfully
been applied for predicting various learning outcomes of students, such as dropout, attrition, failure,
academic performance, and grades, to name a few. In addition, the main interest concentrates on
building efficient predictive models at the end of a course using all available information about
students [4]. However, it is of practical importance to provide both accurate and early-step predictions
at minimum cost [5]. A review of recent studies and developments in the field of EDM reveals
that there is an urgent demand for accurate identification of students at risk of failure as soon as
possible during the academic year, since early intervention activities and strategies can be implemented.
Preventing academic failure, enhancing student performance, and improving learning outcomes is of
utmost importance for higher education institutions that intend to provide high-quality education [6].
Some new directions that have recently been formatted concern the recognition of errors during the
composition or the writing of code assessment, usually based on self-attenuation mechanisms for
providing high quality automated debugging solutions to undergraduate and post-graduate students,
as well as the exportation of remarkable insights about the obstacles that are met by them during
such tasks [7].

Apart from supervised methods, semi-supervised learning (SSL) has gained a lot of attention
among scientists in the past few years for solving a wide range of problems in various domains [8].
SSL methods exploit a small pool of labeled examples together with a large pool of unlabeled ones for
building robust and highly-efficient learning models. However, SSL has not adequately used in the
educational domain as easily identified after a thorough literature review. Nevertheless, some notable
studies have emerged recently dealing with semi-supervised classification (SSC) tasks, such as student
performance prediction or student dropout, while semi-supervised regression (SSR) is uncharted
territory. The primal difference between SSC and SSR is that the target attribute is categorical in the
former case, while a pure numeric quantity has to be predicted in the latter case. A recent literature
review of SSR depicts the most important works in this field [9], separating them into approaches with
a common strategy to solve their task, while more related works have been demonstrated on behalf
of SSC [10].

Multi-view learning has also attracted the interest of this research community, distilling information
from separate views, original or transformed ones, while a search of more appropriate subspaces
into the initial feature set always remains a crucial learning task for boosting the performance of SSL
methods [11,12]. Adopting ensemble learners has also been an active research territory concerning
SSL [13], while some similar works have been demonstrated by our side [14,15]. Although some recent
advances have taken place—exploiting graph-based solutions [16-18], or deep learning neural networks
(DNNSs) [19,20]—attempting to acquire more and more accurate predictions, or even robust ones in case
that noisy inputs/labels have violated the ideal case of compact training data [21], such mechanisms
introduce some important defeats:

e Increased computational issues regarding the size of the provided datasets;

e Operation under transductive mode with inefficient complexity for most real-life cases rejecting at
the same time the extraction of an inductive mechanism as a generic solution;

e Inability to facilitate interpretability of the exported decisions/predictions [22,23].

The main scope of the present study is three-fold. At first, we implement a well-known
semi-supervised regression algorithm that is based on multi-view learning, adopting several ML
learners into its main kernel, tackling with the early prediction of undergraduate students’ final exam
grades in a one-year distance learning course. Each student is represented in terms of a plethora
of features, which were collected from three different sources, thus producing three distinct sets
of attributes: Demographics, academic achievements, and interaction within the course Learning
Management System (LMS). Secondly, we investigate the effectiveness of the separate SSR variants that
are produced compared with their corresponding supervised performance on the examined EDM task.

228



Appl. Sci. 2020, 10, 8413

In this sense, the proposed model may serve as an early alert tool with a view to providing appropriate
interventions and support actions to low performers.

Finally, we apply a well-established framework for acquiring trustworthy reasoning scores
per included attribute/indicator into the original dataset. Hence, interpretable models are created,
providing carefully computed explanations about the predicted grades ranking the importance of each
indicator without any dimensionality reduction trick and avoiding overconsumption of computational
resources under specific cases. To the best of our knowledge, this is the first completed study towards
this direction [24], which hopefully will provide the basis for further research in the field of EDM, as it
is stated in the relevant and conclusory Sections.

The remainder of this paper is organized as follows. In the next section, we discuss the need
for explainable artificial intelligence (XAI) solutions to the field of EDM, highlighting some of the
most important approaches in interpreting decisions/predictions of various learning models and the
assets of the selected interpretability framework. Section 3 presents a brief overview of relevant
studies in the EDM field and some recently published works related to the SSR task. The research
goal is set in Section 4, together with an analysis of the dataset used in the experimental procedure.
The total pipeline for applying a well-known COREG algorithm (CO-training REGressors) [25] as
an SSR wrapper along with several ML learners and some DNNs variants is provided in Section 5,
also describing the two distinct explaining mechanisms that are based on the computation of Shapley
values [26]. The experimental process and results are presented in Section 6. Finally, our conclusions
are drawn in Section 7, which also mentions some promising improvements to this seminal work.

2. Interpretability in Machine Learning

Consider the problem of predicting the final exam grade of students enrolled in a distance
learning course using ML. In this case, a supervised algorithm is trained over a set of labeled data
(the target attribute values are known), and an ML model is produced (supervised learning), which is
subsequently deployed for predicting the grade of a previously unknown student for given values
of the input attributes (features of students). The predictive model does not know why the student
received the specific grade, while, at the same time, it fails to grasp the difference between anticipated
grades and actual performance. Decision-makers are often hesitant to trust the results of these
models, since their internal functions are primarily hidden in black-boxes [27]. This is quite reasonable,
since people outside of the ML field neither can understand the manner that outputs are exported,
nor are confident on just consuming some pure decisions without accompanying them with some
consistent proofs. There is also a well-known trade-off regarding the predictive ability and the
interpretability of ML algorithms, which unfortunately deters the co-existence of both these properties
to be highly qualified under the same ML algorithm, in general. Since predictive models play a decisive
role in the decision-making process in higher education institutions, the ability to comprehend these
models seems to be indispensable. Thus, the interpretability of provided solutions usually needs to be
filtered through XAI tools [28,29].

Model interpretability is the process of understanding the predictions of an ML model. In fact,
it is the key point to build both accurate and reliable learning models. In traditional ML problems,
the objective is to minimize the predictive error, while interpretability is focused on extracting more
valuable information from the model [30]. Commonly, it aims to address questions, such as (Figure 1):

- What each attribute represents?

- Why was a specific prediction was made by the model?
- Which are the key factors of a specified prediction?

- Why a specific student was assigned a failing grade?

- Can we describe what the model has learned?

- How confident are we for the decisions of the model?
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Why did you predict
a grade of 4,2 for this
student?

Figure 1. Why was a specific prediction was made by the model?

Although several published works have appeared in the literature of XAl recently, the majority of
them make assumptions that are not actually consistent with the specifications of an educational task.
For example, dimensionality reduction or feature transformations (e.g., semantic embeddings) may
lead to incorrect conclusions or reasoning factors that ignore some of the underlying relationships that
may be crucial for the real-life problem [31]. Furthermore, DNNs and their variants that operate by
manipulating raw-data directly have highly attracted the interest of the XAI community, leading to
solutions that are not applicable to our numerical source data. However, this fact does not exclude
DNNs from being used as accurate black-boxes to such kind of problems, adopting mainly some
model-agnostic approaches [32]. A representative work was done by Akusok et al. [22] exploiting
extreme learning machines (ELM) trained on sampled subsets of the initial training set for increasing
the output variance of the learning model, and later, explaining the information gained thought this
strategy via proper confidence intervals for specific confidence levels. Both artificial and real-life
datasets were evaluated, performing robust behavior without inducing much computational effort.

Besides DNNs, conventional ML algorithms need to overcome the long-standing obstacle of
explainable predictions. One of the most popular libraries is LIME (local interpretable model-agnostic
explanations) [33], which offers explanations based on local assumptions regarding the contribution
of the examined learning model. A proper function that measures the interpretability and the local
fidelity is defined, which is optimized using sparse linear models that are fed with perturbed samples
from the region of interest. Global patterns are taken into consideration in the [32]. A framework of
teacher-student models was proposed in Reference [34], where the corresponding explanations are
obtained through adopting some additional models that mimic the behavior of the target black-box
model and compare their performance on ground-truth trained models to clarify possible bias factors or
reveal cases where the missing information has corrupted the final predictions. Because of the behavior
of the adopted models, the confidence intervals are also produced for determining the importance of
the detected differences.

Linear models and ensemble of trees were used in the previous work, while a solution that exploits
some unsupervised mechanisms internally and focuses on exporting small, comprehensible, and more
reliable rules exploiting ensemble of tress was proposed by Mollas et al. [35]. Both quantitative and
qualitative investigation of the proposed LionForests approach has been taken place regarding Random
Forest (RF) over binary classifications tasks, which is categorized as a local-based one. Another work
that investigates classification tasks, but specializes in interpreting convolutional neural networks
(CNNs) was recently demonstrated in Reference [36], where the Layer wise Relevance Propagation
strategy was applied for extracting meaningful information when usual image transformations of
audio signals are given as input. This process has been widely preferred for such networks, trying to
propagate the computed weights of the total network to the input nodes, transforming them to
important indications.

As it regards the adopted XAI framework by our side in the context of this work, Shapley values
that stem from coalitional game theory constitute the basic concept that a more recent approach,
named as Shapley additive explanations (SHAP), seems to satisfy better our research scope [37]. First,
it is based on well-established theory and operates without violating a series of axioms: Efficiency,
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symmetry, dummy, and additivity. Without providing any extended analysis, we mention that
Shapley values provide helpful insights by measuring the contribution of each feature into the original
d-dimensional feature space F € R?. Although this process demands quadratic computations regarding
the size of F, it is an accurate and safe manner for revealing the actual contribution of each feature
taking into consideration all the underlying dependencies of the measured values, thus assigning a
combined profile of both local and global explanations. The exact formula for computing the total
contribution of a random feature i € F through all the necessary weighted marginal contributions is
given here:

IS|t(d -S| - 1)!

contribution; = ZSCF\i T (payoutsy; — payoutg) (1)

payouty = f model (F)dF feature ¢ — EF(model (F)) )

where each pay-out integrates the predictions of the selected model for any feature that belongs to
the feature space F, while the rest ones are replaced by their mean value. In total, the Shapley values
express the contribution that corresponds to each feature regarding the difference of the predicted value
minus the average predicted value. Modifications that are more carefully implemented for obtaining
the SHAP values reducing the overhead of the original procedure based on statistical assumptions
or exploiting the nature of the base learner. Two such variants were adopted for facilitating the total
efficacy of our methodology [26].

3. Related Work

Semi-regression has not been sufficiently implemented in the domain of EDM, as evidenced
by a thorough study of the pertinent literature. Apparently, SSL classification algorithms cannot be
directly applied for regression tasks, due to the nature of the target attribute, which is a real-valued
one. Nevertheless, some recent and notable studies are discussed below.

Nunez et al. [38] proposed an SSR algorithm for predicting the exam marks of fourth-grade
primary school students. The dataset comprised a wide range of students’ information, such as
demographics, social characteristics, and educational achievements. At first, the Tree-based Topology
Oriented Self-Organizing Maps (TTOSOM) classifier was employed for building clusters exploiting
all available data. These clusters were subsequently used for training the semi-regression model,
which proved quite effective for handling the missing values directly without requiring a pre-processing
stage. The experimental results demonstrated that the proposed algorithm achieved better results in
terms of mean errors, compared to representative regression methods. Kostopoulos et al. [39] designed
an SSR algorithm for predicting student grades in the final examination of a distance learning course.
A plethora of demographic, academic, and activity attributes in the course Learning Management
System (LMS) were employed, while several experiments were carried out. The results indicated the
efficiency of the SSR algorithm compared to familiar regression methods, such as linear regression
(LR), model trees (MTs), and random forests (RFs).

Bearing in mind the aforementioned studies and their findings, an attempt is made in the present
study to implement an SSR algorithm for predicting the grades of undergraduate students in the final
exams of a one-year online course offered by the Hellenic Open University. The main contribution of
our research concentrates mainly on the following points:

e  Semi-regression,
e  Early prognosis, and
e Interpretation of features.

We also include some related works that concern the SSR field, which tackle problems from
different domains. Besides the COREG algorithm [25], which inspired most of the upcoming SSR works
on how to exploit unlabeled data for performing SSL methods for predicting numeric target attributes,
the use of a co-training scheme did not found great acceptance for SSR works. We highlight just the direct
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expansion of COREG designed by Hady et al., via inserting the co-training by Committee for Regression
(CoBCReg) scheme [40], which tries to encompass the use of more than one regressors for reducing
noisy predictions, as well as the co-regularized least squares regression approach (CoRLSR) [41].
The latter one sets a risk minimization problem on the combined space of labeled and unlabeled data
through proper kernel methods, focusing mainly on proposing some variants—a semi-parametric
and a non-parametric—that scale linearly on the size of the unlabeled subset. The predictive benefits
of adopting the co-training scheme without using any sophisticated feature split, just a random one,
were remarkable.

More recently, a local linear regressor was employed by Liang R.-Z. et al. [42], which was iteratively
applied for minimizing a joint problem on the neighborhood of each unlabeled examplFDe through
sub-gradient descent algorithms. The authors of this work transformed two datasets that stem from
unstructured data into structured problems and managed to outperform the compared algorithms
regarding each posed performance metric, managing a competitive behavior regarding the time
consumption. A multi-target fashion SSR model was presented in Reference [43], where the self-training
scheme was combined with an efficient ensemble decision tree-based algorithm. Several modifications
of the proposed scheme were examined, differentiated on the manipulation of the decisions that are
drawn from the corresponding ensemble learner. Although their approach depends heavily on a
reliability threshold which is domain-specific, a qualitative analysis was made over a dynamic selection,
managing to outperform the supervised baseline as well as a random strategy for selecting unlabeled
data for augmenting the initially collected data. Finally, an SSR method was used before applying an
SSL method in the field of optical sensors, where limited data were readily available. In that scenario,
a randomized method was used for generating unlabeled artificial data aiming at augmenting the
labeled subset, but their annotation with pseudo-values was still crucial [44]. Therefore, a typical SSR
strategy was applied before providing the finally created dataset to tackle the classification process.

4. Dataset Description

The dataset used in the research was provided by the Hellenic Open University and comprised
records of 1073 students who attended the ‘Introduction to Informatics’ module of the ‘Computer Science’
course during the academic year 2013-2014.

These records were collected from three different sources, the course database, the teachers,
and the course LMS, thus producing three distinct sets of attributes (Figure 2):

e  The demographic set S; = {Gender, NewStudent} (Table 1).
The distribution of male and female students was 76.5% and 23.5%, respectively. In addition,
87.5% of the students had enrolled in the course for the first time, while the rest failed to pass the
previous year’s final exams.

e The academic performance set S; = {Ocs;, Wrii}izz1 (Table 2).
The attribute named Ocs; refers to students’ absence or presence in the i-th optional contact session,
while the attribute named Wri; represents students’ grades (ten-point grading scale) in the i-th
written assignment, i € {1,2}. Four written assignments should be submitted during the academic
year, while a total sum Z?:l Wri; > 20 was required for a student to undertake the final exam.

. The LMS activity set S3 = {L;, Vi, Vai, V3i, Va4, Vsi, P1i, Poy, P3;, P4i}12:l (Table 3).
These attributes monitor student activity on the online LMS course (i.e., logins, views, and posts).

Table 1. Demographic attributes.

Attribute Name Description Values
Gender Student gender male, female
New Student A student enrolled in the course for the first time yes, no
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Table 2. Academic performance attributes, i € {1, 2}.

Attribute Name Description Values
Ocs; Student presence in the i-th optional contact session ~ absence, presence
Wri Student grade in the i-th written assignment [0, 10]

Table 3. LMS activity attributes in the i-th time-period, i € {1, 2}.

Attribute Name Description Values
L; Total number of student logins integer
Vi Number of student views in the pseudo-code forum integer
Vai Number of student views in the compiler forum integer
Vs Number of student views in the module forum integer
Vi Number of student views in the course forum integer
Vs Number of student views in the course news integer
Py Number of student posts in the pseudo-code forum integer
Py; Number of student posts in the compiler forum integer
P3; Number of student posts in the module forum integer
Py Number of student posts in the course forum integer
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Figure 2. Gathering the data during the academic year.

Each instance of the dataset represents a single student (Figure 2) and is described by a vector of
attributes, such as x = (s1, 52, 53), where sy, 53, 53 correspond to the vector attributes of S, S, S; sets,
respectively. Since the early prognosis of students at risk of failure is of utmost importance for higher
education institutions, the academic year was divided into four time-periods according to each written
assignment submission deadline (Figure 3). To this end, the notation V;; denotes the total number
of student views in the pseudo-code forum in the i-th period, i € {1,2}, and so forth. For example,
attribute Py refers to the total number of student posts in the compiler forum in the first time-period
(i.e., from the beginning of the academic year until the first written assignment submission deadline).
Finally, the output attribute y € [0, 10] represents the grade of students in the final examinations of the
course. Note that we examine two distinct scenarios, corresponding to the first one and the first two
time-periods, respectively.
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Figure 3. Time-periods of the academic year.
5. Proposed Semi-Supervised Regression Wrapper Scheme

Semi-Supervised Learning (SSL) is a rapidly evolving subfield of ML, embracing a wide range of
high-performance algorithms. Typically, an ML model / is built from a training dataset D = LU U
consisting of a small pool of labeled examples L = {x;, yi}i:l and a large pool of unlabeled ones
u= {xi};’:l, l<<u,xie X, yi €Y, LNU = &, without human intervention [45]. Depending upon the
nature of the output attribute SSL is divided into two settings [9]:

e  Semi-Supervised Classification (SSC).

The labels y; of the output attribute are discrete, i.e., Y = {y1, y2, ..., Yn}-
e  Semi-Supervised Regression (SSR).

The labels y; of the output attribute are real, i.e., ¥ C R.

In our case, we employed an SSR scheme for exploiting the existence of both labeled and unlabeled
data trying to acquire accurate estimations of the target attribute—students’ final grade—based on
a set of readily available data. Thus, one or more regressors are trained iteratively via selecting the
most appropriate unlabeled data and annotating their missing target value in an automated fashion.
Of course, the initial hypothesis is formatted on the manually gather the subset of L. Furthermore,
the fact that the training set is split into two disjoint subsets, L and U, and that we aim at applying our
trained model on another subset—the test set—which does not overlap with the training set leads us
to an inductive SSR algorithm.

The most representative algorithm found in the literature that seems to satisfy our ambitions is
the COREG that was firstly proposed by Zhou [25]. Actually, this learning scheme constitutes the
analog of the co-training scheme also based on disagreement rule in the case of SSC [46], inserting a
local-based criterion for measuring the effectiveness of the candidate unlabeled instances into the
currently trained model for completing a regression task. Although various criteria have been designed
in the context of SSC [47,48], the corresponding essential stage during an inductive SSR algorithm has
not been highly studied by the related research community, following variants of the same criterion
proposed in the case of COREG or proposing some new metrics that are mainly used under single-view
works [44,49,50].

More specifically, the main concern of inductive SSR algorithms during the annotation of unlabeled
examples is their consistency with the already existing labeled instances. This property is examined by
measuring the next formula:

Consistencyy; = Z(f(yi,h(xi)) —f(yi,h(gci))), VxjelU (3)
x;eL

where f is a suitable performance metric, y; is the actual value of the x; labeled example, while /(x;)
and /i(x;) denote the output of regressor 1 when is trained solely on the current labeled set and on the
augmented labeled set with the currently examined x; example, respectively. According to the COREG
algorithm, a local criterion is inserted for investigating if the consistency of each unlabeled example is
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beneficial for the current model per iteration. Thus, instead of examining the whole current L subset,
only the neighbors of each x; € U are considered for measuring the corresponding consistency metric,
which is described in Equation (1). Asitis discussed in the original work of the COREG, by maximizing
this variant—mentioned hereinafter as 0x; Yx; € U—we reach safely either to the maximization of the
general consistency metric or we acquire a zero value. In the first case, we pick the j-th unlabeled
instance with a greater impact. Otherwise, we do not select any of them.

This strategy is similar to fitting an instance-based algorithm, like the k-Nearest Neighbors
(kNN) [51], for selecting the unlabeled instances to augment the current labeled set per iteration, as it
was preferred during the COREG approach. However, this fact does not hinder us from applying
different kinds of regressors on the augmented labeled set, thus exploiting possible advantages of other
learning models for capturing better the underlying relationships of the examined data. Based on our
search in the literature, such a study has not yet been done.

Moreover, the already mentioned augmented per iteration labeled subset does not contain
exclusively accurate values of the target attribute per its included instance, since during the training
stage pseudo-labeled instances are joining the initially labeled examples, and their estimated values
may differ from the actual one. This kind of noise into any SSL scheme may heavily deteriorate their
total performance, settling them as myopic approaches that cannot guarantee safe predictions and
violate the interpretation of the exported results.

Therefore, to alleviate the inherent confidence of COREG, we examine its efficacy on an EDM
task that supports the multi-view description, increasing, thus the diversity of the trained regressors.
Since the COREG algorithms is based on the co-training scheme, the feature space F of the original
problem D is split into two disjoint views: F = F; U Fp. Although the random split has been proven
quite competitive in several cases [52,53], co-training scheme should work if these two views are
independent and sufficient.

The examined real-world problem brings a multidimensional and multi-view description that
encourages us to train each regressor on separate views and get trustworthy predictions that would
not harm our learning model regarding neither its predictiveness nor its interpretability despite the
limited labeled data. Algorithm 1 presents the pseudocode of the end-to-end SSR pipeline.

Algorithm 1. The extended framework of the COREG algorithm.

Framework: Pool-based COREG(D, selectorl, selector2, regressor1, regressor2)
Input:
o Initially collected labeled L = {x;, %‘]i’:1 and unlabeled U = {x;}}’ | instances, where D = LUUand LNU = &
e Fy,Fy: provide the split of the original feature space F, where F = F{UF, and FNF; = @
e Define Max_iter: maximum number of semi-supervised iterations and f: performance metric
Main process:
e Setiter =1, consistentSet = ()
e Train selectori, regressori on L(F;) Vi € {1,2}
e  While iter < Max_iter do
. For eachi € {1,2} do
. For each x; € Udo
. Compute 6, (f) based on selectori Vi € {1,2}

. If 6x,(f) > 0: add j to consistentSet
. If consistentSet is empty do
. iter:= iter + 1 and continue to the next iteration
. else do
. Find the index j* of consistentSet s.t. j* = arg maxoy;
. Update U: U « U—{x].}
. Fori{1,2} do
. Update Li: Li « LiU {x;., regressor ~i (x]-.)), where ~i means the opposite index of the current
. Retrain selectori, regressori on L(F;)Vi € {1,2}
. iter:= iter + 1
Output:

e Apply the next rule to each met x5t instance:
heorEG (Xtest) = 1/2- (regressor] (xyest) + regressor (Xiest))
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6. Experimental Process and Results

To conduct our experiments, we exploited the sci-kit Python library along with its integrated
regressors and an implementation of computing the necessary Shapley values [37,54]. In order to
systematically examine the efficiency of the extended COREG variant over the problem of early
prognosis on student’s performance, various choices of instance-based selectors and different learning
model for the case of the regressors were chosen. Furthermore, we investigated two separate cases
of the total dataset based on the measured indicators: Regarding only the first semester (D;-first
scenario) and only the first two semesters (D>-second scenario). Thus, our predictions excuse the
characterization of the early prognosis task, providing in time predictions using indicators that stem
from the initial stages of an academic year. To be more specific, the size and the attributes of each view
per dataset-scenario are reported here:

e  First scenario:
D1 =FUF,

|F1| = 4, F; = (gender, NewStudent, Ocsy, Wriy)
|F2l =10, F> = (L1, Vi1, Va1, Va1, Va1, Vi, P11, Pat, P31, Par)

e  Second scenario:
Dy =F1UF,

|F1| = 6,F1 = (gender, NewStudent, Ocsy, Wriy, Ocsy, Wrip)

[Fal = 20, F> = (Ly, L2, V11, V12, Va1, V22, V31, Va2, Va1, Vaa, V1, Vs, P11, P12, Pa1, P22, P31, P32, Par, Pao)

Besides the multi-view role of our extended COREG framework, the diversity of the SSR algorithm
is enriched by the fact that each selector; cannot select during one iteration the same x instance,
while during the initial design of the COREG, randomly selected subsamples of the original U set
were selected per iteration. Although we also attempted to implement this strategy, our results were
constantly worse than the case of exploiting the full length of the original U set. This is probably due to
the relatively small size of our total problem D, which we hope to undertake during the next semesters
to enrich our collected data.

As it regards the choice of the investigated selectors and regressors for the extended COREG
framework, we mention here all the different variants/models that were included in our experiments:

e  (selectorl, selector2): We have selected kNN algorithm for detecting the appropriate neighbors
and fitting appropriate models. Following the original COREG scheme for injecting further
diversity between the two separate views, we kept different power parameter for the internal
distance that is exploited for formatting the neighborhood. Thus, we used Euclidean distance
and Minkowski of 5th power for first and second selector, respectively. Moreover, we examined
four separate cases based on the number of the nearest neighbors that are considered per case:
(k1, ko) =(1,1),(1,3),(3,1),and (3, 3).

e  (regressorl, regressor2): A different pair of same models have been used for this choice. To be
more specific, we have used kNN with k = 3, a typical Linear regressor (LR), the Gradient Boosting
regressor which is an additive model that operates under a forward-stage manner with 2 different
loss functions: Least squares regression (Is) and ‘huber’—a hybrid between Is and least absolute
deviation—which are depicted as GB(ls) and GB(huber) and multi-layer perceptron that optimizes
the squared-loss function by using the ‘Ibfgs” quasi-Newton solver. The last regressor is denoted
as MLP, while its default hyperparameters were used: The ‘Relu’ as activation function and a
hidden layer with 100 neurons. Although some further modifications of the internal parameters
of each learner were investigated, as well as the combination of same learning models, but distinct
regressors per view (e.g., train GB(Is) on L(F;) and train GB(huber) on L(F;)), but neither this fact
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serves our ambitions nor any great improvement was achieved. More information could be found
in Reference [41].

As it concerns the rest required information about our evaluations, we set Max_iter equal to 100 and
the performance metric f = MSE (Mean Squared Error). Moreover, we applied a 5-fold-Cross-Validation
(5-fold-CV) evaluation process, while we held 100 instances out of the 1073 as the test set. Consequently,
the rest n = 973 instances constitute the D set, where the size of the L (/) and the U (u) subsets sum up to n.
Thus, we examined four different values of the initially labeled instances: 50, 100, 150, and 200, while all
of the rest instances were exploited from the first iteration as the U subset, since, as already mentioned,
a possible random sampling of the total U subset per iteration did not favor us. Finally, the scenario
under which our selectors exploit KNN algorithm with (ky, k) = (1,1) did not manage to detect instances
that satisfy the restriction of consistency as described in Equation (3) in the majority of the conducted
experiments, and for this reason, was excluded by our results. The performance of the examined
COREG variants based on the mean absolute error (MAE) metric is presented in Tables 4 and 5.

Table 4. Relative improvement of mean absolute error (MAE) metric (+std) of the dataset based only
on the first semester during the best iteration per different combination of selector and regressor.

Size (L)  Selector; Regressor;
(k1, ko) 3NN LR GB (Is) GB (huber) MLP
(1,3) 3.63 (+2.46)  10.06 (+6.42)  6.83 (+0.89) 3.78 (£1.62) 8.93 (+6.00)
50 G1) 338 (£147) 1051 (£8.12)  6.66(£3.15)  5.07 (x1.09) 1433 (+8.91)

33) 337 (+£349) 1527 (+8.15) 7.22(+2.72)  4.60(+2.19)  18.18 (+11.08)

13) 228 (+3.00)  2.02(+1.34) 181 (+1.66) 5.08(+1.64)  5.82(+4.49)
100 3] 233 (+1.70)  2.89(+1.33)  195(+1.63) 5.89(+2.19)  6.14 (+5.11)
33) 226 (£2.76) 321 (+246) 242 (£2.84)  7.05(x1.87)  9.42(+4.77)

1,3) 252 (+147)  0.63(£0.72) 543 (+2.85)  3.32(x2.14)  3.73 (+2.47)
150 31 580 (+3/94)  1.07 (+1.62)  4.86 (£3.02)  3.44(+1.28)  9.15(+12.48)
(33) 1.88(£0.52)  2.07 (+1.53) 697 (£5.35)  2.67 (+1.31)  8.97 (+15.04)

(1,3) 283 (+1.82)  1.16(£1.06)  3.31 (+2.53)  3.40(£2.76)  4.95 (+2.46)
200 31 404 (+£341)  0.67(£0.59) 293 (+2.56)  3.52(+2.56)  3.05(+1.94)
(33) 0.88 (£1.05)  0.45(x057) 458 (+3.34) 541 (£2.39) 585 (+2.66)

Table 5. Relative improvement of MAE metric (+std) of the dataset based only on the first and second
semester during the best iteration per different combination of selector and regressor.

Size (L)  Selector; Regressor;
(kq, ko) 3NN LR GB (Is) GB (huber) MLP
(1,3) 5.79 (£1.89)  21.85(+8.10)  4.47 (+2.70) 7.55 (£2.12) 12.51 (£7.92)
50 (3,1) 7.26 (+4.22)  22.65(+7.89)  5.36 (+3.35) 7.70 (£3.99) 11.25 (+5.28)
30.69
(3,3) 2.81 (+2.06) (+13.83) 7.28 (£5.17) 8.40 (£3.72) 18.17 (£7.16)
(1,3) 5.56 (+1.85) 8.30 (+6.64) 6.00 (+1.18) 4.64 (+4.52) 9.26 (+7.55)
100 (3,1) 3.65 (+£2.72) 8.04 (+8.18) 6.62 (+£2.61) 2.92 (£3.19) 6.91 (+£2.8)
11.91
(3,3) 1.91 (+2.16) (+13.15) 7.57 (£2.50) 2.76 (£2.57) 10.77 (+8.35)
(1,3) 8.00 (+2.54) 6.50 (+£2.71) 4.16 (£2.44) 6.64 (+£3.00) 16.36 (+9.00)
150 (3,1) 6.35 (+£5.32) 6.03 (+£2.90) 4.72 (£3.25) 6.47 (+£3.87) 3.41 (+4.76)

(33) 1.85(£2.54)  9.46 (£6.59)  5.46(+3.83) 857 (+5.82)  15.41 (+10.79)

1,3) 235 (+2.53)  148(x1.19)  3.94 (+2.37)  3.86 (+252)  13.25 (£6.64)
200 31 1.80 (£1.02)  1.55(+1.31)  3.88(+2.76)  3.94(+3.33)  7.21 (+6.20)
33) 1.64 (+1.31) 2,61 (#2.56) 591 (+5.13) 527 (+2.44)  15.36 (+10.65)

To be more specific, in these tables, we have recorded the relative improvement between the
performance of each regressor during the initially provided labeled set, and the iteration that recorded
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the best performance until the criterion of either exceeding the Max_iter or not satisfying the consistency
is violated. The results indicate that there is a decrease in the MAE metric, whilst the number of labeled
instances is increased, as could be expected. Based only on the information regarding the first semester,
it is noticed that the best performers are LR and MLP for size(L) = 50, while the tree-based learners
achieved a more stable improvement over all the examined initially labeled subsets. Based on the
information regarding both the first and the second semester, it is observed that the best performers
are again LR and MLP for size(L) = 50, while they also performed greater improvement in the rest of
the examined scenarios against their behavior on the previous case.

Additionally, we observe that as the cardinality of the L subset increases, the relative improvement
of the investigated multi-view SSR approaches is decreasing in both cases during the majority of
the recorded results. Through this kind of information, we can understand better the benefits of
SSR approaches like COREG when multi-view problems are considered even under both limited
labeled data are provided, and the volume of the unlabeled data is also highly restricted, reducing,
thus the informativeness of this source of knowledge which is crucial for SSL scenario. Hence, the most
important asset of transforming the COREG approach into a multi-view SSR variant is the remarkable
reduction of the mean absolute error under strict conditions regarding the initially provided labeled
instances. Despite the fact that the supervised learning performance in that cases is usually poor, since it
heavily depends on the initially labeled data, both the insights that are obtained through the distinct,
independent views and the disagreement mechanism that interchanges information between regressors
that are fitted to these views lead to superior performance against it. Therefore, we believe that this
indication is our most important contribution: Proof that in a real-life scenario, the complementary
behavior of two separate views can be a trustworthy solution—even under highly limited labeled
instances and not a large pool of unlabeled ones.

Another key is the fact that by mining additional unlabeled instances, we would expect even
larger improvements in some cases, something that occurs by observing the fact that some approaches
achieved their best performance at the late iterations, while almost none approach recorded its best
performance during the early iterations. Thus, we are confident that by providing additional unlabeled
instances, even better improvements should be achieved. Another interesting point that should
be examined in the future is to insert a dynamic stage for terminating such a learning algorithm,
avoiding saturation phenomena. A validation set could be useful, but small cardinality in a real-life
dataset does not favor such a strategy.

Furthermore, in the majority of the presented results, we conclude that when the selectors coincide
with the two 3NN algorithms, larger improvements of the relative error are recorded, especially for the
more accurate models: GB-based variants and MLP. This happens due to the fact that in the majority of
the cases that one selector coincides with the INN algorithm, this view through its fitted regressor
does not detect any unlabeled instance that satisfies the consistency criterion. Hence, the other view
is not actually enriched via the existence of annotated unlabeled instances. However, in the case of
weaker regressors—3NN and LR—this behavior may be proven beneficial when noisy annotations take
place, reducing, thus the chances of degeneration. To be complete with our experimental procedure,
all our results are included in the following link: http://ml.math.upatras.gr/wp-content/uploads/2020/
11/mdpi-Applied-Sciences-math-upatras-2020.7z, where the index of the best position per examined
fold along with the improvement during the arbitrarily selected value of Max_iter are recorded per
regressor based on the separate views, as well as the finally exported one. Furthermore, the supervised
performance of the whole dataset D for both cases and each investigated regressor, as well as their
performance on all the four separate initial versions of the L size, are included—facilitating each
interested researcher about the efficacy of our approaches.

Regarding the interpretability of our results, we computed the Shapley values of each one of
the five distinct regressors. To safely conclude that the COREG scheme can produce trustworthy
explanations under the existence of limited labeled data per different learner, we made the next
assumptions: We compared the purely supervised decisions of the total dataset evaluated with the
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aforementioned 5-fold-CV process per learner with the corresponding decisions that are exported by
training the same regressor on the finally augmented L subset according to the adopted COREG scheme
having fixed the choice of selector to (3NN, 3NN) with the pre-defined distance metrics as mentioned
previously into this Section. Hopefully, in all the cases, we obtained similar enough decisions regarding
the importance weights assigned to each indicator, while we had a perfect match between the ranking
of the indicators. This fact verifies our main scope: To apply a multi-view SSR scheme that can
improve the initial predictiveness of the model despite the limited number of the provided instances,
acquiring at the same time trustworthy explanations about the importance of each included attribute.

Next, we present through suitable visualizations the SHAP values per case, exploiting the
implementation provided by the authors of Reference [55]. Before we step to this stage, a short
description is given regarding the two used approaches for computing these explainable weights that
approximate the actual, but still computationally hungry Shapley values. First of all, a kernel-based
approach was applied over all the five examined regressors (KernelSHAP), which is agnostic regarding
the applied learning model and introduces a linear model that is fitted over the sampled pairs of
(data, targets) and their generated weights. To generate these weights, several coalitions over the F space
is produced, while the marginal distribution instead of the accurate conditional distribution is sampled
for replacing the features that are absent during a random coalition. Although the assumptions here may
lead to poor results because of the randomly selected coalitions that ignore some feature dependencies,
the fact that a linear regression is applied during the last stage of the computation, additional strategies
may easily be implemented trying to smoothen possible defects of this approximation (regularization,
different learning model). On the other hand, a tree-based approach (TreeSHAP) has been applied in
the case of GB-based approaches trying to figure out possible discrepancies between the explanation of
this kind of learner. TreeSHAP constitutes an expansion of the KernelSHAP approximations, leading to
faster results and facilitating the learners that are based on Decision Trees, integrating aggregating
behavior through proper additive properties. Further information is provided in the original work [55].

We present here only the corresponding diagram of GB (ls) with both SHAP explainers, ignoring the
similar enough performance of GB (huber), since it is the only tree-based regressor. The SHAP
visualization plots (Figures 4-8) illustrate the attribute impact on the output of the produced regression
model (the attributes are ranked in descending order from top to bottom) and how the attribute values
impact the prediction (red color correlates to positive impact) in the first scenario using the D dataset.
Attributes Wri; (grade in the first written assignment), Ocs; (presence in the first optional contact
session), and V3; (number of views in the module forum) are the most important ones in all cases
regardless of the regressor employed. In addition, these attributes seem to positively influence the
target attribute (i.e., student grade in the final examinations). Therefore, high-achieving students in the
first written assignment, students with high participation rates in the first optional contact session,
and students with high view rates in the module forum achieve a higher grade in the final course exam.
Very similar results were produced regarding the second scenario using the D, dataset. In this case,
attribute Wri, (grade in the second written assignment) proved to be the most significant, along with
attribute Vs, (number of views in the module forum).
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Figure 4. KernelSHAP values of the 5NN regressor (D dataset).
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Figure 5. KernelSHAP values of the LR regressor (D; dataset).
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7. Conclusions

In the present study, an effort was made to build a highly-accurate semi-supervised regression
model based on multi-view learning for the task of predicting student grades in a distance learning
course. Additionally, we sought to gain insights and extract meaningful information from the model
interpreting the predictions made and providing computed explanations about the predicted grades.
The experimental results demonstrate the benefits brought by a natural split of the feature space.
Therefore, our work contributes a different perspective to the existing single-view methods by fully
exploiting the potential of different feature subsets by extending the COREG framework to the
multi-view setting. In addition, it points out the importance of specific attributes that heavily influence
the target attribute. Finally, the produced learning model may serve as an early alert tool for educators
aiming at providing targeted interventions and support actions to low performers.

Generating synthetic data could be proven a highly favoring technique for mitigating the problem
of limited labeled data. A recent demonstrated work has adopted such a strategy for training a boosting
variant of the self-training scheme in the context of SSC [56]. In that work, the aspect of Natural
Neighbors was preferred applying kNN algorithm as the base classifiers, and their obtained results
seem encouraging enough for trying to extend their work also in our case. Another future direction
could be applying pre-processing stages that may help us discriminate better the initially gathered
data. Combination of semi-supervised Clustering either with conventional learners or ensembles,
or even DNNs, as it has been validated in other real-life cases (e.g., geospatial data [57], medical image
classification [58]) reducing inherent biases and helping us to uncover better possible underlying data
relationships before the learning model could be found quite useful in practice. Another one possible
effect of Clustering has been highlighted in Reference [50], where this strategy facilitated the scaling of
a time-consuming learner over large volumes of unlabeled examples.

Finally, the strategy of transfer learning has been found great acceptance in the last years over
several fields and could be proven beneficial in the case of EDM tasks. The two different aspects of this
combination are expressed through either creating pre-trained models based on other learning tasks
or enriching the discriminative ability of selected regressors through separate source domains that
contain plentiful training data [59,60]. Combination of Active Learning with Semi-supervised learning

242



Appl. Sci. 2020, 10, 8413

might find great acceptance especially in cases that limited labeled data are provided, and the provided
budget for monetization costs is highly bounded [61]. The modification also of transductive approaches
for being considered under inductive learning scenarios seems a brilliant idea that compromises the
accuracy of the former category and the generalization ability of the second one. Such a study was
presented in Reference [62] and should be studied for SSR tasks.
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Featured Application: Results of this work can be applied to anti-rumor microblog
recommendation decisions for social media platforms, in order to reduce the impact of rumors by
promoting the spread of the truth.

Abstract: One prominent dark side of online information behavior is the spreading of rumors.
The feature analysis and crowd identification of social media rumor refuters based on machine
learning methods can shed light on the rumor refutation process. This paper analyzed the association
between user features and rumor refuting behavior in five main rumor categories: economics, society,
disaster, politics, and military. Natural language processing (NLP) techniques are applied to quantify
the user’s sentiment tendency and recent interests. Then, those results were combined with other
personalized features to train an XGBoost classification model, and potential refuters can be identified.
Information from 58,807 Sina Weibo users (including their 646,877 microblogs) for the five anti-rumor
microblog categories was collected for model training and feature analysis. The results revealed that
there were significant differences between rumor stiflers and refuters, as well as between refuters for
different categories. Refuters tended to be more active on social media and a large proportion of them
gathered in more developed regions. Tweeting history was a vital reference as well, and refuters
showed higher interest in topics related with the rumor refuting message. Meanwhile, features such as
gender, age, user labels and sentiment tendency also varied between refuters considering categories.

Keywords: rumor refuter; machine learning; nature language processing; XGBoost; feature analysis

1. Introduction

Because of the widespread popularity of social networks and mobile devices, users are able to
immediately exchange information and ideas or access news reports through social media feeds such
as Twitter, Facebook, or Sina Weibo [1]. However, the dark side of online information behavior should
not be neglected. Due to a general lack of control, incorrect, exaggerated, or distorted information can
be easily circulated throughout the networks [2]. This kind of information is defined as a rumor [3]
as it does not have publicized confirmations nor official refutations. In all the controversial news
stories since Twitter’s inception, the rumors were found to reach more people and spread deeper
and faster than the actual facts [4]. Rumors have been found to affect a country’s public opinion [5],
lead to economic losses [6], and even cause political consequences [7]. When the sudden crisis broke
out, online rumors were even more popular, seriously disrupting social stability. For example, since
January 2020, the epidemic of new coronaviruses has spread, and rumors have emerged on the Internet,
causing public panic and anger and intensifying social conflicts.
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Combating rumors has been a hot research area. A lot of research focuses on the rumor itself—the
identification [8], spread [9-11], and influencing factors of the rumors; while deep-rooted human
nature are the main factors for the viral spread of the rumor, that is, people tend to read/share tweets
that confirm their existing attitudes (selective exposure), regard information that is more consistent
with their pre-existing beliefs as more persuasive (confirmation bias), and prefer entertaining and
incredible content (desirability bias) [4]. Existing research on the participants of the rumor is mainly
aimed at influential individuals [12] in social networks. At the public level, crowd identification of
rumors participants is still worth further study.

When people receive a piece of ‘news’, they may (1) retweet and comment at the same time,
or only retweet (spreaders), (2) deny it and spread a corresponding rumor refuting message (refuters),
(3) only comment on it or neglect it (stiflers). Individuals’ behaviors are closely related with their
attitudes [13]. Lewandowsky et al. believed that the same rumor refutation information should be
changed for different opinions and angles according to the characteristics and thinking patterns of
different groups of people, avoiding sensitive positions such as political positions and world views [14].
Therefore, given a rumor category, analyzing the characteristics of voluntary refuters, and identifying
the special group from all rumor participants, make it possible to design targeted rumors refutation
strategies based on the characteristics and thinking patterns of refuters. The application value is
that the platform can consciously recommend rumor refutation information to them, even adapt the
information to suit their personality. It is of great significance for expanding the acceptance of real news
and suppressing the spread of rumors. Understanding the content of rumor refutation is a re-learning
process, with great subjectivity and group differences. Therefore, netizens featuring analysis and
crowd identification are critical to breaking through rumor governance difficulty. Recently, the rapid
developments in deep learning and machine learning methods make it possible to extract and process
large amounts of unstructured social media data [15-17], so as to identify different crowds and extract
group features. This research topic largely remains unexplored. The only prior work was from Wang
et al., who predicted social media rumor refuters only in the disaster category [18].

This study intends to reveal the features of netizens who are willing to retweet rumor refutations
(refuters) without extra incentives when confronting rumor refuting messages and user features,
and propose a rumor refuter crowd identification model. Five main rumor refuting microblog
categories are considered that can potentially affect social stability: economics, society, disaster, politics,
and military [19]. Similarities and differences of rumor refuters in these five categories are compared.

Natural Language Processing (NLP) and XGBoost are the main tools in this research. NLP is a
subfield of computer science, information engineering, and artificial intelligence, and is concerned with
programming computers to process and analyze large amounts of human (natural) languages data [20].
Although NLP is already a mature technology, as far as the authors know, the short text similarities and
sentiment analysis have not been well-applied in combating rumors, especially associating them with
rumor refuting behaviors. Baidu NLP [21] will be applied to quantify the user microblog content’s
sentiment (recent sentiment tendency) and similarity with original rumor refuting message (recent
interests) as a value between 0 and 1, which can also be viewed as a probability. The higher the value,
the higher the probability that the sentiment of the microblog is positive or the microblog content is the
same as the rumor refuting message.

XGBoost [22] is a relatively new algorithm that has gained popularity due to its accuracy and
robustness. XGBoost utilizes boosting, which trains each new instance to emphasize the training
instances previously mis-modeled for better classification results. It is a combination of classification
and regression trees (CART) [23], but re-defined the objective function with both training loss and
complexity of the trees to decrease the chance of overfitting. Thus, XGBoost is a very strong model
with high extensibility.

In recent years, XGBoost has been widely applied to practical problem solving [24,25]. Wang et al.
have proved XGBoost was found to be the most efficient machine learning method for disaster
rumor refuter identification compared with logistic regression, support vector machines, and random
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forest [18]. Therefore, this paper chooses XGBoost to construct the potential rumor refuters identification
model.

The main contributions of this paper can be summarized as:

(1) The focus of social media users (instead of only considering influential individuals) in the
rumor refutation process.

(2) Feature analysis of rumor refuters for five different categories of rumors, which can provide
guidance on the personalized recommendation for social media users by accelerating the rumor
refutation information dissemination.

(8) XGBoost based identification model to identify the rumor refuters and extract significant
features of rumor refuters.

The remainder of this paper is organized as follows. Section 2 gives our research motivations.
Section 3 shows the methods and results and Section 4 gives the discussion. Section 5 concludes the
work and discusses future research applications.

2. Motivations

Research motivation lies in two aspects.

2.1. Decision-Making Support to Rumor Countermeasures

Identifying rumor refuters based on their features is quite valuable such that social media platforms
can recommend rumor refuting microblogs or messages to them as this group is more likely to spread
the anti-rumor information and accelerate rumor refutation [18,26]. Although there tends to be far fewer
people refuting than spreading rumors [4], this ordinary refuter crowd is considerable still. Due to
the potential risk of rumors, it is necessary to develop restraining countermeasures. Most identified
countermeasures have been focused on blocking the rumors and spreading the truth [26]. Current
practice has tended to seek to identify the influential nodes or opinion leaders to refute rumors, but has
neglected the significance of the netizens willing to retweet rumor refutations without extra incentives
to convince irrational followers. Therefore, from the perspective of accelerating the truth dissemination
process, this paper employs feature analysis and voluntary rumor refuter crowd identification under
the hypothesis that if these targeted users can be identified and taken advantage of, it is possible to
gain new insights into internet rumor countermeasures.

2.2. Adapting User Features into Rumor Control

Many studies have attempted to identify how the unique features of social network users influence
social media behavior. It was essential for personalized recommendation systems to detect the
accurate and targeted user properties [27]. There were multiple social network identities such as
microblog authors, stiflers, and retweeters. For example, some researchers collected potential author
attributes such as gender, age, regional origin, and political orientation and found some feature-based
differences [28]; others differentiated the features of stiflers and retweeters, and concluded that the
stiflers were more concerned about social relationships and the retweeters were more driven by
message content [5].

All of this prior research contributed to this paper’s feature set construction. In addition,
user retweet histories, status, active time, and interests also impacted retweet behavior. Hence,
the similarities between the content of the target tweet and past retweeter posts [29] and users’
subjective feelings were also determining factors [30]. However, few works have been done in adapting
those user analyses into rumor control and refuter identification. Previous investigations have involved
social media platforms with different user structures (i.e., Twitter and Facebook), but the conclusions
could not be generalized to microblog users. Overall, few studies on retweeter attributes have
commented on the distinctions between the different original microblog types; therefore, this paper
analyzes the refuter features based on anti-rumor classifications.
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3. Methods and Results

In this section, we present the methods and relevant results in detail. The overall framework of
the methods is shown in Figure 1. Firstly, the data are collected and cleaned. Then, the gender and
label frequency comparisons between refuters of five categories are made, which form a rough refuter
portrait. Thirdly, sentiment analysis and short text similarity analysis are made. If there are missing
values in microblogs/label information/verified information/signature, a value of 0.5 will be assigned.
Based on the trained XGBoost classification model, the refuter feature analysis is conducted.

oS ! Y

Data Cleaning

v

Comparison Between Refuters

] Vo -

Sentiment Analysis

v

Feature Analysis

Data Collection

refuters i Short Text Similarity Analysis
1
1 J
Basic user information: ! [ :[_rails_foim_ ?_B?(j 1{1?2 \_ al_u‘e_s ______ -
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Figure 1. The overall framework of the methods.

3.1. Data Collection

Sina Weibo is a Chinese microblogging (Weibo) website and is one of the most popular social
media platforms in China with 431 million active monthly users in 2019. Different from Wechat, which
only allows a user to post to certified friends, Sina Weibo is the Chinese equivalent of Twitter as it has a
wider, more open dispersal. Therefore, crawling microblogs on Sina Weibo has a high research value
for rumor propagation or rumor refutation spread analyses. All of the anti-rumor microblogs with
a retweet/comment amount larger than 100 were collected from October 2018 to April 2019 using a
web crawler.

This paper only takes the anti-rumor microblogs verified, confirmed, and announced by official
accounts (police accounts, government agency accounts, and authoritative media accounts) into
considerations. Therefore, the refuters discussed in this paper are those who deliberately spread official
accounts’ rumor refutation information. As shown in Figure 2, the collected anti-rumor microblogs were
classified into five categories based on content [18]; economics, society, disaster, politics, the military,
all of which were the common rumors on social media platforms and could result in societal damage.
The economic category contained business and entrepreneurial information; the society category
covered rumors about social public affairs; the disaster category consisted of distorted information
on natural and man-made disasters; the politics category comprised false political messages mainly
involving certain political figures, groups, or specific policies; and the military category included
rumors about national defense or military affairs.
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These five main categories had a total of 106 anti-rumor microblogs, of which 45 were related
with the society, 31 with economics, three with the military, 20 with politics and seven with disaster,
with a total of 58,807 user samples. There were far more stiflers than refuters collected because the task
of identifying the refuters from the population was inherently an imbalanced classification problem.
As this research was simulating the refuter identification process and examining the validity of XGBoost
model, testing on a small data subset was considered powerful enough to examine the algorithm’s

performance [31].
Sample Amount
4438 (7.55%)

Sample Amount
Sample Amount 45 31 16,008 (27.22%)
29,218 (49.69%) 1
3
Sample Amount
20 1055 (1.79%)
Sample Amount
8088 (13.75%)
B Disaster Amount Economies Amount
Miilitary Amount Politics Amount

Society Amount

Figure 2. Microblog and sample quantities.

The users’ most recent concerns were strongly associated with their most recent microblogs and
our previous work found that the 11 most recently posted microblogs (topping microblogs are included)
were reliable predictors in disaster rumor refuter prediction [18]. Except for a few users who had
less than 11 microblogs since registration, 11 microblogs were extracted, i.e., the topping microblog
(the sticky microblog) and 10 most recently posted microblogs. Although the topping microblogs might
not have been recently posted, they were able to reveal the overall attitude of the users to some extent.
Basic user information; gender, membership level, location, birthday, verified information, signature
or brief introduction, user label, microblog number, number of followers and numbers following,
and group numbers for each user; were extracted.

As the aim of this research was to identify the social media rumor refuter features, information
was mined for two groups of people: refuters from the retweet lists and stiflers from the comment lists.
Stiflers consist of the commenters and the users who only view the rumor refuting message. Due to
the inaccessibility of the viewer list, only those commenters were treated as stiflers. Although both of
refuters and stiflers had viewed the rumor refuting microblogs, the responses were quite different.

3.2. Comparison between Refuters

3.2.1. Gender

Figure 3 compares the gender differences for different categories. The gender gap was particularly
large in the military and political fields, with the number of male refuters being nearly twice as many
as females (roughly 150 men vs. 74 women and 1621 men vs. 888 women, respectively). In contrast,
in the economic, disaster and society categories, there were only minor gender differences. In 2018,
male users made up 57% of total Weibo users [32]. The results are correspondent with the Weibo user
gender ratio.
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Figure 3. Male to female ratio in database.

3.2.2. Label Frequency

A user portrait analysis was conducted based on the refuter label information. From the word
frequency count, it was possible to roughly depict the refuter features and preferences.

As can be seen in Table 1, economics-related rumor refuters showed high interest in IT,
Dig, and investment, with most being young practitioners in the internet or finance industries.
The economic-related and politics-related rumor refuters had some common interests (i.e., military,
investment, Finance and IT, and Dig), and could be the same group of people. For the military-related
rumor refuters, the label “military” was third ranked, with interest also being shown in design
and history. The society-related and disaster-related rumor refuters were also both interested in
education, with the former group having a specific “campus” label and the latter group having a
specific “employment” label. Based on this information, we infer that, for these groups, college
students should account for a relative large proportion of refuters.

Table 1. Label frequency for the different rumor refuters.

Economics Military Society Disaster Politics
Label Rank Label Rank Label Rank Label Rank Label Rank
IT&Dig 5 Military 3 IT&Dig 8 IT&Dig 10 IT&Dig 6
Invest 12 I'nvest, 6 Reading 14 Invest 11 Finance 8
Finance
Military 16 News 1 Fashion 19 Finance 15 News 9
Finance 17 Design 12 Education 20 Education 18 Military 11
Reading 20 History 15 Campus 21 Employment 19 Invest 18

3.3. Rumor Refuters Identification

A crowd identification process was applied in two steps.

Step 1. Convert the textual content into numerical values.

For rumors that are linked to specific geographical locations, we derived the locations from the
original rumor texts. Then, comparing the locations where the rumor “took place” with the locations
each user from, 1 would be assigned for the location feature if the user was in the same province as the
rumor, and 0 otherwise.

Baidu’s AipNLP [21], which is regarded as the most advanced Chinese text analysis technique,
was applied to convert the textual content into numerical values. Then, the similarities between the
user labels, the verified information, the signature, the most recent 11 microblog (including the topping
microblog) contents, and the rumor refuting microblogs were transformed into values between 0 and 1.
For the sentiment analysis, the emotional inclinations of the user signatures and the most recent 11
microblog contents were also converted into values between 0 and 1. The processed variables are listed
in Table 2.
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Additional implementations were applied to the variables to ensure the classification results were
more valid and reliable:

(1) The corresponding rumor refuting microblogs were deleted if they were one of the 11 most
recent microblogs from the user.

(2) A value of 0.5 was assigned to the microblogs/label information/verified information/signature
sentiment or short text similarity analysis if the text was missing.

(8) Words irrelevant to the content of the text but that significantly influenced the result of the
sentiment analysis, such as “Comment”, “Like”, and “Collect”, were removed.

Table 2. Variables for refuter identification.

Variables Variable Descriptions
R Dependent variable. Whether the user retweeted the rumor refuting microblog.
1 for yes and 0 for no.
G Gender of the user set. 1 for male and 0 for female.
ML Membership Level. Explains the user devotion and activity to some extent.
L Location. The provincial level location of the user.
1 if the user was in the same province as the rumor; 0 otherwise.
A Age. The age of the users. If the value was missing, we interpolated the average age in
that category.
Similarity between the label information and the rumor refuting microblog ranging from 0-1;
LSm L
the larger the value, the more similar the two texts.
Similarity between the verified information and the rumor refuting microblog ranging from
VISm -
0-1; the larger the value, the more similar the two texts.
Sentiment of the Signature or a Brief Introduction of the user ranging from 0-1; the larger the
SSe - .
value, the more positive the attitude.
SSm Similarity between the Signature or Brief Introduction of the user and the rumor refuting
microblog ranging from 0-1; the larger the value, the more similar the two texts.
NOM Number of Microblogs the user has already posted.
NOU Number of Users the user has followed.
NOF Number of Followers the user has.
NOG Number of Groups the user has classified as friends.
Sentiment of the ith microblog of the user ranging from 0-1; the larger the value, the more
MSe (1-11) o )
positive the attitude.
MSm (1-11) Similarity between the ith microblog of the user and the rumor refuting microblog ranging

from 0-1; the larger the value, the more similar the two texts.

Step 2. The XGBoost model was utilized for refuter identification in the different categories.

In this research, the XGBoost model got a bi-classification task. Thus, people who forwarded the
anti-rumor microblog was treated as rumor refuters and labeled 1, people who only commented but
not retweeted was treated as rumor stiflers and labeled 0.

The samples were randomly divided into two parts, 80% for training the XGBoost model and
the other 20% for testing the effect of the trained model. Two criteria; the F1 Score [33] and the
AUC [34]; were applied for the classification result evaluation (as shown in Table 3). F1 score is a
measure of a test’s accuracy. It considers both the precision and the recall so that it is practical in
classification tasks [33]. AUC is the probability of ranking the positive sample forward the negative
sample whenever a positive and a negative samples are randomly selected. The higher the AUC,
the better the classification result is [34].

With learning rate of 0.05, max_depth of 10, subsample value of 0.8, scale_pos_weight
corresponding to the proportion of positive and negative samples, and keeping all the other
parameters as default, the model is trained by Python Xgboost package (num_boost_round = 300 and
early_stopping_rounds = 50).

The efficiency of the XGBoost model can also be impacted by the number of samples. Therefore,
for the disaster, economic, political, and societal categories and all samples, the amount of samples
(randomly selected each time and not applied to the military category because there were only
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1055 samples) was gradually increased to examine the influence of the number of samples on the
classification results. During this process, different samples were applied for robustness testing and to
determine the relationship between sample quantity and the F1 Score/AUC Score when the XGBoost
model was applied, with the overall aim being to determine the number of samples needed to obtain a
stable, available F1 Score/AUC Score.

The feature importance was also ranked using the XGBoost model to determine the most important
refuter crowd identification features for the different rumor categories. For those most important
features, t-tests were implemented, to identify which individual feature, for instance, number of
microblogs or number of followers, was significantly different between refuters and stiflers.

Because the F1 Score and AUC curves were similar, for better observation, only the F1 Score curve
was drawn. As it is shown in Figure 4, starting with 500 randomly selected samples, the F1 Score
was observed to gradually increase and then, as sample quantity increased in all categories, it became
stable at around 0.75 (except for the military category that had only 1055 samples and F1 and AUC
scores of 0.65). Even when all sample types were included, the observations remained the same.

Table 3. AUC and F1 Scores for each category and all samples.

Index Military  Disaster  Politics = Economics  Society All

AUC 0.6501 0.7404 0.7350 0.7356 0.7304 0.7356
F1 Score 0.6501 0.7488 0.7470 0.7511 0.7446 0.7490

Therefore, it was concluded that, when plenty of data were provided, the XGBoost model was
effective in identifying rumor refuters irrespective of the rumor category differences.

F1 Score of Economics-Related Refuters Classification Based on XGBoost F1 Score of Sociey-Related Refuters Classification Based on XGBoost
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Figure 4. Refuter classification results based on XGBoost.

3.4. Feature Analysis between Refuters and Stiflers

The XGBoost model also provided feature importance rankings (see Figure 5). Except for the
disaster and political categories, gender was found to be the least important feature in the XGBoost
classifications. However, the MSell and MSm11 (regard the topping microblog as the 1st microblog,
and MSell and MSm11 refer to the sentiment value and similarity with the origin rumor refuting
microblog of the 10th most recent microblog respectively) appeared to have the most important features
for all categories.
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It was therefore proposed that, if the user had the topping microblog and an emotional inclination
and similarity to the original microblog, there would be an influence on the classification judgement.
Therefore, samples with MSell and MSm11 not equal to 0.5 (i.e., samples with topping microblog)
were extracted and their Msel and MSm1 were tested and the results are shown in Table 4. However,
there were no significant differences between the refuter and stifler values for their MSel and MSm1
in the political-related, disaster-related and military-related categories. The economics-related and
societal-related rumor refuter values for MSm1 were lower than those of the stiflers. There were no
significant differences in the MSel values between the stiflers and refuters in the economics-related
category but, for the societal-related category, the refuters’ MSel values were higher than those of
the stiflers.

The NOM and NOF were also found to be very important features. The f-test results in Table 4
found that the rumor refuter NOM and NOF values were somewhat higher than those for the stiflers,
which indicated that refuters could be more active. The ML (another measurement of user activity)
was also somewhat higher for the refuters in the economics, politics, and societal categories.

Feature Importances of Economic Class Feature Importances of Military Class
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Figure 5. Feature importance in the different categories.

Table 4. T-test results for the rumor refuters and stiflers.

Economic  Military Societal Disaster Political

ML 0.000 0.000 0.000 0.000 0.000
NOM 0.000 0.000 0.000 0.000 0.000
NOF 0.000 0.003 0.000 0.000 0.000
VISm 0.000 0.001 0.000 0.000 0.000
LSm 0.000 0.033 0.335 0.000 0.000
SSm 0.000 0.000 0.000 0.027 0.815
MSel 0.501 0.526 0.001 0.792 0.215
MSm1 0.023 0.738 0.001 0.540 0.439
MSe 0.001 0.526 0512 0.818 0.240
MSm 0.000 0.003 0.000 0.000 0.000

Note: (the value is shown in bold if there were significant differences between the refuters and stiflers under a 95%
confidence level, “___” means that the refuter value was lower than that of the stiflers; for users with a topping
microblog, the MSel and MSm1 refuter and stifler values were compared.).
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Except for the LSm in the societal category and the SSm in the political category, there were
significant differences found for the VISm, LSm, and SSm between the refuters and stiflers at a 95%
confidence level. For the economic, disaster, and military categories, the VISm and LSm of the refuters
were significantly lower than those of the stiflers, while the refuters had higher SSm values. Similarly,
for the societal category, the VISm of the refuters was significantly lower than that of stiflers, while the
refuters had higher SSm values. In contrast, in the political category, the VISm and LSm of refuters
were significantly higher than those of the stiflers.

The average values for the MSe (1-11) and the MSm (1-11) for the refuters and the stiflers in the
5 main categories were calculated and denoted MSe and MSm. As shown in Table 4, there were no
significant differences found between the refuters and the stiflers for the MSe at a 95% confidence
level, except for the economic category (the MSe of refuters was significantly lower than that of
stiflers). The MSm of the refuters in all five categories, however, was higher than that of the stiflers,
which indicated that the average short text refuter similarity degrees with the original rumor refuting
microblogs were significantly higher than those of the stiflers.

According to Table 5, at the 95% confidence level, in the disaster, economic and society related
rumor refuting microblogs, correlations were confirmed between user behavior (refute/stifle) and user
location (whether in the same province in which the rumor-related event occurred); however, in the
political category, no correlations were found.

Table 5. Chi-square test of contingency results between user behavior and user location.

Category Degree of Freedom  Chi-Value p-Value
Economic 1 12.6312 0.0004
Societal 1 13.6454 0.0002
Disaster 1 65.7010 0
Politic 1 2.8048 0.094
Category & Behavior 4 142.3592 0

As shown in Table 6, for users in the same location as the rumor refuting microblogs, the refuters
were found to be less likely to retweet disaster, economic or society related rumor refutation information,
with only 21.56%, 15.67%, and 23.77% of total viewers in the same province. One possible explanation
is that these refuters know better about the local situation and do not feel the urge to spread truths.
Therefore, the social media platform can recommend disaster, economic, or society related anti-rumor
information to users not in the same location as the rumor refuting microblogs.

Table 6. Refuter proportions in the same province as the anti-rumor microblogs.

Category Disaster =~ Economic  Military  Politics Society
Refuters in the same province 224 39 0 42 498
Stiflers in the same province 815 210 0 66 1597
Refuter proportion in the same province 21.56% 15.67% - 38.89% 23.77%
Refuters not in the same province 1190 4062 224 2467 7466
Stiflers not in the same province 2209 11,697 831 5513 19,657

Refuter proportion not in the same province 35.01% 25.77% 21.23% 30.91% 27.53%

4. Discussion

Based on feature analysis of users with different social media behavior, this study sought to
identify the potential voluntary rumor refuter, and utilize them with the anti-rumor countermeasure:
truth propagation and targeted immunization. Because of the growing popularity of social media
and the availability of complete user information, it is possible to accurately obtain user features and
therefore easier to identify the potential refuters. Thus, personalized recommendation services could
be provided to trigger the spread of the truth, and thus enhance rumor refutation.
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Although previous works have explored the features of retweeters, there have been few studies
on utilizing these findings to combat rumor spread. This paper extended the scope of current studies,
instead of studying the general features of retweeters or the opposite group, rumor spreaders, it focused
on refuters and specified them with five main rumor categories that can affect social stability. Although
both rumor spreaders and rumor refuters have the same behavior—retweet, their features were different.
In contrast with the conclusion of Vosoughi et al. [4], in which the rumor spreaders were found to
have less followers, it was observed that the rumor refuters had a greater number of microblogs and
followers; i.e., they were more active. However, this result could be partially explained by Zhang
et al. [35] that social relationship and message content were noticeable driven factors of retweeting
behavior. Our findings were also in line with the literature indicating that users mainly retweet to
remind others and express themselves, and retweetability is closely related to the number of followers
and tweet contents’ information and value [36]. It can be recognized that, when user got more followers,
they tended to be more cautious with their microblog contents. Thus, retweeted messages that seem
more reliable, and rumor refuting messages released by authoritative media could be one of those.

Except for the economic category, there were no significant general sentiment tendency differences
between stiflers and refuters. However, the microblog contents and signature contents (except for the
political type) of refuters got higher similarity with the original rumor refuting message, and this result
was consistent with Luo et al. [29] and Macskassy and Michelson [37]. On the contrary, the similarity
between rumor refuting message and verified information and user label were generally lower for
refuters (except for the political type), which indicated that the circles and occupations of users were
not seriously constant with their daily interests on the social media. Meanwhile, refuters tended to
gather in more developed regions.

There were specific rumor refuter feature variations in the microblog categories that had not
been previously detected. The politic and military related rumor refuters were generally older and
many of them showed interests in finance and investment. Oppositely, the younger ones were
more likely to be economic, society, and disaster related rumor refuters. Many of them showed
interests in IT&Dig, reading, fashion, education, and employment, and those labels matched their age
well. Users in the same province with the rumor seemed less likely to retweet the rumor refuting
message. This phenomenon could be explained by the third person effects [38]. On the one hand,
the more negative the event was, the more obvious the third person effects were. Due to peoples’
underlying sense of superiority and confidence, they unconsciously believe that negative content
would exert greater impacts on others than themselves and thus lead to their retweet behaviors to
convey information to others (it was also why this phenomenon was most obvious in disaster related
rumors). On the other hand, the effectiveness of third person effect is strongly influenced by the
geographical distance between the receiver and information source, implying that the farther the
receiver is from the information source, the stronger the third-person effect. Therefore, people in other
locations thought that retweeting right message was urgent and important, considering those people
with both long social and geographical distance would be significantly influenced by media content.

However, the small microblog sample size may have influenced the study’s validity to certain
extent, and the study was also limited by some of the basic variables that were extracted to characterize
the refuter profiles. As the issue of user features has always been intriguing and could be explored
from various dimensions, it is expected that, in the future, a wider range of features will be identified
in future works to more comprehensively model rumor refuters such as ethnicity, personal preferences,
active time, and sociolinguistic features. More empirical studies are also needed to investigate the
usefulness and feasibility of the method developed in this paper on other social media platforms such
as Wechat, Facebook, and Twitter so that it can be incorporated into active applications.

An additional uncontrolled factor is a difficulty in accurately identifying rumors/anti-rumor on
Weibo. In terms of the Chinese legal framework, rumors are generally fake news. This definition
emphasizes the deviation from the truth and the fact. From the perspective of mass communication,
a rumor is the statement or piece of news that is deliberately made up out of thin air. The malicious
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motives behind the information source might also be considered. In addition to the rumor itself, there
are other forms of information filled up with Weibo, such as uncertain information and speculative
information. It can be seen that there is no unified definition of rumors from different academic
perspectives, and there are no clear judgment criteria for rumors, so, in practice, many difficulties and
problems are unavoidable in the identification of rumors.

The principal purpose of countering the rumors is to filter the literal meaning of rumors, dig into
once-hidden problems behind the rumors, and solve the underlying deep-seated social problems
reflected, effectively responding to the social anxiety. Given that the main body in China to deal with
rumors, solve social problems, and take targeted actions is mostly government agencies, this paper
takes whether the false information/refutes of rumors posted by mainstream official accounts (such as
police department accounts, government accounts and authoritative media accounts) as the criteria for
recognizing and identifying rumors/anti-rumor, so as to maximize the distinction between truth and
rumor. Such criteria might still lead to bias in rumors/anti-rumor judgments. Further research might
add more dimensions and standards to search and identify rumors/anti-rumor on Weibo, for instance,
taking the scientificity, social influence and the poster’s subjective intention and other aspects of the
web message into the comprehensive consideration.

5. Conclusions and Future Work

The purpose of the current study was to determine the association between user features (including
sentiment tendency, recent interests, gender, geographic distributions, age structure, and label
frequency) and their refuting behaviors and so as to identify the rumor refuters, and deal with the dark
side of online information behavior by accelerating the rumor refutation information dissemination.

The findings shown in Table 7 reveal some general features of refuters as well as variations
between refuters considering different rumor categories: (1) there were more male refuters than females,
especially in the politics and military categories; (2) rumor refuters of all categories were found to be
highly concentrated in East, North and South of China, and particularly in provinces with first-tier
cities; (3) when users were from the same geographic locations as the refutation microblogs, they were
less inclined to retweet economic, societal and disaster related rumor refutation microblogs; (4) refuters
were mainly aged between 18 and 40, with the refuters in the politics and military categories being
somewhat older than those in the economic, society, and disaster-related categories; and (5) the political
and society related rumor refuters tended to follow and post relevant information more frequently,
which was shown by their higher MSm.

On the other hand, as it is shown in Table 8, there were significant differences between refuters
and stiflers: (1) rumor refuters were found to be more active with higher NOM and NOF; (2) the ML
was comparatively higher in the economic, political and societal categories; (3) in general, the refuters’
VISm and LSm were significantly lower than the stiflers (except for the LSm in the societal category),
but their SSm was higher; however, the refuters in the political category were found to have higher
VISm and LSm than the stiflers and there were no significant differences between the SSm of rumor
refuters and stiflers; (4) economic related rumor refuters had less positive microblog content sentiment,
but the refuters tended to have higher MSm in all categories.

Provided that there was an adequately large amount of data, the XGBoost model was broadly
applicable in identifying the refuters, regardless of differences in the rumor categories.

This paper only takes the anti-rumor posts verified, confirmed, and announced by official accounts

into consideration, but there is still a small chance that a rumor refuted by the platform turn out to
be true eventually. In the future, we plan to examine the refuter characteristics in a wider range of
microblog samples, hopefully covering the possible bias with large data. In addition, we will consider
more personalized and individualized features beyond just demographic attributes to more precisely
identify the refuter crowd. Analysis on influence and power of refuters is also a focus of future research.

258



Appl. Sci. 2020, 10,4711

Table 7. General features of the rumor refuters.

Special Microblog Content
Category  Common Feature Gender Age Role
Interests Sentiment Similarity
younger X
IT & Dig, practitioners in :}r“?a}?‘ 0:188
Economic balanced 18.15-37.36  Invest, Military, the internet & '8 1.?,‘ &a n mean: 0.656
Finance finance po ‘i l: )
industries society.
Aged: 18-40 older
ML: 0.89 (mean) Military, s .
Milit NOM: 1363 le 20144394 Design, History, ~Practitionersin 10575 £0703
litary - more male . . esign, riistory, the news mean: U. mean: U.
(median) News industries
NOF: 169 (median)
NOU: 30?7(mfdian) Eélur:lation, college students (r}r:ga}]::r()t.séz
Society Regions: balanced ~ 17.99-39.79 ampus, or fresh mean: 0.558 igher tha
East, North & Reading, raduates economic and
South China; Fashion graduates disaster)
province with : 0.569
1st-tier cities Education college students g:fga}?er than mean: 0.666
Disaster (particularly balanced ~ 18.08-40.68 Employmer’u or fresh politic & (higher t}}an
Beijing and graduates society) economic)
Shanghai)
older mean: 0.674
IT & Dig, practitioners in (higher than
Politic more male  20.32-43.06 News, Military, the internet & mean: 0.557 economic,
Finance finance society,
industries disaster)
Table 8. Features of the rumor refuters compared with the rumor stifler.
Microblog
Custom Info
Category Common Sarf\e ML Content
Feature Province -
VISM LSM SSM Sentiment
. less likely 0-2.65 0.41-0.55 0.14-0.54 0.28-0.60 relatively
Economic . . L
to refute (higher) (lower) (lower) (higher) less positive
o . no 0-1.76  043-055  0.12-054  0.32-0.60 . no
Military significant (lower) (lower) (lower) (higher) significant
difference & difference
Society P;%fﬁ“ lesslikely ~ 0-259  0.41-0.55 signri?i)can ., 028-0.60 signrilf‘i’can .
NOE, Mém to refute (higher) (lower) difference (higher) difference
. lesslikely ~ 0-255  041-055  0.18-056  0.33-0.63  _ -°
Disaster to refute (lower) (lower) (lower) (higher) significant
& difference
L o 0-276  041-055  0.15-055 . O o
Politic significant (higher) (lower) (higher) significant significant
difference & & difference difference
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Abstract: The objective of this work is to detect the variables that allow organizations to manage
their social network services efficiently. The study, applying machine learning algorithms and
multiple linear regressions, reveals which aspects of published content increase the recognition of
publications through retweets and favorites. The authors examine (I) the characteristics of the content
(publication volumes, publication components, and publication moments) and (II) the message of the
content (publication topics). The research considers 21,771 publications and thirty-nine variables.
The results show that the recognition obtained through retweets and favorites is conditioned both
by the characteristics of the content and by the message of the content. The recognition through
retweets improves when the organization uses links, hashtags, and topics related to gender equality,
whereas the recognition through favorites increases when the organization uses original tweets,
publications between 8:00 and 10:00 a.m. and, again, gender equality related topics. The findings of
this research provide new knowledge about trends and patterns of use in social media, providing
academics and professionals with the necessary guidelines to efficiently manage these technologies in
the organizational field.

Keywords: machine learning algorithms; multiple linear regression; support vector machines; SVM;
management; social network services

1. Introduction

The widespread use of the Internet has prompted numerous changes in recent decades. The Internet
has transformed all sectors of the economy and society as a whole. In this sense, social network services
are one of the best examples of how technology has changed our behavior patterns.

In 2020, the number of Internet users in the world is 4.54 billion, with an average penetration
of social network use of 49% [1]. This global aggregate penetration datum obviously varies between
countries. Thus, for example, the percentage in India is 29%, in Germany 45%, in the United States
(US) 70%, and in South Korea 87% [1]. In the particular case of Spain, two-thirds of the population are
regular users of platforms such as Facebook and Twitter [2].

The level of penetration of these technologies has transformed the way people interact with their
environment, to the point of making it necessary to create a descriptive term for the typical user of
these platforms: “media prosumer”. Some authors describe the media prosumer as the subject capable
of taking center stage, producing and consuming information in the net [3]. Others define the media
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prosumer as that user who actively assumes the role of the communication channel, taking advantage
of it to become a recommender on different topics [4].

One of the approaches used by researchers to examine the behavior of the media prosumer
on social network services is that of the uses and gratifications theory. Although this theory was
initially developed to describe how audiences interact with mass media, such as radio, the press,
or television [5,6], the power of these technologies to propagate information to large audiences,
as traditional media do, makes the uses and gratifications theory especially suitable for contextualizing
research in this field.

The conceptual framework defined by the uses and gratifications theory allows researchers to
explore how the use of these media (mass media then and social media today) serves to gratify the
underlying needs of the audience that uses them. The popularity of this theory is such that in recent
years, it has been used to address numerous studies on the use of social network services in all types of
contexts and organizations [7-11].

1.1. Social Network Services in Organizations

The potential of these platforms as a means of gratification for their users has captured the
attention of organizations of various kinds. Since social networks began to become popular in the
early 2000s, many organizations have used these technologies to gratify the needs of their audiences.

However, social network services not only help organizations gratify the needs of their stakeholders,
these platforms have also become alternative interaction tools for official websites, an economic means
to create user communities around the organization, and, in many cases, an instrument to enhance the
brand image of the institution [12].

In this sense, business organizations, on the one hand, and university organizations, on the other,
are two of the entities in which social network services have gained the most traction. In both cases,
the main objective of the organization is to convey information to their audiences in an agile way
through a channel that facilitates dialogue between parties [13]. Therefore, we can say that both
companies and universities use these platforms for communication purposes. However, the differential
nuance is that, whereas university organizations adhere exclusively to this communicational purpose,
business organizations also seek a transactional goal. That is, in the business field, these technologies
also pursue the formalization of transactions, whether they are understood as customer acquisition or
as selling products or services [14].

Thus, in recent years, platforms, such as Twitter, Facebook, and Instagram, have been integrated
into the strategies of many organizations, until becoming, in many cases, the cornerstone of the actions
carried out in their communication and marketing departments.

The literature specialized on the topic of the use of social network services within organizations,
both in the company and in the university, includes numerous references. Table 1 lists a sample of
some of the studies conducted in the last five years.

Regarding the use of social media in the business context, several works can be highlighted [15-19].
Balan’s research [15] explored the way in which the topics of the Instagram posts of a major sports
equipment brand influenced the recognition received by its publications. Their study revealed
significant differences in views, comments, and likes received depending on the topic of publication.

Matosas Lopez [16] analyzed the aspects that condition the propagation of the content of companies
in the food sector on Twitter. The author examined the way in which the interactivity of the content
(links or mentions), the vividness of the publications (photos or hashtags), the sentiment of the
emoticons, and the posting time influenced the dissemination of messages.

Carlson et al. [17] studied the design characteristics of a sample of company pages on the social
network Facebook. In this work, the authors observed that the design of the fan page determined the
way the client perceived the organization, as well as the client’s predisposition to build links with it.
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Table 1. Studies on the use of social network services in organizations.

Platforms Type of
Author/s Year Considered Organization Purpose of the Study
Laudano et al. 2016 Twitter University Dlésem}natlon of‘mformatmn ébout
libraries collections and services
. . Facebook and . . T
Lopez-Pérez and Olvera-Lobo 2016 Twitter University Distribution of research results
Cabrera Espin and Camarero 2016 Facebook University Analysis and comparison of digital
communication channels
Kimmons et al. 2017 Twitter University Dialogic functionality of the platform
Balan 2017 Instagram Business Recogmt}on received bX thg message
depending on the publication topic
Matosas Lopez 2018 Twitter Business Content sharing and propagation
Carlson et al. 2018 Facebook Business Client perception of the organization
Quitana Pujalte et al. 2018 Twitter University U e .Of corporate accounts in
situations of reputational crisis
Wu et al. 2019 Facebook University Recognition obfalngd depending on
the publication source
Mukherjee and Banerjee 2019 Facebook Business Impact that advertising insertions
have on the user
Giakoumaki and Krepapa 2019 Instagram Business Influence of publication’s tone on the
volume of comments
Majumdar and Bose 2019 Twitter Business Associations between platform’s

activity and company market value

The research of Mukherjee and Banerjee [18], based on surveys, analyzed the impact that
advertising insertions on Facebook had on the users of the platform. The authors showed that
advertising can lead the audience to have a positive attitude towards the brand, also increasing the
purchase intention of the products or services of the company.

Giakoumaki and Krepapa [19] analyzed how the contents of luxury brands on the Instagram
platform can obtain greater or lesser recognition, depending on whether the publication came from
one source or another. The authors found that the recognition when the source of the publication
was a personal account was greater than when the content was published by an influencer or by the
corporate account of the company.

Finally, Majumdar and Bose [20], applying a multi-period analysis, studied, in a sample of
manufacturing firms, the relationship between Twitter related activities and the company market
value. The researches revealed the existence of positive associations between the distribution of
product-related information in this social network and the firm’s value.

Among studies that take university organizations as an object of analysis, several works stand
out [21-25]. Laudano et al. [21] examined the Twitter presence of a sample of university libraries.
Their findings revealed that, although libraries use this platform to disseminate information about
collections, services, or the promotion of activities, its use is in general diffuse and poorly planned.

Loépez-Pérez and Olvera-Lobo [24] explored the use of social media technologies for the distribution
of research results in public university organizations. The authors confirmed that approximately 40%
of the institutions examined used their corporate accounts on Facebook and Twitter to disseminate this
type of content.

Cabrera Espin and Camarero [22] analyzed the different communication channels used by a
sample of university institutions. Among other results, the researchers addressed that approximately
80% of the students turned to the university Facebook account to learn about the current affairs of their
school, even more than on the school’s own website.

Kimmons et al. [26], using a wide sample of publications, investigated the institutional uses of
Twitter in colleges and universities. Their study suggested that even though these technologies are
commonly considered as dialogic platforms, their use, in many cases, remains remarkably monologic,
focusing all attention on the unidirectional distribution of information of an institutional nature.
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Quitana Pujalte et al. [23] examined the ways universities use their corporate accounts to respond
to situations of reputational crisis. The study showed that the university’s Twitter profile can be used,
in such circumstances, to redirect traffic to the institutional website or to official press releases.

Finally, Wu et al. [25] analyzed the comments that the publications of a sample of universities are
capable of generating on Facebook. The authors noted that publications that use a friendly and familiar
tone receive a greater volume of comments than those that use a more direct and authoritative tone.

1.2. The Efficiency of Social Network Services Management in Organizations

As we can see, both business and university organizations use these technologies regularly and
for different purposes. However, the keys to be considered by these organizations for developing
efficient management of their platforms continue to be debated. Some authors hold that one of the
problems in the management of these technologies lies in the lack of professionalization of the work
teams [27]. Others point out that the management of social network services in organizations suffers
from a lack of strategic planning [21].

The deficiencies in social media management are evident, but academics and professionals do
maintain a firm consensus on which indicator to use to evaluate whether this management is adequate.
This indicator is the recognition that the audience of the account gives to the publications of the account
when they see their needs gratified.

As soon as the user perceives that the need that had originated his or her connection with the
organization has been satisfied, he or she reacts positively by resorting to the relevant functionalities
enabled in the platform. According to some authors [9,16,28], the user manifests this recognition of the
organization by sharing its content or marking it as a favorite.

Even though the efficiency of management of social network services seems to have as an
unquestionable indicator of success the recognition of content, either in the form of sharing or
favoriting publications, the way to maximize this indicator is still under research. Fortunately,
the enormous volume of information hosted in social network services enables a detailed study of the
activity and behavior of its users.

1.3. Objectives

The millions of interactions that occur daily between organizations and users in these platforms
generate millions of terabytes of information. The application of machine learning algorithms
and multiple linear regressions allows us to extract the underlying knowledge in these immense
information banks. Nevertheless, the ultimate goal of these techniques is the identification of trends,
patterns, or models that facilitate decision-making and allow the organization to manage these
technologies [29,30] efficiently.

Although some works have previously applied machine learning algorithms and multiple linear
regressions to examine the activity occurred on social media, the dynamic and changing nature of these
spaces requires constant updates of this knowledge [2]. An in-depth analysis of the trends and patterns
of use is, without a doubt, the basis on which professionals in this field develop efficient management
of these technologies in their organizations.

This research, based on the application of machine learning algorithms and multiple linear
regressions, aims to provide information that serves to update this knowledge about the media.
Consequently, the main objective of this work is to identify the variables that allow organizations to
manage their social network services efficiently.

The object of study is the official Twitter accounts of university organizations in Spain. The social
network service Twitter is taken as the object of research for the ease of access to the data. Likewise,
the decision to opt for university organizations is due to the purely communicative purpose of these
organizations, leaving aside the transactional objective of business organizations. Finally, the selection
of Spanish institutions is justified both by the huge social media activity shown by universities in this
country and by the variety of publication topics traditionally addressed by their accounts [31].
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In this setting, the research analyzes how certain characteristics of the content, on the one hand,
and the message of the content, on the other hand, increase the recognition of publications through
retweets and favorites.

The characteristics of the content considered are publication volumes, publication components,
and publication moments, whereas the effect of the message of the content focuses on the publication
topics. This research will, therefore, answer the following two research questions:

Research Question I (RQI): What are the publication volumes, publication components,
and publication moments that increase content recognition in the form of retweets and favorites?

Research Question II (RQII): What are the publication topics that increase content recognition in
the form of retweets and favorites?

2. Materials and Methods

Applying the postulates of studies on the analysis of social network services, and following the
recommendations of Saura et al. [32], this study was organized into three stages: (1) sample design
and data extraction, (2) data cleaning and organization, and (3) data analysis. These three stages
(see Figure 1) are described below.

g Sructured
© g data Uns:;a:md
5%
w ©
[
- X
® L4
a8
EJ
»
-
L Twitter API
— I
[ !
o
=
L —
22
= 8
Se
s S
S5
©
a
\ )
— |
-
— I
[ )
P [ First step: Machine learning algorithms (SVM) ]
© u
&>
S g v
©
[ Second step: Multiple linear regressions ]

Figure 1. Stages of the methodology.
2.1. Sample Design and Data Extraction

The researchers used a sample of Spanish university organizations. The selection of sampling
elements was based on two of the most recognized rankings for assessing the activity of university
institutions: the Webometrics list [33] and the Academic Ranking of World Universities (ARWU),
also known as Shanghai ranking [34].
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The authors took as their starting point the institutions located in the first fifteen positions of the
Webometrics ranking in Spain in 2019 to then check whether these organizations appeared among
the global top 500 of the ARWU of that same year. The authors selected only those institutions
that rank in the top fifteen in Spain on the Webometrics list and, at the same time, among the top
500 in the world, according to the ARWU. This screening reduced the sample to ten organizations.
The institutions were the University of Barcelona, Complutense University of Madrid, Autonomous
University of Barcelona, University of Valencia, University of Granada, Autonomous University of
Madrid, Polytechnic University of Catalonia, Polytechnic University of Valencia, Polytechnic University
of Madrid and Pompeu Fabra University.

Once the sample was selected, the researchers extracted from the Twitter platform, all the content
published by the official accounts of the ten organizations over a one-year period. Following the
procedure of previous studies [23,35], the data were extracted through Twitter’s API using the service
provider Twitonomy. This process led to the gathering of 21,771 publications, in addition to the
recognition obtained by each of them in terms of retweets and favorites.

2.2. Data Cleaning and Organization

The compiled data set was stored for cleaning and organization, extracting a total of thirty-nine
variables arranged into six categories: (a) Publication volumes, (b) Publication components, (c) Publication
day of the week, (d) Publication time slot, (e) Publication topic, and (f) Recognition obtained by the
publication (see Table 2). These six categories, and the variables contained in them, were determined
in accordance with previous research.

Table 2. Variables extracted from the data set.

Category No. of Variables Name of the Variables
(a) Publication volumes 3 Original Tweets, Retweets, and Replies
(b) Publication components 3 Links, Mentions, and Hashtags
L Pub. On Mon., Pub. On Tue., Pub. On Wed., Pub. On Thu,
(c) Publication day of the week 7 Pub. On Fri., Pub. On Sat., Pub. On Sun.

Pub. 8:00 to 10:00, Pub. 11:00 to 13:00, Pub. 14:00 to 16:00,
(d) Publication time slot 8 Pub. 17:00 to 19:00, Pub. 20:00 to 22:00, Pub. 23:00 to 1:00,

Pub. 2:00 to 4:00, Pub. 5:00 to 7:00

(e) Publication topic 16 Central topic discussed in the pub.

(f) Recognition obtained by the publication 2 Retweeted Pubs. and Favorite Pubs.
Total 39

The variables gathered in categories (a), (b), (c), (d), and (e) were taken as independent variables, whereas the
variables in category (f) were used as dependent variables.

Publications volumes were defined considering the proposal of Bruns and Stieglitz [36]. Publication
components were operationalized through the adaptation of post characteristics from De Vries et al. [37].
Publication moment, covering the categories of publication day and publication time slot was based on
the analysis of Valerio Urefia et al. [38] in their study on associations between the moment of publication
in social media and the engagement concept. Publication topics were addressed in accordance with
the proposal of Garcia [39] in her study on communication management in social networks services.
And finally, the category that represented the recognition obtained by the publication was determined
following the recommendations of authors such as Chen [9] or Pletikosa Cvijikj and Michahelles [28],
among others.

The independent variables were clearly separated and differentiated from each other. For instance,
a publication could be “Original Tweet”, “Retweet”, or “Reply”, but never “Original Tweet” and
“Reply” at the same time. Similarly, a message with a unique publication ID can only be posted on a
specific day of the week. In the same way, a publication can not be categorized in two time slots at the
same time.

Nevertheless, there could be potential correlations between variables placed in different categories.
Thus, for example, publication days or publication time slots could be correlated with the topics of
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publication. This could lead us to think that the variables in the publication topics” category could
also be considered as independent variables. However, this work, in line with previous studies on
the efficiency of social media management in organizations, used as independent variables those
commonly taken by the research community when evaluating the recognition of publications [9,16,28].
That is, the variables contained in the category (f), Retweeted Pubs. and Favorite Pubs.

2.3. Data Analysis

To carry out the data analysis, the authors used a two steps approach. First, machine learning
algorithms were applied for the classification of publication topics (Category e). Second, multiple
linear regressions were used to reveal the volumes (Category a), components (Category b), publication
moments (Categories ¢ and d), and publication topics (Category e) that increased the recognition
of content.

2.3.1. First Step: Machine Learning Algorithms

The authors applied machine learning algorithms to classify the publication topics (Category e).
These publication topics would be used as independent variables in the multiple linear regression
carried out in the second step of the data analysis.

In the field of social network services, machine learning algorithms are used to conduct
categorizations or classifications of text publications [40]. These systems allow organizations to
classify thousands or millions of pieces of text efficiently, and comfortably, for later exploration.

The textual information analyzed using machine learning algorithms is classified as unstructured
information. These data do not adhere to a previously defined scheme; therefore, their processing
requires the application of certain rules (idiomatic, grammatical, and semantic) to extract the information
they contain.

Specifically for the platform under study, the methodologies based on Twitter Analytics approaches
addressed by Goonetilleke et al. [41], Kumar et al. [42] or Lin and Ryaboy [43] generally use machine
learning algorithms, either to analyze the sentiment of publications or to study specific hashtags.
Examples of works focused on the analysis of the sentiment of publications (positive, negative,
and neutral) are the studies by Hoeber et al. [44] or Saura et al. [32]. Whereas, examples of investigations
focused on the observation of specific hashtags are the works of Lakhiwal and Kar [45] or De Maio et
al. [46].

With respect to the techniques used in these methods, the following stood out: decision trees
(DT), random forest (RF), Naive Bayes classifier (NBC), logistic regression (LR), k-nearest neighbors
(kNN) and support vector machines (SVM) [47-49]. However, whereas many of these techniques
can be effective in determining the sentiment of publications or for hashtag examinations, the most
appropriate technique for the classification of complex publication topics, and the one that offers the
highest accuracy, is the SVM technique [14].

The SVM technique applied in the present study used, specifically, the linear Kernel function as a
classification method. This general Kernel function is defined as follows:

K (xi, xj) = @ (x;)-P (x}) Y

where K (xi, xj) is the core function, and ® (xi) represents the mapping space associated with the vectors.

The machine learning algorithm used for the classification of publication topics (Category e) was
a supervised machine learning algorithm. With supervised machine learning algorithms, there exists
an initial set of already labeled data with input-output pairs that allows for training of the predictive
model. From this initial data set, the algorithm learns to assign the appropriate output label to each
incoming element in the model [50]. In the case of the specific application of these algorithms in the
classification of texts in social media, the labeled data set is typically created, on a small scale, via the
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intervention of a subject or group of subjects who assign each publication the most appropriate label in
each case.

In line with previous research, the classification was performed through the text classification
API of the MonkeyLearn library [51,52]. This text classification API uses the JASON notation protocol
in JavaScript, also allowing the researcher to carry out, before classification, a training process with
the algorithm.

After carrying out this training process, manually categorizing 300 publications, the algorithm
had the necessary knowledge to develop a personalized machine learning model. This model allowed
the classification of the texts of each of the 21,771 publications into one publication topic.

2.3.2. Second Step: Multiple Linear Regressions

The researchers used multiple linear regressions to discover the publication volumes (Category a),
publication components (Category b), publication moments (Categories ¢ and d), and publication
topics (Category e) that increased the recognition of content.

In the context of social network services, multiple linear regressions focus on quantitative analyses
of activity metrics from organizations and users [16].

The information, in the form of metrics that is analyzed by applying multiple linear regressions is
generally regarded as structured information. These data are collected in predefined fields and presented
using tables of values in which fields and cases are represented in columns and rows, respectively.

The analyses of activity metrics on these platforms can be carried out using techniques such as
simple linear regressions (SLR), structural equation modeling (SEM), or even descriptive explorations.
Examples of studies that use these techniques are the works of Valerio Urefia and Serna Valdivia [53],
Pletikosa Cvijikj and Michahelles [28], or Alonso [54], among others. However, although these
techniques are widely accepted, multiple linear regression is probably the most effective technique
when the purpose is knowing not only the influence of the independent variables on the dependent
ones individually, but also the joint potential of these within the predictive model [16].

The general equation, which is used to represent the multiple linear regression, is expressed as:

Yi=o+ By Xip + P2 Xig+ ..o+ Br Xk + & ()

where « is the constant term of the model, Yi is the dependent variable, Xi represents the independent
variables, 3 represents the regression coefficients, and ¢i is the error or average of residuals.

The multiple linear regression allowed us to reveal the volumes, components, publication moments,
and publication topics that increased the recognition of content. In this analysis, the authors took all
the thirty-nine variables considered in the study. Thirty-seven acted as independent variables and
two as dependent variables. These thirty-seven independent variables corresponded to the categories
(a) Publication volumes, (b) Publication components, (c) Publication day of the week, (d) Publication
time slot, and (e) Publication topic. The two dependent variables were those corresponding to category
(f) Recognition obtained by the publication (Retweeted Pubs. and Favorite Pubs.).

3. Results

3.1. First Step: Machine Learning Algorithms

The SVM technique applied, using the linear Kernel function as a classification method, reflected
the existence of sixteen publication topics: General news, Scholarships, Science and technology,
Contests, Culture and exhibitions, Sports, Entrepreneurship, Complementary training, Gender equality,
Institutional information, Employability, Research, Seminars and conferences, Awards and recognitions,
Health and green environment, and Volunteering.

These publication topics were determined by the researchers and validated by a panel of five judges
who were experts on the management of social networks services in different organizational contexts.
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Inline with previous research, the authors used the Krippendorff’s alpha to measure the accuracy of
the text classification carried out by the supervised machine learning algorithm [32]. The Krippendorff’s
alpha value obtained (0.886), which is above the recommended threshold of 0.800, indicated that
the supervised machine learning algorithm had been properly trained, and its predictive power was
accurate enough.

The descriptive exploration of the publication topics addresses the presence of differences in the
recognition obtained by the different topics. Table 3 reveals that there were differences in the way in
which the content of each publication topic was recognized and what topics obtained greater recognition.

Table 3. Retweets and favorites obtained by publication topic.

Publication Topic Number of % of Total Average Number of Average Number of
Tweets Tweets Retweets Obtained Per Pub.  Favorites Obtained Per Pub.

General news 2458 11.29% 18.87 9.21
Scholarships 429 1.97% 11.21 11.16
Science and technology 1960 9.00% 13.68 8.37
Contests 267 1.23% 9.06 6.41
Culture and exhibitions 1437 6.60% 10.99 6.23
Sports 814 3.74% 11.87 5.01
Entrepreneurship 308 1.41% 7.97 5.25
Complementary training 1228 5.64% 8.01 4.18
Gender equality 700 3.22% 50.98 26.14
Institutional information 4382 20.13% 13.87 7.21
Employability 685 3.15% 8.12 418
Research 1796 8.25% 13.08 7.38
Seminars and conferences 1968 9.04% 7.98 4.07
Awards and recognitions 1907 8.76% 11.94 3.98
Health and green environment 1177 5.41% 18.54 11.99
Volunteering 255 1.17% 13.87 5.29
Total 21,771 100.00% 45.84 24.98

This descriptive examination revealed that institutional information and general news were the
most recurring topics, accounting for 20.13% and 11.29% of the publications, respectively.

The average number of retweets and favorites received per publication showed that the contents
that achieved the greatest recognition were those related to the gender equality topic. Paradoxically,
this topic, with the highest retweet and favorite average, represented only 3.22% of all publications.
Therefore, it seems to be clear that certain topics get far more recognition than others.

3.2. Second Step: Multiple Linear Regressions

Two multiple linear regression were performed, one for the dependent variable Retweeted Pubs.
and another for the dependent variable Favorite Pubs. The results obtained from these analyses allowed
the identification of the variables that increased content recognition in the form of retweets and favorites
within the respective models. To examine the explanatory power of each independent variable, the
items of the categories (a), (b), (c), (d), and (e) were introduced in their respective model as individual
indicators. The researchers applied here the stepwise method for incorporating the variables.

In the first regression, the one performed for the Retweeted Pubs., the item “Links” ( = 0.560,
p-value < 0.0001), was added in the first step of the procedure. The variable “Hashtags” (3 = 0.455,
p-value < 0.005) was introduced in the second step. Finally, the item “Gender equality” ( = 0.447,
p-value < 0.0001) was added in the third step.

The model for this first dependent variable (Retweeted Pubs.) was significant as a whole
(F = 78.341, p-value < 0.0001), optimally explaining the variance of the dependent variable with values
of R = 0.976 and R? = 0.951. Therefore, this first regression showed the impact of the variables “Links”,
“Hashtags”, and “Gender equality” when predicting the recognition of content published through
retweets (see Table 4).
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Table 4. Coefficients of multiple linear regressions.

(f) Recognition Obtained by the Publication

Retweeted Pubs. Favorite Pubs.
Category/Variable B p-Value B p-Value
(a) Publication volumes
Original Tweets —-0.164 0.281 0.198 0.003 *
Retweets —-0.098 0.326 0.014 0.624
Responses 0.011 0.908 0.077 0.346
(b) Publication components
Links 0.560 0.000 ** -0.017 0.899
Mentions —0.048 0.680 0.112 0.016
Hashtags 0.455 0.001 * 0.090 0.097
(c) Publication day of the week
Pub. On Monday -0.111 0.538 —-0.421 0.074
Pub. On Tuesday -0.121 0.435 —0.094 0.698
Pub. On Wednesday -0.107 0.441 -0.127 0.518
Pub. On Thursday —-0.091 0.437 0.228 0.374
Pub. On Friday -0.157 0.381 0.124 0.493
Pub. On Saturday —-0.153 0.207 0.049 0.409
Pub. On Sunday —-0.006 0.981 —0.054 0.364
(d) Publication time slot
Pub. 8:00 to 10:00 —-0.071 0.781 0.237 0.004 *
Pub. 11:00 to 13:00 —0.088 0.601 0.184 0.081
Pub. 14:00 to 16:00 —-0.009 0.971 0.091 0.172
Pub. 17:00 to 19:00 -0.016 0.902 -0.017 0.791
Pub. 20:00 to 22:00 0.131 0.547 —-0.039 0.514
Pub. 23:00 to 1:00 0.059 0.611 0.009 0.843
Pub. 2:00 to 4:00 0.069 0.654 —-0.062 0.185
Pub. 5:00 to 7:00 -0.157 0.135 —-0.124 0.018
(e) Publication topic
General news 0.185 0.420 0.021 0.734
Scholarships —-0.014 0.750 0.180 0.121
Science and technology —0.039 0.537 0.074 0.117
Contests 0.517 0.427 0.092 0.092
Culture and exhibitions 0.066 0.905 0.071 0.151
Sports -0.087 0.547 0.263 0.341
Entrepreneurship -0.124 0.411 0.181 0.512
Complementary training —0.159 0.195 0.025 0.663
Gender equality 0.447 0.000 ** 0.531 0.001 *
Institutional information 0.039 0.732 0.018 0.903
Employability —0.058 0.701 0.209 0.214
Research —-0.109 0.381 —25.852 0.468
Seminars and conferences 0.091 0.514 0.034 0.584
Awards and recognitions -0.113 0.145 0.019 0.607
Health and green environment 0.127 0.584 -0.037 0.484
Volunteering 0.052 0.552 0.017 0.803

* p-value < 0.005; ** p-value < 0.0001.

For the second regression, the one developed for the variable Favorite Pubs., the item “Original
Tweets” (3 = 0.198, p-value < 0.005) appeared in the first step of the process. The variable added in the
second step was called “Pub. 8:00 to 10:00” (3 = 0.237, p-value < 0.005). To finish, the item “Gender
equality” (f = 0.531, p-value < 0.005) appeared in the third step.

The model for the second dependent variable (Favorite Pubs.) was also significant (F = 311.278,
p-value < 0.0001), adequately explaining the variance of this variable with values of R = 0.931 and
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R? = 0.917, respectively. Therefore, this second regression revealed the influence of the variables
“Original Tweets”, “Pub. 8:00 to 10:00”, and “Gender equality” on the recognition obtained, through
favorites, of the content published by the organization (see Table 4).

To corroborate the validity of the above regressions, the authors analyzed the residuals of both
using the Shapiro-Wilk test and the Durbin-Watson test.

The Shapiro-Wilk test was performed to see whether the values of the standardized residuals
followed a normal distribution. The p-values above 0.050 in the two regressions (0.851 for the first and
0.721 for the second) confirmed that the residuals were normally distributed [55]. The Durbin-Watson
test served to verify whether the assumption of independence of residuals was met. The values of
this indicator between 1 and 3 in both regressions (1.847 for the first and 1.425 for the second) verified
that the requirement of independence of residual was satisfied [56]. The values in the Shapiro-Wilk
and Durbin-Watson tests confirmed that the predictive models obtained from the multiple linear
regressions carried out were adequate and robust.

4. Discussion

Different authors have highlighted the need for organizations to invest in efficient management
in social network services. Some studies suggest that these platforms require professionalized
management systems and that their management cannot be left to nonspecialized profiles [12,27].
Other authors claim that the way many organizations handle these technologies lacks strategic
vision [21]. Along the same lines, there are studies that indicate that organizations should not settle for
using their accounts to build their institutional image but rather must also protect the reputation of the
organization [57]. Some authors claim that properly managed, social network services can even serve
as a customer acquisition tool [58].

The findings of this study provide academics and professionals with the necessary knowledge
to efficiently manage their use of these technologies, enabling organizations to satisfy many of
the aforementioned purposes. The results obtained, thanks to the application of machine learning
algorithms and multiple linear regressions, allow us to answer the two research questions posed:
the one that concerns the characteristics of the content (publication volumes, publication components,
and publication moments) and the one related to the message of the content (publication topics).

4.1. Volumes, Components, and Publication Moments That Increase Content Recognition (RQI)

The multiple linear regressions showed that content recognition through retweets was conditioned
on the use of links and hashtags in publications, whereas recognition by favorites was fundamentally
determined by the frequency of original tweets and a publication time between 8:00 and 10:00 a.m.
The influence of these four variables had a positive valence. Thus, greater exploitation of links, hashtags,
original tweets, and early-morning publication boosts the recognition achieved by the organization in
the form of retweets and favorites.

Such results corroborate, for example, the findings of Tufiez Lopez et al. [34] in their work on the
use of Facebook and Twitter as communication channels. Those authors highlighted the value of links
as an essential element in any message.

Regarding the use of hashtags, the results are in line with those of Guzman Duque et al. [58] in
their study on the impact of the use of Twitter in the organizational field. In this work, the authors
highlighted the potential of these markers in facilitating the promotion and projection of the organization
to the audience.

As for the frequency of original tweets, the findings of this work corroborate what was indicated
by Chen [9] in a study on uses and gratifications on Twitter: a high publication frequency of original
content acts as a motivating factor that encourages the subject to interact with other users.

Finally, with respect to the publication moment, the results are aligned with the findings of
Hanifawati et al. [59] in their work on the management of corporate Facebook accounts. In that study,
the researchers emphasized that the messages in the most active time slots, those in which the user
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is more likely to visit the platform, increase both the amount of shared content and the comments
received on it.

4.2. Publication Topics That Increase Content Recognition (RQII)

The multiple linear regressions demonstrated that content recognition through retweets and
favorites can be influenced using topics related to gender equality. Therefore, the use of publications
with this thematic approach increases the recognition achieved by the organization in the form of
retweets and favorites.

Although it is true that other authors have highlighted the importance of the theme of the
publication in the context of social network services in organizations [27,38], there are few studies that
examine this issue in depth. When this has been done, the analyses tend to focus more on the sentiment
or tone of the publications [25,60], or on superficial explorations of hashtags or predetermined search
terms [34,61]. Consequently, these studies generally ignore most of the text of the publication and
the semantics of the expressions contained in it. The present work, thanks to the use of a supervised
machine learning algorithm, previously trained by the researchers, allowed for a highly adjusted text
classification of the publications. This text classification, carried out in the first step of the analysis,
allowed us to identify the publication topics that were used later in the multiple linear regression
performed in the second step of the data analysis.

The analysis carried out by the authors revealed differences in the recognition obtained by
the different publication topics. These findings are in line with the findings of Pletikosa Cvijikj
and Michahelles [28] in their study on engagement factors in online communities within Facebook.
Those authors pointed out that the type of content published by the organization can indeed determine
the recognition obtained in its audience.

The findings achieved in the present research revealed that, paradoxically, topics with a smaller
weight over the total number of publications, such as those that address topics related to gender
equality, were the most successful in terms of recognition by the audience.

5. Conclusions

Although in recent years some works have used machine learning algorithms and multiple linear
regressions to examine the activity that has occurred on social media, these studies tend to focus
exclusively on content characteristics (publication volumes, publication components, and publication
moments) [16,62] or in its message (tone, sentiment, or publication topic) [60,63]. However, few studies
have examined both topics simultaneously.

Perhaps the most emblematic of these studies is that of Pletikosa Cvijikj and Michahelles [28].
Their work, like the present one, considered the characteristics of the content (publication volumes,
publication components, and publication moments) and the message of the content (publication topics).
Nevertheless, their study analyzed a data set smaller than that of the present study and applied a text
classification with only three publication topics (information, entertainment, and rewards), as opposed
to the sixteen considered here.

The present research not only combines a study of the characteristics (volumes, components,
and moments) and the message (topics) of the publications, it also addresses this challenge more
comprehensively than previous works. In the authors’ opinion, the examination of the characteristics
and the message of the publications, in addition to the two steps analysis approach applied in the
investigation, are among the key values of the current study. The supervised machine learning
algorithm applied in the first term allowed the classification of the texts into the publication topics.
Knowing publication topics besides publication volumes, publication components, and publication
moments, the authors applied multiple linear regressions to discover the influence of all these variables
on the recognition of content.
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The results gathered to answer the first research question (RQI) are in line with the findings
of previous studies, whereas the results obtained for the second question (RQII) provide novel and
relevant information on the current field of investigation.

To this second point, regarding the publication topic, the findings confirmed that publications on
topics of gender equality achieve much higher recognition than those obtained by content focused on
other topics. In the opinion of the authors, this situation is conditioned by the recent social sensitivity
around this issue. Likewise, given that no organization goes uninfluenced by social issues of this
nature, the knowledge derived from these results in the context of university organizations is likely to
be extended to the field of business organizations.

On the other hand, this finding can prompt reflections on the importance of media professionals’
managing these technologies adequately and being able to identify, at all times, the topics of interest to
their audience, adapting the content of their organizations to these preferences.

In view of all the above, the authors confirm the value of applying machine learning algorithms
and multiple linear regressions to carry out an in-depth analysis of the enormous amount of information
generated by social network services gaining new knowledge about trends and usage patterns in
the media. This renewal will ultimately be the basis for the efficient management of social network
services in the organizational field.

6. Limitations and Further Research

This paper also suffers from several limitations. The sample, although significant, could be
amplified to examine more deeply the observed phenomena.

In addition, future research could also consider complementing the analyzes carried out in the
present study with other analytical approaches. A work like the present one could be complemented,
for example, by using network centrality analysis [42] or OLAP (On-Line Analytical Processing)
techniques [64,65].

Centrality analysis, generally supported in JUNG (Java Universal Network-Graph) open source
frameworks, are used to identify who is the most important user in the network; revealing in a graphical
way who gets more retweets (Degree Centrality), which is the most influential user (Eigenvector
Centrality), or the number of shortest paths in which the user distributes the information (Betweenness
Centrality).

Likewise, OLAP techniques allow the extraction of information related to user behaviors, emerging
topics, or trends, providing generic multidimensional models for the analysis of data on social
network services.

The aforementioned issues address new avenues for research in this field, confirming that further
investigation is still needed to expand our understanding of the activity on social media.
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Abstract: In recent years, the number of review texts on online travel review sites has increased
dramatically, which has provided a novel source of data for travel research. Sentiment analysis is a
process that can extract tourists” sentiments regarding travel destinations from online travel review
texts. The results of sentiment analysis form an important basis for tourism decision making. Thus far,
there has been minimal concern as to how sentiment analysis methods can be effectively applied to
improve the effect of sentiment analysis. However, online travel review texts are largely short texts
characterized by uneven sentiment distribution, which makes it difficult to obtain accurate sentiment
analysis results. Accordingly, in order to improve the sentiment classification accuracy of online
travel review texts, this study transformed sentiment analysis into a multi-classification problem
based on machine learning methods, and further designed a keyword semantic expansion method
based on a knowledge graph. Our proposed method extracts keywords from online travel review
texts and obtains the concept list of keywords through Microsoft Knowledge Graph. This list is then
added to the review text to facilitate the construction of semantically expanded classification data.
Our proposed method increases the number of classification features used for short text by employing
the huge corpus of information associated with the knowledge graph. In addition, this article
introduces online travel review text preprocessing, keyword extraction, text representation, sampling,
establishment classification labeling, and the selection and application of machine learning-based
sentiment classification methods in order to build an effective sentiment classification model for
online travel review text. Experiments were implemented and evaluated based on the English review
texts of four famous attractions in four countries on the TripAdvisor website. Our experimental
results demonstrate that the method proposed in this paper can be used to effectively improve
the accuracy of the sentiment classification of online travel review texts. Our research attempts to
emphasize and improve the methodological relevance and applicability of sentiment analysis for
future travel research.

Keywords: user generated content; sentiment analysis; classification; keyword extraction;
text representation; sampling; machine learning; TripAdvisor

1. Introduction

Tourism research has entered the era of big data. Based on big data analysis, academia and
industry are now better positioned to understand and explore tourist behavior and the tourism market.
Li et al. [1] contend that big data analysis can provide sufficient data without introducing sampling
bias, and can also make up for the sample size limitations encountered by the survey data, thereby
enabling a better understanding of tourist behavior. Sivarajah et al. [2] argued that big data analysis
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can lead to new knowledge; subsequently, such analysis has become the mainstream method used to
obtain useful information.

From blogs and social media posts to online travel review sites, user-generated content (UGC)
is one of the most important data sources for big data. UGC comprises insightful feedback that is
spontaneously provided by users. This feedback information is widely available at little to no cost and
can also be easily obtained [3]. Such feedback also has potential commercial value in fields such as
targeted advertising, customer—company relationships, and brand communication [4,5].

Online travel review sites, such as TripAdvisor, generate large amounts of text-based online
travel review data, which constitute an important type of UGC [6]. Online review text data can
help researchers and practitioners to correctly understand tourists” travel preferences and needs [7,8].
The opinions expressed in user-generated comments also play an important role in influencing the
choices of potential tourists [9,10].

The characteristics of big data have complicated the process of knowledge extraction. The question
of how to transform data into valuable knowledge has become crucial for big data applications [11,12].
Previous research into online reviews has mainly focused on the quantitative ratings provided on the
website, ignoring the text of online reviews [3]. Ratings cannot provide any information about the
specific product characteristics that visitors like or dislike, and such information is typically included
in the review text [5,13]. In addition, many users are overwhelmed by the enormous amount of review
information provided on travel online review sites. Researchers in other fields have also raised similar
questions. Ali et al. [14] noted that while urban traffic congestion is rapidly increasing, a city’s rating
score is insufficient to provide accurate information; however, comments or tweets may help travelers
and traffic managers to understand all aspects of the city. As a result, it is necessary to establish an
effective mechanism to help users identify the main content and emotions embedded in the review
text [15].

Human emotions and emotional reasoning are understood to be important factors that influence
consumer decision-making [16]. This makes sentiment analysis an effective method for mining the
connotations of online travel review texts. Text sentiment analysis methods can be divided into
dictionary-based methods [17], machine learning methods [13,18], deep learning methods [19,20],
and hybrids of the above methods [21,22]. Alaei et al. [8] contend that dictionary-based systems rely
on the use of sentiment dictionaries and rule sets. Their article proposes that such methods are unable
to adapt to the rapid increase in data volume in the era of big data, so it is necessary to develop more
effective automated methods for sentiment analysis. Deep learning methods usually require a large
amount of training data to fully realize their potential; this training data usually requires expensive
class labeling [23]. Among machine learning methods, support vector machines (SVM) and naive Bayes
are the most widely used in the tourism-related sentiment analysis context [13]. Compared with neural
networks, SVM and naive Bayes require fewer class annotations to train the model [8]. Most studies
on the subject have shown [18] that SVM-based sentiment analysis of text produces superior results
relative to other machine learning methods. Kirilenko et al. [13] compared automatic text sentiment
analysis classifiers with humans and evaluated whether various types of automatic classifiers are
suitable for typical applications in the tourism, hotel, and marketing research contexts. The article
argues that on difficult and noisy datasets, automatic classifiers achieve worse performance than
humans. It can therefore be concluded that the existing sentiment analysis technology needs to be
improved to enable the analysis of specific data.

Contemporary researchers have proposed many effective solutions to improve the performance
of SVM in sentiment analysis. Successful feature extraction is one of the main challenges faced by
machine learning methods [24]. Feature extraction can reduce information loss and achieve improved
discrimination ability in sentiment classification [25] tasks. In their study of feature selection methods,
Manek et al. [25] proposed a Gini index feature selection method based on SVM to carry out sentiment
classification for a large movie review dataset. Ali et al. [26] proposed a robust classification technology
based on SVM and fuzzy domain ontology (FDO), used for the recognition of comment features and
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the mining of semantic knowledge. Their experimental results showed that the integration of FDO
and SVM greatly improves the accuracy of extracting comments and opinion words, as well as the
accuracy of opinion mining. Parlar et al. [27] proposed a new feature selection method based on
the query expansion term weighting method in the information retrieval context. This study uses
four classifiers to compare their method with other widely used feature selection methods, thereby
verifying their method’s effectiveness. Zainuddin et al. [28] proposed a latent semantic analysis (LSA)
and random projection (RP) feature selection method for the sentiment analysis of Twitter data, and
thereby constructed a new Twitter mixed sentiment classification method. Kumar et al. [29] introduced
swarm intelligence algorithms into the field of feature optimization in order to improve the sentiment
classification performance accuracy. Pu et al. [30] used a variety of features to identify candidate
opinion sentences, then used structured SVM to encode these opinion sentences for document sentiment
classification. This article resolves the issue of sentiment classification problems arising when the
sentiment of most sentences is inconsistent with the sentiment of the document overall.

As an effective feature selection method, semantic expansion has also been widely studied.
Adhi et al. [31] designed a sentiment analysis model based on a naive Bayes classifier and the semantic
extension method, proving that the semantic extension method can improve the accuracy of sentiment
analysis. Fang et al. [32] integrated the context features extracted from the comment sentences and the
external knowledge retrieved from the sentiment knowledge graph into a neural network to compensate
for the lack of available training data, consequently obtaining better sentiment analysis results. At the
same time, as an effective channel for semantic expansion, knowledge bases such as WordNet
and ConceptNet are widely used in sentiment analysis in multiple languages. Alowaidi et al. [33]
proposed using Arabic WordNet as an external knowledge base to enrich the representation of
tweets due to the weakness of the bag of words model; the use of naive Bayes and SVM on the
Arab Twitter dataset verified that this external knowledge base can be used to improve sentiment
analysis accuracy. Asgarian et al. [34] used Persian WordNet to generate a review corpus, proving that
sentiment dictionary quality plays a key role in improving the quality of sentiment classification in the
Persian language. Moreover, Agarwal et al. [35] proposed a novel sentiment analysis model based on
ConceptNet and common sense extracted from context information.

At the same time, a number of scholars in tourism research have studied the application of
sentiment analysis to tourism and hospitality-related data. Several existing works [8,13] have already
summarized the sentiment analysis methods adopted by the academic community in the tourism
context prior to 2016; therefore, this article only summarizes the relevant literature published after
2017 in Table 1. Among these works, Hopken et al. [36] extracted customer feedback from two online
platforms and carried out sentiment analysis and opinion mining, verifying that SVM is best able
to solve the problem of sentiment analysis compared with other related methods. Akhtar et al. [37]
used topic modeling technology to identify hidden information and other aspects, then performed
sentiment analysis on classified hotel review text sentences. Ma et al. [38] performed sentiment analysis
on TripAdvisor’s review data using Leximancer. Ko et al. [39] applied statistical analysis methods to a
large number of consumer review texts obtained from Expedia, enabling these authors to understand
the experiences of hotel guests and analyze their association with satisfaction. Stepchenkova et al. [40]
selected and compared three of the best-performing sentiment analysis methods to quantify respondents
views on travel in China. Bansal et al. [41] further proposed a sentiment classification method based on
mixed attributes. By capturing implicit word relationships and combining domain-specific knowledge,
these authors were able to obtain a fine-grained emotional orientation of online consumer reviews.
Finally, Lawani et al. [42] used the AFINN dictionary (a lexicon based on unigrams) to extract the
sentiments from comments left by Airbnb guests and derive a quality score from those comments.

An analysis of the above literature reveals that the academic community has carried out
fruitful work in the field of sentiment analysis, particularly as regards the feature selection of
SVM. Although these related topics have been extensively researched, certain specific types of content,
such as online travel review texts for TripAdvisor, still present some challenges when using sentiment
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analysis [43]. This is because the key features of reviews vary significantly from site to site, meaning
that it cannot be assumed that the sentiment analysis method and findings of a certain site will be
applicable to all other review sites [44]. On the subject of the sentiment analysis of online travel review
texts, most existing sentiment analysis models fail to comprehensively and effectively consider the
data characteristics of travel review texts during the modeling process. Online travel review texts
have their own inherent characteristics. Most review texts are short, which makes it difficult to extract
keywords; in addition, the sentiment distribution of short texts is uneven [45] (for example, the texts
with the highest and lowest scores are comparatively few). These characteristics make it difficult for
accurate sentiment analysis results to be obtained for online travel review texts [46]. In addition, the
accuracy of existing automated sentiment analysis methods is also low [13].

Table 1. The methods of sentiment analysis used in tourism research.

Reference Methods Data
Word list-based methods, supervised learning methods
[36] (including k nearest neighbors, support vector machines TripAdvisor, Booking
and naive Bayes)

[37] Developed by the author TripAdvisor

[38] Leximancer TripAdvisor

[39] Statistical Analysis Expedia

[40] Deeply Moving, Pattern and SentiStrength Survey data

[41] Developed by the author TripAdvisor, Amazon
[42] AFINN Airbnb

In order to deal with the sentiment analysis-related challenges brought about by the data features
of online travel review texts, this study converted the sentiment analysis of online travel review texts
into a multi-classification process based on machine learning methods, and further conducted research
on sentiment classification methods for such texts. In order to improve the classification accuracy of
online travel review texts, the current research mainly addresses the following problems related to
previous research. The main contributions of the paper include:

e Based on the word similarity calculation results, the present study compares three keyword
extraction methods and provides the most suitable keyword extraction method for online travel
review text.

e After considering the sparse features of online travel review texts, this paper expands the semantics
of text keywords based on Microsoft Knowledge Graph in order to build richer and more valuable
classification features.

e  To address the problem of uneven sentiment distribution in online travel review texts, two types
of sampling methods are compared and the most suitable online travel review text sampling
method is identified.

e This article introduces the online travel review text preprocessing method, Word2vec-based
text representation method, classification label acquisition method, and machine learning
method-based sentiment classification method, thereby presenting the entire sentiment analysis
process of online travel review texts.

e TripAdvisor is a frequently used text source in sentiment analysis [47]; thus, by analyzing more
than 20,000 review text datasets for four famous attractions in four countries derived from
TripAdvisor, this paper validates the proposed method from a relatively extensive sample, which
allows us to draw more reliable conclusions. Experimental results reveal that the method proposed
in this paper is better suited to processing the sentiment classification of online travel review texts,
and consequently provides a reference for related travel research.
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2. Materials and Methods

Sentiment analysis generally includes multiple steps [48]. As can be seen from Figure 1,
the sentiment analysis process proposed in this paper includes the following five steps:

Sentiment

Online reviews P
classification

Semantic extension —»

Data preprocessing ——>| Keyword extraction

Knowledge
Graph

Figure 1. System framework.

Text repr

Sentiment
classification
of test
dataset

(1) Data retrieval. In this study, a crawler program written in Python was used to obtain the texts,
namely English descriptions of four famous attractions in four countries from the travel review website
TripAdvisor, used as sentiment analysis data. This process is relatively simple; due to space limitations,
it will not be described here.

(2) Data preprocessing. Section 2.1 introduces the steps involved in online comment
text preprocessing.

(3) Keyword extraction and semantic expansion of comment texts. In order to improve classification
accuracy, Section 2.2 introduces our online travel review text keyword extraction method and keyword
semantic expansion method based on Microsoft Knowledge Graph.

(4) Text representation. Section 2.3 introduces the text representation method based on Word2vec.

(5) Sentiment classification. Section 2.4 introduces the sentiment classification method adopted in
this paper.

2.1. Data Preprocessing

Not all characters included in the text of online travel reviews are important. For example, most
reviews include words, punctuation, etc. that do not describe the subject of the text. Retaining all
characters will lead to the formation of high-dimensional features; this will not only increase the time
required for classification learning, but will also introduce a lot of noisy data into the classification and
affect the classification accuracy. It is therefore necessary to preprocess the data. The preprocessing
process used in this article comprises the following four steps:

1. Remove HTML tags

2. Remove non-letters

3. Convert words to lower case and split them
4. Remove stop words.

In step 1, Python’s BeautifulSoup library was used to remove HTML tags such as ‘<br>’ from the
comment text. Steps 2-4 were implemented using NLTK (Natural Language Toolkit) [49] and regular
expressions. Here, the second step deletes punctuation, numbers and other non-English characters
from the comment text; the third step divides the sentence into words and converts all of these words
to lower case; finally, the fourth step uses the stop word list provided by NLTK and deletes these words
from the comment text and stoplist. The stop word list contains some noise words that do not describe
the text subject (“the”, “is”, “are”, “a”, “an”, etc.). In addition, combined with the characteristics
of the dataset in this article, we added some specific vocabulary words (for example: “Mutianyu”,
“Great Wall”, “China”). These specific high-frequency words will affect the subsequent keyword
extraction and sentiment analysis results. However, these words are usually objective descriptions of
scenic spots and accordingly do not help with the sentiment analysis.
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2.2. Keyword Extraction and Semantic Expansion

The online travel review text obtained in this article pertains to multiple attractions. As shown in
Figures 2-5, before preprocessing, the length of the review text about Mutianyu Great Wall, Beijing,
China is mostly between 260 and 280 words. Moreover, the length of the comment text for the Harry
Potter Wizarding World Theme Park in Orlando, USA is between 90 and 130 words; the comment
text for the Tower of London, England is between 90 and 140 words in length; and the lengths of the
comment text for the Sydney Opera House in Australia are mostly in two categories (90 to 120 and 200
to 300 words). Because preprocessing will delete some characters that are not related to sentiment
classification, the text will be shorter after preprocessing. It is difficult to extract effective feature
words from shorter text and thus more difficult to obtain better sentiment classification results [46].
In order to improve the effectiveness of sentiment classification for online travel review text, this paper
proposes a keyword semantic expansion method based on knowledge graphs. First, we compared
several keyword extraction methods and selected the TextRank method as having the best effect [50]
for achieving keyword extraction for online travel review text. Secondly, through the use of Microsoft
Knowledge Graph, a conceptual list of keywords for each comment was obtained. This concept list
of keywords can be used to expand the semantics of the comment text and provide a richer and
more valuable classification feature for the classifier. Next, the specific implementation steps will
be introduced.
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(1) Keyword extraction

Text keyword extraction is a machine learning algorithm-based text feature extraction method.
In fields such as text-based recommendation and search, the accuracy of text keyword extraction
is directly related to the final effect. Accordingly, text keyword extraction is an important research
direction in the field of text mining. Text keyword extraction methods can be divided into supervised,
semi-supervised, and unsupervised methods [51]. Supervised and semi-supervised methods regard
keyword extraction as a classification problem and require a labeled training corpus to train the
keyword extraction model. However, for massive datasets, labeling the training corpus is often
very time-consuming. For its part, the unsupervised keyword extraction method does not require
a manually annotated corpus, and is therefore more suitable for the keyword extraction of massive
comment texts [52].

The TextRank algorithm proposed by Mihalcea et al. [S0] draws on the realization of PageRank,
which is the core algorithm of Google search. This is an unsupervised keyword extraction method.
Unlike TF-IDF (term frequency—inverse document frequency), LDA (Latent Dirichlet Allocation),
etc., TextRank divides the text into several units (e.g., words, sentences) and builds a graph model;
keyword extraction can thus be achieved using only the information contained in a single document.

The process by which TextRank extracts text keywords comprises the following steps:
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(1) Divide the given text into sentences.

(2) For each sentence segmentation and part-of-speech tagging, filter out stop words, so that only
words belonging to the specified part-of-speech are reserved as candidate keywords.

(3) Construct the candidate keyword graph G = (V, E), where V is the node set comprising the
candidate keywords generated in step (2); next, use the co-occurrence relationship to construct the
edges between any two points.

(4) Calculate the weight of each node. These node weights are sorted in reverse order so that the
most important words are obtained as candidate keywords.

(5) Mark the candidate keywords obtained in step (4) in the original text; if adjacent phrases are
formed, these are combined into multi-word keywords.

A variety of keyword extraction algorithms represented by TextRank are widely used in tourism
and many other fields. Shouzhong et al. [53] integrates TF-IDF and TextRank to mine and analyze
personal interests from Weibo text. Paramonov et al. [54] developed a new method combining
well-known keyword extraction algorithms (e.g., TextRank and Topic PageRank) and a thesaurus-based
procedure, thereby improving the connectivity of the text-via-keyphrase graph while also increasing the
accuracy and recall rate of key phrase extraction. Gagliardi et al. [55] integrated the word embedding
model and clustering algorithm to establish a novel method capable of automatically extracting
keywords/phrases from text without supervision. Ali et al. [56] used the N-gram method to extract
the risk factors of heart disease diagnosis and applied these to an intelligent heart disease prediction
system, improving the accuracy of heart disease diagnosis.

In Section 3.2, based on the similarity calculation results of the words, and following experiments
with TE-IDF and LDA, it is determined that the keywords extracted by TextRank are more suitable for
ascertaining the actual semantics of online travel text reviews. Therefore, this study used TextRank for
text keyword extraction purposes.

(2) Keyword semantic expansion

Text feature semantic expansion is an effective method of solving the sparse text problem [57].
Wang et al. [58] conceptualized short text into a set of concepts and embedded the original text in
order to form word vectors. Experimental results verify that the convolutional neural network based
on this word vector can achieve good short text classification results. Rosso et al. [59] believe that
combining large-scale unstructured content (text) and high-quality structured data (knowledge graph)
can improve text analysis.

Microsoft Knowledge Graph [60] has learned a large amount of common sense knowledge through
learning from billions of web pages and years of search logs. The system-provided conceptual model
maps text entities into semantic concept categories with specific probabilities; for example, “Microsoft”
may automatically map to “software companies” and “Fortune 500 companies” [61]. This paper
introduces the conceptual model of the Microsoft Knowledge Graph to expand the semantics of online
travel review text keywords. This knowledge graph-based keyword semantic expansion method
utilizes the huge information corpus of the Microsoft knowledge graph to expand the semantics of
the text. This method overcomes the issue of fewer features being available that is caused by the
sparseness of short texts, and accordingly provides richer and more valuable classification features for
short text sentiment classification. We demonstrate the improvement in classification accuracy brought
about by this method in the experiment discussed in Chapter 3.

2.3. Text Representation

(1) Text representation of comments based on Word2vec

Representing text as structured data that is able to be handled by machine learning classification
algorithms is a highly important part of the text classification process. In 2013, Google released the
software tool Word2vec for training word vectors [62]. Word2vec’s high-dimensional vector model
solves the multi-dimensional semantic problem, because it can quickly and effectively express words
in high-dimensional vector form through the optimized training model according to a given corpus,
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thereby providing a new tool for the application research in the field of natural language processing [63].
Academic research [64,65] demonstrates that Word2vec has achieved excellent performance in the
fields of text similarity calculation and text classification. In light of the above analysis, this study
opted to construct Word2vec vectors for the pre-processed and semantically expanded comment text.
(2) Data normalization
Normalized data exhibits enhance stability for attributes with very small variances, while
maintaining 0 entries in the sparse matrix [62]. Therefore, this study used the normalization method to
scale the text vector represented by Word2vec to between 1 and 0. The formula utilized is as follows:
xi/ _ Xi — Xmin (1)
Xmax = Xmin
In Equation (1), x;’ represents the result of normalization, while x; represents the data that needs
to be normalized. Moreover, Xy and x,,;, represent the maximum and minimum values in the
dataset, respectively.

2.4. Sentiment Classification

For massive texts, one effective solution involves transforming sentiment analysis into classification
and applying machine learning methods in order to solve such problems [66]. This article has introduced
the problems encountered by deep learning methods, along with the excellent results achieved by
machine learning methods in the text sentiment analysis context. Therefore, using the online travel
review text data processed in Sections 2.1-2.3 as the training data, this SVM was chosen in this study as
the method of sentiment classification. In Section 3.4, through the analysis of experimental results, the
most suitable sentiment classification model for processing online travel review texts is then provided.

3. Case Study

This section introduces the research process utilized in this article and draws conclusions from
a sentiment classification experiment on online tourist review texts of multiple attractions. In more
detail, Section 3.1 describes the experimental dataset and the results of preprocessing; Section 3.2
introduces the experimental process of keyword semantic expansion based on the knowledge graph;
Section 3.3 introduces the text representation based on Word2vec; finally, Section 3.4 introduces the
sentiment classification based on SVM experiments and result analysis.

3.1. Data Acquisition and Preprocessing Experiment

As shown in Table 2, the present research used a crawler program written in Python to obtain
four datasets from the TripAdvisor website. Mutianyu_Great_Wall contains review text pertaining
to Mutianyu Great Wall, which is the number one attraction on the TripAdvisor website in Beijing,
China. It contains a total of 2772 pieces of review data in English published by tourists from January
2016 to December 2019. Wizarding_World_of_Harry_Potter contains comment text pertaining to the
Harry Potter Wizarding World Theme Park in Orlando, USA, specifically, 6641 pieces of comment
data published by tourists from June 2017 to December 2019 in English. Tower_of_London contains
comment text about the Tower of London in the United Kingdom. It contains the data of 4428 comments
in English published by tourists from July 2018 to December 2019. Finally, Sydney_Opera_House
contains review text pertaining to the Sydney Opera House in Australia. It contains 6776 pieces of
comment data in English published by tourists from March 2017 to December 2019.

Table 3 presents a piece of comment text in the Mutianyu_Great_Wall dataset and its pre-processed
results. In the table, the first column is the comment text published by tourists, while the second
column is the pre-processed text. As can be seen from the introduction in Section 2.2, the preprocessing
operation removes any original comment text content that is unrelated to sentiment classification.
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Table 2. Experimental data set.

Dataset URL Size

https://www.tripadvisor.cn/Attraction_Review-g294212-
d325811-Reviews-Mutianyu_Great_Wall-Beijing.html
https://www.tripadvisor.cn/Attraction_Review-g34515-
Wizarding_World_of_Harry_Potter =~ d1968468-Reviews-The_Wizarding_World_of_Harry_Potter- 6641
Orlando_Florida.html

https://www.tripadvisor.cn/Attraction_Review-g186338-
d187547-Reviews-Tower_of_London-London_England.html
https://www.tripadvisor.cn/Attraction_Review-g255060-
Sydney_Opera_House d257278-Reviews-Sydney_Opera_House-Sydney_New_ 6776
South_Wales.html

Mutianyu_Great_Wall 2772

Tower_of_London 4428

Table 3. Review and preprocessed results.

Review Preprocessed Review

If you want to go individually, not with organized tour, we were
offered the option to go by taxi. The taxi left us to the bus station we
bought tickets for the bus, the entrance and the cable. The bus left us
at the cable station and the cable took us to the Wall. It was very easy

and not so expensive and we arranged for the hours which were

convenient for us.

individually organized tour offered
option taxi taxi left bus station bought
tickets bus entrance cable bus left cable
station cable easy expensive arranged
hours convenient

3.2. Keyword Semantic Expansion Experiment Based on Knowledge Graph

(1) Comparison of text keyword extraction methods

In this study, three types of text keyword extraction methods, namely TE-IDF, LDA, and TextRank
were selected to carry out comparative experiments. Taking the comment text in Table 3 as an example,
the manually provided subject term is “transport”, while the second column of Table 4 presents the
keywords with the largest calculation result values obtained by each of the three methods. Among them,
the calculation results of the two keywords obtained by TF-IDF are the same.

Table 4. Results of three types of keyword extraction methods.

Method Keyword  Similarity Result

cable, cable: 0.139

TF-IDF bus bus: 0.379
LDA offered offered: —0.022

TextRank bus bus: 0.379

Word2vec is able to convert words into vectors and calculate the distance between the vectors.
The larger the value of the calculation result, the greater the similarity between the two words [63].
Based on Word2vec’s word vector similarity calculation, this study calculated the similarity of the
word vector using the first-order keywords obtained by the three methods in addition to the subject
words (“transport”) of the manually provided comment text. The calculation results are shown in
the third column of Table 4. Here, the keywords obtained by TextRank are the most relevant to the
subject words of the manually provided review text. TE-IDF also identified the most relevant keyword,
“bus”. However, the keyword “cable”, which has the same weight as “bus”, has poor relevance to
the subject words of the manually provided review text, which affects the final result. LDA requires
a large corpus (i.e., large amount of comment text) for accurate results to be obtained. However,
this research requires keywords to be derived for each short text of the comment. Therefore, LDA is
unsuitable for this research, and the final keyword extraction effect is also poor. This study randomly
selected 10% of the samples in each dataset and used the above three methods to extract keywords.
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Following experimental comparison, TextRank was found to have the best keyword extraction effect.
Therefore, TextRank was used to extract the text keywords from online travel reviews.

(2) Keyword semantic expansion experiment

This study obtained a concept list of online travel review text keywords using the conceptual
model of Microsoft Knowledge Graph [67]. For example, the conceptual list of the keyword “bus” in
the comment text of Table 3 is as follows: vehicle, public transportation, large vehicle, etc.

For the four datasets listed in Table 2, TextRank was used to extract text keywords from a total of
20,617 comment texts. In the next step, the concept list for the first-ranked keywords was obtained
in ascending order of weight. Although Microsoft Knowledge Graph covers a very wide range, it
does not cover any word. Following calculation, Microsoft Knowledge Graph returned results for
97.6% of the keywords in this experiment. Finally, we added the return results of each keyword to the
pre-processed comment text in order to create a pre-classification dataset.

3.3. Text Representation and Normalization Experiment

Once preprocessing and semantic expansion was complete, the comment text was typically under
300 characters in length. Therefore, googlenews-vecctors-negative300.bin [62], a word vector library of
news corpora pre-trained by Google, was selected to create a comment text vector. The final results are
illustrated in Figure 6. Each line in the figure is a normalized 300-dimensional Word2vec real vector,
which represents a specific comment text.
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Figure 6. Vector representation of text.
3.4. Sentiment Classification Experiment

(1) Acquisition of training set classification labels

The machine learning classification method represented by SVM requires training data with
sentiment classification results for model training. The sentiment classification results for these training
data are also referred to as the training set classification labels. In this study, manual analysis and
sentiment analysis software were used to generate the classification labels for the training set.

SentiStrength [68] is a software package that estimates the strength of positive and negative
emotions contained in text. It also has an artificial level of accuracy for short social network texts in
English. We chose the nine-level sentiment classification results provided by SentiStrength. For negative
emotions, the scores range from —1 (not negative) to —4 (extremely negative); for positive emotions,
moreover, the scores range from 1 (not positive) to 4 (extremely positive); 0 represents neutral emotion.
In this study, the SentiStrength results were again scored by humans, and the adjustment rate was about
24.7%. Finally, the sentiment analysis results of the dataset are presented in Figures 7-10. The abscissa
represents the sentiment analysis results, which range from —4 to 4 in a total of nine categories; the
ordinate indicates the number of samples in each category. It can be seen that the number of samples of
each sentiment value is extremely uneven. For example, in the review dataset for the Mutianyu Great
Wall in Beijing, China, the number of texts in category 2 is 1266, while there is only 1 text in category
—4. Moreover, there is no category —4 data in the review data of the Sydney Opera House in Australia.
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Figure 7. The sentiment distribution of the review text of Mutianyu Great Wall in Beijing, China.
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Figure 8. The sentiment distribution of the review text of the Harry Potter Wizarding World Theme
Park in Orlando, USA.
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Figure 9. The sentiment distribution of the review text of Tower of London.
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Figure 10. The sentiment distribution of the review text of Sydney Opera House, Australia.

(2) Sampling experiment of unbalanced data

From the analysis presented in the previous section, we can see that the sentiment distribution of
online travel review texts is very uneven. In fact, this is a typical unbalanced dataset. For unbalanced
datasets, machine learning classifiers will tend to incorrectly divide new samples into categories with
more samples, resulting in classification errors [69]. The methods used to process unbalanced datasets
are mainly divided into undersampling, oversampling, and improved methods [70]. This study used
Python to implement two types of sampling methods. Our experimental results demonstrate that, due
to the extremely uneven sentiment distribution of the experimental dataset used, the undersampling
dataset was so small that it was difficult to obtain more accurate classification results. Overall, Naive
Random Over Sampler (ROS) [71] achieved the best sampling results.

(3) Evaluation index

The evaluation indicators of classification results that have been adopted by academia include
Accuracy, Precision, Recall, and F1 score [72]. In binary classification, the sample categories are divided
into positive and negative types. Let us suppose that TP represents the number of samples that are
both actually positive and classified as positive, while FP denotes the number of samples that are
actually negative but classified as positive; moreover, FN represents the number of samples that are in
fact positive but are classified as negative, while TN indicates the number of samples that are both
actually negative and classified as negative. In addition, the accuracy rate refers to the proportion of
correct samples classified as positive to the samples classified as positive. The calculation formula for

this is as follows:
TP

TP +FP
Furthermore, the recall rate refers to the proportion of correct samples classified as positive to
actually positive samples, and the calculation formula is as follows:

Precision =

@

TP
Recall = TP+—FI\I (3)
Finally, the F1 score is the harmonic average of the precision rate and the recall rate. The calculation

formula is as follows:

2 = Precision = Recall
F1 = 4
score Precision + Recall @)

The accuracy rate reflects the model’s ability to distinguish negative samples: the higher the
accuracy rate, the stronger the model’s ability to distinguish negative samples. Moreover, the recall
rate reflects the model’s ability to identify positive samples: the higher the recall rate, the stronger
the model’s ability to recognize positive samples. In addition, the F1 score is the combination of the
accuracy rate and recall rate: the higher the F1 score, the more robust the model. While accuracy is the
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simplest and most intuitive evaluation index in classification, it is also affected by obvious defects.
For example, if we assume that 99% of the samples are positive samples, the classifier could obtain 99%
accuracy if it always predicted a positive result, but its actual performance would be very low. That is
to say, when the proportion of samples in different categories is highly uneven, the category with the
largest proportion often becomes the most important factor affecting the accuracy. As the experimental
data in this study was unbalanced data, we did not use the accuracy rate as a classification result
evaluation index. Instead, we selected three indicators—accuracy rate, recall rate, and F1 score—to
measure the classification results.

(4) SVM-based sentiment classification

Python’s sklearn was used to implement the SVM algorithm. After a large number of experiments,
the kernel function RBF (Radial Basis Function) was found to achieve the highest classification accuracy,
while other parameters were assigned default values. We used 30% of the data as test data and the
remaining 70% as training data.

The comparative experimental results of one dataset (Mutianyu_Great_Wall) are presented in
Table 5. The first row of Table 5 displays the classification results of SVM. The classification accuracy of
SVM on this imbalanced dataset is very low, as it assigns most of the samples to the category with the
largest number of samples. Once ROS sampling and the Word2vec vectorization of text is complete, the
data in the second row of Table 5 shows that the SVM algorithm’s classification result has been greatly
improved. The next experiment carried out involves extracting TextRank keywords from the comment
text and expand the semantics of the keywords with the largest weights based on the Microsoft
Knowledge Graph. The semantic expansion of keywords and pre-processed online travel review
text make up the SVM classification dataset. Moreover, the experimental results in the third row of
Table 5 list the final classification results; it can be seen from this table that the knowledge graph-based
keyword semantic expansion method proposed in this paper optimizes the classification results.

Table 5. Mutianyu_Great_Wall experiment results.

Method Precision  Recall F1 score
SVM 0.108 0.238 0.148
SVM + ROS + Word2vec 0.840 0.822 0.830
SVM + ROS + Word2vec + KnowledgeGraph 0.859 0.901 0.879

Optimal solution in the comparison result is marked in bold.

Table 6 presents the experimental results of the other three datasets. Similar to the experimental
results of the Mutianyu_Great_Wall dataset, it can be seen that the sampling technique, Word2vec-based
text vectorization, and knowledge graph-based keyword semantic expansion method effectively
improve the classification effect. Similar experimental results obtained on different datasets verify the
universality of this method. In short, this provides an effective solution for sentiment analysis of online
travel review texts.

Table 6. Experimental results of the other three data sets.

Wizarding_World_of_

Harry_Potter Tower_of_London Sydney_Opera_House
Method
Precision Recall F1 Precision Recall F1 Precision Recall F1
Score Score Score
SVM 0.108 0.339 0.164 0.701 0.404 0.512 0.287 0.445 0.348
SVM + ROS +
0.637 0.643 0.639 0.833 0.868 0.85 0.702 0.716 0.708
Word2vec
SVM + ROS +
Word2vec + 0.823 0.843 0.832 0.933 0.944 0.938 0.820 0.837 0.828
KnowledgeGraph

Optimal solution in the comparison result is marked in bold.
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The receiver operating characteristic curve (ROC) is an evaluation method that demonstrates the
accuracy of classification through intuitive graphics. Figures 11-14 show the ROC curves of the four
data sets. We have labeled each sentiment category (the Sydney_Opera_House dataset has only eight
sentiment categories) with a different color. The abscissa in the figures indicates the proportion of
samples classified as positive but actually negative to all negative samples; the ordinate represents the
proportion of all positive samples that are predicted to be positive and actually positive. The closer the
ROC curve is to the upper left corner, the higher the accuracy of the experiment.
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Figure 11. Mutianyu_Great_Wall receiver operating characteristic curve.
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Figure 12. Wizarding_World_of_Harry_Potter receiver operating characteristic curve.
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Figure 13. Tower_of_London receiver operating characteristic curve.
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Figure 14. Sydney_Opera_House receiver operating characteristic curve.
4. Discussion

Sentiment analysis is a mainstream technology that employs social media analysis strategies
to analyze customer feedback and comments. Conducting sentiment analysis based on websites
such as TripAdvisor is desirable because a large number of free datasets can be obtained from such
websites for large-scale research, while such large-scale data cannot easily be obtained via traditional
research methods. Big data provides a new type of data for use in tourism research, and also puts
forward higher requirements for data processing. Currently, few studies have been conducted on the
applicability and accuracy of sentiment analysis methods in the tourism research literature. In addition,
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contemporary research ignores the possibility of integrating human knowledge, such as knowledge
graphs, into existing methods in order to improve the text sentiment analysis performance. Big data is
characterized by a huge data volume, and the speed and accuracy requirements for sentiment analysis
are becoming steadily higher [8]. Therefore, the prospect of developing suitable and efficient sentiment
analysis methods for specific types of big data in the tourism context is a highly valuable proposition.

The obtained sentiment analysis results based on TripAdvisor review text can be applied to
multiple fields. For example, they can help sightseeing spots, restaurants, or hotels to explain comments
and adopt corresponding countermeasures, which can in turn provide decision makers and customers
with better decision-making information. Similarly, this approach can also be used to study theoretical
issues related to customer satisfaction (for example, whether a tour guide service would improve
the tourist experience). However, existing studies [43,44] have found that the key features of the
review text differ substantially depending on which websites they are drawn from, and that it is
therefore necessary to conduct sentiment analysis research on one specific website at a time. Therefore,
research into machine learning sentiment analysis methods for TripAdvisor review texts will aid in the
development of tourism research utilizing these texts. Compared with vocabulary sentiment analysis,
one of the advantages of machine learning sentiment analysis is that it does not require humans to
create a dictionary; this is beneficial because the production of such a dictionary is a time-consuming
and laborious process. In addition, machine learning methods achieve more accurate performance
on larger amounts of training data than can be obtained using vocabulary sentiment analysis [8].
Feature extraction is a key issue in the application of machine learning to the field of sentiment
analysis [24]. Accordingly, this study designed and implemented a sentiment classification method
based on the semantic expansion of text keywords that both increases the classification features and
improves the accuracy of sentiment analysis, thereby providing a novel solution for machine learning
sentiment analysis.

In terms of the specific details of the work of this article, in order to improve the accuracy of
sentiment analysis conducted on online travel review texts, this study conducted extensive research
work on the classification problems caused by the data features of online review texts. First, most online
review texts are short texts, which makes it difficult to obtain more accurate sentiment classification
results. To solve this problem, we designed a text keyword semantic expansion method based on a
knowledge graph. In this part of the research, the present study compared three typical text keyword
extraction methods and provided keyword extraction methods that are suitable for online travel
review texts. In addition, based on Microsoft Knowledge Graph, the semantics of text keywords were
expanded, and richer and more valuable sentiment classification features were constructed. The second
part of the research involved comparing the two types of sampling methods and identifying which of
these is more suitable for use in solving the uneven sentiment distribution problem in online review
texts. This article fully describes the key aspects of online travel review text sentiment classification,
establishes an effective sentiment classification research framework for online travel review text, and
validates the proposed method based on a relatively extensive sample.

The work put forward in this paper aims to emphasize and improve the methodological relevance
and applicability of sentiment analysis. However, there are some limitations:

e  Studies have shown [10] that deleting comment text without emotional content can improve the
accuracy of emotional classification. This idea is worth examining in future.

e In terms of keyword selection, this study only selected the keyword with the largest TextRank
value. The questions of how to choose keywords with the same value, whether more keywords can
be introduced for semantic expansion, the relationship between these choices, and the accuracy of
sentiment classification are also worthy of further study.

e In the Word2vec-based text representation method, the use of different Word2vec corpora will
yield different results. The best approach would be to train a corpus of specific topics [73].

e Interms of automated classification methods, studies have shown that the combination of LSTM
(Long Short-Term Memory) and attention mechanisms [74] has resulted in excellent emotion
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classification results. However, the question of whether these novel methods are suitable for the
research object of this article is worthy of further study.

In terms of experimental subjects, this article only studies English reviews from TripAdvisor, and
does not investigate other online travel platforms and other languages. Therefore, it is highly
advisable to investigate data in other languages and other platforms to verify the applicability of
this method.

Author Contributions: Conceptualization, W.C., Z.X. and Y.L.; Methodology, W.C.; Software, W.C.; Validation,
W.C., Q.Y. and X.Z.; Data curation, W.C.; Writing—original draft preparation, W.C.; Writing—review and editing,
W.C., ZX. and Y.L.; Supervision, Y.L.; Project administration, Y.L.; Funding acquisition X.Z., Q.Y. and Y.L.
All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Natural Science Foundation of China under Grants 61972439,
61672039, 61702010, 61772034.

Acknowledgments: The authors would like to acknowledge all of reviewers and editors.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Li, X,; Pan, B,; Law, R.; Huang, X. Forecasting tourism demand with composite search index. Tour. Manag.
2017, 59, 57-66. [CrossRef]

2. Sivarajah, U,; Kamal, M.M,; Irani, Z.; Weerakkody, V. Critical analysis of Big Data challenges and analytical
methods. J. Bus. Res 2017, 70, 263-286. [CrossRef]

3. Guo, Y,; Barnes, S.J.; Jia, Q. Mining meaning from online ratings and reviews: Tourist satisfaction analysis
using latent dirichlet allocation. Tour. Manag. 2017, 59, 467-483. [CrossRef]

4. Chuang, S. Co-creating social media agility to build strong customer-firm relationships. Ind. Mark. Manag.
2020, 84, 202-211. [CrossRef]

5. Kauffmann, E.; Peral, J.; Gil, D.; Ferrandez, A ; Sellers, R.; Mora, H. A framework for big data analytics in
commercial social networks: A case study on sentiment analysis and fake review detection for marketing
decision-making. Ind. Mark. Manag. 2019, in press. [CrossRef]

6. Li,J;Xu,L,; Tang, L.; Wang, S.; Li, L. Big data in tourism research: A literature review. Tour. Manag. 2018, 68,
301-323. [CrossRef]

7.  Fang, B.; Ye, Q.; Kucukusta, D.; Law, R. Analysis of the perceived value of online tourism reviews: Influence
of readability and reviewer characteristics. Tour. Manag. 2016, 52, 498-506. [CrossRef]

8. Alaei, A.; Becken, S.; Stantic, B. Sentiment Analysis in Tourism: Capitalizing on Big Data. J. Travel Res. 2019,
58,175-191. [CrossRef]

9. Asghar, M.Z; Kundi, EM.; Ahmad, S.; Khan, A.; Khan, F. T-SAF: Twitter sentiment analysis framework using
a hybrid classification scheme. Expert Syst. 2018, 35, €12233. [CrossRef]

10. Afzaal, M.; Usman, M.; Fong, A.; Fong, S. Multiaspect-based opinion classification model for tourist reviews.
Expert Syst. 2019, 36, e12371. [CrossRef]

11.  Gunther, W,; Mehrizi, M.H.R.; Huysman, M.; Feldberg, F. Debating big data: A literature review on realizing
value from big data. J. Strateg. Inf. Syst. 2017, 26, 191-209. [CrossRef]

12.  Mariani, M.M.; Baggio, R.; Fuchs, M.; Hoepken, W. Business intelligence and big data in hospitality and
tourism: A systematic literature review. Int. ]. Contemp. Hosp. Manag. 2018, 30, 3514-3554. [CrossRef]

13. Kirilenko, A.P.; Stepchenkova, S.; Kim, H.; Li, X. Automated Sentiment Analysis in Tourism: Comparison of
Approaches. ]. Travel Res. 2018, 57, 1012-1025. [CrossRef]

14.  Ali, F; Kwak, D.; Khan, P; Islam, S.M.R.; Kim, K.; Kwak, K.S. Fuzzy ontology-based sentiment analysis
of transportation and city feature reviews for safe traveling. Transp. Res. Part C Emerg. 2017, 77, 33-48.
[CrossRef]

15.  Luo, Y,; Tang, R. Understanding hidden dimensions in textual reviews on Airbnb: An application of modified
latent aspect rating analysis (LARA). Int. ]. Hosp. Manag. 2019, 80, 144-154. [CrossRef]

16. Pang, B.; Lee, L. Opinion Mining and Sentiment Analysis. Found. Trends Inf. Retr. 2008, 2, 1-135. [CrossRef]

17.  Neidhardt, J.; Rummele, N.; Werthner, H. Can We Predict Your Sentiments by Listening to Your Peers.

In Information and Communication Technologies in Tourism 2016; Springer: Cham, Switzerland, 2016; pp. 593-603.

296



Appl. Sci. 2020, 10,5275

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.
40.

41.

42.

Garciapablos, A.; Cuadros, M.; Linaza, M.T. Automatic analysis of textual hotel reviews. Inf. Technol. Tour.
2016, 16, 45-69. [CrossRef]

An, H.; Moon, N. Design of recommendation system for tourist spot using sentiment analysis based on
CNN-LSTM. ]. Ambient Intell. Humaniz. Comput. 2019, 1-11. [CrossRef]

Pan, D.; Yuan, J.; Li, L.; Sheng, D. Deep neural network-based classification model for Sentiment Analysis.
arXiv 2019, arXiv:1907.02046.

Handhika, T.; Fahrurozi, A.; Sari, L; Lestari, D.P.; Zen, R.I. Hybrid Method for Sentiment Analysis Using
Homogeneous Ensemble Classifier. In Proceedings of the 2019 2nd International Conference of Computer
and Informatics Engineering (IC2IE), Banyuwangi, Indonesia, 10-11 September 2019; pp. 232-236.

Kim, K,; Park, O.; Yun, S.; Yun, H. What makes tourists feel negatively about tourism destinations?
Application of hybrid text mining methodology to smart destination management. Technol. Forecast. Soc.
Chang. 2017, 123, 362-369. [CrossRef]

Hinterstoisser, S.; Lepetit, V.; Wohlhart, P.; Konolige, K. On Pre-Trained Image Features and Synthetic Images
for Deep Learning. In Proceedings of the European Conference on Computer Vision (ECCV), Munich,
Germany, 8-14 September 2018.

Ghiassi, M.; Lee, S. A domain transferable lexicon set for Twitter sentiment analysis using a supervised
machine learning approach. Expert Syst. Appl. 2018, 106, 197-216. [CrossRef]

Kim, K. An improved semi-supervised dimensionality reduction using feature weighting: Application to
sentiment analysis. Expert Syst. Appl. 2018, 109, 49-65. [CrossRef]

Ali, E; Kwak, K.-S.; Kim, Y.-G. Opinion mining based on fuzzy domain ontology and Support Vector Machine:
A proposal to automate online review classification. Appl. Soft Comput. 2016, 47, 235-250. [CrossRef]
Parlar, T.; Ozel, S.A.; Song, F. QER: A new feature selection method for sentiment analysis. Hum. Cent.
Comput. Inf. Sci. 2018, 8, 10. [CrossRef]

Zainuddin, N.; Selamat, A.; Ibrahim, R. Hybrid sentiment classification on twitter aspect-based sentiment
analysis. Appl. Intell. 2018, 48, 1218-1232. [CrossRef]

Kumar, A.; Jaiswal, A. Swarm intelligence based optimal feature selection for enhanced predictive sentiment
accuracy on twitter. Multimed. Tools Appl. 2019, 78, 29529-29553. [CrossRef]

Pu, X.; Wu, G.; Yuan, C. Exploring overall opinions for document level sentiment classification with structural
SVM. Multimed. Syst. 2019, 25, 21-33. [CrossRef]

Adhi, M.S.; Nafan, M.Z.; Usada, E. Pengaruh Semantic Expansion pada Naive Bayes Classifier untuk Analisis
Sentimen Tokoh Masyarakat. . RESTI 2019, 3, 141-147. [CrossRef]

Fang, C.; Huang, Y. Knowledge-enhanced neural networks for sentiment analysis of Chinese reviews.
Neurocomputing 2019, 368, 51-58.

Alowaidi, S.; Saleh, M.; Abulnaja, O. Semantic Sentiment Analysis of Arabic Texts. Int. |. Adv. Comput. Sci.
Appl. 2017, 8, 256-262. [CrossRef]

Asgarian, E.; Kahani, M.; Sharifi, S. The Impact of Sentiment Features on the Sentiment Polarity Classification
in Persian Reviews. Cogn. Comput. 2018, 10, 117-135. [CrossRef]

Agarwal, B.; Mittal, N. Sentiment Analysis Using ConceptNet Ontology and Context Information. In Prominent
Feature Extraction for Sentiment Analysis; Springer: Cham, Switzerland, 2016; pp. 63-75.

Hopken, W.; Fuchs, M.; Menner, T.; Lexhagen, M. Sensing the Online Social Sphere Using a Sentiment
Analytical Approach. In Analytics in Smart Tourism Design: Concepts and Methods; Xiang, Z., Fesenmaier, D.R.,
Eds.; Springer International Publishing: Cham, Switzerland, 2017; pp. 129-146. ISBN 978-3-319-44263-1.
Akhtar, N.; Zubair, N.; Kumar, A.; Ahmad, T. Aspect based Sentiment Oriented Summarization of Hotel
Reviews. Procedia Comput. Sci. 2017, 115, 563-571. [CrossRef]

Ma, E.; Cheng, M.; Hsiao, A. Sentiment analysis — a review and agenda for future research in hospitality
contexts. Int. ]. Contemp. Hosp. Manag. 2018, 30, 3287-3308. [CrossRef]

Ko, C. Exploring Big Data Applied in the Hotel Guest Experience. Open Access Libr. |. 2018, 5, 1-17. [CrossRef]
Stepchenkova, S.; Kirilenko, A.P.; Li, X. Barriers and Sentiment of the American Tourists Toward Travel to
China. In Tourist Behavior; Springer: Cham, Switzerland, 2018; pp. 129-139.

Bansal, B.; Srivastava, S. Hybrid attribute based sentiment classification of online reviews for consumer
intelligence. Appl. Intell. 2019, 49, 137-149. [CrossRef]

Lawani, A.; Reed, M.R.; Mark, T.B.; Zheng, Y. Reviews and Price on Online Platforms: Evidence from
Sentiment analysis of Airbnb reviews in Boston. Reg. Sci. Urban Econ. 2019, 75, 22-34. [CrossRef]

297



Appl. Sci. 2020, 10,5275

43.

44.

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

Valdivia, A.; Luzén, M.V.; Herrera, F. Sentiment Analysis in TripAdvisor. IEEE Intell. Syst. 2017, 32, 72-77.
[CrossRef]

Xiang, Z.; Du, Q.; Ma, Y; Fan, W. A comparative analysis of major online review platforms: Implications for
social media analytics in hospitality and tourism. Tour. Manag. 2017, 58, 51-65. [CrossRef]

Mirzaalian, F.; Halpenny, E. Social media analytics in hospitality and tourism: A systematic literature review
and future trends. J. Hosp. Tour. Technol. 2019, 10, 764-790. [CrossRef]

Zhang, W.; Kong, S.; Zhu, Y.; Wang, X. Sentiment classification and computing for online reviews by a hybrid
SVM and LSA based approach. Clust. Comput. 2019, 22, 12619-12632. [CrossRef]

Valdivia, A.; Hrabova, E.; Chaturvedi, I.; Luzon, M.V.; Troiano, L.; Cambria, E.; Herrera, F. Inconsistencies on
TripAdvisor reviews: A unified index between users and Sentiment Analysis Methods. Neurocomputing
2019, 353, 3-16. [CrossRef]

Schmunk, S.; Hopken, W.; Fuchs, M.; Lexhagen, M. Sentiment Analysis: Extracting Decision-Relevant
Knowledge from UGC. In Information and Communication Technologies in Tourism 2014; Springer: Cham,
Switzerland, 2013; pp. 253-265.

Natural Language Toolkit. Available online: http://www.nltk.org/ (accessed on 17 June 2020).

Mihalcea, R.; Tarau, P. TextRank: Bringing Order into Texts. In Proceedings of the 2004 Conference on
Empirical Methods in Natural Language Processing, Barcelona, Spain, 25-26 July 2004; pp. 404—411.

Nasar, Z; Jaffry, S.W.; Malik, M.K. Textual keyword extraction and summarization: State-of-the-art. Inf. Process.
Manag. 2019, 56, 102088. [CrossRef]

Campos, R.; Mangaravite, V.; Pasquali, A.; Jorge, A.M.; Nunes, C.; Jatowt, A. YAKE! Keyword extraction
from single documents using multiple local features. Inf. Sci. 2020, 509, 257-289. [CrossRef]

Shouzhong, T.; Minlie, H. Mining microblog user interests based on TextRank with TE-IDF factor. J. China
Univ. Posts Telecommun. 2016, 23, 40—46. [CrossRef]

Paramonov, I.; Lagutina, K; Mamedov, E.; Lagutina, N. Thesaurus-Based Method of Increasing
Text-via-Keyphrase Graph Connectivity During Keyphrase Extraction for e-Tourism Applications.
In Proceedings of the Knowledge Engineering and Semantic Web; Ngonga Ngomo, A.-C., Kiemen, P.,
Eds.; Springer International Publishing: Cham, Switzerland, 2016; pp. 129-141.

Gagliardi, I.; Artese, M.T. Semantic Unsupervised Automatic Keyphrases Extraction by Integrating Word
Embedding with Clustering Methods. Multimodal Technol. Interact. 2020, 4, 30. [CrossRef]

Ali, F; El-Sappagh, S.; Riazul Islam, S.M.; Kwak, D.; Ali, A.; Imran, M.; Kyung-Sup, K. A smart healthcare
monitoring system for heart disease prediction based on ensemble deep learning and feature fusion. Inf. Fusion
2020, 63, 208-222. [CrossRef]

Cheng, J.; Wang, Z.; Wen, ].; Yan, ].; Chen, Z. Contextual Text Understanding in Distributional Semantic Space.
In Proceedings of the 24th ACM International on Conference on Information and Knowledge Management,
Melbourne, Australia, 19-23 October 2015; pp. 133-142.

Wang, J.; Wang, Z.; Zhang, D.; Yan, ]. Combining Knowledge with Deep Convolutional Neural Networks for
Short Text Classification. In Proceedings of the Twenty-Sixth International Joint Conference on Artificial
Intelligence (IJCAI-17), Melbourne, Australia, 19-25 August 2017; pp. 2915-2921.

Rosso, P; Yang, D.; Cudremauroux, P. Revisiting Text and Knowledge Graph Joint Embeddings: The Amount
of Shared Information Matters! In Proceedings of the 2019 IEEE International Conference on Big Data
(Big Data), Los Angeles, CA, USA, 9-12 December 2019.

Wu, W,; Li, H.; Wang, H.; Zhu, K.Q. Probase: A probabilistic taxonomy for text understanding. In Proceedings
of the 2012 ACM SIGMOD International Conference on Management of Data, Scottsdale, AZ, USA, 20-24
May 2012; pp. 481-492.

Microsoft Concept Graph and Concept Tagging Release. Available online: https://concept.research.microsoft.
com/Home/Introduction (accessed on 16 June 2020).

Mikolov, T.; Sutskever, I.; Chen, K.; Corrado, G.S.; Dean, J. Distributed Representations of Words and Phrases
and their Compositionality. In Proceedings of the Neural Information Processing Systems, Lake Tahoe, NV,
USA, 5-10 December 2013; pp. 3111-3119.

Mikolov, T.; Chen, K.; Corrado, G.S.; Dean, J. Efficient Estimation of Word Representations in Vector Space.
arXiv 2013, arXiv:1301.3781.

Balli, S.; Karasoy, O. Development of content-based SMS classification application by using Word2Vec-based
feature extraction. IET Softw. 2019, 13, 295-304. [CrossRef]

298



Appl. Sci. 2020, 10,5275

65.

66.

67.

68.
69.

70.

71.

72.

73.

74.

Dong, Y.; Liu, P.; Zhu, Z.; Wang, Q.; Zhang, Q. A Fusion Model-Based Label Embedding and Self-Interaction
Attention for Text Classification. IEEE Access 2020, 8, 30548-30559. [CrossRef]

Liu, B. Web Data Mining; Springer Berlin Heidelberg:  Berlin/Heidelberg, Germany, 2007;
ISBN 978-3-540-37881-5.

Microsoft Knowledge Graph. Available online: https://concept.research.microsoft.com/Home/API (accessed
on 17 June 2020).

SentiStrength. Available online: http://sentistrength.wlv.ac.uk/ (accessed on 16 June 2020).

Chawla, N.V,; Japkowicz, N.; Kotcz, A. Editorial: Special issue on learning from imbalanced data sets.
Sigkdd Explor. 2004, 6, 1-6. [CrossRef]

Hu, Q.; Pedrycz, W.; Yu, D.; Lang, J. Selecting Discrete and Continuous Features Based on Neighborhood
Decision Error Minimization. IEEE Trans. Cybern. 2010, 40, 137-150.

Lecca, M; Rizzi, A.; Serapioni, R. GRASS: A Gradient-Based Random Sampling Scheme for Milano Retinex.
IEEE Trans. Image Process. 2017, 26, 2767-2780. [CrossRef] [PubMed]

Manning, C.; Schutze, H. Foundations of Statistical Natural Language Processing; MIT Press: Cambridge, MA,
USA, 1999.

Sindhu, I.; Daudpota, S.M.; Badar, K.; Bakhtyar, M.; Baber, ].; Nurunnabi, M. Aspect-Based Opinion Mining
on Student’s Feedback for Faculty Teaching Performance Evaluation. IEEE Access 2019, 7, 108729-108741.
[CrossRef]

Dong, L.; Huang, S.; Wei, E; Lapata, M.; Zhou, M.; Xu, K. Learning to Generate Product Reviews
from Attributes. In Proceedings of the 15th Conference of the European Chapter of the Association for
Computational Linguistics, Valencia, Spain, 3-7 April 2017; Volume 1, pp. 623-632.

® © 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution
BY

(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

299






friricd applied
A sciences

Atrticle

Towards the Discovery of Influencers to Follow in
Micro-Blogs (Twitter) by Detecting Topics in Posted
Messages (Tweets)

Mubashir Ali !, Anees Baqir 2, Giuseppe Psaila I'* and Sayyam Malik 2

1 Department of Management, Information and Production Engineering, University of Bergamo,

24129 Bergamo, Italy; mubashir.ali@unibg.it

2 Faculty of Computing & IT, University of Sialkot, Sialkot 51040, Pakistan; anees.baqir@uskt.edu.pk (A.B.);
sayyam.malik@uskt.edu.pk (5.M.)

*  Correspondence: giuseppe.psaila@unibg.it; Tel.: +39-035-205-2355

Received: 8 July 2020; Accepted: 12 August 2020; Published: 18 August 2020

Abstract: Micro-blogs, such as Twitter, have become important tools to share opinions and
information among users. Messages concerning any topic are daily posted. A message posted
by a given user reaches all the users that decided to follow her/him. Some users post many
messages, because they aim at being recognized as influencers, typically on specific topics. How a
user can discover influencers concerned with her/his interest? Micro-blog apps and web sites
lack a functionality to recommend users with influencers, on the basis of the content of posted
messages. In this paper, we envision such a scenario and we identify the problem that constitutes
the basic brick for developing a recommender of (possibly influencer) users: training a classification
model by exploiting messages labeled with topical classes, so as this model can be used to classify
unlabeled messages, to let the hidden topic they talk about emerge. Specifically, the paper reports
the investigation activity we performed to demonstrate the suitability of our idea. To perform the
investigation, we developed an investigation framework that exploits various patterns for extracting
features from within messages (labeled with topical classes) in conjunction with the mostly-used
classifiers for text classification problems. By means of the investigation framework, we were able
to perform a large pool of experiments, that allowed us to evaluate all the combinations of feature
patterns with classifiers. By means of a cost-benefit function called “Suitability”, that combines
accuracy with execution time, we were able to demonstrate that a technique for discovering topics
from within messages suitable for the application context is available.

Keywords: social media; micro-blogs (Twitter); towards recommending influencers based on topic
classification; investigation framework; comparison of various techniques for topic classification;
cost-benefit function

1. Introduction

Micro-blogs have become widely-used online platforms for sharing ideas, political views,
emotions and so on. One very famous micro-blog is Twitter: it is an online social network that
allows users to publish short sentences; every day, millions of messages (also called tweets) concerning
a very large variety of topics are published (or posted) by users. According to [1], Twitter is a famous
micro-blogging site where more than 313 million users from all over the world are active monthly.

Due to the importance it has gained, Twitter inspired novel researches concerned with many areas
of computer science, in particular data mining [2], sentiment analysis [3], text mining [4], discovering
mobility of people [5-7] and so on. For example, tweets are analyzed to find out political friends [8],
so this implies that texts are analyzed to detect their political polarity. Another interesting application

Appl. Sci. 2020, 10, 5715; doi:10.3390/app10165715 www.mdpi.com/journal/applsci

301



Appl. Sci. 2020, 10, 5715

is detecting communities from networks of users [9], in which sentiment analysis plays an important
role; sentiment analysis and opinion mining can be also adopted to study the general sentiment of a
given country [10], in order to detect the degree of support to terrorists. We can summarize that most of
works concerned with the analysis of tweets are focused on sentiment analysis and opinion extraction;
thus, the common perspective is that tweets posted by users are collected and queried to provide useful
information about users. We can say that users are analyzed from outside the micro-blog; the results of
the analysis are not used to provide a service or a functionality to users of the micro-blog itself.

Nevertheless, many users post a lot of messages, because they wish to influence other users.
In fact, when a followed user posts a new tweet, all her/his followers receive it. Typically, users post
many messages because they would like to be recognized as influencers in a specific topic. This goal
requires a user to have many followers, that are interested in the same topic. Consequently, it is
critical, for an influencer, to be interesting for other users and easily found by them. On the contrary,
non influencer users would like to easily find interesting influencers to follow.

How to find users to follow? The reasons to decide to follow other users can be various; typically,
one reason is affinity of interests: a user would like to follow other users with similar interests.
However, currently it is quite hard to find out users that show the same interests, because micro-blog
platforms in general (and Twitter in particular) do not provide any end-user functionality or service
that recommends users with similar interests; consequently, we are envisioning a new scenario for
micro-blog platforms.

This new scenario can become reality only if it is technically possible to realize it. This is the goal of
this paper, i.e., addressing the basic problem at the basis of the envisioned functionality: we show that
it is effective and efficient to classify messages with topics they talk about. In practice, we demonstrate
that it is possible to define a technique that allows for characterizing user interests (in terms of topics)
by analyzing their posted messages, that will open the way to build a sort of recommender system
that recommends one user with other users having similar interests. At the best of our knowledge,
very limited work has appeared in literature concerning this topic.

In this paper, we investigate the definition of an approach based on supervised learning,
to discover topics that messages posted by micro-blog users talk about. To this end, we devised
an investigation framework whose goal is to apply various combinations of feature patterns
(extracted from within posted messages) and classification techniques: this framework has enabled us
to identify the best combination to address the problem. In this work, basic and combined n-grams,
weighted with a “Term Frequency-Inverse Document Frequency” (TF-IDF)-like metric, are used
to extract features from messages to train four of the mostly-used classifiers for text classification,
i.e., Naive Bayes (NB), Support Vector Machine (SVM), K- Nearest Neighbors (kNN) and Random
Forest (RF). By means of the investigation framework, we performed a comparative analysis of accuracy
and execution times; to identify the most suitable solution, we defined a cost-benefit function called
Suitability, able to balance the benefit of a technique in terms of accuracy with the computational cost
of using that technique. We will show that the comparative analysis yielded the solution that we think
suitable for discovering topics messages talk about: this is the preliminary step to extend micro-blog
user interfaces with functionalities able to suggest influencers to follow. This comparative analysis,
that considers both accuracy and execution time, is the distinctive contribution of this paper: in fact,
at the best of our knowledge, a similar approach has not been proposed yet.

The rest of the paper is organized as follows. Section 2 gives a brief review of the existing
approaches used for text mining applications on micro-blog data sets. Section 3 depicts the envisioned
application scenario and defines the specific problem addressed by the paper. Section 4 presents the
investigation framework, by discussing the dimensions of the investigation. Section 5 reports about
the experimental analysis conducted by means of the investigation framework; by means of results,
we perform a comparative analysis of techniques, by considering both their effectiveness (in terms
of accuracy) and their computational cost. By means of the cost-benefit function called Suitability,
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we rank the techniques and we identify the most suitable solution for the application scenario depicted
in Section 3. Finally, Section 6 draws the conclusions.

2. Literature Review

To the best of our knowledge, the problem of discovering topics from messages in micro-blogs
has not been significantly addressed yet, specifically if the goal is to introduce new functionalities
in the micro-blogs interface. Nevertheless, micro-blogs have become precious for many application
fields, and many techniques have been developed. In this sense, the related literature is so vast that it
is impossible to be exhaustive. In the rest of this section, we propose a brief overview of techniques
developed for application areas that are somehow related to our paper.

2.1. Sentiment Analysis and Opinion Mining

Topic discovery is somewhat close to sentiment analysis and opinion mining. Various approaches
to perform sentiment analysis and opinion mining on micro-blogs (and Twitter in particular) have
been proposed. Their application context is very different with respect to the context and the goal
considered in this paper. Nevertheless, it is useful to give an overview of these techniques.

Kanavos et al. [11] proposed an algorithm to exploit the emotions of Twitter users by considering
a very large data-set of tweets for sentiment analysis. They proposed a distributed framework to
perform sentiment classification. They used Apache Hadoop and Apache Spark to take the benefits
of big data technology. They partitioned tweets into three classes, i.e., positive, negative and neutral
tweets. The proposed framework is composed of four stages: (i) feature extraction (ii) feature vector
construction (iii) distance computation, and (iv) sentiment classification. They utilized hashtags and
emoticons as sentiment labels, while they performed classification by adopting the AKNN method
(specifically designed for Map-Reduce frameworks).

The study [12] by Hassan et al. evaluated the impact of research articles on individuals, based on
the sentiments expressed on them within tweets citing scientific papers. The authors defined three
categories of tweets, i.e., positive, negative, and neutral. They observed that articles which were cited in
positive or neutral tweets have more impact if compared to articles cited in negative tweets or not cited
at all. To perform sentiment analysis, a data-set of 6,482,260 tweets linking to 1,083,535 publications
was used.

Twitter data are also very important for companies, so as to exploit them to improve their
understanding about the perception by customers of the quality of their products. In [13] authors
proposed an approach to process the comments of the customers about a popular food brand, by using
tweets from customers. A Binary Tree Classifier was used for discovering the polarity lexicon of
English tweets, i.e., positive or negative. To group similar words in tweets, a K-means clustering
algorithm was employed.

2.2. Sociological Analysis

The area of sociological analysis is the target of many classification techniques on micro-blog messages.

The paper [14] presents a technique to understand the emotional reactions of supporters of two
Super Bowl 50 teams, i.e., Panthers and Broncos. The author applied a lexicon-based text mining
approach. About 328,000 tweets were posted during the match by supporters, in which they expressed
their emotions regarding different events during the match. For instance, supporters expressed positive
emotions when their team scored; on the other hand, they expressed negative emotions when their
team conceded a goal. It was concluded that results supported sociological theories of affective
disposition and opponent process.

The work [15] shows how the authors used tweets to monitor the opinion of citizens regarding
vaccination in Italy, i.e., in favor, not in favor and neutral. For improving the proposed system,
different combinations of text representations and classification approaches were used, and the
best accuracy was achieved by the combination scheme of bag-of-words, with stemmed n-grams

303



Appl. Sci. 2020, 10, 5715

as tokens, and Support Vector Machines (SVM) for classification. The proposed approach fetched
and pre-processed tweets related to vaccine and applied SVM to perform classification of tweets and
achieved an accuracy of 64.84% , that is acceptable but not very good. The investigation approach is
similar to the one adopted in our research, i.e., various combinations of techniques are tested to find
the most effective combination.

Geetha et al. [16] aimed to analyze the state of mind expressed on Twitter through emoticons
and text in tweets. They developed FPAEC—Future Prediction Architecture Based on Efficient
Classification; it incorporates different classification algorithms, including Fisher’s linear discriminant
classifier, artificial neural networks, Support Vector Machines (SVM), Naive Bayes and balanced
iterative reducing; it also incorporates a hierarchical clustering algorithm. In fact, they propose
a two-step approach, where clustering follows a preliminary classification step, to aggregate
classified data.

2.3. Politics

Politics is an interesting application field of sentiment analysis and opinion mining on micro-blogs.
Here, we report a few works.

In [17], the authors proposed a framework to predict the popularity of political parties in Pakistan
in 2013 public election, by finding the sentiments of Twitter users. The proposed framework is based
on the following steps: (1) collection of tweets; (2) pre-processing of tweets; (3) manual annotation of
the corpus. Then, to perform sentiment classification, supervised machine learning techniques such
as Naive Bayes (NB), k Nearest Neighbors (kNN), Support Vector Machines (SVM) and Naive Bayes
Multinomial (NBMN) were used to categorize the tweets into the predefined labels.

In [18], authors utilized tweets to reveal the views of the leaders of two democratic parties in
India. The tweet data-set was collected by using the public twitter accounts, and Opinion Lexicon [19]
was used to compute the number of positive, negative and neutral tweets. They proposed a “Twitter
Sentiment Analysis” framework, which, after pre-processing of the crawled data-set from Twitter,
accumulated opinion lexicon along with classification of tweets into three classes, i.e., positive, negative
and neutral, for the evaluation of sentiments of users.

To discover the sentiments of Twitter users, with the aim of exploring their opinions regarding
political activities during election days, the authors of [20] proposed a methodology and compared the
performance of three sentiment lexicons, i.e., W-WSD, SentiWordNet, TextBlob and two well known
machine learning classifiers, i.e., Support Vector Machines (SVM) and Naive Bayes. They achieved
better classification results with the W-WSD sentiment lexicon.

In [10], authors utilized tweets to predict the sentiment about Islamic State of Iraq and Syria (ISIS);
opinions are organized based on their geographical location. To perform the experimental evaluation,
they collected tweets for a period of three days and used Jeffrey Breen’s algorithm with data mining
algorithms such as Support Vector Machine, Random Forest, Bagging, Decision Trees and Maximum
Entropy to classify tweets related to ISIS.

The paper [8] presents a study where the authors exploit tweets to find out political friends.
They named their approach a “Politic Ally” which identifies the friends having the same political interest.

2.4. Phishing and Spamming

Aspects related to phishing and spamming can be addressed by analyzing micro-blogs as well,
and are close to the problem of topic discovery.

The work [21] proposed an effective security alert mechanism to contrast phishing attacks which
targeted users on social networks such as Twitter, Facebook and so on. The proposed methodology
is based on a supervised machine learning technique. Eleven critical features in messages were
identified: URL length, SSL connection, Hexadecimal, Alexa rank, Age of domain-Year, Equal Digit in
host, Host length, Path length, Registrar and Number of dots in host name. Based on these features,
messages were classified, to build a classification model able to identify phishing.
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Similarly, to deal with spam content being shared on twitter by spammers, Washha et al. [22]
introduced a framework called Spam Drift, which combined various classification algorithms, such as
Random Forest, Support Vector Machines (SVM) and J48 [23]. In short, they developed an unsupervised
framework that dynamically retrains classifiers, used during the on-line classification of new tweets to
detect spam.

2.5. Frameworks for Topic Discovery (Interest Mining)

As far as topic discovery (or user interest mining) is concerned, the work [24] proposed a
framework for “Tweets Classification, Hashtags Suggestion and Tweet Linking”. The framework
performs seven activities: (i) data-set selection; (ii) pre-processing of data-set; (iii) separation of
hashtags; (iv) finding relevant domain of tweets; (v) suggestion of possible interesting hashtags;
(vi) indexing of tweets; (vii) linking of tweets. Thus, topics are represented by hashtags, that are
suggested to users. With respect to our approach, discovered topics are very fine grained (at the level
of hashtags), because the idea is to suggest hashtags to follow, not users.

In a similar study [25], to detect user interests by automatically categorizing data on the basis
of data collected from Twitter and Reddit, authors proposed a methodology comprised of two steps.
(i) multi-label text classification model by using Word2vec [26], a predictive model and (ii) topic
detection by using Latent Dirichlet Allocation (LDA) [27], a statistical topic detection model based
on counting word frequency from a set of documents. A pool of 42,100 documents collected from
Redit and manually labeled was used to train the model; then, a pool of 1,573,000 tweets (posted by
1573 users) was used as training set. This work is interesting because it uses Reddit to build the
classification model to classify unlabeled tweets from Twitter. However, the scenario is quite different
with respect to our paper: in fact, we propose that users wishing to be influencers voluntarily label
their posts, with the goal to be recognized as influencers.

The work [28] presents a web-based application to classify tweets into predefined categories of
interest. These classes are related to health, music, sport, and technology. The system performs various
activities. First of all, they fetch tweets from Twitter and pre-process them; second of all, feature
selection from texts is performed; finally, the machine learning algorithm is applied. Although, from a
general point of view, it is an interesting system, it is designed to perform analysis of messages from
outside the micro-blog. In contrast, our goal is to find out the best technique suitable to discover topics
within the micro-blog application.

So, we can say that our envisioned application scenario is quite novel; furthermore, the specific
goal of the investigation framework presented in this paper is not to be the end-user solution, but a
tool to discover the technique that is most suitable to be executed within the micro-blog application to
discover topics.

2.6. Recommendation Techniques

Recommendation techniques have been proposed in the social network world by a multitude of
papers. They are so many that it is impossible to report them all. Hereafter, we report those that we
consider representative of most recent developments.

The Reference [29] proposed a Recommendation System for Podcast (RSPOD). The system
recommends podcasts, i.e., audios, to listen to. The system utilizes the intimacy between social
network users, i.e., how well they virtually communicate with each other. RSPOD works (i) by
crawling podcast information, (ii) by extracting data from social network services and (iii) by applying
a recommendation module for podcasts.

To predict user’s rating for several items, [30] considers social trust and user influence. In fact, it is
argued that social trust and influence of users can play a vital role to overcome the negative impact on
the quality of recommendation caused by sparsity of data. The phenomenon of social trust is based on
the sociology theory called “Six Degrees of Separation” [31]: the authors proposed a framework that
jointly adopts user similarity, trust and influence, by balancing preferences of users, trust between them
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and ratings from influential users for recommending shops, hotels and other services. The proposed
framework was applied on a data set collected from dianping.com, a Chinese platform that allows
users to rate the aforementioned services.

According to Chen et al. [32], previous recommendation systems mainly focus on recommendations
based on users’ preference and overlook the significance of users’ attention. Influence of trust relation
dwells more on users’ attention rather than users’ preference. Therefore, an item of a user’s interest can
be skipped if it does not get his attention. To counter this, they proposed a probabilistic model called
Hierarchical Trust-Based Poisson Factorization, which utilizes both users’ attention and preferences
for social recommendation of movies, music, software, television shows and so on.

Similarly, [33] aimed at accurately predicting users’ preferences and relevant products
recommendation on social networks by integrating interaction, trust relationships and popularity
of products. The key focus of the proposed model is on performing analysis of users’ interaction
behavior to infer users’ latent interaction relationships, based on product ratings and comments.
Moreover, the popularity of product is considered as well, to help support decision making for
purchasing products.

By emphasizing on the importance of social interaction on recommendation systems [34],
presented an approach based on mapping the weighted social interaction for representing interactions
among users of a social network, by including historical information about users’ behavior.
This information is further mined by using an algorithm called Complete Path Mining, which helps
find similar social neighbors possessing similar tastes as of the target user. To predict the final ratings
of unrated items (such as software, music, movie and so on), the proposed model uses social similar
tendencies of the users on complete paths.

To summarize, the reader can see that recommendation techniques are thought to recommend
single items (such as posts, podcasts or products) to users, based on the existing relationships among
users. Li et al. [35] address the same general problem that we envision in our application scenario,
i.e., recommending users to follow: they propose a framework to recommend the 50 users that are more
similar to a specific user; they jointly exploit user features (such as ID, gender, region, job, education
and so on) and user relationships. In contrast, in our envisioned scenario, we propose a different
approach, i.e., recommending other users to establish a relationship with (e.g., to follow) on the basis
topics their posts talk about. At the best of our knowledge, this problem has not been addressed yet
in literature.

3. Scenario and Problem Statement

In this section, we illustrate the application scenario we are considering, in order to define the
problem we address in the rest of the paper.

Suppose a user of a micro-blog platform wants to look for other users to follow, in order to receive
their posts. How to find them? Currently, both micro-blog apps and the web sites provide a search
functionality to search for users on the basis of a keyword-based search. So, the activity a user has
to perform to find out interesting users to follow, that is depicted in the right-hand side of Figure 1
(the block titled Current Scenario), can be summarized as follows.

e User u performs a keyword-based search, hoping that the specified keywords find out actually
interesting users. The search provides the list of users denoted as R = (uy, ..., uy).

e For each user u; € R (or for many of them), user % opens u;’s profile and looks at it and at
messages posted by u;; if 7 finds that u; is interesting, 7 asks to follow u;.

Such a process is quite tedious and boring, so probably user # could miss interesting users
to follow.

In contrast, we envision a novel functionality for micro-blog apps and web sites: suggesting users
based on similar interests. Let us clarify our vision:

e User u starts posting some messages, possibly re-posting messages received from followed users.
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e Atagiven time, the application suggests # with a list S = (s,..., s,) of users potentially having
the same interests.

e User u looks at the profile of some user sj € S and, if u finds that s i is interesting, decides to start
following s;.

Clearly, it is necessary to devise a technique able to learn about user interests. This must necessarily
be a multi-label classification technique, that based on the analysis of features extracted from posted
messages, builds a model of user interests on the basis of these features.

So, the application scenario we envision, that is illustrated in the left-hand side of Figure 1
(the block titled Proposed Scenario), can be described as follows.

Follow interesting

users?

Proposed Scenario Current Scenario

[ Keyword-based search }q_

User posted labeled

"=
List of users g==

Y

Inspect user profile fﬁ

Expert User:

&+

Novice User:

Recommended ﬁﬁﬁ

Follow inspected '.‘.r.
users w

user

Follow selected

Figure 1. Application scenario.

*  Mobile app and web site of a micro-blog should be extended, in order to provide two new
functionalities: Associating Topics to Posted Messages and Suggesting Users with Similar Interests.

e The functionality named Associating Topics to Posted Messages should allow users to associate topics
to each single post, at the moment they are posting it. A topic will play the role of classification
label for the post. This functionality should be not mandatory, and could be appreciated by
influencers, i.e., users that are able to (or would like to) influence other users.

e A classification model for topics should be built by analyzing posts that are labeled with topics,
on the basis of features extracted from within posted messages.

®  The functionality named Suggesting Users with Similar Interests applies the classification model
to unlabeled messages posted by a user, in order to automatically associate topics to unlabeled
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messages. Once the most frequent topics in unlabeled messages posted by user 7 are collected,
the application suggests the list S = (s, ...,s,) of users possibly posting messages concerning
the same topics of interest for 7.

e User u can inspect the profiles of users in S and choose the ones to follow, if any.

In order to avoid misunderstandings, we clearly state that we do not consider two different types
of users, i.e., influencers and regular users: any user is equal to other users. However, if a users wishes
to be recognized as an influencer, she/he can better succeed if the micro-blog platform provides a tool
that helps achieve this aim. In fact, the basic condition for a user to be considered as an influencer is
that the number of followers is significantly high; thus, a tool that recommends potential interesting
users is the solution. Such a tool could integrate classical text-based search: in fact, we can envision that
the micro-blog platform is pro-active in suggesting users; furthermore, text search could be too fine
grained to be successful. In other words, we explore the possibility to improve the service provided by
micro-blog platforms to users, both those who wish to become influencers and those who wish to find
out possibly interesting and emerging influencers.

Clearly, the basic brick to be able to develop the envisioned functionalities is to be able to assign
the proper topic to unlabeled messages. The main goal of this paper is to investigate if there exists
a classification technique that is suitable for this task, both in terms of effectiveness and in terms of
efficiency. The specific problem that must be addressed by the wished technique is defined as follows.

Problem 1. Consider a set LP = {lpy,...,Ip,} of labeled posts; each lp; = (mt;, at;) denotes a labeled post,
where mt; is the message text and at; is the assigned topic.

Consider a second set UM = {umty, ..., umty} of unlabeled messages umt;j. Based on the set of
labeled posts LP, a classification model C(umt) must be built, such that given a message text umt; € UM,
C(umt;) = tpj, i.e., the classification model C provides the topic tp; of the umt; message.

In the rest of the paper, we will address Problem 1, looking for the technique based on text
classification that provides the best compromise between accuracy (as far as topic detection is
concerned) and efficiency. In fact, if we are able to demonstrate that there exists a technique suitable
to solve Problem 1, the way to further investigate how to rank influencers to suggest to users can
be taken.

4. The Investigation Framework

In this section, we introduce the framework we built to investigate how to discover topics
messages talk about, as reported in Problem 1. First of all, we discuss the dimensions of investigation
we considered (Section 4.1); then, we present technical aspects of the framework in details.

4.1. Dimensions of the Investigation

Problem 1 is a multi-label text classification problem. Thus, through the investigation framework,
two dimensions must be investigated.

e Feature extraction. Message texts must be represented by means of a pool of features, that denote
texts at a level of granularity that makes the classifier effective. However, many patterns of features
can be adopted to represent texts: so effectiveness and efficiency of classifiers are significantly
affected by the specific feature pattern adopted to represent texts.

e Classification technique. Different classification techniques behave differently, so it is necessary to
evaluate the behavior of a pool of classification techniques.

Figure 2 graphically reports the dimensions of the investigation: the reader can see that the
two dimensions are orthogonal. Thus, the goal of the investigation framework is to experiment all
combinations, in order to find the best one to solve Problem 1. Hereafter, we separately discuss
each dimension.
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Figure 2. Dimensions of the investigation.

4.1.1. Feature Extraction

In order to apply the classification technique, we need to extract features to classify from texts,

in order to obtain a different representation of texts. We decided to adopt the n-gram model, that is
widely adopted in text classification.

Hereafter, we shortly introduce the four basic n-gram patterns we adopted in our investigation.

Uni-gram patterns. In our model, a uni-gram is a single word (or token) that is present in the text.
Uni-gram patterns are singleton patterns, i.e., a single word is a pattern itself (i.e., n-grams with
n=1).

Uni-gram patterns do not consider the relative position of words in the text.

Bi-gram patterns. A bi-gram is a sequence of two consecutive uni-grams (n-grams with n = 2),
i.e., two consecutive words in the text.

Tri-gram patterns. A tri-gram is a sequence of three consecutive uni-grams (n-grams with n = 3),
i.e., three consecutive words in the text.

Quad-gram patterns. A quad-gram is a sequence of four consecutive uni-grams (n-grams with
n = 4), i.e., four consecutive words in the text.

With these premises, we can represent a document d (a message text, in our context) as a vector

of terms, i.e., d[j] is the j-th term in the document. When we consider n-grams, the document is

represented as a vector of n-grams, i.e., d[j] is the n-gram whose first word is in position j in the

original document (of course, if n = 1, the vector of uni-grams and the vector of words coincide.).

Table 1 reports four different ways of representing a sample document, based on uni-grams,

bi-grams, tri-grams and quad-grams, by reporting the different vectors that represent the same
document. For example, if we consider the case n = 3 in Table 1, d contains only two items, i.e., d[1]
and d[2].
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Table 1. An example of n-gram patterns for the string "this is a sentence".

N-Grams Feature Vectors

Uni-grams: n = 1 d[1] ="this", d[2] ="is",d[3] ="a", d[4] ="sentence"
Bi-grams: n = 2 d[1] ="this is",d[2] ="is a",d[3] ="a sentence"
Tri-grams: n = 3 d[1] ="This is a",d[2] =is a sentence"

]

Quad-grams: n =4 d[1] ="This is a sentence"

Moving from the methodology proposed in [36], we consider also combined features, i.e., features
obtained by combining basic features (i.e., uni-grams, bi-grams, tri-grams and quad-grams).

Given z sets of basic features BF;, with 1 < i < z, a set CF of complex features is obtained by
means of the Cartesian product of sets BF;, i.e., CF = BF; x BF, x --- x BF,. Thus, a feature in CF is a
tuple of z basic features (n-grams).

As an example, consider Table 1. A feature obtained by combining a uni-gram and a bi-gram is
the tuple ("this", "a sentence").

In our framework, we considered the four basic feature patterns and five complex feature patterns.
In Table 2, we report them and the corresponding abbreviation we will use throughout the paper.

Table 2. Basic and complex feature patterns computed by the investigation framework.

Abbreviation Pattern

U Uni-grams

B Bi-grams

T Tri-grams

Q Quad-grams

UB Product of uni-grams and bi-grams

B,T Product of bi-grams and tri-grams

T,0 Product of tri-grams and quad-grams

U,B,T Product of uni-grams, bi-grams and tri-grams

U,B,T,Q Product of uni-grams, bi-grams, tri-grams and quad-grams

Feature weight. In order to help the construction of the classification model, features are weighted.
Typically, in text classification the most-frequently adopted metric is Term Frequency-Inverse Document
Frequency (TE-IDF) [37]. It is a numerical score which denotes the importance of a term in a collection
of documents. TE-IDF is the combination of two scores which are called Term Frequency and Inverse
Document Frequency. The comparative analysis in [38] demonstrated that TF-IDF significantly improves
the effectiveness of classifiers.

The score balances the importance of a term for a given document with respect to its capability of
characterizing a small number of documents. The rationale is that if a term is highly frequent in the
collection, it does not characterize a subset of documents; thus, terms that appear in many documents
cannot be considered relevant features for any document.

Consider a set D = {dy,....d,} of documents, where each document d; € D is a vector of terms
(in the broadest sense, i.e., terms can be either n-grams or tuples of n-grams). The Term Frequency
Tf(t,d) of a term ¢ in a document d is the number of times ¢ appears within d on the total number of
terms in d (see [39]). It is defined as:

Tf(t,d) = w

The Inverse Document Frequency Idf (t, D) of a term t in the collection (of documents) D measures
the capability of t of denoting a small set of documents in D: the lower the number of documents in
which t appears, the greater its Idf score [39]. It is defined as:
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D
[{d € D|(3jld[j] = D)}’
By combining Tf and Idf, we obtain the overall TfIdf(t,d, D) score of a term t within a document
d belonging to a collection of documents D, as follows:

Idf(t,D) = log,

TfIdf(t,d,D) = Tf(t,d) x Idf(t, D).

In our model, terms are either basic n-grams (basic feature patterns denoted as U, B, T and Q),
or combined n-grams, such as U,B and so on (see Table 2): thus, we apply the TfIdf metric to rank
these features. However, we do not compute TF-IDF on a document basis, but on a class basis:
the frequency of a term is the number of documents in the class that contain the term; the inverse
document frequency should be properly called Inverse Class Frequency, because we count the number
of classes that contain the term on the total number of classes. Formula 1 formally defines the weight.

[{d|(d-class = c A Fj|(d[j] = £))} |
|{d|d.class = c}|

IC]
[{c; € C|(Fjld[j] =t Nd.class = c;)}|

Weight(t,c,C) = x loge

M

in other words, the weight of a term  in a class ¢ € C is the frequency of f within the documents that
belong to that class, multiplied by the inverse frequency of t among all classes in C. Notice that with
d.class we denote the class which document d belongs to.

In Section 5.2, we perform experiments with the full set of features and with the strongest 80%,
65% and 50% features, on the basis of function Weight(t, c, C) defined in Formula 1.

4.1.2. Classification Techniques

The second dimension of investigation is to find out the classification technique that demonstrates
to be more suitable for the application scenario. Recall from Problem 1 that the classifier has to discover
the topic tp; that an unlabeled message umt; talks about. Hereafter, we briefly introduce the four
classification techniques we considered in our investigation framework.

¢ Naive Bayes (NB). The Naive Bayes classifier [40] is a simple, fast, efficient, easy to implement
and popular classification technique for texts: in fact, this technique is quite efficient as far as
computation time is concerned; however, it performs well when features behave as statistically
independent variables.
In short, it is a probabilistic classification technique, which completely depends on the probabilistic
value of features. For each single feature, the probability that it falls into a given class is calculated.
It is widely used to address many different problems, such as for predicting social events,
for denoting personality traits, for analyzing social crime, and so on.

®  Support Vector Machine (SVM). Support Vector Machine classifiers are widely used for
classification of short texts. This classification technique is based on the principle of structured risk
minimization [41]: given the hyper-space of features, in which each point represents a document,
it creates a hyper-plane & that divides the data into two sets (i.e., the hyper-space is divided
into two semi-spaces by the hyper-place); the algorithm tries to identify the hyper-plane that
maximizes the distance from each point (the distance is called margin) because the greater the
margin, the lower the risk that a point falls into the wrong semi-space. In the test phase, a data
point is categorized depending on the semi-space it falls into. The technique has been extended
and adapted to support multi-label classification [42].

e K-Nearest Neighbors (kNN). K-Nearest Neighbors (kNN) classifiers are widely used for
classification of short texts. During the test phase, given a new document d, the distance between
document d and all the documents in the training corpus is measured, by employing a similarity

or a dissimilarity measure. Then, the set N(d) that contains the K nearest neighbors among the

entire training corpus is obtained; the class label having the largest number of documents in N (d)
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becomes the class of d [43]. For example, if N (H) contains 15 nearest neighbors to document d,
where seven documents are labeled with the "politics" class, four documents are labeled with
the "sports" class, three documents are labeled with the "weather" class and one document is
labeled with the "health" class, then d is labeled with the "politics" class.

Random Forest (RF). It is a known supervised learning method for classification devised by
Ho [44]. It is an evolution of classical tree-based classifiers. The name of the technique is
motivated by the fact that, during the training phase, many classification trees are generated:
we can say that the classification model is a forest of classification trees. During the test phase,
all the classification tress are independently used to classify the unclassified case: the class
assigned by the majority of trees is chosen as class label assigned to the unclassified case.

This technique is very general and widely used in many application contexts, not only for text
classification [45].

4.2. Framework Overview

The investigation framework is composed of many modules. First of all, we give a high-level

overview of them, describing the task performed by each single module.

Module M1-Pre-processor. The module named Pre-processor performs many pre-processing
activities on the data set, i.e., the set of labeled messages that constitutes the input data set
for the investigation framework. Specifically, it performs tokenization, stop-word removal,
special symbol elimination, and stemming (that are typical pre-processing techniques adopted in
information retrieval). Specifically, stemming is important to reduce dimensionality of features:
in fact, natural languages provide many different forms for the same word (for instance, singular
and plural); stemming reduces words to the root form.

The result of the Pre-processor module is the corpus of messages, where each document is
represented as an array of stems.

Module M2-Feature Extractor. After the Pre-processor is executed, the module named Feature
Extractor extracts features that represent messages. In this module, messages are translated into
vectors of basic and combined feature patterns, as reported in Table 2. The Weight(t, ¢, C) score
defined in Formula 1 is computed for each term (i.e., feature) belonging to the training set.
Module M3-Multi-Classifier. The final module is called Multi-Classifier, because it has to apply
all the four different classification techniques we discussed in Section 4.1.2. In fact, the goal of the
investigation framework is to understand which is the best combination of feature pattern and
classification technique (recall Figure 2). Thus, for each feature pattern, the module builds four
classification models and tests them to evaluate the accuracy of classification.

Figure 3 reports the organization of the framework, by illustrating data flows between and inside

modules. They are discussed in details hereafter.

The framework is implemented in the Python programming languages, by exploiting the libraries

nltk for pre-processing, sklearn for feature extraction, generation of n-gram combinations, training
and testing of classifiers.

4.2.1. External Module EM1-Message Collector

This module is responsible to gather messages from the source micro-blog (in our case, Twitter)

and support researchers to label messages with class labels denoting topics.

Since our investigation framework is designed to be independent of the specific source micro-blog,

we decided to consider it as an external module that can be replaced with a different one, suitable to

gather data from a different micro-blog.
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Figure 3. The Investigation Framework.

4.2.2. Module M1-Pre-Processor in Details

When users write messages, they write punctuation, single characters and stop-words that are
not useful for topic classification (and even decrease the accuracy of classification). So, before features
are extracted, messages must be pre-processed in order to be cleaned from noise. Specifically, module
Pre-processor performs text tokenization, special symbol removal, stop-words filtering and stemming.
Hereafter, we describe these activities in more details.

Let us denote the input data set as T = {Ipj,Ipy,..., }, where each Ip; is a labeled message,
such that Ip; = (mt;, at;), i.e., mt; is the message text and at; is the label class or topic associated to
the message.

For each message Ip € T, on its message text [p.mt the module performs the following processing
steps, in order to generate the set T}, of pre-processed messages.

1. The Ip.mt message is tokenized, in order to represent it as a vector d; of terms, where a term is a
token found within the message text.
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2. From vector d;, we obtain vector dy by removing special symbols, punctuation marks, numbers
and special characters.

3. Stop-word removal is performed, by comparing each term in d, with NLTK [46], a static list of
stop-words. We formalize this process by defining the recursive function RenoveSW hereafter.

RemoveSW(d, pos) =
RemoveSW (remove(d, pos), pos) if (1 < pos < |d|) A (|d[pos]| <2V d[pos] € S1.))
= { RemoveSW(d, pos+1) if (1 < pos < |d|) A= (|d[pos]| <2V d[pos] € S1))
d if =(1 < pos < |d|)

where d is the message represented as a vector of terms, |d| is the size of the vector, pos denotes a
position index, d[pos] denotes the term (string within vector d in position pos), |d[pos]| denotes
the length of the term (string) in position pos in vector d. Furthermore, Sy is the list of stop-words,
while function remove(d, pos) removes the item in position pos from vector d. The function is
defined by the following formula.

d[1, (pos —1)] ed[(pos +1),|d|] ifl < pos < |d|
remove(d, pos) = ¢ d[2,]d|] if pos =1
d[1, (pos —1)] if pos = |d|

where with d[i, j] we denote the sub-vector with items from position i to position j and the o
denotes an operator that concatenates two vectors.

The d3 vector representing the message without stop-words is obtained by calling the RemoveSW
function as d3 = RemoveSW (dy, 1).

4. After stop-word removal, stemming is performed on vector d3 by applying the Porter stemming
algorithm [47]; we obtain the final d4 vector, i.e., the vector of terms that represent the [p.mt
message text after pre-processing. The d4 vector is paired with the class label Ip.at, obtaining the
pair Im, = (dy, Ip.at) that is inserted into Ty, the set of pre-processed messages.

T, is the final output of this module: the source data set T has been transformed into T,
where instead of strings, message texts are represented by vectors of terms.

4.2.3. External Module EM2-Data Splitter

The pre-processed data set T, is now split into training set TR and test set TE. The training
set becomes the input of module M2-Feature Extractor, while the test set TE will be used by module
M3-Multi-classifier, for computing the accuracy. Notice that TE contains labeled messages: this is
necessary for validating classification and compute the accuracy, by computing true positives,
false positives, true negatives and false negatives simply by comparing the topic assigned by the
classifier to the message and the label originally associated with the message.

This is an external module of the investigation framework, if compared to modules M1, M2 and
M3, that are the core modules of the framework. This choice is motivated by the need for flexibility.
In fact, different techniques for splitting could be used; this way, the investigation framework is
parametric with respect to data splitting.

4.2.4. Module M2-Feature Extractor in Details

Module M2-Feature Extractor receives the training set TR extracted from the overall set of
pre-processed messages Tp. Its goal is to give different representations of each labeled message
Im), € TR, based on the basic and combined feature patterns reported in Table 2.

The module generates nine different versions of the training set TR, one for each feature pattern,
denoted as TRY, TRE, TRT, TRQ, TRY-B, TRET TRT.Q, TRUABT and TRY-B TR, These are intermediate
results, necessary to generate the actual output of the module, i.e., a pool of feature vectors FV/?
(where fp denotes the feature pattern, as in Table 2): each FV/? contains a feature vector for each
topical class. Let us start by describing the generation of TR/?.
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First, TRY = TR, because uni-grams coincide with single terms in vectors I11,.d, representing
message texts (i.e., Im.d = Imy.dy).

Each ImP € TRE derives from the corresponding basic version Im p € TR, where ] m®.d is a vector
of bi-grams.

Similarly, training sets TRT and TR? contains descriptions Im” and Im® of messages whose
vectors ImT.d and ImQ.d are vectors of tri-grams and quad-grams, respectively.

Training sets based on combined feature patterns are derived from training sets based on
basic patterns.

Given a message Im,, its representations based on combined feature patterns are obtained
as follows:

- forlmYB ¢ TRUEB 1mUB g = U d x ImB.d;

- forlmBT € TRBT, ImBT d = 1mP.d x Im" .d;

- forIm™R e TRTR, imTR.d = ImT.d x Im°.d;

- forIm"BT ¢ TRUBT 1mUBT g = 1mY. dxImB.dx ImT.d;

- for Im4BTR ¢ TRUBTR 1UBTQ 4 = Y d x ImBP.d x ImT.d x ImR.d.

Once the training sets are prepared, for each of them (that generically we will denote as TRfP) the

module performs the following activities.

1.

For each message | m{ 7€ TRS?, a set of terms s{ P is derived from the vector of terms !/ m{ Pd:

s,-f‘rJ = {t|3pos(1 < pos < |lm,.fp.d\ A lm,.fp.d[pos} =1}

so that duplicate occurrences of a term in / m{ ¥ d becomes a unique occurrence in s{ P
The frequency matrix Freg/?[t, ] is built, where t is a term and c is a class (or topic). To obtain the

F reqf P matrix, first of all the module builds tc{ P asetof (term, class, message identifier) triples
(t,¢,1) obtained as

tcifp = s{p X {lml.fp,at} x {i}

that is, by performing the Cartesian product among the set s{ P of terms in the message,
the singleton set of the class label (topic) lm{ P at associated to the message and the singleton
set containing 7 (i.e., the identifier of the message). All the tcf P sets are united into the TC/? set,

1

ie., TC/? = Uvzmif”eTRfP(tC{p)'
Each single item of the Freg/P matrix is then computed as follows:

Freg/P[t,c] = [{(tj,cp,ij) € TCf”|t]- =tAcj=c}|
where we count, for each term t and each class ¢, the number of different documents, associated
to class ¢, which term f occurs in (the third element ; in triples is necessary to distinguish term
occurrences coming from different messages).
For each term t in each class ¢, the module computes the Weight(t,c,C) score (defined in

Formula 1), where C is the set of all class labels. We denote the weight for the feature pattern fp
as w/?; it is defined as:

Ty Ere’? (t;,0) e Freq Pt ] > O}
where C is the overall set of class labels. In the product on the right-hand side of the

formula, the first operand is the term frequency, while the second operand is the inverse
document frequency.

Frea/P
WS (t,¢) = Weight(t ¢, C) = —— &[] xloge< C| ) @)
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4. Finally, for each class ¢, € C, the feature vector f/7(c;) for the given feature pattern is built,
where each item is a pair (f, w), where f is the term and w = w(t, ¢y) is the weight.
The sets FV/? of feature vectors f/7(c;), where fp denotes the feature pattern (as in Table 2),
are the final output of module M2.

4.2.5. Module M3-Multi-Classifier in Details

Module M3-Multi-classifier performs the last step of the investigation process, i.e., it builds the
classification models by training the classifiers, then exploits the classification models to label the test
set. It is called multi-classifier because it uses all the four classification techniques shortly presented in
Section 4.1.2, to train a classification model and label the test set.

Let us describe the process performed by Module M3 in details. The module receives two inputs:
the pool of feature vector sets rvY, rvB ryT, ryQ, pyUB pyBT pyTQ pyUBT gnd FYUBTQ,
generated by module M2, and the test set TE, generated by the external module EM2. For each
one of the training sets and for each one of the classification techniques, the module performs the
following activities.

e The specific classification technique (Naive Bayes, SVM, kNN and Random Forest) is applied,
to obtain a classification model cm/P¢* (where fp is the feature pattern and ct is the classification
technique) for each feature pattern, using the corresponding FV/? as training set.

e For each classification model cm/P¢, the messages in the test set TE are labeled accordingly.
The classified test sets so far obtained contain both the labels provided by the classifier and the
labels assigned by humans that prepared the overall data set.

At this point, the module performs the accuracy evaluation, i.e, it evaluates accuracy of
classification for all the classified test sets, in order to produce a final report, that is the outcome
of the investigation framework.

5. Experimental Evaluation

The investigation framework was run on a data set specifically collected. In Section 5.1, we present
both the way we collected and prepared the data set, as well as the metrics we adopted to evaluate the
classification results. In Section 5.2, we present the experiments and discuss the results, as far as the
effectiveness of classification is concerned, while in Section 5.3 we present the sensitivity analysis of
classifiers.. Then, Section 5.4 considers execution times and introduces the metric called Suitability.

5.1. Data Preparation and Evaluation Metrics

To perform the experimental evaluation through the proposed investigation framework,
we performed data collection and labeling. Data collection is the process of collecting messages
(from Twitter) that are relevant to the problem domain. It is a crucial step, because it strongly
determines the results obtained by classifiers. Messages were collected from Twitter by using Tweepy
API [48]; 133,306 messages were collected from different accounts.

The next step was to manually label the messages with a pool of predefined topics. In this process,
we involved five volunteer students of the Masters degree at University of Sialkot (Pakistan), to label
messages. Each message was labeled by two different students, that worked separately: in the case
two different labels were assigned to the same message, the message was discarded from the data
set. This way, only messages labeled with the same class by two different students were considered:
messages that did not clearly talk about one of the selected topics were not considered.

Hereafter, we list the topics considered as classes and the criteria adopted for labeling messages
with each single topic.

®  Business: Messages talk about stocks, business activities, oil prices, Wall Street and companies’ shares.
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®  Health: Messages that talk about disease, medicine, surgeries, viruses, hospitals and related
arguments are included in this topic.

e Politics: Messages regarding elections, democracy, government and its policies are included in
this topic.

e Entertainment: Messages regarding show business, movies, music, TV shows and similar arguments
belong to this topic.

e Sports: Messages regarding all kinds of sports, athletes, matches and sports tournaments belong
to this topic.

e Technology: Messages talk about new tech, gadgets, software and related information.

®  Weather: Messages talk about weather, rains, storms and weather forecasting.

The list of topics was inspired by [49], that proposed a list of categories for classifying sensitive
tweets; we did not consider all the list proposed in [49], because some of the proposed categories did
not denote topics that users would use to label messages (e.g., racism); we selected and integrated
those that, presumably, could be often used by users. Table 3 provides a sample message for each one
of the topical classes.

Table 3. Chosen topics with example messages.

Topics Example Messages

Business Strong growth and rare profits make Veeva’s stock worth the sky-high valuation
Profit at the Canadian bank’s U.S. retail segment rose 13% in its latest quarter.

Health CDC recommends that boys and girls get vaccinated for HPV between 11 & 12 years of age
Obesity now affects 17% of all children and adolescents in the U.S

Politics Joe Biden holds town hall event in Greenville, SC
Britain faces no deal on Brexit as Boris Johnson handles this crisis

Entertainment  'Ford v Ferrari’, 'Uncut Gems’, Judy’ Headed to Telluride Film Festival
Dwayne Johnson is returning to 'WWE Smackdown’ for Fox launch

Sports Uganda’s Nakaayi wins the women'’s 800 metres final in 1:58.04
It’s Man Utd’s worst start to a league season in 30 years

Technology Gatwick Airport commits to facial recognition tech at boarding
Facebook to create VR world called Horizon

Weather Tropical Storm "Narda’ made landfall near Lazaro Cardenas, Mexico
Feisty thunderstorms have formed and are tracking through the Dakotas tonight

In order to have a homogeneous distribution among classes, the training set TR contained
3500 messages for each class, while the test set TE contained 1500 messages for each class. Consequently,
the training set TR contained 24,500 messages, while the test set TE contained 10,500 messages; the
total number of messages was 35,000, that constitute the input for the investigation framework.
All messages were written in English.

Remember that messages in the test set TE were labeled by hand as well, in order to allow module
M3 to automatically compute accuracy.

To evaluate the results, the investigation framework computed accuracy, precision, recall and
Fl-measure. These measures are typical metrics adopted in information retrieval. Since we operated in
a context of multi-label classification, we adopted the definitions reported in [50,51].

Givenaset C = {cy,¢,...,cn} of class labels, for each class cjwe define the following counts:

TP; (true positives) is the number of items correctly assigned to class ¢;;

FP; (false positives) is the number of items incorrectly assigned to class ¢;;

FNj (false negatives) is the number of items incorrectly not assigned to class cj;
TNj (true negatives) is the number of items correctly not assigned to class c;.

For each class ¢j, we can define the four above-mentioned metrics.
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e Accuracy; is the number of messages properly associated and properly not associated with class c;

TP+TN;
on the total number of messages, i.e., Accuracy; = Hjm\}w

®  Precision; is the fraction of messages correctly labeled with class. ¢j on the total number of messages

TP,
labeled with c; by the classifier, i.e., Precision; = tp—p P

®  Recall; is the fraction of messages properly labeled with class ¢j on the total number of messages

TP;
that have to be labeled with cj ie, Recall] =17 +IFN

e  Fl-measure; is a synthetic measure that combines recision and recall, i.e.,
j Y p
Precision; x Recall;
’ Lx 2.

Fl-measure; = procison, + Recall;

Since we are in a context of multi-label classification, we have to compute a general global version
of each measure. This is usually done by averaging the values computed for each class. Consequently,
Accuracy = (chec Accuracy;)/|C|, Precision = (Zc,-ec Precision;)/|C|, Recall = (chec Recall;)/|C],
F1-measure= (chec Fl-measure;)/|C]|.

We are now ready to discuss the results of our investigation, based on the two dimensions
discussed in Section 4.1.

5.2. Experiments and Comparison of Classifiers

Based on the dimensions of investigation discussed in Section 4.1, we performed a large number
of experiments, that involved the four classification techniques presented in Section 4.1.2.

Let us start considering the results obtained by the Naive Bayes classifier. Table 4 is organized as
follows: for each basic n-gram pattern, i.e., U, B, T and Q, as well as for each combined feature pattern
U,B, B,T, T,Q, U,B,T and U,B,T,Q, the full set of features (100%) and the most relevant 80%, 65% and
50% of features, on the basis of their weight defined in Formula 1 are used to perform experiments.

Table 4. Experimental results for Naive Bayes classifier.

Feature Pattern  No. of Features Accuracy Precision Recall F1-Measure

24,961 (100%) 83.88 84.39 83.88 83.86
U 19,969 (80%) 83.93 84.39 83.93 83.91
16,225 (65%) 83.99 84.41 83.99 83.96
12,481 (50%) 83.79 84.16 83.79 83.76
165,704 (100%)  70.36 76.82 70.36 70.82
B 132,563 (80%) 68.62 76.48 68.62 69.23
107,708 (65%) 67.24 75.87 67.24 67.92
82,852 (50%) 65.92 75.45 65.92 66.75
181,514 (100%)  44.28 81.2 44.28 46.92
T 145,211 (80%) 42.73 81.09 42.73 45.21
117,984 (65%) 41.61 80.94 41.61 43.9
90,757 (50%) 40.45 80.89 40.45 42.6
168,482 (100%)  30.68 84.46 30.68 30.94
134,786 (80%) 29.86 84.82 29.86 29.78
Q 109,513 (65%) 29.1 84.76 29.1 28.77
84,241 (50%) 28.48 84.83 28.48 27.92
190,665 (100%)  84.3 85.07 84.3 84.28
UB 152,532 (80%) 84.48 85.21 84.48 84.46
! 123,932 (65%) 84.35 85.06 84.35 84.33
95,333 (50%) 84.53 85.15 84.53 84.51
347,218 (100%)  70.42 76.87 70.42 70.88
BT 277,774 (80%) 68.73 76.41 68.73 69.32
! 225,692 (65%) 67.39 75.86 67.39 68.06
173,609 (50%) 66.15 75.56 66.15 66.96

318



Appl. Sci. 2020, 10, 5715

Table 4. Cont.

Feature Pattern  No. of Features Accuracy Precision Recall F1-Measure

349,996 (100%)  44.26 81.19 44.26 46.9
T.0 279,997 (80%) 42.77 81.14 4277 4526
! 227,497 (65%) 41.56 81.06 41.56 43.83
174,998 (50%) 40.51 80.9 40.51 42.7
372,179 (100%)  84.5 85.22 84.5 84.49
UBT 297,743 (80%) 84.61 85.3 84.61 84.59
" 241,916 (65%) 84.48 85.17 84.48 84.47
186,090 (50%) 84.44 85.06 84.44 84.41
540,661 (100%)  84.6 85.28 84.6 84.59
U,B,T.Q 432,529 (80%) 84.8 85.43 84.8 84.78
i 351,430 (65%) 84.61 85.25 84.61 84.6
270,331 (50%) 84.67 85.23 84.67 84.65

Similarly, Table 5 shows the results obtained by applying the kNN classification technique to the
same feature patterns previously discussed; in the same way, we report the sensitivity analysis for
each feature pattern. Table 6 reports the results obtained by applying the SVM classification technique,
while Table 7 reports the results obtained by applying the Random-Forest classification technique.

Table 5. Experimental results for kNN classifier.

Feature Pattern  No. of Features Accuracy Precision Recall F1-Measure

24,961 (100%) 79.08 79.68 79.08 79.21
U 19,969 (80%) 75.37 78.26 75.37 75.73
16,225 (65%) 38.9 84.77 38.9 36.53
12,481 (50%) 20.43 68.05 20.43 14.89
165,704 (100%) 17.64 56.32 17.64 11.67
B 132,563 (80%) 17.6 54.71 17.6 11.33
107,708 (65%) 16.93 453 16.93 13.31
82,852 (50%) 19.83 51.72 19.83 14.65
181,514 (100%) 16.28 29.99 16.28 9.51
T 145,211 (80%) 12.08 39.05 12.08 7.13
117,984 (65%) 17.61 57.99 17.61 10.29
90,757 (50%) 16.99 47.62 16.99 11.98
168,482 (100%) 15.34 34.68 15.34 5.81
134,786 (80%) 14.71 49.57 14.71 6.33
Q 109,513 (65%) 15.82 32.81 15.82 7.86
84,241 (50%) 15.66 56.46 15.66 6.29
190,665 (100%)  78.95 79.25 78.95 79.03
UB 152,532 (80%) 78.51 79.32 78.51 78.71
! 123,932 (65%) 76.34 78.76 76.34 76.81
95,333 (50%) 75.72 78.49 75.72 76.16
347,218 (100%) 16.16 26.71 16.16 10.41
BT 277,774 (80%) 16.87 56.63 16.87 11.31
! 225,692 (65%) 16.08 43.69 16.08 11.79
173,609 (50%) 16 44.39 16 13.2
349,996 (100%) 15.7 27.41 15.7 8.64
T.0 279,997 (80%) 16.43 41.75 16.43 8.44
! 227,497 (65%) 15.28 48.77 15.28 8.99
174,998 (50%) 16.69 43.51 16.69 11.05
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Table 5. Cont.

Feature Pattern  No. of Features Accuracy Precision Recall F1-Measure
372,179 (100%)  78.59 79.1 7859  78.72
UBT 297,743 (80%) 77.95 79.1 7795 7822
Y 241,916 (65%) 75.25 78.31 7525 7583
186,090 (50%) 75.28 78.43 7528 7577
540,661 (100%)  78.19 78.99 7819 7836
U,B,T.Q 432,529 (80%) 77.28 78.93 7728  77.62
Y 351,430 (65%) 74.23 78.02 7423 7491
270,331 (50%) 74.36 77.82 7436  74.86

Table 6. Experimental results for Support Vector Machines (SVM) classifier.

Feature Pattern  No. of Features Accuracy Precision Recall F1-Measure
24,961 (100%) 85.29 85.67 8529  85.36
U 19,969 (80%) 85.46 85.85 85.46  85.52
16,225 (65%) 85.33 85.73 8533 854
12,481 (50%) 85.36 85.73 8536  85.42
165,704 (100%)  66.21 74.62 66.21 68.05
B 132,563 (80%) 66.35 74.28 66.35 68,34
107,708 (65%) 66.34 74.17 66.34 6831
82,852 (50%) 66.39 74.11 66.39 6826
181,514 (100%)  42.14 73.48 4214 45.66
T 145,211 (80%) 42.08 73.23 42.08 4547
117,984 (65%) 42.73 73.62 4273 45.96
90,757 (50%) 43.94 76.51 43.94  47.19
168,482 (100%)  30.39 72.93 30.39 3095
0 134,786 (80%) 30.53 81.22 30.53 3057
109,513 (65%) 30.26 81.8 3026 3025
84,241 (50%) 29.99 824 29.99  30.08
190,665 (100%)  84.98 85.28 84.98  85.02
UB 152,532 (80%) 85.14 85.43 85.14  85.17
! 123,932 (65%) 85.26 85.53 85.26  85.29
95,333 (50%) 85.3 85.57 85.3 85.34
347,218 (100%)  64.39 74.26 6439  66.53
BT 277,774 (80%) 64.82 74.37 64.82  67.18
! 225,692 (65%) 64.9 74.13 64.9 67.18
173,609 (50%) 65.62 73.93 65.62  67.66
349,996 (100%)  39.3 73 39.3 42.65
T.0 279,997 (80%) 39.68 73.01 39.68  43.04
! 227,497 (65%) 41.09 73.27 41.09 4431
174,998 (50%) 43.36 79.93 4336  46.24
372,179 (100%)  84.02 84.35 84.02  84.05
UBT 297,743 (80%) 84.45 84.74 84.45 8447
” 241,916 (65%) 84.61 84.91 84.61  84.64
186,090 (50%) 84.97 85.26 84.97  85.01
540,661 (100%)  83.48 83.88 8348  83.52
U,B,T.0 432,529 (80%) 83.39 83.68 8339  83.39
e 351,430 (65%) 84.37 84.67 8437 844
270,331 (50%) 83.85 84.13 83.85  83.86
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Table 7. Experimental results for Random-Forest classifier.

Feature Pattern  No. of Features Accuracy Precision Recall F1-Measure

24,961 (100%) 78.29 78.74 78.29 78.36
U 19,969 (80%) 78.69 79.3 78.69 78.83
16,225 (65%) 78.64 79.07 78.64 78.71
12,481 (50%) 78.14 78.67 78.14 78.25
165,704 (100%)  60.37 73.73 60.37 62.75
B 132,563 (80%) 60.42 75.13 60.42 63.17
107,708 (65%) 60.66 74.7 60.66 63.33
82,852 (50%) 60.69 74.67 60.69 63.35
181,514 (100%)  39.79 81.8 39.79 42.27
T 145,211 (80%) 39.08 82.16 39.08 41.49
117,984 (65%) 39.53 81.79 39.53 42.16
90,757 (50%) 39.48 81.18 39.48 42.11
168,482 (100%)  28.25 83.95 28.25 27.39
134,786 (80%) 28.09 83.59 28.09 27.13
Q 109,513 (65%) 28.16 83.94 28.16 27.26
84,241 (50%) 28.4 82.66 28.4 27.58
190,665 (100%)  77.03 77.88 77.03 77.17
UB 152,532 (80%) 77.79 78.49 77.79 77.92
! 123,932 (65%) 77.95 78.79 77.95 78.11
95,333 (50%) 78.3 79.1 78.3 78.43
347,218 (100%)  59.41 74.29 59.41 62.03
BT 277,774 (80%) 59.78 75.74 59.78 62.66
! 225,692 (65%) 59.72 75.16 59.72 62.59
173,609 (50%) 60.19 75.39 60.19 63.03
349,996 (100%)  38.95 82.91 38.95 41.28
T.0 279,997 (80%) 37.95 82.65 37.95 40.08
! 227,497 (65%) 38.41 82.92 38.41 40.74
174,998 (50%) 38.32 82.07 38.32 40.67

372,179 (100%)  76.12 77.28 76.12 76.3
UBT 297,743 (80%) 76.6 77.63 76.6 76.78
” 241,916 (65%) 77.58 79.03 77.58 77.82
186,090 (50%) 77.23 78.34 77.23 77.42
540,661 (100%)  76.03 77.36 76.03 76.18
U,B,TQ 432,529 (80%) 75.45 77.64 75.45 75.61
e 351,430 (65%) 76.87 78.29 76.87 77.09
270,331 (50%) 76.94 78.53 76.94 77.06

Figure 4 depicts the results obtained by each classifier for all feature patterns by using the full
set of features extracted from the training set. The blue line depicts the results obtained by the
Naive Bayes classifier; the red line depicts the results obtained by the kNN classifier; the brown line
depicts the results obtained by the SVM classifier, the black line depicts the results obtained by the
Random-Forest classifier.

We can notice that the Naive Bayes classifier (blue line) always performed as the best classifier,
always obtaining the highest accuracy. The SVM classifier (brown line) performed only a little bit
worse, but results were comparable. The Random Forest classifier still showed comparable accuracy,
even though a little bit less than Naive Bayes and SVM classifiers.

In contrast, the inability of the kNN classifier to exploit most of feature patterns was evident.
In details, we noticed that for U, U,B, U,B, T and U, B, T,Q feature patterns, the kNN classifiers obtained
results that were comparable with the other classifiers. Instead, for feature patterns that did not include
uni-grams, the kNN classifier obtained very poor results.
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Nevertheless, notice that the other three tested classification techniques suffered for the absence
of uni-grams in the feature sets as well, even though they behaved better than the kNN classifier.

If we focus on results obtained by each classifier for feature patterns that contain uni-grams,
it clearly appears that no advantage was obtained by combining uni-grams with other features. Looking
at Table 4, we see that the Naive Bayes classifier obtained a very slight improvement; in contrast,
looking at Tables 5-7, we can see a slight deterioration of accuracy, when comparing the U pattern
with U,B, U,B,T and U,B,T,Q combined patterns.

100%
90% - B
80% [ & ' ]

70%
60%
50% -
4000 |-
30% - ~=- kNN
20% |- ~5-SVM | |
10% |- —=— RF N
0% T T T T T T T T T

U B T Q UB B,T T,Q UB,T UB,TQ

Accuracy

Feature Patterns

Figure 4. Comparing accuracy of classifiers for different feature patterns with 100% features.

5.3. Sensitivity Analysis

We can now consider the sensitivity analysis we performed. Recall that, apart from the full set of
features, we also considered the best 80%, 65% and 50% of features, on the basis of the weight defined
in Formula 1.

Figures 5-7 depict the results so far obtained, respectively, with the 80%, 65% and 50% of features.
In the 80% case (Figure 5), no significant variations appeared: the performances obtained by all
classifiers were, more or less the same. This is also confirmed by looking at the tables, that show very
small reductions of accuracy. Nevertheless, the general behavior of the four classifiers remained exactly
the same as for the full set of features. Consequently, we could argue that it was not the case to use the
full set of features for training the classifiers, so as to save time and computational power.

100%
90% |- e
80% - @~ :
70% |-
60% |-
50% |-
40% |-
30% |-

Accuracy

—=— kNN
20% |- —=-SVM | |
10% |- —= RF N
0% T T T T T T T T T
U B T Q UB B,T T,Q U,B,T U,B,T,Q

Feature Patterns

Figure 5. Comparing accuracy of classifiers for different feature patterns with 80% features.

Considering the 65% case (depicted in Figure 6), and the 50% case (depicted i Figure 7), we still
observed a very slight reduction of accuracy. Only the kNN classifier behaved significantly worse
with uni-gram patterns in the 50% case; nevertheless, looking at Figure 7, we notice that with patterns
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U,B,T and U,B,T,Q, the combined feature patterns that contained uni-grams helped the classifier to
obtain good results.
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Figure 6. Comparing accuracy of classifiers for different feature patterns with 65% features.
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Figure 7. Comparing accuracy of classifiers for different feature patterns with 50% features.

In effect, looking at Table 5, we can see that both precision and recall strongly penalized the KNN
classifier, with respect to the other competitors. This happened with all feature patterns.

5.4. Execution Times and Suitability Metric

Based on accuracy, the kNN classifier was not suitable for the investigated application context,
while the other classifiers showed comparable performance. However, the cost of computation is an
important issue, thus we also gathered execution times both for training and testing.

We performed experiments on a PC powered by Processor Intel(R) Core(TM) i7-5600U, with clock
frequency of 2.60 GHz, equipped with 8 GB RAM; the operating system was Windows 10 Pro (64 bit).

Table 8 reports the execution times shown by the four classifiers on the full set of features, for the
most promising feature patterns, i.e., U, U,B, U,B,T and U,B,T,Q. Specifically, we evaluated execution
times during the training phase and during the test phase; notice that we also measured the execution
times concerned with feature extraction, so as to understand how heavy the computation of Cartesian
products of features was.

The first thing we can notice is that feature extraction was performed in a negligible time,
if compared with the actual training performed by the classifier; even in the case of the most
complicated feature pattern (i.e., U,B,T,Q), this time was negligible. Nonetheless, to obtain a given
feature pattern, experiments confirmed that the library we adopted was deterministic, since the
execution time was independent of the specific attempt.
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Table 8. Execution times (in seconds) for the most promising feature patterns.

NB
Feature Pattern  Feature Extraction Time Model Building Time Total Training Time Testing Time
8] 0.0028 0.3626 0.3654 0.1572
UB 0.0162 1.2932 1.3094 0.2905
UB,T 0.0299 2.3124 2.3423 0.4124
U,B,T,Q 0.0434 3.2504 3.2938 0.4971
kNN
Feature Pattern  Feature Extraction Time Model Building Time Total Training Time Testing Time
U 0.0028 0.3339 0.3367 5.1004
UB 0.0162 1.2770 1.2932 5.0536
UB,T 0.0299 2.2337 2.2636 5.7653
U,B,T,Q 0.0434 3.2577 3.3011 5.3663
SVM
Feature Pattern  Feature Extraction Time Model Building Time Total Training Time Testing Time
U 0.0028 137.9433 137.9461 30.2422
UB 0.0162 201.2421 201.2583 45.3217
UB,T 0.0299 247.0215 247.0514 57.4804
UB,T,Q 0.0434 281.5109 281.5543 62.1898
RF

Feature Pattern  Feature Extraction Time Model Building Time Total Training Time Testing Time
8] 0.0028 56.5771 56.5799 1.4356
UB 0.0162 219.9926 220.0088 2.0941
UB,T 0.0299 399.2106 399.2405 2.4720
U,B,T,Q 0.0434 617.9247 617.9681 2.6590

In contrast, looking at the execution time for model building, the reader can see that there were
significant differences. Consequently, in order to choose the best classifier, the cost of computation
should be considered. For this reason, we defined a cost-benefit metric, in such a way accuracy
represents the benefit, while execution time represents the cost. We called this metric Suitability,
because by means of it we wanted to rank classifiers in order to find out the one that was suitable for
our context.

Consider a pool of experiments E = {ey, ey, ..., e}, where for an experiment ¢; we refer to its
accuracy as e;. Accuracy, to its training execution times as e;.frtime (the execution time shown during
the training phase) and to the test execution times as e;.tetime (the execution time shown during the
test phase). The Training Suitability of an experiment is defined as

mintrtime
mintrtime + (e;.trtime — mintrtime) x

TrainingSuitability(e;) = e;.Accuracy x

©)

where mintrtime = miny,,cg (ej.trtime) (i.e., the minimum training execution time). § is a importance
weight of the difference between the training execution time of the ¢; experiment and the minimum
training execution time; we decided to set it to 50%, in order to mitigate the effect of execution times
on the final score; in fact, with § = 1, the penalty effect would be excessive.

Similarly, we can define the Testing Suitability, defined in Formula 4.

mintetime
mintetime + (e;.tetime — mintetime) X vy

TestingSuitability(e;) = e;.Accuracy x 4)

where mintetime = minvgieg(ei.tetime) (i.e., the minimum testing execution time among the
experiments). Similarly to §, v is the relevance of the difference between execution time of the
e; experiment and the minimum testing time. We decided to set it to 50% as well.
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Training Suitability and Testing Suitability ranked experiments by keeping the two phases (training
and testing) separated.

In Formula 5, we propose a unified Suitability metric.

Suitability(e;) = a x TrainingSuitability(e;) + (1 — a) x TestingSuitability(e;) (5)
i.e., the unified suitability is the weighted average of Training Suitability and Testing Suitability,
where « € [0, 1] balances the two contributions.

Table 9 reports the values of training suitability, testing suitability and unified suitability for the
same experiments considered in Table 8. Figure 8 depicts the results, by using the same convention as
in Figure 4, by using the unified suitability. The reader can see that the Naive Bayes classifier had the
highest suitability values, due to its ability to combine high accuracy and very low execution times.
Surprisingly, the kNN classifier obtained the second position; in fact, in spite of the fact that it obtained
the worst accuracy values, it obtained the lowest execution times. Finally, the SVM classifier and the
Random-Forest classifier were strongly penalized by their execution times.

Table 9. Suitability for the most promising feature patterns.

Feature Pattern  Classifier ~ TrainingSuitability = TestingSuitability  Suitability

U 80.4512 83.8872 82.1692
UB NB 34.4861 59.1987 46.8424
U,B,T 21.2401 146.6448 33.9425
U,B,T,Q 15.6920 40.6500 28.1710
U 79.0800 4.7289 41,9044
UB NN 32.6185 4.7653 18.6910
UB,T 20.3525 41720 12.2622
U,B,T.Q 14.4739 4.4506 9.4623
U 0.4153 0.8821 0.6487
UB SVM 0.2839 0.5875 0.4357
U,B,T 0.2287 0.4583 0.3435
U,B,T,Q 0.1994 0.4210 0.3102
U 0.9263 15.4535 8.1899
UB RE 0.2354 10.7576 5.4965
U,B,T 0.1283 9.1025 4.6154
U,B,T,Q 0.0828 8.4880 4.2854

Consequently, on the basis of Table 9 and Figure 8, we can clearly say that the Naive Bayes
classifier applied to the feature pattern of uni-grams clearly emerged as the most suitable solution for
our application context (presented in Section 3) and specifically to solve Problem 1.

100% ‘
90% |- —5- NB | |
80% |- —5-kNN | |

o —5-SVM
_ 70% |- o xe |
g 60% .
‘g 50% |- -
g 40% | .
30% |- .
20% |- .
10% |- — % .
0% 5 = 2 g
U U,B U,B,T U,B,T,0

Feature Patterns

Figure 8. Suitability for the most promising feature patterns.
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6. Conclusions and Future Work

In this paper, we have posed the basic brick towards the extension of micro-blog user interfaces
with a new functionality: a tool to recommend users with other users to follow (influencers) on the
basis of topics their message talk about. The basic brick is a text classification technique applied to a
given feature pattern that provides good accuracy by requiring limited execution times. To identify
it, we built an investigation framework, that allowed us to perform experiments, by measuring
effectiveness (accuracy) and execution times. A cost-benefit function, called Suitability, has been
defined: by means of it, we discovered that the best solution to address the problem is to apply a
Naive Bayes classifier to uni-grams extracted from within messages, both to train the model and to
classify unlabeled messages. We considered execution times because, in our opinion, the envisioned
application scenario asks for fast functionalities; thus execution times emerge as critical factors. At the
best of our knowledge, this comparative study of performances shown by classifiers, based on both
accuracy and execution times, is a unique contribution of this paper.

The next steps towards the more ambitions goal of building a recommender system for influencers
is to develop the surrounding methodology that actually enables to recommend influencers: in fact,
once messages are labeled with topics, it is necessary to rank potential influencers, on the basis of the
frequency with which they post messages about a given topic. This methodology will be the next step
of our work.

Author Contributions: Conceptualization and methodology, G.P.; software, M.A., A.B.; writing—original draft
preparation, M.A_; writing—review and editing, G.P.; Data collection and annotation, S.M., A.B. All authors have
read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Twitter. About(Twitter). 2019. Available online: https://about.twitter.com/company (accessed on
26 July 2019)

2. Sharma, R.; Uniyal, S.; Gera, V. Performing Interest Mining on Tweets of Twitter Users for Recommending
Other Users with Similar Interests. In Progress in Advanced Computing and Intelligent Engineering; Springer:
Berlin/Heidelberg, Germany, 2019; pp. 593-603.

3. Kiruthika, M.; Woonna, S.; Giri, P. Sentiment analysis of twitter data. Int. |. Innov. Eng. Technol. 2016, 6,
264-273.

4. Zhao, Y. Twitter Data Analysis with R-Text Mining and Social Network Analysis. In Short Course on R and
Data Mining; University of Canberra: Canberra, Australia, 2016.

5. Cuzzocrea, A,; Psaila, G.; Toccu, M. An innovative framework for effectively and efficiently supporting
big data analytics over geo-located mobile social media. In Proceedings of the 20th International Database
Engineering & Applications Symposium, Montreal, QC, Canada, 12-14 July 2016; pp. 62-69.

6. Bordogna, G.; Frigerio, L.; Cuzzocrea, A.; Psaila, G. An effective and efficient similarity-matrix-based
algorithm for clustering big mobile social data. In Proceedings of the 2016 15th IEEE International Conference
on Machine Learning and Applications (ICMLA), Anaheim, CA, USA, 18-20 December 2016; pp. 514-521.

7. Bordogna, G.; Cuzzocrea, A.; Frigerio, L.; Psaila, G.; Toccu, M. An interoperable open data framework for
discovering popular tours based on geo-tagged tweets. Int. |. Intell. Inf. Database Syst. 2017, 10, 246-268.
[CrossRef]

8.  Jain, S.; Sharma, V.; Kaushal, R. PoliticAlly: Finding political friends on twitter. In Proceedings of the
2015 IEEE International Conference on Advanced Networks and Telecommuncations Systems (ANTS),
Kolkata, India, 15-18 December 2015; pp. 1-3.

9. Deitrick, W.; Valyou, B.; Jones, W.; Timian, J.; Hu, W. Enhancing sentiment analysis on twitter using
community detection. Commun. Netw. 2013, 5, 192.

326



Appl. Sci. 2020, 10, 5715

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.
32.

Mirani, T.B.; Sasi, S. Sentiment analysis of ISIS related Tweets using Absolute location. In Proceedings of the
2016 International Conference on Computational Science and Computational Intelligence (CSCI), Las Vegas,
NV, USA, 15-17 December 2016; pp. 1140-1145.

Kanavos, A.; Nodarakis, N.; Sioutas, S.; Tsakalidis, A.; Tsolis, D.; Tzimas, G. Large scale implementations for
twitter sentiment classification. Algorithms 2017, 10, 33. [CrossRef]

Hassan, S.U.; Aljohani, N.R.; Idrees, N.; Sarwar, R.; Nawaz, R.; Martinez-Cdmara, E.; Ventura, S.; Herrera, F.
Predicting literature’s early impact with sentiment analysis in Twitter. Knowl. Based Syst. 2019, 192,
105383.[CrossRef]

Halibas, A.S.; Shaffi, A.S.; Mohamed, M.A.K.V. Application of text classification and clustering of Twitter
data for business analytics. In Proceedings of the 2018 Majan International Conference (MIC), Muscat, Oman,
19-20 March 2018; pp. 1-7.

Chang, Y. Spectators’ emotional responses in tweets during the Super Bowl 50 game. Sport Manag. Rev.
2019, 22, 348-362.[CrossRef]

D’Andrea, E.; Ducange, P.; Bechini, A.; Renda, A.; Marcelloni, F. Monitoring the public opinion about the
vaccination topic from tweets analysis. Expert Syst. Appl. 2019, 116, 209-226. [CrossRef]

Geetha, S.; Kumar, K.V. Tweet Analysis Based on Distinct Opinion of Social Media Users’. In Advances in Big
Data and Cloud Computing; Springer: Singapore, 2019; pp. 251-261.

Razzaq, M.A.; Qamar, A.M.; Bilal, HS.M. Prediction and analysis of Pakistan election 2013 based on
sentiment analysis. In Proceedings of the 2014 IEEE/ACM International Conference on Advances in Social
Networks Analysis and Mining (ASONAM 2014), Beijing, China, 17-20 August 2014; pp. 700-703.

Dubey, G.; Chawla, S.; Kaur, K. Social media opinion analysis for indian political diplomats. In Proceedings
of the 2017 7th International Conference on Cloud Computing, Data Science & Engineering-Confluence,
Noida, India, 12-13 January 2017; pp. 681-686.

Liu, B.; Hu, M.; Cheng, ]. Opinion observer: analyzing and comparing opinions on the web. In Proceedings
of the 14th international conference on World Wide Web, Chiba, Japan, 10-14 May 2005; pp. 342-351.
Hasan, A.; Moin, S.; Karim, A.; Shamshirband, S. Machine learning-based sentiment analysis for twitter
accounts. Math. Comput. Appl. 2018, 23, 11.

Liew, S.W.; Sani, N.EM.; Abdullah, M.T.; Yaakob, R.; Sharum, M.Y. An effective security alert mechanism for
real-time phishing tweet detection on Twitter. Comput. Secur. 2019, 83, 201-207. [CrossRef]

Washha, M.; Qaroush, A.; Mezghani, M.; Sedes, F. Unsupervised Collective-based Framework for
Dynamic Retraining of Supervised Real-Time Spam Tweets Detection Model. Expert Syst. Appl. 2019,
135, 129-152.[CrossRef]

Bhargava, N.; Sharma, G.; Bhargava, R.; Mathuria, M. Decision tree analysis on j48 algorithm for data mining.
Proc. Int. ]. Adv. Res. Comput. Sci. Softw. Eng. 2013, 3, 1114-1119.

Ghaly, R.S.; Elabd, E.; Mostafa, M.A. Tweets classification, hashtags suggestion and tweets linking in social
semantic web. In Proceedings of the 2016 SAI Computing Conference (SAI), London, UK, 13-15 July 2016;
pp. 1140-1146.

Fiallos, A.; Jimenes, K. Using Reddit Data for Multi-Label Text Classification of Twitter Users Interests.
In Proceedings of the 2019 Sixth International Conference on eDemocracy & eGovernment (ICEDEG),
Quito, Ecuador, 24-26 April 2019; pp. 324-327.

Azam, N.; Yao, ]. Comparison of term frequency and document frequency based feature selection metrics in
text categorization. Expert Syst. Appl. 2012, 39, 4760-4768. [CrossRef]

Blei, D.M.; Ng, A.Y.; Jordan, ML.I. Latent dirichlet allocation. J. Mach. Learn. Res. 2003, 3, 993-1022.

Indra, S.; Wikarsa, L.; Turang, R. Using logistic regression method to classify tweets into the selected
topics. In Proceedings of the 2016 International Conference on Advanced Computer Science and Information
Systems (ICACSIS), Malang, Indonesia, 15-16 October 2016; pp. 385-390.

Jeong, O.R. SNS-based recommendation mechanisms for social media. ~Multimed. Tools Appl. 2015,
74,2433-2447. [CrossRef]

Li, W,; Ye, Z.; Xin, M.; Jin, Q. Social recommendation based on trust and influence in SNS environments.
Multimed. Tools Appl. 2017, 76, 11585-11602. [CrossRef]

Milgram, S. The small world problem. Psychol. Today 1967, 2, 60-67.

Chen, J.; Wang, C.; Shi, Q.; Feng, Y.; Chen, C. Social recommendation based on users’ attention and preference.
Neurocomputing 2019, 341, 1-9. [CrossRef]

327



Appl. Sci. 2020, 10, 5715

33.

34.

35.

36.

37.

38.

39.

40.

41.

42,

43.

44.
45.
46.
47.
48.
49.
50.

51.

Lai, CH.; Lee, S.J.; Huang, H.L. A social recommendation method based on the integration of social
relationship and product popularity. Int. |. Hum. Comput. Stud. 2019, 121, 42-57. [CrossRef]

Li, Y;; Liu, J.; Ren, J. Social recommendation model based on user interaction in complex social networks.
PLoS ONE 2019, 14, €0218957. [CrossRef]

Li, W; Ni, Y.; Wu, M.; Ye, Z; Jin, Q. Social recommendation algorithm dynamically adaptable to user
profiling for SNS. In Proceedings of the 2014 Second International Conference on Advanced Cloud and Big
Data, Huangshan, China, 20-22 November 2014; pp. 261-266.

Tripathy, A.; Agrawal, A.; Rath, S.K. Classification of sentiment reviews using n-gram machine learning
approach. Expert Syst. Appl. 2016, 57, 117-126. [CrossRef]

Salton, G.; Buckley, C. Term-weighting approaches in automatic text retrieval. Inf. Process. Manag. 1988,
24, 513-523. [CrossRef]

Kadhim, A.I. Term Weighting for Feature Extraction on Twitter: A Comparison Between BM25 and TF-IDFE.
In Proceedings of the 2019 International Conference on Advanced Science and Engineering (ICOASE),
Duhok, Iraq, 2—4 April 2019; pp. 124-128.

Wu, H.C.; Luk, RW.P,; Wong, K.F.,; Kwok, K.L. Interpreting tf-idf term weights as making relevance decisions.
ACM Trans. Inf. Syst. 2008, 26, 1-37. [CrossRef]

Kantardzic, M. Data Mining: Concepts, Models, Methods, and Algorithms; John Wiley & Sons: Hoboken,
NJ, USA, 2011.

Alsaleem, S.; others. Automated Arabic Text Categorization Using SVM and NB. Int. Arab . Technol. 2011,
2,124-128.

Lee, Y.; Lin, Y.; Wahba, G. Multicategory Support Vector Machines, Theory, and Application to the
Classification of Microarray Data and Satellite Radiance Data. J. Atmos. Ocean. Technol. 2003, 99, 67-81.
Al-Shalabi, R.; Obeidat, R. Improving kNN Arabic text classification with n-grams based document
indexing. In Proceedings of the Sixth International Conference on Informatics and Systems, Cairo, Egypt,
27-29 March 2008; pp. 108-112.

Ho, TK. Random Decision Forests. In Proceedings of the 3rd International Conference on Document
Analysis and Recognition, Montreal, QC, 14-16 August 1995; pp. 278-282.

Psaila, G.; Toccu, M. A Fuzzy Technique for On-Line Aggregation of POIs from Social Media: Definition and
Comparison with Off-Line Random-Forest Classifiers. Information 2019, 10, 388. [CrossRef]

Python. NLTK. 2019. Available online: https://www.nltk.org/ (accessed on 1 September 2019).

Porter, M.E,; others. An algorithm for suffix stripping. Program 1980, 14, 130-137. [CrossRef]

Twitter. Twitter Apps. 2019. Available online: http:/ /www.tweepy.org (accessed on 25 August 2019).
Wang, Q.; Bhandal, J.; Huang, S.; Luo, B. Content-based classification of sensitive tweets. Int. J. Semant. Comput.
2017, 11, 541-562. [CrossRef]

Sokolova, M.; Lapalme, G. A systematic analysis of performance measures for classification tasks.
Inf. Process. Manag. 2009, 45, 427-437. [CrossRef]

Zhang, M.L.; Zhou, Z.H. A review on multi-label learning algorithms. IEEE Trans. Knowl. Data Eng. 2013,
26, 1819-1837. [CrossRef]

® © 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution
BY

(CC BY) license (http:/ /creativecommons.org/licenses /by /4.0/).

328



brirird applied -
) sciences ﬂw}\?y
Article

Time-Aware Learning Framework for Over-The-Top
Consumer Classification Based on Machine- and

Deep-Learning Capabilities

Jaeun Choi ! and Yongsung Kim 2*

Department of Artificial Intelligence Software, Kyungil University, Gyungbuk 38428, Korea; juchoi@kiu.kr
Department of Software Engineering, The Cyber University of Korea, Seoul 03051, Korea
*  Correspondence: kys1001@cuk.edu; Tel.: +82-2-6361-1948

2

Received: 29 October 2020; Accepted: 26 November 2020; Published: 27 November 2020

Abstract: With the widespread use of over-the-top (OTT) media, such as YouTube and Netflix,
network markets are changing and innovating rapidly, making it essential for network providers to
quickly and efficiently analyze OTT traffic with respect to pricing plans and infrastructure investments.
This study proposes a time-aware deep-learning method of analyzing OTT traffic to classify users
for this purpose. With traditional deep learning, classification accuracy can be improved over
conventional methods, but it takes a considerable amount of time. Therefore, we propose a novel
framework to better exploit accuracy, which is the strength of deep learning, while dramatically
reducing classification time. This framework uses a two-step classification process. Because only
ambiguous data need to be subjected to deep-learning classification, vast numbers of unambiguous
data can be filtered out. This reduces the workload and ensures higher accuracy. The resultant
method provides a simple method for customizing pricing plans and load balancing by classifying
OTT users more accurately.

Keywords: consumer classification; deep learning; machine learning; over-the-top; time-aware classification

1. Introduction

With the advancements of smart devices and the rapid development of wired and wireless
networks, our modes of entertainment and venues for information are changing rapidly. In the past,
our receipt of multimedia mainly relied upon standardized broadcasts from franchise television (TV)
networks. With the turn of the century, our multimedia consumption has centered around internet
smartphones, as typified by the “over-the-top” internet-protocol (IP) services of YouTube and Netflix [1].
Because of its ubiquity and simplicity, OTT content can be viewed worldwide without TVs. According
to PricewaterhouseCoopers, the global OTT market is expected to grow sharply from USD 81.6 B in
2019 to USD 156.9 B in 2024 with an annual average growth of approximately 14% [2]. Furthermore,
subscription OTT services are expected to reach approximately 650 million by 2021 [3]. With this
growth, the dominant OTT players such as YouTube, Netflix, Amazon Prime, and Hulu, are actively
promoting entry into the global market, and Disney, Apple, Warner Media, and HBO are gaining access
using their existing content. The rising OTT market is indeed becoming a fierce battleground.

Consequently, network broadcast media and more recent TV-over-IP enterprises have experienced
heavy competition [4,5]. On the other hand, internet-service providers (ISP) increasingly find themselves
in conflicts with OTT media providers because of bandwidth- and fee-related issues. Because OTT
services consume a vast amount of network resources, ISPs seek to bolster their profits to support
growth [6]. Furthermore, consumers increasingly demand higher quality of service (QoS) from their
ISPs [7] who desperately need to expand their throughput capabilities [8]. Often, the ISPs respond to
bandwidth overloads by limiting the amount of throughput (i.e., throttling) based on the OTT service
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in demand. This process is most often reactionary, inevitably creating surges of consumer complaints.
To balance this vicious cycle of competing demands, the ISPs require better and more-timely consumer
OTT-usage analysis capabilities, so that they can better mitigate network performance issues while
balancing customer demand. Furthermore, utilizing a sound and trustworthy tool such for this purpose
would put the ISPs in a better position to negotiate with OTT providers [9].

Traffic analysis models have been widely researched and utilized for this purpose in conventional
hypertext-transfer-protocol (HTTP) mobile-network environments. Machine learning has been key
to their success. However, only a few academic studies have focused on OTT content in the context
of strategic service provision [9]. In this study, we analyze network consumption patterns based
on consumers” OTT-usage patterns, confirming that a combination of machine- and deep-learning
capabilities can achieve the highest accuracy. Additionally, by mitigating the time and resource
requirements of deep learning, we provide a novel MetaCost-based framework related to OTT user
analysis that can reduce the time required for analysis while exploiting the technology’s high accuracy.
This framework drastically reduces the analysis workload, making the process very efficient and timely
so that ISPs can achieve instantaneous status and influence over OTT service demands.

This paper is structured as follows. In Section 2, we examine why the analysis of OTT-related
trends and data-usage patterns is critical. We also justify the application of machine and deep learning
to this pursuit with a review of previous traffic-analysis studies. In Section 3, we fully describe the
OTT user-analysis framework. Section 4 presents a discussion of our experimental results. Finally,
Section 5 presents the conclusions of this study with further research directions.

2. Literature Review

2.1. OTT Services

The success of OTT services is owed, in part, to the increase in the number of single-person
households and their desire for highly personalized content. With the phenomena of cord-cutting,
which circumvents paid broadcasting, and cord-shaving, which leverages alternate broadcasting venues,
the demand for new and innovative OTT services will not likely decrease [10]. For many worldwide
consumers, OTT services have replaced legacy subscription models. In Korea and China, consumers
spend around USD 3 per month for high-definition OTT services with tailored recommendation
systems [11].

Currently, the OTT market is dominated by giant companies such as Netflix, YouTube, Amazon Prime
Video, and Hulu, which account for approximately 75, 55, 44, and 32% of the US OTT market, respectively.
As a whole, these firms currently account for 79% of the US market share [12]. Competitors are quickly
entering the fray. Disney launched Disney+ in November 2019 after acquiring 21st Century Fox, securing
50-million US subscribers as of July 2020 [13]. After acquiring Warner Media, AT&T launched HBO Max,
which utilizes current and past HBO content, securing more than 34-million US subscribers as of June
2020 [14].

The rapidly changing OTT landscape presents both a crisis and an opportunity for conventional TV
networks. Although it proves to be a disadvantage to extant strategies, it does provide an opportunity
to enter new markets by providing OTT services using their current content and service supply
chains [5]. Hulu, launched in 2008, dominates the market with content from FOX, NBC, and ABC [4].
In Korea, there are ~3-million monthly Wavve subscribers, which offers content from KBS, MBC,
and SBS [15].

The market positions and strategies of ISPs are more complicated than those of legacy TV
networks. ISPs that simultaneously provide IP-TV and internet services must install and maintain
high-quality broadband infrastructures for both. Additionally, bundling strategies are required to
prevent cord-cutting that would cancel IP-TV services in favor of OTT services alone [16]. In fact,
in Korea, KT, which holds the highest share of the IP-TV market, is considering a strategy to create
synergy through a partnership with Netflix. As such, Netflix could use the opportunity to expand their
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market further into Korea. KT has the largest number of wired network subscribers and can collect
more subscribers and their abundant network usage fees by providing Netflix content [17]. With the
gradual distribution of 5G, the number of customers using wireless OTT services is bound to grow.
If stable QoS cannot be guaranteed, customer churn will be difficult to deal with. In particular, with the
increase of the use of real-time video-streaming services (e.g., Twitch and Discord) stable services will
forever be challenged [8,18].

As mentioned, ISPs must be able to dynamically execute service degradation plans to minimize
network-resource overconsumption while meeting the QoS needs of consumers. That is, it is essential
to create a win—-win situation for both ISPs and OTT providers. Based on assumptions of network
neutrality, various studies have analyzed the complex pricing systems related to content providers,
networks, and consumers. Dai et al. [7] proposed a pricing plan that could guarantee QoS based on
the Nash equilibrium. They showed that the direct sale of QoS by an ISP to a consumer achieved
better results than selling QoS to an OTT provider. Based on the quality of experience (QoE), a model
that would benefit all OTT providers, networks, and consumers was also proposed [19]. This study
compared three methods: Providing better QoE to customers that paid more; satisfying QoEs of the
most profitable customers (MPC) to increase lifetime value; and providing fair QoE to all customers.
Of these, the method of providing QoE to MPCs was found to be the most beneficial. A study based on
shadow pricing was also conducted to determine an effective method to price broadband services [20],
concluding that setting the pricing plan according to the usage patterns of consumers was the best
strategy. Because OTT services utilize a considerable amount of network bandwidth, some studies
have proposed methods of predicting network consumption and pricing via a content-delivery or a
software-defined network [21,22]. With the spread of OTT services, the pricing-related issues of OTT
and network providers persist, and most existing studies have suggested plans based on the amount of
network usage. Thus, in order for networks or OTT providers to establish an optimal strategy related to
OTT, the OTT-service usage patterns of consumers must be identified very quickly. Both network and
OTT providers can establish effective pricing strategies only when they can correctly and immediately
identify which users are using what OTT services and how much data they consume, classifying all
items and load-balancing accordingly. Thus, OTT user classification is the first step in establishing an
effective strategy.

2.2. Review of Classification Using Machine Learning

Researchers have conducted extensive studies on methods to manage and operate networks by
analyzing network traffic and user behaviors. Hence, the widespread use of network technologies
incorporating artificial-intelligence (AI) technologies has gained attention. Extensive research has been
conducted on the knowledge-defined-networking paradigm, in which Al technology is incorporated
into network routing, resource management, log analysis, and planning. Several companies have
already applied Al data analysis to network operations [23]. In turn, multiple studies have been
conducted to determine how network providers can leverage machine learning to analyze user traffic.
Middleton and Modafferi [24] exploited machine learning to classify IP traffic in support of QoS
guarantees. Yang et al. [25] proposed the classification of Chinese mobile internet users into heavy
and high-mobility users by analyzing the network traffic of 2G and 3G services. Various other
studies proposed methods, such as decision trees [26,27], support-vector machine (SVM) [28-30],
k-nearest neighbor (KNN) [31,32], hidden Markov model (HMM) [33,34], and K-Means [35,36] for traffic
classification. The application targets of these methods differed depending on whether the analysis
was performed on wired, wireless, or encrypted traffic. However, these techniques demonstrated the
following structure: They captured and analyzed network traffic; they applied machine learning by
using traffic characteristics as features; and they classified the traffic data. The traffic data were diverse,
ranging from captured packets to public datasets. However, data related to OTT usage, which is a
recent trend, were rarely considered. Few studies have proposed methods to classify users based
on OTT consumption [9,37]. Those that did classified consumers into three consumption categories
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(i.e., high, medium, and low) by using various machine-learning methods to analyze OTT traffic.
The current study is significant in that it is the first to use deep learning in an attempt to classify users
in terms of OTT usage. However, deep learning has the disadvantage of requiring large numbers of
calculations. On the other hand, it has the advantage of high accuracy. Hence, it has been widely
utilized for similar classification problems [38—40]. Therefore, in this study, to overcome the demerits
of excessive time-consumption, we propose a time-aware user-analysis framework that applies the
MetaCost method [41]. Based on Bayes risk theory, MetaCost can reduce specific classification errors
while setting the cost of misclassification differently. By using these properties, we can reduce the load
on deep learning through cost adjustment.

3. Research Design

First, we verified whether OTT users can be effectively classified using machine- and deep-
learning methods. The description and application method of the machine- and deep- learning used
in this study are detailed in Section 3.1. In addition, we were able to confirm that the classification
accuracy was high when using deep learning; however, it was also found that the time required was
large due to the characteristics of deep learning. Therefore, in Section 3.2, we propose a framework
that can reduce time consumption but utilizes the accuracy of deep learning as well.

3.1. Appling Machine- and Deep- Learning to OTT Consumer Classification

Figure 1 shows the process of analyzing OTT users based on machine- and deep- learning [42,43].
The steps include raw data collection, data preprocessing for feature extraction, and dataset processing
for machine learning. We leverage OTT usage data for this purpose. Our dataset was previously
published [37] and is open to the public. It includes general network traffic characteristics but is also
appropriate for OTT-specific research. It contains traffic information about the activities of actual
internet users with respect to 29 types of OTT services. A detailed description of the dataset is presented
in Section 3.3.

P . Training
reprocessing
—
OTT Traffic Reduced Machugesnd Classification
Data Features Desp- Learning Testi Results
Classifier esting

Figure 1. Machine- and deep-learning-based over-the-top (OTT) consumer classification process.

In this study, we analyze OTT users according to the conventional machine-learning methods of
KNN, decision tree, SVM, naive Bayes, and repeated incremental pruning to produce error reduction
(RIPPER) models. We also use the multilayer perceptron (MLP) and convolutional neural network
(CNN) as deep-learning applications.

3.1.1. Conventional Machine Learning Methods

The KNN is a typical classification method that applies clustering. It first confirms which class
the k neighbors of a data point belong to, and it then performs classification by taking the majority vote
based on the result. If k = 1, it is assigned to the nearest-neighbor class. Therefore, if k represents an
odd number, classification becomes easier, because there is no possibility of a tie [44]. A neighbor in
KNN can be defined by calculating the distance between vectors in a multidimensional feature set.
The distance between vectors is calculated using Euclidean and Manhattan distances. Suppose that
input-sample x has m features. The feature set of x is expressed as (x1, x2, -+, X ), and the Euclidean
and Manhattan distances of x and y are defined as follows [45]:

m

Euclidean : D(x,y) = Zi:l'xi -y 2

, )
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Manhattan : D(x,y) = Z;":l|xi - yi|. )

The greatest advantage of the KNN is its straightforwardness, and the variables are not required
to be adjusted. This method only requires the assignment of a k value. However, if the distribution
is distorted, KNN cannot be applied, because the data may not belong to the same class, even if it is
close to its neighbors. Additionally, when dealing with multidimensional data having many features,
classification accuracy may be degraded, owing to the curse of dimensionality. Thus, it is essential to
reduce features [46].

Decision trees are built upon the tree model and re-used to classify an entire dataset into
several subgroups. When traversing from an upper to a lower node, nodes are split according to the
classification variables. Furthermore, nodes of the same branch have similar attributes, whereas nodes
of different branches have different attributes. The most typical decision-tree algorithms are ID3 and
C4.5. The C4.5 algorithm, derived from ID3, minimizes the entropy sum of the subsets by leveraging
the concept of “information gain”. The subset is split to the direction that maximizes information gain.
Thus, accuracy is high when classification is performed through the learned result. Decision trees have
the advantages of intuitiveness, high classification accuracy, and simple implementation. Therefore,
they are widely adopted for various classification tasks. However, for data containing variables at
different levels, the level is biased mainly to most of the data. Moreover, for a small tree with fewer
branches, rule extraction is easy and intuitive, but accuracy may decrease. Moreover, for a deep and
wide tree having many branches, rule extraction is difficult and non-intuitive, but accuracy may be
higher than that of a small tree.

The SVM performs classification based on a hyperplane that separates two classes in the feature
space. The hyperplane having the longest distance between the closest data points to the hyperplane
in two classes is set to have the maximal margin. For inputs x and y, the hyperplane separating the
classes is defined as wT-x + b = 0. After finding the distance between the hyperplane and closest
data points of two classes, the optimization equation for maximization is defined as follows:

. 1 5
min ®(w) =5 llwll, @)

where variables w and b, which satisfy the following convex quadratic programming, become variables
that build the optimal hyperplane [45]:

sty(wixi+b)21,i=1--,1 @)

The SVM achieves high performance for a variety of problems. It is also known to be effective
for the case of many features. Although SVM solves binary-class problems and can be applied to
multiclass problems having various classes, it must solve multiple binary-class problems to derive
accurate results. Thus, its calculation time is relatively long [45,46].

The naive Bayes method is a typical classification method based on the statistical assumptions of
the Bayes’ theorem. It starts from the assumption that all input features are independent. When this is
true, classes can be assigned through the following process [46]:

Y(hi for e fu) = argmanic,.. xp(Co) [ |-, pURICO), 5)

where m is the number of features, k is the number of classes, f; is the ith feature, Cy is the kth class, p(Cy)
is the prior probability for Cy, and p( ﬁ|Ck) is the conditional probability for feature f; given class Cy.

The key merit of naive Bayes is its short calculation time for learning. This is because, under the
assumption that features are independent, high-dimensional density estimation is reduced to 1D
kernel-density estimation. However, because the assumption that all features are independent is
unrealistic, accuracy may decrease when performing classification using only a small sample of data.
To increase accuracy, a large amount of data should be collected [46,47].
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The RIPPER algorithm is a typical rule-set classification method [48]. Rules are derived by
training the data using a separate-and-conquer algorithm. In turn, the rules are set up to cover as many
datasets as possible, as developed using the current training data. The rules are pruned to maximize
performance. Data correctly classified according to the rules are then removed from the training
dataset [46]. The RIPPER algorithm overcomes the shortcoming of early rule algorithms, wherein big
data could not be effectively processed. However, because the RIPPER algorithm starts by classifying
two classes, performance can decrease when the number of classes increases. Its performance may also
decrease because of its heuristic approach.

3.1.2. Deep Learning

After the AlphaGo (AI) beat Lee Se-dol (human) in the 2016 Google DeepMind Go challenge match,
deep learning captured the attention of the worldwide public. However, research on deep learning
had already been actively underway in academia and practical application fields. Deep learning is an
extension of the artificial neural network, and it learns and makes decisions by configuring the number
of layers that make up its neural network. It took a while for computer hardware to catch up, but with
recent graphical processing-unit developments, deep learning has been widely applied in various
fields. Deep learning automatically selects features through its training process. It does not require
much assistance from domain experts and learns complex patterns of constantly evolving data [43].
As such, many related studies on internet traffic analysis have been published [49]. MLP and CNN
deep-learning methods are used for this paper.

The MLP has a simple deep-learning structure and comprises an input layer, an output layer,
and a hidden layer of neurons. Figure 2 shows the structure of the MLP. In each layer, several neurons
are connected to the adjacent layer. The neurons calculate the weighted sum of inputs and output the
results via a nonlinear activation function. In this process, the MLP uses a supervised back-propagation
learning method. Because all nodes are connected within the MLP, each node in each layer has a specific
weight, w;;, with all nodes of the adjacent layer. Node weights are adjusted based on back-propagation,
which minimizes the error of the overall result [49]. However, the MLP method has the disadvantage
of being very complex and inefficient, owing to the huge number of variables the model must learn [43].
Accordingly, to use an MLP, it is necessary to acquire data that is not too complex or to pay close
attention to time consumption. The OTT dataset used in this study has quantitative values for each
feature. Since it does not have complicated feature structures such as images or videos, it shows
sufficiently good performance even if only simple MLP is applied. Therefore, we tried to save the
time required for learning and detection by using the simplest MLP structure possible. In this study,
we conduct an experiment with an input layer, an output layer, and a single hidden layer between them.

The CNN is similar to the MLP, comprises several layers, and updates variables through learning.
Although the MLP does not handle multi-dimensional inputs well, the CNN does so by applying a
convolution layer. Figure 3 shows the structure of the CNN. The convolution layer produces results for
the next layer by using kernels with learnable variables as inputs. The local filter is used to complete
the mapping process, which is regarded as a convolution function. Additionally, because it is replicated
in units, it shares the same weight vector and bias, thus increasing efficiency by greatly reducing the
number of parameters. CNNs use a pooling process for down-sampling and can be widely applied
to a variety of classifications. If the dimension of a vector used in the CNN process is 1, 2, or 3,
it corresponds to 1D-, 2D-, and 3D-CNNs, respectively. The 1D-CNN is suitable for sequential data
(e.g., language), the 2D-CNN is suitable for images or audio, and the 3D-CNN is suitable for video or
large-volume images. Although there has been no research on classifying OTT traffic data by CNN,
a study analyzing general network traffic via CNNs utilized a 1D-CNN [50]. This is because traffic
characteristics are sequential; therefore, 1D-CNNSs are sufficient and multi-dimensional CNNS are not
required. In this study as well, OTT traffic was analyzed using a 1D-CNN since OTT traffic is similar
to traditional traffic data. In addition, the filtering and pooling processes were performed using two
convolutional layers as the complexity of the dataset was not high.
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Figure 2. Multilayer perceptron (MLP) process.

Input Layer Hidden Layer Output Layer

Figure 3. Convolutional neural network (CNN) process.

As described in detail in the experimental results of Section 4, when deep learning is applied to
OTT user analysis, the accuracy is higher than when applying general machine-learning methods,
although it takes much longer. The number of users of the dataset used in this study is 1,581, which is
considerably less than the number of users serviced by ISPs or OTT providers. With larger numbers
of simultaneous users, the time consumption could become prohibitive. Therefore, we apply the
aforementioned MetaCost framework.

3.2. Time-Aware Consumer Classification Based on MetaCost and Deep Learning

In this study, we classify consumers into three consumption types (i.e., high, low, and average)
by analyzing their OTT-usage traffic. Notably, there are two other classes of users that we ignore:
Those that use an extremely heavy amount of OTT services and those who rarely use services.
As these classes, which have extreme characteristics, can be easily classified via general machine
learning, deep learning does not need to be used to classify these extrema. Therefore, we propose
a framework that first filters high- and low-consumption consumers through a fast and relatively
accurate machine-learning technique. Then, it performs deep-learning-based classification for the
remaining customers. This framework shortens the overall computation time by reducing the number
of samples to which deep learning is applied, allowing it to focus on the more ambiguous classes [41].
Figure 4 illustrates the proposed time-aware framework based on MetaCost.
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Figure 4. Proposed framework.

Figure 5 shows a simple schematic of the high- and low-consumption filtering process, which forwards
the non-extrema data to the deep-learning-based classifier. By setting the cost of errors that misclassify
non-high-consumption data as “high” greater than that of errors that incorrectly classify high-consumption
data as “medium” or “low”, we prevent other classes of data from being misclassified as “definite
high-consumption”. When classifying definite low-consumption data, we filter out only the obvious data
by setting the cost with the contrapositive logic. If the cost is set high in order to not mix the filtered data
with other data, all data that are slightly ambiguous are forwarded to the next step, as shown with the
“high-cost” process of Figure 5. As a result, the load on deep learning is mitigated. However, there is an
increased chance of lower accuracy, because, during the filtering process, medium-consumption data can be
misclassified as high- and low-consumption data. We adjust the tradeoff relationship between accuracy and
time-consumption by controlling costs according to the number of data and resource state.

In the case of general machine learning, the weights for the errors resulting from the classification
process remain the same. The MetaCost method sets the cost of errors differently and is suitable to be
applied to the proposed filtering framework, because classification is performed in terms of minimizing
costs. The MetaCost method assigns each data to a class satisfying the following equation:

¥'s class = argmin ) p(j]x) C(i, ), ©6)
where p( ]ix) is the probability that x belongs to class j, and C(i, j) is the cost incurred when x actually

belongs to class j but is classified as class i. After calculating the cost of misclassification for each
datum, it is assigned to the class having the lowest cost [41].
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Figure 5. Filtering results according to cost.

The proposed framework’s classification time is far less than that of the simple deep-learning
method, but deviations can occur based on the cost setting. However, deep learning is generally applied
after filtering more than half of the data, making it advantageous over the proposed framework in terms
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of time consumption. Thus, even with greatly increased sizes of the analysis dataset, the strengths
of proposed framework will stand out. As mentioned, the framework increases in flexibility via
cost-setting adjustments. If the cost is properly adjusted according to the environment in which this
framework is adopted, classification can be performed according to the time and accuracy desired by
the analyst.

3.3. Dataset Description

To verify the proposed methodology, we applied the pre-existing dataset mentioned in Section 3.1.
Traffic captured directly from the Universidaa del Caucau (Unicauca) network in 2017 was converted
into a dataset comprising 130 features and 1581 user samples. These samples were divided into classes
of high, medium, and low consumption. The OTT usage data were well represented. Twenty-nine
applications were analyzed, including 29 OTT services: Amazon, Apple Store, Apple iCloud,
Apple iTunes, Deezer, Dropbox, EasyTaxi, Ebay, Facebook, Gmail, Google suite, Google Maps,
HTTP_Connect, HTTP_Download, HTTP_Proxy, Instagram, LastFM, MS OneDrive, Facebook
Messenger, Netflix, Skype, Spotify, Teamspeak, Teamviewer, Twitch, Twitter, Waze, WhatsApp,
Wikipedia, Yahoo, and YouTube. Features were extracted by analyzing the traffic flow of each service,
as shown in Table 1. For each service, features were extrapolated from the dataset [37].

Table 1. Feature Description.

Feature Name Feature Description

Amount of the internet-protocol (IP) flow sent by individual users
for each OTT service

Average time (s) spent by individual users for being connected to
each OTT service

Application-Name.AVG.Packet.Size Packet size sent by individual users for each OTT service
Application-Name. Flow.Bytes.Per.Sec Byte size per second sent by individual users for each OTT service

Application-Name. Flows

Application-Name.Flow.Duration.Mean

4. Results and Discussion

4.1. Machine and Deep Learning

For classification based on KNN, decision tree, SVM, naive Bayes, and RIPPER, we employed
Weka, a JAVA-based machine-learning library [51]. For MLP and CNN, we employed scikit-learn and
TensorFlow. For the experiments, the hardware included an Intel i7-1065G7 processor, 16-GB LPDDR4x
memory, and NVIDIA® GeForce® MX250 graphics with GDDR5 2-GB graphic memory. To select
machine learning parameters with the best performance for each method, we experimented with
adjusting the various parameters to find appropriate values for the OTT datasets. For the KNN,
k was set to 17, and J48 was used as the decision tree. In the SVM, a linear kernel was used, and,
in RIPPER, the number of folds used for pruning was set to 10. The naive Bayes classifier used Weka’s
default settings. For the MLP, ActivationELU was used as the activation function of the hidden and
output layers, ADAM was used as the optimizer of the loss function, and AdaDelta was used as the
bias updater. For the CNN, two each of convolution, pooling, and fully connected layers were used.
Activiationldentity and ActivationSoftmax were used as the activation functions of the convolution
and output layers, respectively. Adamax was used as the optimizer of the loss function, and AdaDelta
was used as the bias updater. Additionally, the number of epochs was set to 100.

We considered recall, precision, and F-measure as the evaluation metrics, calculating them based
on the basic true positives (TP), false positives (FP), and false negatives (FN). Recall indicates the
number of classes detected among the actual classes, and is the same as TP. Precision is the accuracy of
detection and refers to the probability that, when a datapoint is classified into a class, it actually falls
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into that class. F-Measure is used to obtain the harmonic average value for precision and recall and
simultaneously indicates accuracy. These metrics are defined as follows:

— TP fad _ TP
Recall = 1o TEN Precision = 15173, -
__ 2-Recall-Precision
F —Measure = Recall+Precision *

Table 2 shows the experimental results based on the aforementioned environment. In the case of
the conventional machine-learning methods, KNN achieved good performance with a classification
accuracy of 95.1%, and SVM achieved a satisfactory performance of 92.9%. Except for naive Bayes,
all machine-learning methods showed detection rates over 90%, confirming their applicability in
classifying OTT users. The accuracy of deep learning was even higher: The use of MLP and CNN to
classify consumers achieved a detection rate of 98.2 and 97.6%, respectively. Because the data input
was not complex, we observed that the accuracy of MLP was higher than that of CNN. Because both
deep-learning methods achieved high performance, we confirmed that their application could also be
effectively applied to OTT user analysis.

Table 2. Classification results of machine and deep learning. Abbreviations: k-nearest neighbor (KNN);
support-vector machine (SVM); repeated incremental pruning to produce error reduction (RIPPER);
multilayer perceptron (MLP); convolutional neural network (CNN).

Machine Learning Algorithm Recall Precision F-Measure Time (s)

KNN 0.951 0.951 0.950 0.3
Decision tree-J48 0.918 0.918 0.918 0.6

SVM 0.929 0.928 0.928 48.6
Naive Bayes 0.696 0.726 0.701 0.4
RIPPER 0.908 0.909 0.908 8.1

MLP 0.982 0.982 0.982 298.1

CNN 0.976 0.976 0.976 857.1

Tables 3 and 4 show the detailed classification results of the three types of consumers through
deep learning. As shown in Table 3, MLP classified high- and low-consumption users with an accuracy
of >98%. For medium consumption, although the classification accuracy was lower, it was relatively
high at 96%. The results of the CNN shown in Table 4 show a similar tendency. The classification
accuracy reached ~99% for high- and low-consumption users, whereas medium consumption showed
a relatively accurate detection rate of 94.6%.

Table 3. Detailed classification results obtained through MLP.

Classified as

Real Data High . Medlun} Low . Recall Precision F-Measure
Consumption  Consumption Consumption
High Consumption 98.75% 1.09% 0.16% 0.988 0.980 0.984
Medium 2.60% 96.31% 1.09% 0963 0.978 0.970
Consumption
Low Consumption 0.21% 0.63% 99.16% 0.992 0.987 0.989

When classifying OTT users based on deep learning, the classification accuracy was observed to be
relatively high, as in other applications fields. However, as confirmed by the classification times shown
in Table 2, deep learning took longer to classify consumers than did conventional machine-learning
methods. The next subsection describes the MetaCost savings.
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Table 4. Detailed classification results of CNN.

Classified as
Real Data High . MedlunT Low . Recall Precision F-Measure
Consumption  Consumption  Consumption
High Consumption 98.91% 1.09% 0% 0.989 0.974 0.981
Medium 3.46% 94.60% 1.94% 0.946 0.973 0.959
Consumption
Low Consumption 0.21% 1.05% 98.74% 0.987 0.981 0.984

4.2. Time-Aware Consumer Classification

To reduce the time required for deep learning, we first classified high- and low-consumption data
by using machine learning and MetaCost. We then classified only the remaining ambiguous data
using deep learning. KNN and J48 decision trees were the machine learning methods used as the
primary filter. Although KNN showed the best performance among all machine-learning methods,
J48 achieved fast and highly accurate results. The cost requirement of applying MetaCost is defined as
“the cost incurred when classifying data other than high/low consumption as high or low consumption”.
Therefore, with the cost set to “high”, ambiguous data are forwarded to the secondary deep-learning
classification. This experiment was performed while changing the cost from 1 to 30 in steps of five.
If the cost was one, the weight for all errors was one. Accordingly, the result obtained was the same
as that without the application of MetaCost. If the cost was set higher than one, classification was
performed to reduce costs. At each step as the cost approached 30, no significant difference was
observed from the previous step. Thus, to observe the most conspicuous difference, the experiment
was conducted with the cost set to 30. In the secondary classification process, the MLP algorithm was
applied for deep learning. Table 5 shows the processing results of the primary filter using KNN and
J48 while adjusting the cost from 1 to 30. The table presents the number of data filtered by the primary
filter, incorrectly classified by the filter, and processed by deep learning (the secondary classification)
with the final detection time.

Table 5. Filtering result according to cost change.

Number of Data Number of Data Number of Data Processed Time Taken for
Cost First Filtered Incorrectly Filtered by Deep Learning Detection (s)
KNN J48 KNN J48 KNN Ja8 KNN J48
1 1167 1117 89 65 414 464 71.6 68.7
5 924 1009 14 27 657 572 111.6 88.3
10 792 965 5 13 789 616 145.2 99.5
15 719 950 2 7 862 631 146.9 102.2
20 668 949 2 6 913 632 1739 102.0
25 633 953 2 19 948 628 177.5 101.8
30 613 958 2 21 968 623 178.7 101.6

With an increase in the cost setting, only the more obvious data were filtered out. Thus, the number
of filtered data decreased, and those processed through deep learning increased, resulting in an increase
in detection time. However, even if the cost was set to an extremely high value of 30, the detection
time was about half. This resulted in the best accuracy while reducing the detection time by more than
half. If the cost was set to “low”, the detection time was reduced to approximately 23%. However,
in this case, the number of incorrect classifications increased, negatively affecting the classification
accuracy of the entire framework. When using KNN as the primary filter, results showed fewer
errors. However, the number of filtered data was less than that when using J48. Therefore, KNN was
determined to utilize more time than J48. On the contrary, although J48 utilized less time because
of more filtering, it resulted in more errors. Therefore, the overall classification result of J48 was
poor. Table 6 summarizes the overall classification accuracy of the framework per filtering method.
Because of space limitations, the detailed results are included in the Appendix A. As shown in the
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results of Table 6, with an increase in the cost setting, the ambiguous data were forwarded for accurate
deep learning, leading to higher accuracy. In terms of accuracy, the results showed only a slight
difference when classifying the entire dataset using deep learning. The filter using KNN showed
higher accuracy, because it filtered less data than did the filter using J48, resulting in more data being
processed during the classification step. Therefore, as observed, the use of the filter with KNN utilized
more classification time than that did that of J48. Overall, the filters using KNN and J48 showed
classification accuracies of 97 and 96%, respectively, with no significant difference from the value
obtained using only deep learning. For both filters, with the cost set higher, the accuracy increased,
but the classification time also increased, as shown in Figure 6. Overall, while the accuracy of KNN
was high, it utilized more time. When analyzing OTT users, if a considerable amount of data must be
analyzed, the focus should be on reducing the time by setting the cost low. Furthermore, if the data to
be analyzed are relatively small or if there is sufficient time for analysis, accuracy can be improved
by setting the cost high. Thus, optimal time and detection rates can be set while adjusting the cost
according to the given environment.

Table 6. Overall classification accuracy of the framework according to cost change.

KNN Filter + Deep Learning J48 Filter + Deep Learning
Cost
Recall Precision F-Measure Recall Precision F-Measure
1 0.930 0.936 0.927 0.945 0.947 0.944
5 0.968 0.968 0.968 0.963 0.963 0.962
10 0.969 0.969 0.969 0.967 0.967 0.967
15 0.972 0.971 0.971 0.967 0.967 0.967
20 0.973 0.973 0.973 0.968 0.968 0.968
25 0.974 0.974 0.974 0.968 0.969 0.968
30 0.976 0.976 0.976 0.968 0.969 0.968
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Figure 6. Changes in accuracy and time according to changes in the cost.

The dataset used in this study contained the metadata of 1581 people. Therefore, regardless of
analysis time, a significant time difference was not observed. As mentioned, ISPs or OTT providers will
likely face hundreds of thousands or millions of users. If the data corresponding to the actual number
of users are analyzed using the proposed method, time savings will be clearly observed. To this end, by
applying SMOTE [52], an oversampling method, we created a dataset with 159,681 instances. SMOTE is
a technique for creating new samples based on existing samples. Unlike other oversampling techniques
that simply duplicate existing samples, SMOTE creates synthetic data based on existing data. Therefore,
it is possible to create a dataset that has similar characteristics to an existing dataset but has a much
larger number of samples. We used SMOTE to create data with a large number of samples, similar to
the real environment, and then verified our proposed framework. This amount was approximately
100 times larger than the original dataset. Table 7 shows the time differences between the methods using
simple deep learning and the proposed framework based on the oversampled dataset. Because the
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number of instances grew enormously, the time required for filtering was considerable. However,
the time difference was far more conspicuous than that if we had classified the entire dataset using
plain deep learning. When analyzing hundreds of thousands or millions of units of data, the proposed
framework is confirmed to significantly reduce the time requirements.

Table 7. Changes in time taken for classification according to cost change (unit: Second).

J48 Filter + Deep Learning Deep Learning

Cost

J48 Deep Learning Total (MLP)
1 568.3 8307.0 8875.3
5 2071.2 8397.2 10,468.4
10 2073.6 8310.3 10,383.9
15 2102.7 8443.2 10,545.9 20369.6
20 2093.1 8303.8 10,396.9
25 21255 8302.0 10,427.5
30 2091.7 8304.9 10,396.6

5. Conclusions

In this study, we proposed machine- and deep-learning methods for OTT user analysis to provide
ISPs and OTT providers critical timely information about OTT usage data so that they can effectively
monitor and execute pricing and mitigation plans. By classifying users according to OTT usage,
we confirmed that the classification accuracy was high when using deep learning and conventional
machine-learning methods. In particular, deep learning showed higher accuracy. This implies that
the application of deep learning to OTT user classification was successful. With plain deep learning,
the accuracy of OTT user classification is high, but the classification time takes longer. To shorten this
time requirement, we proposed a time-aware MetaCost filtering framework. After first filtering the
obvious data using a relatively light algorithm, deep learning was applied to only the most ambiguous
data, significantly reducing classification time. However, the accuracy was about the same as with
plain deep learning.

This study has the following implications for network and OTT providers. This is the first study that
demonstrated how deep learning can be employed to classify OTT user behaviors in a timely manner. ISPs are
heavily burdened with applying and maintaining requisite network infrastructure and load balancing to
support not only OTT services, but all other internet services, much of which is privately or government
contracted. Thus, these investments seriously drive strategy. Hence, timely and extremely accurate usage
analysis is needed. This study, therefore, has a wide range of applications in all of those domains.

The proposed framework drastically reduces the time consumption of deep-learning methods
with respect to ever-changing user behavior. In fact, when business providers analyze this information,
they must consider hundreds of thousands of data items at once. The analysis of such a large
amount of data using deep learning can be prohibitively time-consuming and requires heavy
computer-resource investments. When applying the proposed method, the costs of time consumption
can be drastically reduced.

The proposed method can be used to perform classification according to situations by adjusting
the cost factor. In the case where the number of data is relatively small, or there is sufficient time or
available resources, accuracy can be improved by increasing the number of data analyzed through
deep learning (i.e., cost is set to “high”). On the contrary, if many cases must be analyzed promptly,
the cost can be set to “low”. Thus, the more obvious data are filtered out. As such, flexible responses are
possible by adjusting the cost factor, and the proposed framework can be, therefore, used by providers
for real analysis purposes.

In the future, we plan to focus more on the following points. First, when using deep learning,
there is a need for a customized methodology suitable for the particular dataset. Because the OTT
dataset used in this study comprised unsophisticated features, a simple MLP or CNN resulted in
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significant outcomes. However, if complex data were to be analyzed instead, more complex deep
learning algorithms must be used. Furthermore, analysis needs to be performed based on various
types and categories of OTT user data. To the best of our knowledge, the dataset used in this study is
the only public dataset that specializes in OTT. If more datasets related to OTT user behavior will be
open to the public in the future, additional and improved research will be possible.
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Appendix A
Table Al. Detailed classification accuracy of each filter according to cost change.
Cost KNN + Deep Learning J48 + Deep Learning
Filter Recall Precision F-Measure Recall Precision F-Measure
1st Filter 0.919 0.920 0918 0.920 0.920 0.920
1 DeePFiLle‘rming 0.947 0.960 0.951 0.953 0.962 0.956
Overall 0.930 0.936 0.927 0.945 0.947 0.944
1st Filter 0.860 0.898 0.863 0.899 0913 0.901
5 DeePFiLle‘rming 0.944 0.947 0.945 0.944 0.948 0.945
Overall 0.968 0.968 0.968 0.963 0.963 0.962
1st Filter 0.787 0.874 0.788 0.880 0.905 0.883
10 DeePFiLl:‘rming 0.944 0.947 0.945 0.948 0.950 0.949
Overall 0.969 0.969 0.969 0.967 0.967 0.967
1st Filter 0.745 0.862 0.740 0.870 0.899 0.875
15 DeepFiLlf:rming 0.950 0.951 0.951 0.949 0.951 0.950
Overall 0.972 0971 0971 0.967 0.967 0.967
1st Filter 0.713 0.854 0.700 0.869 0.899 0.873
20 DeepFiLlf:rming 0.955 0.956 0.955 0.951 0.952 0.951
Overall 0.973 0.973 0.973 0.968 0.968 0.968
Ist Filter 0.691 0.848 0.671 0.873 0.901 0.877
% DeepFiLlf:rming 0.959 0.959 0.959 0.951 0.952 0.951
Overall 0.974 0.974 0974 0.968 0.969 0.968
1st Filter 0.678 0.845 0.653 0.873 0.901 0.877
30 DeepFiLlf:rming 0.963 0.963 0.963 0.953 0.956 0.954
Overall 0.976 0.976 0976 0.968 0.969 0.968

342



Appl. Sci. 2020, 10, 8476

References

1.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

FCC. Annual Assessment of the Status of Competition in the Market for the Delivery of Video Programming.
MB Docket No. 14-16. FCC 15-41. Available online: https://docs.fcc.gov/public/attachments/FCC-15-41A1_
Red.pdf (accessed on 28 October 2020).

MarketsandMarkets. Over-The-Top Services Market by Type (Online Gaming, Music Streaming, VoD and
Communication), Monetization Model (Subscription-based, Advertising-based, and Transaction-based), Streaming
Device, Vertical, and Region-Global Forecast to 2024. Available online: https://www.marketsandmarkets.com/
Market-Reports/over-the-top-ott-market-41276741.html (accessed on 28 October 2020).

Statistica. Number of Over-the-top (OTT) Subscription Video Service Subscribers Worldwide from 2012 to
2021. Available online: https://www.statista.com/statistics/821883/number-ott-subscribers/#statisticContainer
(accessed on 28 October 2020).

Kim, J.; Kim, S.; Nam, C. Competitive dynamics in the Korean video platform market: Traditional pay TV
platforms vs. OTT platforms. Telemat. Inform. 2016, 33, 711-721. [CrossRef]

Park, E.A. Business strategies of Korean TV players in the age of over-the-top (OTT) video service. Int. |. Commun.
2018, 12, 4646-4667.

Sujata, J.; Sohag, S.; Tanu, D.; Chintan, D.; Shubham, P.; Sumit, G. Impact of Over the Top (OTT) Services on
Telecom Service Providers. Indian |. Sci. Technol. 2015, 8, 145. [CrossRef]

Dai, W.; Baek, ].W.; Jordan, S. Feature article: Network Neutrality [Neutrality between a vertically integrated
cable provider and an over-the-top video provider]. . Commun. Netw. 2016, 18, 962-974. [CrossRef]

Hu, M.; Zhang, M.; Wang, Y. Why do audiences choose to keep watching on live video streaming platforms?
An explanation of dual identification framework. Comput. Hum. Behav. 2017, 75, 594-606. [CrossRef]
Rojas, ].S.; Rendon, A.; Corrales, J.C. Consumption Behavior Analysis of Over the Top Services: Incremental
Learning or Traditional Methods? IEEE Access 2019, 7, 136581-136591. [CrossRef]

Accenture. The Rise of Cord-Shaving and Cord-Cutting. Available online: http://www.accenture.com/us-en/~{}/
media/PDF-30/Accenture-The-Rise-Of-Cord-Shaving- And-Cord-Cutting.pdf (accessed on 28 October 2020).
Kim, M.S.; Kim, E.; Hwang, S.; Kim, J.; Kim, S. Willingness to pay for over-the-top services in China and
Korea. Telecommun. Policy 2017, 41, 197-207. [CrossRef]

Marvin, R. Netflix, YouTube, Prime Video, and Hulu Dominate Streaming, for Now. Available online: https:
//www.pcmag.com/news/netflix-youtube-prime-video-and-hulu-dominate-streaming-for-now (accessed on
28 October 2020).

Webb, K. Disney Plus Can’t Compete with Netflix when it Comes to Original Content, but its Affordable
Price and Iconic Franchises Make it a Great Value for Families. Available online: https://www.businessinsider.
com/disney-plus-review (accessed on 28 October 2020).

Spangler, T. HBO Max and HBO Have 36.3 Million Subscribers, Up 5% From End of 2019, AT&T Says.
Available online: https://variety.com/2020/digital/news/hbo-max-subscribers-subscribers-q2-att-1234714316/
(accessed on 28 October 2020).

YonhapNews. Local OTT Giant Wavve Sees Drop in Active Users, Netflix Soars: Report. Available online:
https://en.yna.co.kr/view/AEN20200617003700320?input=2106m (accessed on 28 October 2020).

Kim, J.; Nam, C.; Ryu, M.H. IPTV vs. emerging video services: Dilemma of telcos to upgrade the broadband.
Telecommun. Policy 2020, 44, 101889. [CrossRef]

Yoo-chul, K. Netflix May Pay for KT’s Network. Available online: http://www.koreatimes.co.kr/www/tech/
2020/07/133_293720.html (accessed on 28 October 2020).

Johnson, M.R.; Woodcock, J. And Today’s Top Donator is: How Live Streamers on Twitch.tv Monetize and
Gamify Their Broadcasts. Soc. Media Soc. 2019, 5. [CrossRef]

Floris, A.; Ahmad, A.; Atzori, L. QoE-Aware OTT-ISP Collaboration in Service Management. ACM Trans.
Multimedia Comput. Commun. Appl. 2018, 14, 1-24. [CrossRef]

Nevo, A.; Turner, ].L.; Williams, ]. W. Usage-based pricing and demand for residential broadband. Econometrica
2016, 84, 411-443. [CrossRef]

Oliveira, T,; Fiorese, A.; Sargento, S. Forecasting Over-the-Top Bandwidth Consumption Applied to Network
Operators. In Proceedings of the 2018 IEEE Symposium on Computers and Communications (ISCC), Natal,
Brazil, 25-28 June 2018; pp. 00859-00864. [CrossRef]

343



Appl. Sci. 2020, 10, 8476

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42,

43.

44.

45.

Naudts, B.; Flores, M.; Mijumbi, R.; Verbrugge, S.; Serrat, J.; Colle, D. A dynamic pricing algorithm for a
network of virtual resources. Int. J. Netw. Manag. 2016, 27, €1960. [CrossRef]

Mestres, A.; Rodriguez-Natal, A.; Carner, J.; Barlet-Ros, P.; Alarcon, E.; Solé, M.; Hibbett, M.].; Estrada, G.
Knowledge-defined networking. ACM SIGCOMM Comput. Commun. Rev. 2017, 47, 2-10. [CrossRef]

E Middleton, S.; Modafferi, S. Scalable classification of QoS for real-time interactive applications from IP
traffic measurements. Comput. Netw. 2016, 107, 121-132. [CrossRef]

Yang, J.; Qiao, Y.; Zhang, X.; He, H.; Liu, F; Cheng, G. Characterizing User Behavior in Mobile Internet.
IEEE Trans. Emerg. Top. Comput. 2015, 3, 95-106. [CrossRef]

Branch, P; But, J. Rapid and generalized identification of packetized voice traffic flows. In Proceedings of
the 37th Annual IEEE Conference on Local Computer Networks, Clearwater, FL, USA, 22-25 October 2012;
pp- 85-92. [CrossRef]

Bujlow, T.; Riaz, T.; Pedersen, ].M. A method for classification of network traffic based on C5.0 Machine
Learning Algorithm. In Proceedings of the 2012 International Conference on Computing, Networking and
Communications (ICNC), Maui, HI, USA, 30 January-2 February 2012; pp. 237-241. [CrossRef]

Yuan, R.; Li, Z.; Guan, X.; Xu, L. An SVM-based machine learning method for accurate internet traffic
classification. Inf. Syst. Front. 2008, 12, 149-156. [CrossRef]

Shi, H.; Li, H.; Zhang, D.; Cheng, C.; Wu, W. Efficient and robust feature extraction and selection for traffic
classification. Comput. Netw. 2017, 119, 1-16. [CrossRef]

Wang, P; Lin, S.C.; Luo, M. A framework for QoS-aware traffic classification using semi-supervised machine
learning in SDNs. IEEE Int. Conf. Serv. Comput. 2016, 760-765.

Dong, Y.-N.; Zhao, J.-J.; Jin, J. Novel feature selection and classification of Internet video traffic based on a
hierarchical scheme. Comput. Netw. 2017, 119, 102-111. [CrossRef]

Yanai, R.B.; Langberg, M.; Peleg, D.; Roditty, L. Realtime Classification for Encrypted Traffic. Adv. Comput. Intell.
2010, 373-385. [CrossRef]

Ertam, E; Avcy, E. A new approach for internet traffic classification: GA-WK-ELM. Measurement 2017, 95,
135-142. [CrossRef]

Davis, J.J.; Foo, E. Automated feature engineering for HTTP tunnel detection. Comput. Secur. 2016, 59,
166-185. [CrossRef]

Zhang, |.; Xiang, Y.; Zhou, W.; Wang, Y. Unsupervised traffic classification using flow statistical properties
and IP packet payload. J. Comput. Syst. Sci. 2013, 79, 573-585. [CrossRef]

Du, Y.; Zhang, R. Design of a method for encrypted P2P traffic identification using K-means algorithm.
Telecommun. Syst. 2013, 53, 163-168. [CrossRef]

Rojas, J.S.; Gallon, AR, Corrales, ].C. Personalized Service Degradation Policies on OTT Applications Based
on the Consumption Behavior of Users. Multiagent Syst. Technol. 2018, 543-557. [CrossRef]

Lotfollahi, M.; Siavoshani, M.].; Zade, R.S.H.; Saberian, M. Deep packet: A novel approach for encrypted
traffic classification using deep learning. Soft Comput. 2020, 24, 1999-2012. [CrossRef]

Aceto, G.; Ciuonzo, D.; Montieri, A.; Pescape, A. Mobile Encrypted Traffic Classification Using Deep Learning.
In Proceedings of the 2018 Network Traffic Measurement and Analysis Conference (TMA), Vienna, Austria,
26-29 June 2018; pp. 1-8. [CrossRef]

Aceto, G.; Ciuonzoa, D.; Montieria, A.; Pescapéab, A. MIMETIC: Mobile encrypted traffic classification using
multimodal deep learning. Comput. Netw. 2019, 165, 106944. [CrossRef]

Domingos, P. Metacost: A general method for making classifiers cost-sensitive. In Proceedings of the KDD
’99: Fifth ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, San Diego,
CA, USA, 15-18 August 1999; pp. 155-164.

Kwon, D.; Kim, H.; Kim, J.; Suh, 5.C.; Kim, I.; Kim, K.J. A survey of deep learning-based network anomaly
detection. Clust. Comput. 2019, 22, 949-961. [CrossRef]

Rezaei, S.; Liu, X. Deep Learning for Encrypted Traffic Classification: An Overview. IEEE Commun. Mag.
2019, 57, 76-81. [CrossRef]

Kumar, R.; Verma, R. Classification algorithms for data mining: A survey. Int. J. Innovations Eng. Tech. 2012,
1,7-14.

Kotsiantis, S.B.; Zaharakis, I.; Pintelas, P. Supervised machine learning: A review of classification techniques.
Emerging Artif. Intell. Appl. Comput. Eng. 2007, 160, 3-24.

344



Appl. Sci. 2020, 10, 8476

46.

47.

48.

49.

50.

51.

52.

Buczak, A.L.; Guven, E. A Survey of Data Mining and Machine Learning Methods for Cyber Security
Intrusion Detection. IEEE Commun. Surv. Tutor. 2016, 18, 1153-1176. [CrossRef]

Archana, S.; Elangovan, K. Survey of classification techniques in data mining. Int. J. Compu. Sci. Mob. Appl.
2014, 2, 65-71.

Cohen, W.W. Fast Effective Rule Induction. In Proceedings of the International Conference on Machine
Learning, Tahoe City, CA, USA, 9-12 July 1995; Elsevier BV: Amsterdam, The Netherlands, 1995; pp. 115-123.
Wang, P; Chen, X,; Ye, E; Sun, Z. A Survey of Techniques for Mobile Service Encrypted Traffic Classification
Using Deep Learning. IEEE Access 2019, 7, 54024-54033. [CrossRef]

Wang, W.; Zhu, M.; Wang, J.; Zeng, X.; Yang, Z. End-to-end encrypted traffic classification with one-dimensional
convolution neural networks. In Proceedings of the IEEE International Conference on Intelligence and Security
Informatics (ISI), Beijing, China, 22-24 July 2017; pp. 43—48. [CrossRef]

Eibe, F; Hall, M.A.; Witten, LH.; Kaufmann, M. The WEKA Workbench. Online Appendix for Data Mining: Practical
Machine Learning Tools and Techniques, 4th ed.; Morgan Kaufmann: Amsterdam, The Netherlands, 2016.
Chawla, N.; Bowyer, KW.; Hall, L.O.; Kegelmeyer, W.P. SMOTE: Synthetic Minority Over-sampling Technique.
J. Artif. Intell. Res. 2002, 16, 321-357. [CrossRef]

Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institut