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Corporate finance is a branch of finance that focuses on how companies handle
their cash flow, raise capital, make investments, and implement accounting systems. It
covers crucial topics, including capital planning, capital structure, and working capital
administration. Every corporate financial action has financial consequences, as they involve
the allocation of money in a certain manner (Damodaran 2014). Corporate finance’s primary
responsibility is to make sound business decisions that increase shareholder value, while
reducing risks and maximizing returns. A corporation’s ability to motivate and engage all
of its managers and staff in generating wealth will define its level of excellence (Brealey
etal. 2011). In line with stakeholder theory (Freeman 1984), managers should consider the
demands of all involved parties in a company, not only stockholders.

The degree to which stock ownership and corporate decision making are divided
within corporations differs widely. Small, closely held businesses tend to have highly
concentrated equity ownership and control, while large, publicly listed businesses have
almost entirely separate equity ownership and control (Badertscher et al. 2013). Directors
can make regular financial decisions due to the division of ownership and control, but
stockholders are not entitled to assume executive roles. As such, an agency relationship, or
the connection between shareholders and management, comes to exist when the principal
hires the agent to represent his or her interests (Ross et al. 2013). Jensen and Meckling
(1976) emphasized the agency costs that occur in the form of welfare losses when managers
act against the shareholders’ interests.

The theoretical foundation of corporate governance is agency theory (Vernimmen
et al. 2005). The institutional framework referred to as corporate governance oversees
the distribution and use of power within corporations (Licht 2013). It generally refers to
the methods and procedures utilized to ensure sufficient morality, integrity, and trans-
parency in the administration of organizational activities (Turner 2009). Crowther and
Seifi (2011) view corporate governance as a symbiotic commitment made by all the con-
stituent components (or stakeholders), including the government, the public, specialists,
service providers, and the financial industry. The main goal of corporate governance is to
improve business performance by giving managers incentives to improve their operational
efficiency, return on assets, and long-term firm growth, while deterring executives from
abusing their power over company funds (Guluma 2021). Shareholders must trust senior
management to act for the mutual benefit of the business if corporate governance is to be
effective. This collective commitment lowers the agency premium, which might reduce the
company’s cost of capital (Rose 2016). Internal governance (boards, shareholder activism,
and executive incentives) aims to resolve disagreements between executives and various
shareholder groups, whilst external governance (entry modes, control over a subsidiary,
and network governance) addresses the potentially opportunistic behavior of partners
outside an organization (Filatotchev and Nakajima 2010). Good governance is critical for
financial institutions, notably those in the banking sector, to safeguard the financial sys-
tem’s stability and prevent a credit crisis (Komath et al. 2023). Corporate collapse, whether
caused by financial fraud or excessive reward packages, is the result of ineffective corporate
governance (Monks and Minow 2011).
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Deteriorating environmental conditions and the frequent social scandals of industry
leaders have put businesses under growing pressure to integrate social responsibility into
their corporate strategies (Schwoy et al. 2023). According to Hopkins (2007), addressing
stakeholders ethically and responsibly is the goal of corporate social responsibility (CSR).
CSR can be regarded as an extension of business efforts to increase shareholder wealth,
while simultaneously meeting social expectations (Harjoto and Jo 2011). Although external
CSR focuses on social and environmental initiatives that advance the position of a company
with concern to its external stakeholders, internal CSR refers to practices and policies that
are directly related to the wellbeing of company employees and the management team
(Yoon and Chung 2018). Cavaco and Crifo (2014) found that responsible company policies
regarding clients and suppliers (one facet of business conduct) and toward workers (the
human resources component) acted as a complement to financial performance, suggesting
reciprocal benefits and less disagreement between these aforementioned parties. Despite
the high costs of CSR activities, CSR can indirectly increase the value of the firm and lower
financial risk, since it stimulates and encourages ethical conduct, which has a positive
impact on the reputation of a company (Xue et al. 2023). Furthermore, strengthening
engagement through CSR can support society and generate measurable results for the
company, including higher sales and superior financial performance (Shahbaz et al. 2020).
As stated by signaling theory (Spence 1973), non-financial disclosures given through various
channels can lower the disparity in information between a corporation’s management and
its owners. Patten and Zhao (2014) noted that when retail companies independently report
CSR, a beneficial impact on the company’s reputation results, because in doing so, the
company may become more appealing to investors who prioritize CSR practices. In view of
stakeholder theory, ethical corporations perceive CSR initiatives as a lynchpin of strategic
planning to fulfill stakeholder demands; however, the principal-agent theory contends
that self-interested managers view CSR disclosure as a means to conceal real earnings
statements or other unethical behavior (Guo et al. 2022). However, better CSR statements
have been suggested as a way for companies to prevent economic turmoil by increasing
social confidence in them (Lins et al. 2017).

This book comprises 27 papers published in the Special Issue entitled “Corporate
Finance, Governance, and Social Responsibility”, which investigated a variety of prac-
tical topics related to corporate finance, financial modeling, corporate governance, and
corporate social responsibility. Articles related to corporate finance focused on various
approaches to equity investments (Bae et al. 2023), the reasons why corporations choose a
zero debt policy (Miglo 2020), the drivers of the capital structure (Kedzior et al. 2020), the
connection between the firm capital structure and its operating environment (Tsolas 2021),
how investor connections affect a company’s performance (Mihail et al. 2021), developing
a framework to assess and improve performance (Tudose et al. 2021), the effect of working
capital management on firm profitability (Anton and Nucu 2021), the association between
derivative use and firm performance (Wen et al. 2021), the relationship between various sus-
tainability measures and the risk of a corporation collapsing (Laéts and Lukason 2022), and
capital budgeting practices (Mota and Moreira 2023). Regarding financial modeling, stock
market volatility was explored during the coronavirus outbreak (Gherghina et al. 2021).
Studies in the field of corporate governance have examined developments in corporate
governance from a cross-country perspective (Mihail and Dumitrescu 2021), corporate gov-
ernance compliance (with board) practices and company value (Aluchna and Kuszewski
2020), the impact of board attributes on bankruptcy risk (Maier and Yurtoglu 2022), com-
pany performance (Ararat et al. 2021; Mihail and Micu 2021; Mihail et al. 2022) or firm
value (Lourenco et al. 2021), the association between employees’ stock option plans and
firm performance (Ding and Chea 2021), the relationship between corporate governance
and the power of major shareholders (Pourmansouri et al. 2022), corporate governance
practices and earnings management (Kjeerland et al. 2020), and the link between timely
accounting information disclosure infringement and corporate governance characteristics
(Lukason and Camacho-Mifiano 2020). With respect to CSR, the research was oriented
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toward the aspects of corporate finance that are impacted by CSR (Saeed and Sroufe 2021),
the impact of CSR on financial performance (Rossi et al. 2021), the association between
CSR and risk management (Bozos et al. 2022; Singh and Hong 2023), and the effect of
a mandatory disclosure policy regarding CSR reports on forecasts of analysts’ earnings
(Tseng and Shih 2022).

The collection of papers included in this Special Issue, as a final thought, will serve to
enhance our knowledge of corporate finance, governance, and social responsibility on a
worldwide scale, and present compelling future research directions.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: The main aim of the paper is the identification of capital structure determinants, with a
special emphasis on investments in the innovativeness of Polish New Technology-Based Firms
(NTBFs). Poland is a unique country in that it is an emerging market that was also promoted in 2018
to the status of a developed country. The study sample consisted of 31 companies listed in the Warsaw
Stock Exchange that are classified as high-tech firms and covers the period 2014-2018. The following
factors influencing the capital structure were analyzed: internal and external innovativeness and
the firm'’s size, liquidity, intangibility, age, profitability, and growth opportunities. The results of the
research provide empirical evidence that liquidity, age, and investments in innovativeness determine
capital structure, which provides an additional argument supporting the trade-off theory and the
modified version of the pecking order theory. More specifically, the results suggest that companies
whose process of investment in innovativeness is based on the external acquisition of technology are
able to attract external financing, while the process based on internally generated innovativeness (R&D
activity) deters external capital. The results are interesting for policymakers in emerging markets.

Keywords: capital structure; New Technology-Based Firms (NTBFs); internal and external
innovativeness; intangibility

1. Introduction

Over one hundred years ago, entrepreneurial activity undertaken in technologically advanced
sectors was considered to be a primary source of innovation and economic growth (Schumpeter 1911).
Nowadays, economic growth and competitive power are ascribed to the innovativeness of the economy
to an even greater degree (Gherghina et al. 2020). From a policymaking perspective, special attention is
devoted to high-tech companies and tools supporting innovative activity. Anecdotal evidence implies
that the high-tech sector is a crucial driver of economic development. Furthermore, the endogenous
growth theory assumes that the long-run growth rate has an endogenous character, and that the human
factor plays a vital role (Kopf 2007). The decision of whether to invest more in R&D or to increase
public spending on education is crucial in this context. The problem is especially important for EU
countries, where, over the last decade, the lower level of investments in R&D and innovativeness
has created a gap as compared to the main economic partners like the U.S. or China (Gil et al. 2019).
Furthermore, investments in innovativeness create a knowledge-based society, produce intellectual
capital, and finally, as (Popescu 2019) suggests, become an integral part of national wealth.

According to the results of the McKinsey Global Survey of Business Executives, on the
corporate level, executives believe that innovation is the most required element of growth
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(Carden et al. 2005, p. 25). (Hay and Kamshad 1994), at the beginning of the 1990s, designed and
performed a questionnaire based on Small and medium—sized enterprises located in the U.K.
The results of the study imply that investment in product innovation was, at that time, perceived as
the single most crucial strategy, followed by the policy of broadening the product range and
geographic expansion.

In recent years small, medium, and young companies active in high tech sectors have attracted
special attention in economic literature, as they are deemed to be a major source of innovation and
development for the economy. Some authors claim that these firms have a specific business model.
(Giraudo et al. 2019), Aghion and Howitt (2005), Hall (2002) stress that these firms are characterized by
a specific attitude toward grasping technological innovation. Still, they also suffer from inefficient
mechanisms of capital allocations, which are very severe, especially for young firms which lack track
record, stable cash flows, and collaterals. (Giraudo et al. 2019) indicate that financial constraints can be
especially severe for so-called bank-based economies, like Europe. Howell (2016), who investigates
barriers in financing innovative firms in China, stresses that the problem of financial constraints for
innovative firms can be especially severe in transitioning economies with a less developed system of
financial intermediaries.

From the policymaking point of view, special attention is devoted to so-called New
Technology-Based Firms (NTBFs). The term was supposedly coined by Arthur D. Little (Little 1977),
who defined NTBFs as an independent venture less than 25 years old that supplies a product or service
based on the exploitation of an invention or technological innovation. The issue invoked by many
researchers is financial constraints, which are encountered by NTBFs at the early stage of development.
So far, most studies have been focused on developed countries like the US, UK, Germany, France,
or Ireland, where the institutional market environment is well established and at the same time most
developed in terms of technology and science. These countries also represent a long history and have
extensive experience in supporting the development of innovative activity. The high-technology firms
in these countries have access to the best research centers, the best universities, and are subject to a very
competitive market, and therefore their activity is based mostly on internally generated innovation.

However, scant research is devoted to the other emerging or less developed countries whose
economies are trying to catch up with the leading innovators. This is especially apparent,
as (Vintila et al. 2017, p. 38) note, for countries from Eastern Europe, which endeavor to line up
with Western Europe. The specific NTBFs located in these countries have other distinctive attributes.
Firstly, since they are usually in emerging economies, there is no equivalent to the best research centers
and access to the best universities. Secondly, there are almost no headquarters and/or research centers
of multinational companies, which are usually located in the most developed countries. Thirdly, it is
much more difficult for high-tech companies to compete for leading researchers with multinational
companies. Fourthly, it is much more challenging to compete with high-tech companies from leading
countries due to scarce resources in terms of finance, marketing, patent protection, etc.

As a result, high-tech companies in developing countries often adopt a different strategy in which
innovative activity is based in substantial part on the acquisition of external technology and to a minor
degree on internally generated innovation. The purchase and implementation of new technology is the
preferred and less risky strategy in comparison to the development of in-house produced innovative
processes. Therefore, the specificity of the high-tech companies in emerging and developing markets is
slightly different in comparison to NTBFs from leading countries. The problem is especially visible
within the EU, where the concept of “Two-Speed Europe” is apparent in the economic press. Therefore,
as (Vintila et al. 2018, p. 571) point out, the disparities between the West and East require a deeper
understanding of proper public policy.

The main aim of the paper is the identification of determinants of the capital structure of
NTBFs in a country that has an emerging economy. The focus of this study is on technological
firms (NTBFs) headquartered in Poland, which is a very unique and specific case. Poland was
the first CEE economy promoted by FTSE Russel’s index provider with the Emerging Market to
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Developed Market status. Since 2018, Poland has been classified as one of the 25 most advanced global
economies, including the U.S., U.K., Germany, France, Japan, etc. Therefore, Poland is considered a
success story in terms of economic development, but at the same time is a country with one of the
lowest levels of corporate R&D expenditures within EU countries. This contradiction urges us to
investigate deeper the determinants of the capital structure of Polish NTBFs with special attention
given to investments in innovativeness. We select companies at a certain stage of development that
are listed on the stock exchange, mostly because of the higher quality of accounting information
reported in the financial statements as compared to the non-listed companies. We hypothesize that
investment in innovation has an inconclusive influence on financial leverage. Therefore, we separated
it into two categories: innovation generated internally (R&D projects) and innovation acquired
externally. These two types of investments have significant and distinct attributes, which we posit
have a differential impact on financial leverage. We provide empirical evidence that the former kind
of investment has negative, while the latter one a positive impact on financial leverage. The other
hypotheses conjecture the impact of the other firm’s attributes like a firm'’s size, liquidity, intangibility,
age, profitability, and growth opportunities.

As far as we know, there is no study related to emerging economies in which investments
in innovativeness are separated into externally acquired and internally generated and treated as a
potential determinant of capital structure. Our hypotheses are tested on a sample of 102 firm-year
observations (34 companies). The study period (2014-2018) ends at the moment when Poland was
promoted to a group of countries with Developed Market status, so it can be regarded as a study of a
country with the Emerging Market status.

The first section presents a literature review of the most important studies related to the problem of
the financial structure of high-tech companies, the theories, and hypothesis development. The second
section presents the sample characteristics, research design, and empirical results. The last section
concludes with the most important issues resulting from empirical research.

2. Theories of Capital Structure

Over the past several decades a number of capital structure theories have been developed which
attempt to explain the creation of structures of economic entities” financing. The classical capital
structure theories include Net Income Theory, Net Operating Income Theory, and Traditional Theory.
Net Income Theory is based on the assumption that a firm’s value is proportionate to its share of debt
in capital structure, so a firm’s maximum value is reached in the situation of its maximum indebtedness.
Net Operating Income Theory assumes the dependence of a firm’s value on the value of operating
income; in the situation of determined conditions capital structure does not affect a firm’s value.
According to Traditional Theory, a proper balance should be maintained between internal and external
sources of financing. Therefore, a reasonable level of debt increases a firm’s value (Durand 1952).
However, the best known classical theories are those created by F. Modigliani and M. Miller (MM).
In their famous paper MM argue that a firm’s value is not dependent on the capital structure but rather
owners’ expectations with regard to cash flows (Modigliani and Miller 1958). The conclusions based
on the assumption of perfect capital markets were partly rejected in MM’s next work, which took into
account the issue of taxation (Modigliani and Miller 1963). MM finally admitted that indebtedness
has a positive impact on a firm'’s value thanks to possible tax burden reductions. In the context of
determining the capital structures of high-tech companies, MM and the remaining classical theories
are of limited practical application (Coleman and Robb 2012; Ullah et al. 2010). High-tech firms, due to
high-risk levels, do not heavily rely on debt financing; however, high debt levels have a negative
impact on the value of high-tech companies.

The capital structure of high-tech firms can be more affected by the agency costs theory. Its basics
were developed by Fama and Miller (1972), and initially by Jensen and Meckling (1976). It assumes the
existence of conflicts of interest between owners, lenders, and managers. Managers do not always act
with the intention of protecting owners’ interests—they often pursue their own interests, which can
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be different (Novaes and Zingales 1995). In such a situation owners are forced to exercise additional
control over the management’s activities, which generates additional costs—agency costs. One of
the ways of linking the interests of the above groups is relating the management’s compensation to
the company’s shares. Another situation can occur in which managers implement risky investment
projects, generating additional risk for lenders, while only owners benefit from higher profits. Debt can
then act as a factor that disciplines the management, enforcing more active operating policies, and more
effective investment policies (Kenourgios et al. 2019). In this situation, debt decreases agency costs
(Novaes and Zingales 1995). Agency costs tend to be very high in companies with high unique value
(Colombo et al. 2014; Sau 2007). The higher the agency costs, the lower the firm’s value (Lins 2003).

A possibly significant role in high-tech firms is played by trade-off theory. Its creators
are Kraus and Litzenberger (1973). All financing methods have both advantages and drawbacks.
Higher debt levels provide an opportunity to deduct interest from taxable income. However,
it should be noted that there are other methods of reducing tax burden with the use of non-interest
tax shields including effective depreciation policies, or, in a broader sense, tax optimization
(DeAngelo and Masulis 1980). It should be stressed that a company can benefit considerably from
relatively high tax rates. A company’s heavy reliance on indebtedness in its capital structure increases
business risk and results in the costs of bankruptcy (Baxter 1967). The higher the bankruptcy costs,
the lower a firm’s value. Higher debt levels in the balance sheet total originally increase a firm’s value,
but at a certain point, a firm’s value decreases (Adrienn 2014). The costs of bankruptcy are then higher
than tax shield positive effects. A practical confirmation of the trade-off theory is the occurrence of
the so-called industry effect. The functioning of an enterprise within one industry is dependent on
similar factors—economic entities are characterized by similar operating cycles, risk levels, and agency
costs, hence their similar share of debt in overall financing. The companies whose share of debt in the
structure of financing is below industry average tend to increase it, unlike entities that have a large share
of debt in their financing structure and try to lower its level (Kedzior 2012). The industry effect is not
identical in all industries. In industries characterized by stiff competition and diversified agency costs,
debt levels can vary. Unequal access to advanced technologies has a similar impact on indebtedness
(Michaelas et al. 1999). The above factors result in the existence of an optimal industry capital structure,
which economic entities seek to achieve in their long-term operations (M'ng et al. 2017).

In the case of innovative companies, it is difficult to estimate the risk of the sources of financing
within the framework of trade-off theory. Many threats should be regarded as potential, and their
materialization is conditional and not easy to estimate (Sau 2007), hence difficulties in choosing
adequate sources of financing. Choices made by high-tech firms with regard to financing are affected
by a rapidly changing business environment and the complexity of applied technologies (Li et al. 2006).
These entities do not have the ability to offer adequate guarantees to mitigate lenders’ risk (Sau 2007).
Innovative firms have higher bankruptcy costs (Aghion et al. 2004; Sau 2007), so the share of liabilities
in the balance sheet total cannot be dominant. High-tech companies with a relatively high volume of
intangible assets are less inclined to borrow funds. On the other hand, high growth companies rely
on debt financing to a smaller degree (Castro et al. 2015). Transaction costs in such entities are also
high due to risk factors and, generally, limited volumes (Revest and Sapio 2012). Their market value
is subject to large fluctuations, especially as their financial standing deteriorates. It results from the
fact that their valuation is based on specialized assets as well as large growth potential. Therefore,
valuation changes on stock exchanges play a crucial role in high-tech firms (Revest and Sapio 2012).

The financial conditions and capital requirements of high-tech firms depend on the stage of their
development (Sau 2007). At the initial stage of development economic entities’ cash flows are often
negative, so they are not able to repay their debts, and the acquisition of funds is difficult. In their early
stages, high-tech firms’ biggest problem in product commercialization based on the use of familiar
technologies is the acquisition of funds for operating activities (Minola et al. 2013).

The creation of capital structure is greatly affected by the pecking order theory. The theory
was created by Donaldson (1961), and then elaborated and modified by Myers and Majluf (1984).
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The authors divide sources of financing into external and internal sources. The choice of the sources
of financing is mainly determined by their cost which is lower for internal capital. Therefore,
companies should finance their operations by relying on retained earnings, followed by debt and,
finally, the issue of shares (Stulz 1990). This order is justified by information asymmetry in relationships
between companies, banks and external investors. Banks and external investors have more difficulty
accessing information about companies than people operating within company structures, so in
light of the higher risk of transferring capital, they require higher interest on loans and higher
rates of return. Information asymmetry leads to moral hazard and adverse selection. The adverse
selection indicates that banks find it difficult to distinguish between effective and ineffective investment
projects, which generates additional costs and increases risk. A high level of adverse selection also
results from great uncertainty with regard to future return on investment rates as compared with
traditionally implemented projects (Carpenter and Petersen 2002). Moral hazard indicates that owners
benefit more from implementing risky investment projects than debtors (Aoun and Heshmati 2006).
High information asymmetry results, to a considerable degree, from the large development potential of
high-tech firms (Castro et al. 2015). High information asymmetry in the technology sector mainly applies
to small companies. Therefore, such companies can often be undervalued (Coleman and Robb 2012).

Pecking order theory assumes that the accessibility of information about a high-tech firm has
an impact on the choice of capital structure. To avoid problems resulting from the disclosure of
internal information to a larger group of stakeholders, high-tech firms give preference to internal
sources of financing (Hogan et al. 2017; Scherr et al. 1993). Due to such factors as uncertainty with
regard to the ultimate results of innovative investment projects, possible cases of underinvesting
and overtrading, difficulties in monitoring R&D activities, and the frequent lack of comprehensive
knowledge about technology among investors and banks, access to external financing can be limited
(Revest and Sapio 2012). Generally, high reinvestment rates in technology firms force them to seek
external sources of financing in the absence of their own funds (Berggren et al. 2000).

The acquisition of external capital implies the necessity of disclosing additional information about
planned operating or investment activities. Small and medium-sized high-tech firms are not inclined
to disclose such information. Similar opinions are held by Revest and Sapio (2012). Technology firms
are unwilling to disclose detailed information about R&D programs due to a very competitive market
and the fear of losing competitive advantage. Aoun and Heshmati (2006) also claim that because of the
confidential character of business operations high-tech firms have difficulty disclosing comprehensive
financial data, and hence face problems with acquiring funds for business activities. As a result,
markets do not possess full information, and lenders have limited knowledge about the current
operations of high-tech firms (Ullah et al. 2010). Transaction costs and greater flexibility of operations
justify reliance on retained earnings as a source of financing (Grinblatt and Titman 2002). A number
of empirical research studies point to a negative correlation between profitability and indebtedness
(Bhayani 2010a; Korkmaz and Karaca 2014). Therefore, profitable firms rely on debt financing on a
limited scale.

Technology firms tend to choose financing through the issue of shares rather than indebtedness.
This mainly refers to young firms at an early stage of development (Minola et al. 2013).
Innovative firms are characterized by attractive investment possibilities as compared with other
business entities, but the costs of the issue of shares should be regarded as high (Aghion et al. 2004;
Castro et al. 2015). Larger technology firms have a greater ability to raise funds through the issue of
shares (Mac an Bhaird and Lucey 2010). Frequently, young firms without a long credit history and
relationships with banks are left with no other option but to issue shares (Carpenter and Petersen 2002).
Because of the lack of collateral in the form of tangible assets, innovative companies tend to rely more
frequently on share capital. The issue of shares does not have to be secured by tangible assets and does
not increase the threat of bankruptcy. High-tech firms can successfully implement R&D programmes if
they are able to convince investors to purchase issued shares (Carpenter and Petersen 2002). The idea
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of the issue of shares is also justified by technology firms’ tendency to implement high returns but also
risky investments (Carpenter and Petersen 2002).

Because of the risk of share dilution and takeovers, innovative companies tend to rely on debt
financing (Aghion et al. 2004). If the lack of transparency of disclosures is acceptable, high-tech firms
can also resort to bank loans (Berggren et al. 2000). As firms grow and gain more experience, the range
of information asymmetry reduces, the value of assets (especially tangible assets) increases, and access
to bank loans becomes easier (Hogan et al. 2017). High-risk firms may not be granted loans, but they
are still able to successfully implement the process of issuing shares.

It seems, however, that pecking order theory turns out to be more useful in large economic
entities, which rarely issue shares because of the high values of retained earnings and the possibility
of acquiring corporate bonds (Akgiil and Sigali 2018). Nevertheless, within a short time horizon,
enterprises are likely to create their capital structure based on the pecking order theory. On the other
hand, in longer periods of time in which the changeability of cash flows and economic conditions is
less severe, companies are likely to rely on trade-off theory (Bontempi 2002). Pecking order theory
(POT) is probably more effective in describing the choice of sources of financing in mature companies
as compared with high growth entities.

The signaling theory, created by Ross (1977), has a different impact on capital structure creation.
Due to information asymmetry, people operating inside and outside of an organization have unequal
access to information about a company’s financial standing. External stakeholders make intensive
efforts to obtain information about a company’s future financial condition and future share valuations.
Therefore, they seek additional signals concerning an economic entity’s actual financial condition.
The most reliable signals and those that cannot be easily imitated refer to dividend policies and capital
structure decisions (Frankfurter and Wood 2002; Deesomsak et al. 2004). Increased indebtedness
should be regarded as a positive signal—it indicates a bank’s favorable assessment of an entity’s
creditworthiness and stable projected financial results and cash flows. It can be assumed that current and
projected financial results will not be diluted. On the other hand, the issue of shares is sometimes treated
by financial markets as a negative signal. Companies with less optimistic financial result predictions
tend to finance their operations through the issue of shares (Leland and Pyle 1977). Managers choose
the issue of shares if their current valuation is excessively high. The market’s negative response to
the issue of shares can be even more severe if investors perceive a company as being characterized by
great information asymmetry (Minola et al. 2013). The range of information asymmetry is very high
for new investment projects, new areas of activity and new strategies. Over time asymmetry tends
to decrease (Harris and Raviv 1988). Information asymmetry relates to new areas and issues—past
events of key significance are reflected in the price of shares (Harris and Raviv 1988).

Last but not least important is the financial life cycle theory, which assumes that a firm’s capital
structure preferences vary with their life cycle (Butzbach and Sarno 2018). The life cycle determined
the availability of financial resources and the cost of capital. The theory implies that smaller and
younger companies exhibit higher information asymmetry, which in turn increases the cost of capital.
We expect that in the case of NTBFs the financial life cycle theory may be of use due to the fact that
R&D activity increases information asymmetry and the fact that NTBFs are typically young companies
with low or no reputation, and have almost no (or very low) carrying amount of tangible assets.

3. Literature Review and Hypothesis Development

Determinants of capital structure have been at the heart of finance theory for many decades. Still,
as Dobusch and Kapeller (2018) indicate, innovation advancements and digital technologies have a big
influence on changes in firms’ strategic choices, so there is a need to reconsider factors influencing
corporate financing decisions, especially in high-tech sectors. The sector is expected to be a crucial
factor affecting access to finance, in part because firms in different industries will be seeking to access
finance for diverse reasons. High—tech firms very often look for sources of financing for innovative or
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R&D activity. Hall (2010) addresses the extent to which innovative firms are fundamentally different
from established companies and how it is reflected in their financing.

In terms of methodology, the critical problem concerns the identification and measuring of
financial constraints. In other words, the operationalization of this problem may be expressed by the
identification determinants of financial leverage, and there is vast literature concerning that problem.
However, papers related to the determinants of high-tech companies or NTBFs represent a much
narrower field of study. There are at least several significant factors whose impact on financial leverage
was empirically investigated and documented. These factors include, among others, the intangibility of
assets, R&D intensity, the firm’s size, age, liquidity, profitability, intangibility, and institutional setting.

Several researchers identified and documented the fact that access to finance for high-tech
companies is constrained. Lee et al. (2015), based on the study of 10,000 UK small and medium-sized
Companiesl, found that access to finance is much more difficult for innovative firms and that this problem
has worsened since the 2008 financial crisis. They investigated the relationship between innovation
and access to funding while controlling for firm characteristics (size, age, sector, several personal
features of the management), and the likelihood of applying. Their focus was on the change in access
to capital for innovative firms caused by the 2008 economic crises. It is important to note that their
definition of innovative firms is much broader than in other studies, and extends beyond R&D intensive,
high technology industries. The results suggest that there are barriers to obtaining external finance
for innovative projects, even controlling for several factors that might have influenced more difficult
access to funds. They indicate that there are two kinds of problems in financial systems. The first one
is related to structural problems connected with financial constraints for innovative firms. The second
problem concerns cyclical issues caused by the financial crisis, which, surprisingly, has had a more
severe effect on non-innovative firms” access to finance. They find that innovative firms in the UK
show higher demand for external capital but encounter more significant barriers to obtaining financing
(restricted supply). In their case, there is a much higher imbalance between demand and supply
compared with non-innovative firms.

Brown and Lee (2019) challenged the assumption of innovative firms having problems with access
to credit. They concluded, based on the survey of 8000 UK SMEs in the period following the financial
crisis of 2008, that there is no difference in access to external finance for high growth SMEs and other
companies. The authors focus on the high growth of SME firms but admit that those are particularly
likely to be innovative firms, and R&D activity is especially seen as growth-inducing. They find that
a vast majority of high growth companies (achieving rapid growth in turnover and employment)
rely strongly on debt, not equity finance for investment purposes (the situation is different in the
case of working capital purposes). Based on these findings, the authors question the rationale for UK
government policy aimed at increasing credit availability for high growth innovative companies.

An important strand of literature concerning the financing of innovative firms is focused on
venture capital and other forms of equity financing tailored to financing risky, innovative projects.
Economic literature shows that innovative firms are more dependent on equity than debt financing
(Brown et al. 2009; Brown et al. 2013; Falato et al. 2018). Still, there is also a growing interest in access
to bank financing (the more standard, traditional form of funding).

3.1. Intangibility

Studies exploring the relationship between intangible assets and capital structure are still relatively
rare. In the economic literature, tangible assets are widely recognized as an important determinant
of financial leverage because of their potential to be treated as collateral. However, investigating the
influence of intangibles on the corporate capital structure is of vital importance because in today’s
economy a large and still increasing part of companies’ assets is represented by intangibles. For obvious

1 SMEs are defined as those with fewer than 250 employees, but excluding those without employees—so SME Employers.
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reasons, it should be assumed that this phenomenon is especially evident in the case of high tech
companies, where innovation activity is crucial. For that reason, intangible assets account for a
substantial part of total assets. However, the situation is more complicated because of the phenomena
of underreporting of R&D outlays, which is a visible problem in today’s financial reporting on
emerging economies.

As Lim et al. (2020) indicate, internally generated intangible assets are reported in balance sheets
and other companies’ reports. For that reason, it is very difficult to evaluate the impact of intangibles
on financial leverage (under accounting rules, most of the internally generated intangible assets are not
recognized on the balance sheet).

Peters and Taylor (2017), based on a sample of U.S. firms, estimated that an average firm acquires
externally only 19% of intangible capital. Therefore, the vast majority of intangible assets are missing
from the balance sheet, so they construct a proxy to measure the value of internally acquired assets
by accumulating past intangible investments reported on firms’ income statements. They define the
stock of international intangible capital as the sum of knowledge capital and organizational capital.
Knowledge capital is created in the process of R&D activity, and to measure it, Peters and Taylor (2017)
use the perpetual inventory method. The accounting approach is different from externally acquired
intangible assets that are capitalized.

Lim et al. (2020) also point out that intangible assets may discourage debt financing because of
poor collateralizibility and high valuation risk. However, they come to the conclusions that identifiable
intangible assets have the same positive influence on financial leverage as tangible assets, and that
they support debt. The study is based on a sample of 469 US public companies between 2002 to
2014. The dataset consists of targets of acquisitions, and in such transactions, there is a disclosure
requirement for the acquiring firms to allocate the purchase price paid for the target to two main
subsets of tangible and intangible assets. Authors in their research use fair value estimates (not the
usually used book value) of both tangible and intangible assets. They divide intangible assets into two
categories: identifiable intangible assets (among them technology-related as patents and in-process
R&D, marketing-related as trademarks, trade names, customer contracts, customer relationships,
and others as non-compete agreements, unproven mineral or gas properties) and unidentifiable
intangible assets—goodwill.

Hall (2010) indicates that in the case of high-tech companies, not only are a significant part of
results intangible, but “much of it is in the form of human capital embedded in the heads of the
employees.” It has low salvage value and is also idiosyncratic, which means that when a company
goes out of business, it is a signal that its value is low. As Hall stresses, except for certain types of
patents, there is little market for distressed intangible assets. This is one more reason for debt financing
being poorly suited to the financing of R&D intensive sectors.

Some studies in the economic literature investigate the relationship between one subset of
intangible assets—patent counts—and financial leverage. The main limitation of these studies is that
there are no objective methods in the valuation of patents.

Mann (2018) calculated that in 2013, 38% of US patenting firms used patent portfolios as collateral
for secured debt, so this type of intangible assets contributes significantly to the financing of innovation.
Mann (2018) also stressed that 16% of patents produced by American firms have been pledged as
collateral at some point. The pledgeability of patents depends on their high level of citation counts and
generality. Brown et al. (2009) points out that companies using patents as collateral mainly belong to
the high-tech sector and feature low tangibility. Therefore, we posit the following hypothesis:

Hypothesis 1 (H1). Intangibility has a significant and negative impact on the financial leverage of NTBFs.
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3.2. Investment in Innovativeness

There is ample empirical evidence suggesting that the capital structure of R&D intensive firms
exhibits significantly less debt than in the case of other firms. The problem of financial constraints in
financing R&D intensive or innovative firms is well pronounced in economic literature. These problems
are also referred to in economic literature as structural problems of the financial system in financing
R&D or, more broadly, innovations. The reasons for that include higher risk, information asymmetry
between financing providers and companies themselves (the main theoretical premise for the difficulties
SME:s face when accessing external capital, which are due to the context-specific nature of R&D projects,
which makes them very difficult for valuation), and the lack of collateral in the case of firms based
mainly on intangible assets (denied finance due to their lack of collateral). Studies typically suggest
that all these reasons cause innovative firms to encounter severe obstacles when it comes to acquiring
debt financing. Internal finance is usually insufficient to finance rapid growth.

A study by Alderson and Betker (1996) provides evidence that there is a positive relation between
liquidation costs and R&D in the corporate sector. Therefore, R&D activity is associated with higher
sunk costs than other types of investments.

Guiso (1998) finds evidence for a representative sample of about 1000 Italian manufacturing
firms with 50 or more employees. Those which belong to the high-tech sector are more likely to be
credit-constrained than low-tech companies. Measurement problems in the proxies for high-tech firms
make it difficult to provide a precise estimate of the size of the effect. The author also points out that
credit constraints have a highly counter-cyclical pattern with the proportion of firms, with limited
access to financing increasing during the downturn.

A very important issue is the relation between intangibility and investment in innovativeness.
We distinguish two types of investments in innovativeness, which are measurable in the accounting
system: external and internal. The internal one refers to R&D outlays expended in a given period
(usually one year) on the firm’s own invention. The external one refers to the expenditures
on other intangible assets acquired externally, having mainly an innovative character. The last
concept—intangibility—refers to the attribute of total assets, which has a cumulative and resource
character. Usually, high intangibility is caused by heavy investments in innovativeness over a longer
period. However, in some instances, it can be triggered by a low carrying amount of tangible assets.
Therefore, from the perspective of a given reporting period, the mutual correlation between intangibility
and investments in innovativeness is not necessary. Both concepts: intangibility and investments in
innovativeness refer to similar but different concepts.

Firstly, we conjecture that, in a country that is at the stage of development classified as an
emerging market, the more a firm invests in an innovative in-house project, the less the bank sector is
willing to provide external capital. We argue that in the case of emerging markets, the informational
asymmetry gap caused by the R&D project is even higher than in the case of developed markets.
Secondly, we hypothesize that the external acquisition of innovation (i.e., technology) does not create
informational asymmetry. Therefore, it does not increase the cost of external capital. Quite the
opposite, it makes a company a more attractive client for the bank sector, with better prospects for
the future. Therefore, we posit that the more a company invests in externally acquired innovation,
the more leveraged it will be. Based on the above-mentioned chain of reasoning, we posit the
following hypotheses:

Hypothesis 2 (H2). Internal investments in innovativeness in NTBFs from emerging countries have a
significant and negative impact on financial leverage.

Hypothesis 3 (H3). External investments in innovativeness in NTBFs from emerging countries have a
significant and positive impact on financial leverage.
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3.3. Liquidity

Liquidity is another determinant that has an impact on capital structure and is usually understood
as a measure of a firm’s capability of debt repayment. High liquidity implies that a company has the
potential to pay back debt or shareholders (Ozkan 2001). Low risk of insolvency allows acquiring debt
at a lower cost (Morellec 2001). More liquid companies are more prone to undertake riskier projects
and finance them via bank loans thanks to a lower risk of solvency problems (Ramli et al. 2019).

According to the pecking order theory, more liquid companies tend to finance their activity
mainly by their funds (retained earnings). By doing that, companies avoid taking more costly debt
and disclosing confidential information to financial institutions (banks) or investors. Therefore,
many researchers hypothesize an inverse relationship between liquidity and financial leverage
(Kara and Erdur 2015; Karacaer et al. 2016). Internal financing is preferred over debt, and the surplus of
cash flows allows the financing of investment projects. Higher liquidity translates to financial flexibility
and opens up possibilities of acquiring debt at a lower cost. Based on our experience, we suppose that
in the case of emerging markets liquidity may play an important factor in shaping the capital structure
of high-tech companies. Therefore, we conjecture the following hypothesis:

Hypothesis 4 (H4). The liquidity of NTBFs located in emerging markets has a significant and negative impact
on financial leverage.

3.4. Size

One of the most studied firm parameters is company size. Firm size is likely to influence capital
structure in several ways. Larger firms are usually treated as less risky and believed to have fewer
constraints in obtaining a bank loan. Risk is higher in the case of small firms, which, due to the lack of
scale, cannot diversify the risk and invest in multiple projects (Freel 2007). The financial constraints
in financing are well pronounced, especially in the case of small and medium-sized innovative firms
(Schneider and Veugelers 2010; Hutton and Lee 2012; Mina et al. 2013; Lee et al. 2015).

At least several important characteristics of a firm’s size are invoked in the literature.
Bigger companies are able to operationalize more debt in their balance sheets due to more collateral on
the asset side (Karacaer et al. 2016; Cai and Ghosh 2003). The size of a company is correlated with its
age. In other words, bigger companies are usually the older ones, which means that they are already
established in the market, have a deeper knowledge of the market and customer preferences, and have
higher credibility, which results in lower operational risk. The financial situation of bigger companies is
usually more stable, and the variability of their cash flows and financial risk is lower. Bigger companies
may utilize the economies of scale and transfer the cost of short-term financing to their suppliers or
clients. Bigger companies tend to engage in international activities, therefore they are more able to
diversify their operations and raise funds in foreign capital markets. The cost of external capital is
typically lower for bigger companies in comparison to smaller ones. Additionally, bankruptcy costs
are lower for bigger companies, and as a result, they are more flexible in terms of managing their
liabilities (Demir 2009). Informational asymmetry is lower for bigger companies, which corresponds to
a higher quality of financial reporting. Finally, transaction costs necessary to obtain bank loans are
usually lower for bigger companies (Hall et al. 2004). All the above factors supposedly make the cost
of attracting external capital lower and may imply that the bigger a company, the higher its financial
leverage. The study conducted by Nenu et al. (2018), based on the sample of Romanian companies
provides empirical evidence supporting this statement. The authors of that study point out that the
trade-off theory may explain the research outcome.

In the literature, one can also find the opposite arguments. Bigger companies often accumulated
retained earnings for many years, and external capital was not necessary (Kara and Erdur 2015).
Bigger companies are also more prone to the problem of moral hazard (Frank and Goyal 2008).
Many cases from the past show that bigger companies tend to accept excessive growth, which translates
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to lower operational efficiency and, finally, an increased cost of external capital (Ammar et al. 2003).
Agency costs are usually higher for bigger companies, which means that monitoring and auditing are
more costly (Yildirim et al. 2018). However, higher long-term debt may provide additional incentives
to managers for the creation of shareholder value (Izdihar 2019).

External finance is vital for innovative SMEs, as they usually lack the internal sources of
financing needed for the commercialization of their innovations (Beck and Demirguc-Kunt 2006;
Schneider and Veugelers 2010). The business model of innovative firms is riskier, and the intangible
assets account for a bigger part than physical property in their balance sheets, which creates a problem
in bank valuation. Intangibles are context-specific, which creates a problem for banks who value
them and use them as collateral for lending. Also, Canepa and Stoneman (2008), Czarnitzki (2006),
and Freel (2007) suggest that all these structural problems with innovative financing firms are amplified
in the case of SMEs. Finally, as Kijkasiwat and Phuensane (2020) documented, bigger companies are
more able to benefit from external and internal innovative projects, while the smaller ones only benefit
from internal projects.

In the case of NTBFs, an increase in size should result in a decrease in operational and investment
risk. However, it is probably at a higher level compared to other firms. Likewise, bankruptcy costs
should be lower, yet substantial. The scope of information asymmetry will decrease, agency costs may
be lower, but not low. It can be expected that NTBFs’ willingness to attract external capital will increase
with its size (Berggren et al. 2000). Therefore, we conjecture the following hypothesis:

Hypothesis 5 (H5). The size of NTBFs located in emerging markets has a significant and positive impact on
financial leverage.

3.5. Age

The next important determinant of capital structure—a firm’s age—is especially important in
the case of the high-tech sector. Some authors take into account the age of the firm as a determinant
in obtaining a bank loan. According to Cowling et al. (2012), the size of the company and its track
record influence bankers’ decisions to credit an entity, putting small and young firms at a disadvantage.
Older companies also have more fixed assets, which can serve as collateral for the long-term credit
loan, which also makes the debt more accessible and less costly. The results of empirical studies suggest
that the firm’s age allows it to curtail limits typical for high-tech companies, especially higher risk.
Older firms have lower bankruptcy costs, lower costs of external capital, a broader customer base,
more stable financial results over time, and more profitable companies (Malik 2011; Bhayani 2010b).

The firm’s age, or the period counted since the IPO on the stock market, is positively correlated
with the quality of corporate governance, and, consequently, lowers the agency costs and the cost of
the bank loan (Kieschnick and Moussawi 2018). On the other hand, older firms usually accumulated
retained earnings from the previous periods and may not strive for capital offered by the bank sector
(Mac an Bhaird and Lucey 2010). Younger firms suffer more from agency problems, and this is the
reason why access to external capital is hampered (Mac an Bhaird and Lucey 2010). As the firm gains
experience and records a more extended credit history, the risk of moral hazard becomes lower.

Younger firms usually suffer from lack of capital, and for this reason, they often apply for external
capital to finance their investment projects (Bhayani 2010b; Hall et al. 2004). At the same time, due to the
problem of moral hazard, which is a very distinctive feature of young, technological firms, applying for
and getting a bank loan is the way through torment (Hogan et al. 2017). Easier access to external
capital for NTBFs is possible and can be observed in countries where the financial system is based on a
well-developed banking sector. Therefore, we posit the following hypothesis:

Hypothesis 6 (H6). The age of NTBFs located in emerging markets has a significant and positive impact on
financial leverage.
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3.6. Profitability

The next important characteristic of the company—profitability—is an important determinant
of capital structure. According to the pecking order theory, a firm first instances its activity from
retained earnings. If this source is not sufficient, a company tries to obtain external sources of capital
(Myers and Majluf 1984). From this perspective, higher financial leverage does not always imply or
correlate with higher profitability.

Another implication may be derived from the trade-off theory, which assumes a state of balance
between equity and debt capital, while the cost of debt capital is lower. More profitable companies
usually have sufficient financial resources necessary to pursue their investment plans. However,
more profitable companies may find a tax shield to be a decisive argument for increasing financial
leverage (Bouallegui 2006), which is especially important for companies from countries where the tax
rate is high. The theory of free cash flows also posits that more profitable companies should indebt
themselves because it provides a self-control mechanism. It forces management to transfer free cash
flows as dividends to their shareholders instead of investing in less profitable investment projects
(Izdihar 2019).

Highly profitable companies have much easier access to external financing at a much lower
cost (Cassar and Holmes 2003). This is also supported by the substitutive theory, which posits that
less risky and more profitable companies are much more able to finance their activity from external
sources, especially debt. High profitability also minimizes the risk of bankruptcy, and for this reason,
the capacity of indebtedness is increased (Ramli et al. 2019). Highly profitable companies, which finance
their activity from internal sources, are not required to disclose detailed information on their operations
(Li and Islam 2019). Internal sources of finance (retained earnings) and increased indebtedness may be
attractive for investors since a firm’s shareholding is not diluted (Karacaer et al. 2016). On the basis of
the above discussion, it may seem that the impact of profitability on capital structure is ambiguous
(Degryse et al. 2012). However, from the perspective of NTBFs, we can suppose that more profitable
companies would have much better credit standing and better access to debt. Therefore, we treat the
firm’s profitability parameter as a control variable.

3.7. Growth Opportunities

Growth opportunities are an important firm characteristic influencing capital structure in the
high-tech sector. Most often, high-tech companies tend to use their own equity funds because of
innate higher risk and the necessity of more costly supervision of this type of company (Myers 1977).
High growth opportunities, on the one hand, create the chance of development, but on the other
hand, pave the way for new risk. Usually, enormous growth opportunities accompany low equity
values which are necessary to finance important investment projects. Fortunately, these companies,
even when dealing with severe financial problems, don’t have problems with raising equity capital.
Indebtedness may put pressure and discipline on the management and enforce a more efficient
decision-making process. The valuation process of high-tech companies is based on their future
potential (option), which is heavily burdened with risk. Therefore, the market valuation is under the
threat of impairment. This is especially important considering that the asset is in substantial part
intangible and, as a result, cannot serve as collateral (Karacaer et al. 2016). Thus, some researchers
(Rajan and Zingales 1995) hypothesize an inverse relationship between growth opportunities and
financial leverage. This relationship is also implied by the pecking order theory, which posits that a
firm tends to finance its activity by internal funds and, afterward, look for external ones. Agency costs
theory provides similar implications for high-tech companies. Additional monitoring costs related
to management supervision may be substantial, especially when growth opportunities do exist,
which supposedly will lead to an increased cost of debt. High-tech companies will be discouraged
from taking on more debt in their balance sheet in order to minimize potential conflict between
shareholders and creditors (Ramli et al. 2019). The implication of the substitution theory also confirms
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that relationship, because high-tech companies are more prone to the risk of financial situation
deterioration. Therefore, we treat the firm’s growth opportunities as a control variable.

4. Sample Characteristics, Research Design, and Results

The study sample consisted of 31 companies listed on the Warsaw Stock Exchange classified as
high-tech firms in sectors like biotechnology, R&D in physics, natural sciences, engineering, biology,
medical laboratories, computer software, e-commerce, marketing analysis, etc. We decided to use
data derived from firms listed on the stock exchange because of a higher quality of accounting data.
These companies, under the scrutiny of stock market institutions and the public, are obliged to meet
higher standards of transparency and are audited. Companies may also be classified as NTBFs because
the oldest firm in the study period is 17 years old, and the average age is around six years. The initial
sample consists of 155 firm-year observations covering the period of 2014-2018. The final sample is
limited to only 102 firm-year observations due to the missing data.

Our main object of interest is capital structure, and as a dependent variable, we use the leverage
ratio calculated as total liabilities to total assets. As a proxy for the innovation generated internally,
we use a ratio of the sum of R&D expenses recorded in the P&L statement and year-to-year change in
R&D outlays recorded in the balance sheet, deflated by the total assets. In our opinion, this is the only
possible way to measure R&D outlays based on information derived from a financial statement. As the
proxy for the innovation acquired externally, we use a year-to-year change of intangibles extracted
from the balance sheet, excluding R&D expenses recognized. We also use a set of control variables such
as profitability (ROE) and growth opportunities. In order to avoid the influence of outliers, all data
were winsorized. Table 1 presents the characteristics of the main variables used in the model.

Table 1. Sample statistics.

Variable No. of Obs. Min. Max. Mean Median St. Dev. Variance Skewness Kurtosis
LEV 155 0.004 1.000 0.448 0.375 0.298 0.089 0.392 2.029
INTANGIBILITY 155 0.000 0.939 0.216 0.121 0.238 0.057 1.125 3.438
INNOV_INT 155 0.000 0.543 0.067 0.003 0.099 0.010 1.795 6.650
INNOV_EXT 155 0.000 1.000 0.091 0.003 0.168 0.028 3.443 3.260
CUR_RATIO 155 0.007 10.000 2.737 1.592 2.862 8.193 1.552 4.329
SIZE 155 4.143 14.952 9.793 9.818 2.093 4.380 —-0.131 3.443
AGE 155 0.000 17.000 6.072 6.000 3.934 15.475 0.655 2.957
ROE 155 —1.000 1.000 —-0.140 —-0.043 0.484 0.234 —-0.123 3.026
SALES_TR 117 —1.000 1.000 0.111 0.091 0.656 0.431 -0.177 2.010

Source: our own elaboration based on the data from financial statements.

In order to avoid intercorrelated variables in the model, we performed a correlation analysis,
the results of which are presented in Table 2. The highest correlations, however moderate, are between
a firm’s age and profitability (ROE), financial leverage, and size. The results are logical and correspond
to the conclusions of the literature review section. The older a company is, the higher its profitability.
Similarly, the older the firm is, the more able it is to indebt itself. Finally, bigger companies tend
to be more profitable. The results show that variables INNOV_INT and INNOV_EXT are weakly
correlated. The rest of the correlation coefficients of independent variables are at a low or moderate
level, so including them in the model is not controversial.
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Table 2. Correlation between variables.

Variable Lev Size Age Roe CUR_RATIO SALES_TR Intangibility INNOV_INT INNOV_EXT
LEV 1.000
INTANGIBILITY 0.134 1.000
INNOV_INT —0.254 —-0.018 1.000
INNOV_EXT 0.029 0.071 0.200 1.000
CUR_RATIO —0.632 —0.201 0.207 0.022 1.000
SIZE -0.119 —-0.011 0.333 0.090 0.136 1.000
AGE 0.388 -0.224 —-0.053 -0.107 —-0.286 0.291 1.000
ROE —-0.082 —-0.185 0.087 —-0.028 0.132 0.384 0.410 1.000
SALES_TR 0.011 —0.082 0.069 0.213 0.032 0.084 0.028 0.064 1.000

Source: our own elaboration based on the data from financial statements.

To test the hypotheses formulated in the previous section, we used the following model:
LEV; = INTANGIBILITY; ; + INNOV_INT; , + INNOV_EXT; ; + CUR_RATIO; ; + SIZE; ; + AGE; + ROE; + SALES_TR;, (1)

where:

LEV; \—financial leverage (total liabilities/total assets) of the i-company in t-year
INTANGIBILITY; \—the ratio of intangibles to total assets of the i-company in t-year
INNOV_INT1; ¢—the ratio of internally generated intangibles to total assets of the i-company in t-year
INNOV_EXT2; t—the ratio of externally acquired intangibles to total assets of the i-company in t-year
CUR_RATIO; \—liquidity of the company measured as a current ratio (current asset/current liabilities)
SIZE; ;—the size of the i-company in t-year as a logarithm of total assets

AGE,; \—age of the i-company in t-year

ROE,; —profitability of the i-company in t-year measured as a return on equity

SALES_TR; +—sales trend of the i-company in t-year calculated as year-to-year change of sales (sales
from the t-year minus sales from the t—1 year, and deflated by the sales from t-1 year)

We ran a regression with a robust option in order to obtain robust coefficients. It allows us to
avoid many problems with the specification of the model.

We performed an extensive post-estimation diagnosis to test our model. We tested the model
for multicollinearity using the variance inflation factor and detected none. We ran a Shapiro-Wilk
test for residuals, and we couldn’t reject the null hypothesis which states that they are normally
distributed. Finally, we used the Ramsey RESET to test for the specification of the model; results (0.048)
are in the borderline and may suggest that there are some problems with the specification of the
model. The model is better at detecting influence on the dependent variable and should not be treated
as a predictive model. The model detects some critical links between variables and has acceptable
predicting power (adj. R = 0.54). First of all, we found a strong influence of the firm’s age on financial
leverage, which suggests that the older the firm is, the more leveraged it is. The results fit the theory
and results of other studies. The second important conclusion is that the more liquid the company
is, the less leveraged it is. The implication of that result may be that younger companies that are
usually less leveraged tend to maintain a safe cash position and hold more cash within the company.
Bigger companies may allow themselves to keep a relatively lower level of liquidity because they are
able to raise cash faster if needed through the bank system. Therefore, we provide empirical evidence
supporting our fourth and sixth hypotheses.

From our perspective, the most crucial results refer to the variables INNOV_INT and INNOVE_EXT.
The p-value of those variables is at a low (10%), yet still statistically significant (see Table 3). Firstly,
INNOV_INT has a negative coefficient, which suggests that the more a company invests in an
innovative in-house project, the less willing a bank sector is to finance it with debt. This provides
empirical evidence supporting our second hypothesis and may be explained by the higher informational
asymmetry generated by the R&D project, which probably translates to a higher cost of debt. Secondly,
INNOV_EXT has a positive coefficient, which implies that the bank sector is willing to provide more
external funds to companies acquiring innovation externally. We ascribe that result to the fact that
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external acquisition of technology/invention is perceived to be less risky and the final output more
predictable. Again, we provide an argument supporting the third hypothesis. The results must be
interpreted with caution, and the hypotheses need to be tested on high-tech companies from other
emerging markets.

Table 3. Regression analysis.

Independent Variables Coefficient p-Value
INTANGIBILITY 0.126 0.256
INNOV_INT —-0.334 0.095 *
INNOV_EXT 0.138 0.091 *
CUR_RATIO —0.045 0.000 ek
SIZE —-0.012 0.328
AGE 0.024 0.000 il
ROE —-0.062 0.361
SALES_TR 0.011 0.758
Constant 0.504 0.000
A number of obs. 102
R? 0.55
Adjusted R? 0.54

* significance at 10% level; ** significance at 5% level; *** significance at 1% level. Source: our own elaboration based
on the data from financial statements.

Unfortunately, we find no empirical evidence supporting the first and the fifth hypothesis.
With regard to the firm’s size, this may be explained by the fact that the majority of companies are
of moderate size. In the case of the intangibility parameter, we suppose that this parameter would
be more important for companies in sectors other than high-tech. In our opinion, this matter needs
further investigation.

5. Concluding Remarks

High-tech firms play an increasingly important role in the contemporary economy. Their growth is
more dynamic than classical industries. Employment in high-tech industries has increased considerably,
while other industries often record reductions in the number of employees. High-tech firms,
especially NTBFs, are characterized by high risk, great information asymmetry, high agency and
bankruptcy costs, and a great likelihood of deterioration in their financial standing, which makes
access to external financing and, in particular, debt financing, more difficult.

The results of empirical studies allow for the verification of the second hypothesis which states that
internal investments in innovativeness have a negative impact on the level of indebtedness in NTBFs,
while external investments in innovativeness have a positive impact on the level of debt. These results
can undoubtedly be attributed to higher information asymmetry and risk in financing new technologies
generated internally as compared with innovations purchased on the market, the usefulness of which
is well known and proven. It should be noted that internal investments in innovativeness are not
always bound to succeed, and their output is very risky. Financial liquidity has an adverse effect on the
level of indebtedness in the structure of financing, so companies with high liquidity and availability of
their own funds rely on their own resources and, possibly, on debt financing (Hypothesis 4). Due to big
market changes and changes in technologies, highly liquid NTBFs give preference to financing based on
their own funds. Age has a positive impact on the share of debt in the capital structure (Hypothesis 6).
Those NTBFs which are well established on the market and have long credit history and high reliability
tend to rely on debt financing. This effect can be limited in NTBFs with excess liquidity. The impact of
intangibility turns out to be statistically insignificant. This may result from the fact that the possession
of intangible assets is not a necessary, sufficient or decisive factor in determining a decrease in debt
financing. The size of NTBFs does not have a positive impact on indebtedness probably due to the fact
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that the analyzed sample comprises moderate-sized entities. The impact of profitability and growth
potential is also limited. The impact of these factors on debt levels in NTBFs is probably diversified.

Polish NTBFs create their capital structure, which to a certain degree can be explained by the
trade-off theory. This view can be justified by the positive impact of age and liquidity on the level
of indebtedness, resulting in lower bankruptcy costs. The analyzed NTBF’s population also fits
the agency theory because of the limited scale of business operations and relatively limited market
experience. Pecking order theory applies to the analysis to a smaller degree—an impact of profitability,
size, and risk on indebtedness is not visible. Polish NTBFs apply the following order of financing:
retained earnings followed by share capital and debt financing.

The obtained results can be useful for high-tech firms, stock market investors, banks and standard
setters. Without support offered by the government and various public institutions the development
of NTBFs, especially in countries with a low level of innovativeness, can be hindered due to difficulties
in acquiring necessary funds for expansion.

This paper attempts to narrow a theoretical gap in the area of capital structure creation and
explore the impact of capital structure theory on the level of indebtedness in NTBFs in an emerging
economy. We believe that the empirical verification of the impact of internally and externally generated
investment in innovativeness, and the verification of the impact of other capital structure factors on
NTFBs in emerging markets characterized by low innovativeness, can be regarded as a significant
contribution to the research of the determinants of capital structure in NTBFs. In our opinion, there are
not many research studies on emerging markets which empirically verify the determinants of NTBF
capital structure, hence the need for further analyses.

The major limitations of this work include a relatively short period of research and a small number
of analyzed NTBFs. Further analyses should comprise a larger number of countries and observations,
as well as a longer period of study. Possibly significant determinants of NTFB capital structure include
various corporate governance characteristics and macroeconomic and country-level factors.
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Abstract: Managers are, by law, responsible for the timely disclosure of financial information through
annual reports, but despite that, it is usual that they are engaged in the unethical behaviour of not
meeting the submission deadlines set in law. This paper sheds light on the afore-given issue by aiming
to find out how corporate governance characteristics are associated with annual report deadline
violations in private micro-, small- and medium-sized enterprises (SMEs). We use the population
of SMEs from Estonia, in total 77,212 unique firms, in logistic regression analysis with the delay
of presenting an annual report over the legal deadline as the dependent and relevant corporate
governance characteristics as the independent variables. Our results indicate that the presence of
woman on the board, higher manager’s age, longer tenure and a larger proportion of stock owned
by board members lead to less likely violation of the annual report submission deadline, but in
turn, the presence of more business ties and existence of a majority owner behave in the opposite
way. The likelihood of violation does not depend on board size. We also check the robustness of the
obtained results with respect to the severity of delay, firm age and size, which all indicate a varying
importance of the explanatory corporate governance characteristics.

Keywords: corporate governance; information disclosure; timeliness of financial reporting;
law violation; private firms

1. Introduction

The aim of this paper is to analyse the interconnection between corporate governance
characteristics and the violation of the annual report submission deadline in private micro-,
small- and medium-sized enterprises (SMEs). According to the theory of upper echelons,
managers’ experiences, values and responsibilities condition firms’ decisions, strategy and even
their performance (Hambrick and Mason 1984). One responsibility of the board of directors is
the timely submission of firms’ compulsory accounting information in order to make it public
and accessible for the decision-making of firms” stakeholders. It has been established that board
composition is associated with the transparency, correctness and timeliness of financial reporting
(Beasley 1996; Abdelsalam and Street 2007; Hermalin and Weisbach 2012).

Prior studies suggest that high levels of corporate governance may reduce managers’
earnings manipulations and the tendency to commit fraud, and help to achieve higher levels
of information transparency or even condition credit ratings (Ashbaugh-Skaife et al. 2006;
Prior et al. 2008; Scholtens and Kang 2013; Liu et al. 2017). However, most of the literature is focused
on corporate governance and financial reporting disclosure practices in public and large firms
(Carslaw and Kaplan 1991; Abernathy et al. 2014; Lim et al. 2014; Efobi and Okougbo 2014; Spiers 2018;
Bae et al. 2018), which could be conditioned by agency problems and disagreeing objectives
among shareholders in such firms. Still, reporting disclosure is also relevant for private SMEs

J. Risk Financial Manag. 2020, 13, 230; doi:10.3390/jrfm13100230 www.mdpi.com/journal/jrfm

27



J. Risk Financial Manag. 2020, 13, 230

(Clatworthy and Peel 2016). Much of this concern stems from the recognition that small firms serve as
an engine of economic growth and innovation around the world (Cowling et al. 2015).

Corporate governance and accounting information disclosure violation, but also their
interconnections, are different between public and private firms. In SMEs, board and owners
often overlap, and thus, different functions of these two corporate governance levels are consolidated
(Gabrielsson and Huse 2005; Brunninge et al. 2007). The incentives to disclose information vary across
stakeholders (Berglof and Pajuste 2005), and even across shareholders. Consequently, the concept of
corporate governance of SMEs differs from listed firms (Uhlaner et al. 2007; Voordeckers et al. 2014).
Large companies are more concerned about market behaviour than private ones, which in turn
are more tax-oriented (Brunninge et al. 2007) and have lower scrutiny as many of them are not
audited (Hoglund and Sundvik 2019). In this sense, Ostberg (2006) posits that disclosure is a form of
minority protection that decreases the scope of extracting private benefits by controlling shareholders.
Non-audited private SMEs also need to have the information ready for creditors (Collis 2008;
Peek et al. 2010). Indeed, small firms may face difficulties in accessing formal financing due to their
informational opacity (Ortiz-Molina and Penas 2008). Managers of SMEs can choose, which information
to divulge and which to contain, whether to present it timely or not and if it is accurate or biased
information (Hoskisson et al. 1994). Thus, opportunistic information disclosure behaviours could
appear more likely in SMEs.

The context of this research is Estonia, which is considered to be one of the most advanced digital
societies in the world, and consequently, permits full access to SMEs’ information. The Estonian
legislative system and institutions are harmonized with EU regulations, which increases the
comparability of Estonian SMEs with firms with similar sizes from other EU countries. Our dataset is
composed of 77,212 Estonian private SMEs, using data procured from the Estonian Business Register
(EBR), which contains firms” annual reports (compulsory once per year) and up to date information
about firms’ boards and owners. With logistic regression analysis, we show which corporate governance
characteristics, representing three distinct corporate governance dimensions, increase or decrease the
likelihood of violating the legal deadline set for annual report submission.

The paper contributes to the literature by presenting an original conceptual framework for the
corporate governance dimensions affecting SMEs’ risk behaviour, specifically timely annual report
submission violation. Only a few previous studies explore corporate governance variables in the SME
context (Spiers 2017). In addition, violation of annual report submission deadlines is a rarely studied
topic in the case of SMEs (Lukason and Camacho-Mifano 2019).

We show that corporate governance can be used to explain annual report submission deadline
violations in the SME context. Thus, this paper fills the major gap in prior research with respect to
how corporate governance can affect firms” behaviour in the SME context (Li et al. 2020). For private
SMEs, earlier studies have used a limited number of corporate governance factors (e.g., the number of
board members), partly due to the difficulty of accessing such data. In this study, the factual corporate
governance information was obtained directly from the business register, not from questionnaires as in
most of the studies. Concerning annual reports, the bulk of the literature concentrates on the time of
disclosure, not on the violation (Luypaert et al. 2016; Lukason and Camacho-Mifano 2019), which is
the approach of this study. In addition, the institutional context has been suggested as an important
issue due to the necessity of cross-cultural governance research (Uhlaner et al. 2007). According to
La Porta et al. (1999), governance issues differ from one context to another, and Estonia’s context is
different from the Anglo-Saxon countries, based on which most of the studies have been composed
so far.

The paper is structured as follows. First, the literature review section outlines corporate governance
dimensions being potentially associated with timely annual report submission violation and outlines
the literature-based expectations concerning the interconnections between the latter and specific
corporate governance variables. Then, the study’s sample, variables and method sections are presented.
This is followed by empirical results, robustness tests, and discussion. Finally, the study concludes
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this research arguing its main implications and limitations, while suggestions for future research are
also provided.

2. Corporate Governance Characteristics and Timely Accounting Information Disclosure
Violations in Private SMEs: Development of Research Propositions and Hypotheses

2.1. Conceptual Framework of the Study

The violations of law occur in a firm when its managers do not comply with the legal requirements
for either content, forms or time. Information on time is essential to align all firm stakeholders’ interests
(Singhvi and Desai 1971); generally, the older the information, the less useful it is. In addition, the timely
disclosure of information is a way to reduce the information asymmetry between firms’ stakeholders
(Owusu-Ansah and Leventis 2006; Donnelly and Mulcahy 2008). The latter is possible through
transparency, one of the important qualities of governance according to Hermalin and Weisbach (2007).

According to the upper echelons theory, the organization is a reflection of its top managers
(Hiebl 2014). Based on the seminal paper by Hambrick and Mason (1984), the characteristics of firm’s
top managers and their strategic choices help to explain the organization’s performance. Consequently,
organizational outcomes such as firms’ disclosure practices are influenced by the board’s characteristics
due to the monitoring role of corporate governance. Broadly, corporate governance is the setup
of direction and control in companies (Huse 2007), given the separation of these two functions.
The regulation of corporate governance originates from the time when ownership and management
of businesses first became separated in accordance with the agency theory (Fama and Jensen 1983).
Thousands of papers have been published about corporate governance related to multiple aspects of
firms from that seminal paper. However, the extant evidence does not provide a clear answer if better
corporate governance has a positive influence on information disclosures (Beekes et al. 2016).

As provided in the introduction, most of the studies about corporate governance are focused
on large and listed firms but not on SMEs and private companies (Abor and Adjasi 2007; Spiers 2018).
For instance, Durst and Henschel (2014, p. 18) even propose a different definition of corporate
governance in small companies, where the focus is set on the interplay with relevant stakeholders
to achieve a strategic change, rather than focusing only on the routine control function.
Corporate governance in privately held firms includes many factors and variables that condition
decision-making as to violate or not the disclosure of compulsory information, such as different
organizational and/or institutional contexts (Uhlaner et al. 2007).

Clarke and Klettner (2009) and Uhlaner et al. (2007) suggest that directors of small firms
are more worried about survival than planning and control as corporate governance imperatives.
In this line, Crossan et al. (2015) emphasize that the lack of governance within small companies is a
conditioning factor for business failure, while similar opinions are shared by Saxena and Jagota (2015)
and Spiers (2017). Thus, an organic interconnection exists between corporate governance and risk
behaviour of managers, one example of which is the timely accounting information disclosure violation
(later also referred to as TADV).

We posit a theoretical concept in which corporate governance characteristics could condition risk
behaviour in firms (see Figure 1). Our central standpoint states that based on the upper echelons’ theory,
firms’ risk behaviour is conditioned by their management. In detail, we rely on three main theoretical
streams of corporate governance (see Nicholson and Kiel 2007), that is, agency, stewardship and resource
dependence theories, to outline the dimensions relevant to study the interconnection between corporate
governance and risk behaviour. First, we rely on agency theory, the central question of which are the
nonaligned interests of managers and owners in corporate governance (e.g., Jensen and Meckling 1976).
Thus, our first dimension of interest considers the convergence of decision-making in a firm, which we
name in the further text as “power concentration”. Second, we rely on the resource dependence
theory, which postulates that corporate governance channels firms’ internal and external resources
into performance (e.g., Pfeffer and Salancik 2003). In light of this theory, we focus on a specific type of
internal resource, that is, the managers” “experience” dimension. Third, we rely on the stewardship
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theory, which considers managers having aligned interests with owners, and thus, behaviour differences
of firms are subject to inherent characteristics of managers (e.g., Donaldson and Davis 1991). The third
dimension is named the “demographic diversity” of managers. These three dimensions are discussed
further as follows, coming to the postulation of research propositions for each of the dimensions.
Under each research proposition, specific testable hypotheses are developed. The same approach of
using research propositions and specific testable hypotheses has been frequently used in management
research (see e.g., Zajac and Westphal 1996). The postulated hypotheses rely on the (most) usual
corporate governance characteristics applied to depict these dimensions in the literature.

CORPORATE GOVERNANCE CHARACTERISTICS

CONCENTRATION DIVERSITY EXPERIENCE

P2
Pl P3

FIRM RISK BEHAVIOUR

(Timely accounting information
disclosure violation)

Figure 1. Conceptual framework of the study. Source: Own elaboration.

2.2. Power Concentration and TADV

Although much attention has been paid to the role of boards (Daily et al. 2003), many small
firms do not have formal boards but only a unique manager who concentrates on all the functions
of the board, while managers and owners are often overlapping. Occasionally, in addition to the
founder or owner-manager, there may also be one or two family members on the board, with a unique
way of making decisions (Gabrielsson 2007). The varying power concentration among private firms
grounds the first dimension that could condition SMEs’ decisions concerning timely information
disclosure violations. This dimension is relevant, as the agency theory posits that adequate monitoring
or control mechanisms need to be established to protect stakeholders from conflicts of interests
(Kiel and Nicholson 2003; Parsa et al. 2007), therefore avoiding information asymmetry. In general,
more power concentration in a firm’s board suggests less pressure for disclosing information as there is
less demand for transparency (Carney 2005; Beuselinck and Manigart 2007). Thus, the first proposition
(P1) about corporate governance dimensions states that:

P1: Larger power concentration will increase the likelihood of TADV.

In relation to the need for concrete information disclosure policy by firms” decision-makers, there
are two corporate governance characteristics that measure the power concentration of decision-making,
namely ownership concentration and managerial ownership. The former means whether firms have a
high concentration of ownership in one or a few large shareholders that own the majority of shares in
the firm. High levels of ownership concentration foster risk-taking (Nguyen 2011). The concentration
of ownership and the unification of ownership and control may lead to managers being subjected
to less pressure from outside investors who demand accountability and transparency (Carney 2005).
In private firms, concentrated ownership means that large shareholders tend to have less interest in
disclosing information because they are well informed of what is happening in the firm. In the same
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line, Beuselinck and Manigart (2007) argue that private equity firms with majority shareholders are
likely to have lower-quality financial reporting systems compared to those with minority shareholders
only. Additionally, if decision-making is concentrated, firm risk behaviour can be assimilated with that
of the owner. Taking the prior reasoning into account, the first hypothesis (H1a) related to the power
concentration proposition is as follows:

Hypothesis 1a. Ownership concentration will increase the likelihood of TADV.

The second corporate governance variable to capture power concentration is managerial ownership,
focused on the shares owned by their own managers, that is, the involvement of owners in running
a firm. Most SMEs are closely held, and owner-managed (Brunninge et al. 2007), and consequently,
they do not disclose much information, because they do not need to make it public. Moreover,
managers of those firms have much information “in the head” (Uhlaner et al. 2007). Accordingly,
we posit the second hypothesis (H1b) concerning the power concentration proposition:

Hypothesis 1b. Managerial ownership will increase the likelihood of TADV.

2.3. Demographic Diversity and TADV

As boards of directors monitor the disclosure of business information, their characteristics may
condition the policy of business information disclosure (Hambrick 2007; Hiebl 2014). As outlined
earlier, the theory of upper echelons is based on the idea that managerial characteristics could
affect their choices and that the choices of managers are influenced by their cognitive base and
values (Hambrick and Mason 1984). However, psychological factors of managers are very difficult to
measure, and thus, demographic variables are considered as good proxies (Hambrick and Mason 1984;
Nielsen 2010). In this sense, “managers’ unique disclosure styles are associated with observable
demographic characteristics of their personal backgrounds” (Bamber et al. 2010, p. 1131).
Bamber et al. (2010) note that managers must comply with legal deadlines for submission, in addition
to deciding what type of voluntary information may be disclosed.

One of the corporate governance characteristics considered by prior literature to affect the quality
of the corporate board’s monitoring, and thus, firm’s financial performance, is the board’s demographic
diversity (Campbell and Minguez-Vera 2008; Carter et al. 2010; Shehata et al. 2017) as a way to portray
the influence of personal and psychological characteristics of managers. In this sense, greater diversity
is beneficial because that variety may influence what information is brought into decision-making
processes (Post and Byron 2015), although there is a trade-off between the benefits and costs of diversity
on board effectiveness (Bennouri et al. 2018). We argue that certain demographic profiles reduce
risk-taking, and thus, are more likely to lead to law-abiding actions. In this line, the second proposition
(P2) in relation to the board’s demographic diversity is posited as:

P2: Certain demographic characteristics will reduce the likelihood of TADV.

One specific characteristic of demographic diversity in the board is the age of a manager,
which reflects well the attitude towards risk and actual risk-taking behaviour (Plockinger et al. 2016).
Thus, the manager’s age is related to risk aversion (Jianakoplos and Bernasek 1998) and even to
the acceptance of financial fraud (Troy et al. 2011). Younger managers are more inclined towards
risky strategies such as law violations. On the contrary, more mature managers are more risk-averse
(MacCrimmon and Wehrung 1990). Older CEOs are less involved in dishonest actions (Troy et al. 2011)
because maturity has also been associated with higher levels of moral development and stricter
interpretations of firm’s ethical standards of conduct (Serwinek 1992), therefore resulting in a lower
likelihood of engaging in or facilitating unethical behaviours (Ortiz-de-Mandojana et al. 2018).
Consequently, for the demographic diversity proposition, the first hypothesis (H2a) is stated as follows:

Hypothesis 2a. Managerial age will reduce the likelihood of TADV.
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A common measure of demographic diversity is gender. According to prior literature, risk aversion
also differs by gender (e.g., Jianakoplos and Bernasek 1998; Ho et al. 2015). The specific corporate
governance variable usually applied is the existence of women on the board. From an informational
perspective, female directors may contribute to decision-making processes because of their different
knowledge, experience, and values (Kanadli et al. 2018). In addition, even in majority male
boards, women isolation and minorities have the potential to influence the board’s decision-making
(Kanadli et al. 2018). Some authors argue that female directors are more likely to be objective and
independent (Fondas 2000), and thus, they could follow legal requirements better than male directors
because women directors reduce the level of conflicts (Nielsen and Huse 2010). Indeed, their presence
enhances board information, perspectives, debate and decision-making (Burke 2000). For example, an
equilibrated board tends to mitigate earnings management practices, reinforcing obedience to the law
(Saona et al. 2018). Other studies in this line support the idea that women are more ethical than men
(Glover et al. 2002; Larkin 2000; Wahn 2003). In this way, earnings quality and voluntary disclosure
levels increase when gender diversity exists in boards (Krishnan and Parsons 2008; Liao et al. 2015).
Some authors argue that having women in boards influences not only what information is used in
decision-making but also how, because females do have different organizational skills than males
(Adams and Funk 2012; Post and Byron 2015). Additionally, Ho et al. (2015) found that companies
with female CEOs report information more conservatively when companies face high litigation or
risks. Relying on the afore-given argumentation, we posit the following hypothesis (H2b) for the
demographic diversity proposition:

Hypothesis 2b. The presence of women on the board will reduce the likelihood of TADV.

2.4. Experience and TADV

One of the most usual attributes of executives in the risk-taking literature is their experience
(May 1995; Hoskisson et al. 2017), as experienced managers are reluctant to make changes and
consequently take fewer risks (Hambrick and Fukutomi 1991; Miller and Shamsie 2001). Thus,
experienced managers are more risk-averse and violate laws less. They have life and business
experiences and perhaps past violation consequences such as prior penalties, which make them not to
violate laws. The more experience managers have, the more business problems and more solutions
they have had to deal with. Accordingly, the third proposition (P3) can be posited as follows:

P3: More entrepreneurial experience will reduce the likelihood of TADV.

The experience dimension could be measured as the combination of tenure (the board’s inside
experience) and business ties (the board’s outside experience). Board tenure is the time spent on the
board of a specific firm and it is expected to increase the director’s knowledge of the firm and its business
environment (Vafeas 2003) as well as commitment towards the company (Buchanan 1974). The tenure
of directors on the same board captures the knowledge of the company’s strategy and functioning
(Harris and Shimizu 2004). As the boards of SMEs have fewer members, each board member should
be fairly well informed on all aspects of the firm. Longer serving CEOs have greater temporal depth,
as greater exposure to various events in the past helps to design more effective decisions impacting
future outcomes (Ortiz-de-Mandojana et al. 2018). Related to the timely information disclosure
violation, a longer board tenure could reduce the occurrence of it, because the longer CEOs have been
in the firm, the more experienced they can be on the consequences of a law violation. Concerning
other legal requirements, Baatwah et al. (2015) found that longer-tenured CEOs are linked with a
timelier completion of the audit report. Similarly, Schrand and Zechman (2012) posit that managers of
misreporting and fraudulent firms generally have shorter tenures. Thus, the first hypothesis (H3a) for
the experience proposition states as follows:

Hypothesis 3a. Board tenure will reduce the likelihood of TADV.
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Another proxy of managers’ experience is multiple directorships or ties, a corporate governance
variable that measures whether board members hold director positions in several firms at the same
time. Managers with multiple directorships may be perceived positively since they facilitate the
exchange of vital information for firms (Connelly and Slyke 2012) and because they are more likely to
understand the business environment of the company (Hillman et al. 2007). Additionally, working in
several firms may be conditioned by board members having uncommon skills and strong abilities in
both monitoring and advising subordinates (Falato et al. 2014). In addition, the past penalties because
of violating the law the board members with many ties have experienced in other firms could also
reduce the risk of a new law violation. Thus, relying on the afore-given motivation, we posit the
following hypothesis (H3b) for the proposition about experience:

Hypothesis 3b. Multiple directorships will reduce the likelihood of TADV.

2.5. Board Size and TADV

Finally, as one of the main characteristics frequently used in the literature of corporate governance
from large and/or listed firms is board size (Huse 2000), we assume that it is also relevant in SMEs,
although less than in large and/or listed firms. Normally, the board size of SMEs is small, but still,
there could be difficulties or conflicts in what information disclosure policy the company should have
due to opposite opinions. According to the literature of public firms, the presence of a large number
of directors implies a reduction of the board’s effectiveness in management control (Yermack 1996;
Eisenberg et al. 1998; De Andres et al. 2005; Cheng 2008) and an effective board can also be engaged in
better disclosure practices (Willekens et al. 2005).

From another angle, a larger board will bring together a greater depth of intellectual knowledge,
and therefore, could improve the quality of strategic decisions. An additional director could bring
more human capital to the company, therefore increasing the board’s information and specific
knowledge about the business and its environment. The latter will increase the firm’s efficiency
(Adams and Ferreira 2007; De Andres and Vallelado 2008; Linck et al. 2008); and as mentioned before,
efficiency in boards conditions its disclosure practices. Consequently, there could be a link between
board size and information disclosure, while there are contradictory explanations with respect to
whether it will increase or decrease the likelihood of TADV. Thus, we include board size in the analysis
as a control variable to shed light on the controversy about its role in association with TADV.

3. Data, Variables and Method

3.1. Study’s Data

In this study, we apply firm-level data from Estonia and the population includes 77,212 unique
private SMEs, accounting for roughly 50% of all Estonian private SMEs registered at the end of 2014.
While we did not include large and/or listed firms in the analysis, some additional contractions were
made to the whole population of firms. Namely, we do not include firms having (at least some)
corporate owners or foreign individuals as managers/owners, as in case of them we are not able to
calculate (all) the variables documented in Section 3.3. In addition, we are not including firms lacking
an annual report because of not being obliged to submit it for different reasons (e.g., a firm is too young
or in the liquidation procedure). All information obtained is factual and originates from the Estonian
Business Register (see also Sections 3.2 and 3.3). The median firm in the analysis is 7.3 years old and a
micro firm by size (i.e., total assets 22 thousand euros). Thus, the median firm in the population refers
to an older micro firm, which dominates the firms” population in other countries as well. In the case
of all firms, we consider the annual report submission delay for the fiscal year of 2014 and corporate
governance variables are calculated from the last day firms had to present the annual report (for the
vast majority of cases that date is 30 June 2015). The boards and owners of SMEs change infrequently,
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thus the usage of a single year is justified. Despite the latter, the TADV behaviour can vary through
reporting years, and thus, in order to guarantee the robustness of the results with respect to the year
chosen for the analysis (i.e., 2014), we check the results for another fiscal year (i.e., 2015) as well.

3.2. Dependent Variable

The dependent variable is TADV as our aim is to analyse what specific corporate governance
factors are associated with this behaviour. For portraying TADV, we code a binary dependent
variable (BINARYDELAY), which equals 1 if the company does not present the annual report on time
(i.e., exceeding the legal deadline at least by one day) and 0 otherwise.

All Estonian SMEs have to disclose their financial statements (i.e., balance sheet, income statements
and explanatory notes) once per year and online. This presentation of the annual report has a legal
deadline of six months from the fiscal year end. For the vast majority of firms, the fiscal year end is
also the calendar year end, that is, the 31st of December every year. Thus, in the latter circumstance,
the deadline for uploading the annual report is the 30th of June the following year.

In order to enhance the context of the violation further, we distinguish between mild and severe
delayers in further analysis. Namely, as a mild delay, we consider a delay of up to 365 days (i.e., one year)
and a severe delay is over 365 days. Such coding is based on the Estonian legal considerations. Namely,
according to the Estonian Commercial Code, this is the minimal date after which the Estonian Business
Register can start the deletion procedure of a firm because of not submitting the annual report. We base
the severity of the submission delay on this legal consideration to avoid a subjective selection of the
relevant break-even time. The usage of two types of violators enables us to study, how non-violators
differ from either modest or severe violators, but also, how modest and severe violators differ from
each other. It is not rational to distinguish between different types of non-violators, as firms can freely
choose when to submit their annual report during the legally allowed half-year period after the end of
the fiscal year, and usually, they do it in June.

3.3. Independent Variables

Based on the motivation in the literature review section, we use three dimensions, further splitting
them into six independent variables portraying corporate governance characteristics of a firm
(see Table 1). The independent variables were calculated mostly based on their formulas in
previous studies.

For capturing the ownership concentration, variable MAJORITY is used, which indicates in a
binary form, whether there is a majority owner (i.e., having more than 50% of the shares) present.
According to the Estonian regulation, an owner having more than 50% has the power to decide upon
most of the actions in a firm, thus the usage of that threshold is well-motivated with legislation.
Another variable for the concentration dimension is managerial ownership. To portray managerial
ownership, the variable BOARDOWNER is used, which is a ratio of shares owned by the board
members to the total shares. Thus, this variable directly portrays the overlap between the two levels of
corporate governance (i.e., owners and board members). It must be emphasized, that the Estonian
SMEs are subject to a two-level corporate governance system, in which the board is subordinate to
owners directly, while the board members are legally responsible for all firm’s activities.

For the demographic diversity dimension, the manager’s age is portrayed with MANAGERAGE,
which is calculated as the biological age of the oldest board member. Although in previous studies
the mean age of board members has been used as well, it does not suit herewith, as we intend to
capture the life experience available on the board, not the average experience. Furthermore, as a large
proportion of firms have single-person boards, the usage of mean age would not be a suitable option.
The context of gender is captured with the presence of a woman on the board (reflected with a binary
variable WOMAN obtaining 1 on that occasion and 0 otherwise). In studies focusing on larger firms,
a gender proportion has been used, but that option is not suitable in the case of SMEs, of which the
overwhelming majority have only one or two individuals on the board.
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Table 1. Variables in the analysis.

Dimension Variable Coding Variable Content Expected Sign

Dependent variable

Whether a firm violated the annual

TAD://ailiea[;elgdent BINARYDELAY report submission date at least by 1 day
(coded as 1) or not (coded as 0)
Independent variables
Whether there is a single majority
Concentration MAJORITY (for Hla) owner (i.e., >50%) in the +
dimension’s firm (coded as 1) or not (coded as 0)
independent variables Share of the stock the board members

BOARDOWNER (for H1b) hold divided by total stock *

Biological age of the oldest
Diversity dimension’s MANAGERAGE (for H2a) gboardgmember -

independent variables Whether there is a woman on the board

WOMAN (for H2b) (coded as 1) or not (coded as 0) )
Tenure length of the longest servin
Experience dimension’s TENURE (for H3a) b oar%i member in %, ears & -
independent variables Number of other board membershi
ps _
TIES (for H3b) the board members hold
Control variable BOARDSIZE Number of board members

Source: own elaboration. Note: for robustness tests, BINARYDELAY is recoded to account for mild and severe
violators (see also Sections 3.2 and 3.4).

For the experience dimension, business ties are portrayed with the variable TIES, which reflects
the number of board memberships in other firms the board members of the firms under question
hold. Thus, this variable reflects the scope of ongoing business experience outside the firm under
question. Managerial tenure is captured with the variable TENURE, which reflects the time in years the
longest-serving board member has been on their position. TENURE could also be used as a ratio of the
time the longest-serving board member has been on their position to the firm’s age. Still, such a ratio
would easily lead to overestimating firm-specific experience in the case of (very) young firms. Finally,
the control variable reflecting board size is captured by BOARDSIZE, which reflects the number of
board members in the firm.

3.4. Statistical Method

In the case of the base model, binary logistic regression (BLR) will be used with BINARYDELAY
as the dependent variable and seven corporate governance variables listed in Table 1 as independent
or control variables. The model tested with BLR is as follows:

BINARYDELAY = B, + f;MAJORITY + 3,BOARDOWNER + B3MANAGERAGE + p;WOMAN
+ BsTENURE + B4TIES + p7BOARDSIZE

We will also run three additional BLRs to check how: (a) non-violators differ from mild violators,
(b) non-violators differ from severe violators, (c) mild violators differ from severe violators. The latter
BLRs help to disclose, how the results vary when the severity of the violation is incorporated into
the analysis.

Moreover, in further analysis, we divide the firm population into two subpopulations based on
either the median size or median age, in order to check the robustness of the base results with respect to
firm size and age differences. Additional BLRs are run in the subpopulations, which enable us to outline
how smaller/larger or younger/older firms differ from the base results. The usage of more categories
(e.g., breaking the firm population based on size or age quartiles) is not reasoned, as the ranges of size
and age variables are not wide enough to justify the usage of a large number of subpopulations. We do
not apply size and/or age as control variables due to (serious) multicollinearity issues, which can emerge
from applying them with the chosen independent variables (e.g., with variables MANAGERAGE
or TENURE).
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It is not rational to use different types of logistic regressions (e.g., multinomial or ordered)
herewith, as by keeping BLR as the only method, we can exactly compare the coefficients in different
models, and by doing that, outline whether the independent variables behave differently when
various contexts (i.e., the severity of delay, firm size or age) are altered. Finally, we run bootstrapping
with 100 subsamples in order to study, how the coefficients of independent variables vary in the
subpopulations of the whole population.

4. Results and Discussion

In the case of using BINARYDELAY as a factor, Welch robust ANOVA indicates (see the descriptive
statistics in Table 2) that the means are different for all six independent variables at p < 0.001.
Thus, all independent variables could potentially exhibit significance in discriminating between
(non-)violators in BLR.

The conducted BLR analysis (see Table 3) testing the model specified in Section 3.4 indicates that
at p < 0.05 level all six independent variables discriminate between (non-)violators, while the control
variable BOARDSIZE is significant only at the p < 0.1 level. When the presence of a majority owner
(MAJORITY) and board memberships in other firms (TIES) lead to a higher likelihood of violation,
then in turn older managers (MANAGERAGE), women on the board (WOMAN), longer tenure
(TENURE) and a larger amount of shares owned by the board members (BOARDOWNER) all reduce
the likelihood of violation. Thus, Hla, H2a, H2b and H3a are supported in BLR, while H1b and H3b
are rejected. Although larger boards could to a certain extent exhibit a lower likelihood of delay,
the significance level of that variable does not enable to draw any ultimate conclusions, especially
when considering the population size used in this study.

Table 2. Descriptive statistics of corporate governance variables.

Firm Type Statistic MAJORITY BOARDOWNER MANAGERAGE WOMAN TENURE  TIES BOARDSIZE

N 54,081 54,081 54,081 54,081 54,081 54,081 54,081
Mean 0.81 0.88 47.30 0.38 8.01 141 131
) Std. Dev. 0.39 0.28 11.84 0.48 522 2.10 0.57
Non-violators  y 1o 4ian 1.00 1.00 46.44 0.00 6.79 1.00 1.00
Min. 0.00 0.00 18.73 0.00 0.50 0.00 1.00
Max. 1.00 1.00 92.56 1.00 2028 10.00 7.00

N 23,131 23,131 23,131 23,131 23,131 23,131 23,131
Mean 0.84 0.87 44.25 0.35 6.88 1.67 1.28
) Std. Dev. 0.37 0.30 11.29 0.48 474 2.36 0.54
Violators Median 1.00 1.00 42.94 0.00 5.59 1.00 1.00
Min. 0.00 0.00 19.32 0.00 0.50 0.00 1.00
Max. 1.00 1.00 93.60 1.00 2024 10.00 7.00

N 77,212 77,212 77,212 77,212 77212 77212 77,212
Mean 0.82 0.88 46.39 0.37 7.67 1.49 1.30
| Std. Dev. 0.39 0.28 11.76 048 5.11 2.18 0.56
Tota Median 1.00 1.00 45.38 0.00 6.34 1.00 1.00
Min. 0.00 0.00 18.73 0.00 0.50 0.00 1.00
Max. 1.00 1.00 93.60 1.00 20.28 10.00 7.00

Source: Own elaboration.

According to our expectation, P1 assumes a positive relationship between both variables of
the board’s power concentration dimension and TADV. However, our results are inconclusive.
The ownership concentration variable enables the support of P1, as high levels of ownership
concentration can foster risk-taking, in line with Nguyen (2011). Moreover, minority shareholders
might not make much pressure as outside investors who demand more transparency (Carney 2005).
Conversely, when managers hold a larger proportion of the shares, they are less likely to be engaged
in TADV. As the manager-owners of the firm, they are more engaged/committed to decision-making
processes, and in this case, they also have a direct responsibility to face law violations. It can be
assumed, that although manager-owners have much information “in the head” (Uhlaner et al. 2007),
and thus, are not in need to publish annual reports quickly, they are still more worried about the
personal reputation loss and legal consequences of violations.
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Table 3. Logistic regression model for BINARYDELAY (0—non-violator, 1—violator).

Variable B S.E. Wald Sig. Exp(B)  VIF
MAJORITY 0.222 0.025 77.912 0.000 1.249 1.45
BOARDOWNER -0.160 0.029 31.356 0.000 0.852 1.09
MANAGERAGE -0.018 0.001 490.339 0.000 0.982 1.36
WOMAN -0.079 0.017 20.514 0.000 0.924 1.10
TENURE —-0.028 0.002 224.590 0.000 0.973 1.33
TIES 0.064 0.004 295.859 0.000 1.066 1.13
BOARDSIZE 0.035 0.018 3.551 0.060 1.035 1.63
Constant 0.009 0.050 0.033 0.855 1.009
Source: Own elaboration. Notes: Average variance inflation factor (VIF) 1.30. See the model’s general form in

Section 3.4.

Related to the proposition P2, certain demographic characteristics should have a negative
relationship with TADV, which found proof with the two variables employed. When members of the
board are less risk-prone as women, have more life-experience measured as being biologically older,
then the probability of TADV is lower. According to prior studies, age and gender are two relevant
conditions against risk, that is, older managers and women are more risk-averse than young ones and
men (Jianakoplos and Bernasek 1998; Troy et al. 2011; Ho et al. 2015). In addition, female directors
are more likely to be objective and independent (Fondas 2000), therefore decreasing risk-taking
(Elsaid and Ursel 2011), and thus, also following rules and official requirements to disclose financial
information on time. Older managers with experience are less involved in dishonest and unethical
behaviours than young ones (Troy et al. 2011; Ortiz-de-Mandojana et al. 2018). This could be due to
the fact that old managers have experienced other law violations in their business life, which could
have had negative consequences, for instance in the form of fees, penalties, reputation reduction,
or decreases of credit ratings. Thus, they do not want to conduct more misbehaviours.

Regarding the third proposition P3 reflecting board experience, firms are supposedly less
risk-taking when their managers have more experience, but proof for this was found only by using the
TENURE variable. Being engaged in a firm for a longer period makes the managers more capable
of consolidating financial information quicker, but also, they might have witnessed the negative
consequences of TADV already before. In turn, being a board member in other firms acts in the
opposite way. While multiple directorships are related to uncommon skills and strong abilities in
both monitoring and advising (Falato et al. 2014; Harris and Shimizu 2004), such individuals could be
busy directors who may lack the time needed to execute their monitoring well (Johnson et al. 2013;
Jiraporn et al. 2009). However, some empirical research has concluded that “criticisms levelled against
these directors may be unfounded” (Harris and Shimizu 2004, p. 791), and perhaps, there are other
potential explanations related to this variable.

Our results show that board size is not associated with TADV. This might be because the board
size in private firms is very small and many times is made up of the unique owner who is also the
unique manager. In addition, when there are more members in private firms’ boards, they could also
be from the same family, therefore making the same decisions as they are defending the same interests
(Zona 2015).

Table 4 extends the base BLR analysis by introducing different types of violators. When violators
are broken into two types, that is, mild violators (up to 365 days delay) and severe violators (more than
365 days delay), an interesting feature is that the significances and effect directions of independent
variables are not altered, although the magnitude of the effect of specific variables can (largely) vary. Itis
possible to generalize that when comparing non-violators with a specific type of violator (either mild or
severe), in case of all independent variables, the effect is always stronger in the case of severe violators.
Many independent variables are not significant when distinguishing between mild and severe violators,
namely only two variables (i.e., MANAGERAGE and TENURE) are significant at p < 0.01. Thus,
violators differ more from non-violators than different violators differ between themselves.
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As the effects in the case of mild violators are not as strong, we can suggest that perhaps the
decision to follow or not the disclosure regulation in the case of mild violators could be the case of
“carelessness”. Such managers do not really want to violate the regulation, but for instance, when the
composition of the annual report is left “to the last minute”, it cannot be prepared on time and perhaps
not all board members can accept and sign the report enough quickly. The latter “carelessness” logic is
corroborated by prior studies such as Cheng (2008) or Arosa et al. (2013).

Table 4. Additional logistic regression models for the subpopulations of BINARYDELAY in comparison
with the base model.

All Firms Subpopulation 1 Subpopulation 2 Subpopulation 3

(0 Non-Violator; (0 Non-Violator; (0 Non-Violator; (0 Mild Violator;
1 Violator) 1 Mild Violator) 1 Severe Violator) 1 Severe Violator)

Variable B Sig. B Sig. B Sig. B Sig.
MAJORITY 0.222 0.000 0.214 0.000 0.232 0.000 0.053 0.254
BOARDOWNER -0.160 0.000 -0.121 0.000 -0.223 0.000 -0.114 0.020
MANAGERAGE -0.018 0.000 -0.017 0.000 -0.020 0.000 —-0.004 0.002
WOMAN -0.079 0.000 —-0.063 0.002 -0.111 0.000 -0.059 0.063
TENURE —-0.028 0.000 -0.010 0.000 -0.072 0.000 —0.064 0.000
TIES 0.064 0.000 0.064 0.000 0.066 0.000 0.005 0.456
BOARDSIZE 0.035 0.060 0.053 0.011 -0.025 0.425 —-0.068 0.048
Constant 0.009 0.855 -0.593 0.000 —0.636 0.000 —0.023 0.795

Source: Own elaboration. Note: All firms, 54,081 non-violators and 23,131 violators, SP1 54,081 non-violators and
15,917 mild violators, SP2 54,081 non-violators and 7214 severe violators, SP3 15,917 mild violators and 7214 severe
violators. See the model’s general form in Section 3.4.

Table 5 provides additional BLR models in case the applied population of firms is broken in two
based on either median size or age of firms. Likewise, with the violation context, the BLRs focusing
on different size or age groups indicate that the variables are significant and the effects are in the
same direction, but the magnitudes of the effects vary. Still, unlike with the violation context, there is
more variation with respect to whether smaller/larger size or younger/older age of firms leads to the
independent variable having a weaker/stronger effect in distinguishing between (non-)violators.

Table 5. Additional logistic regression models of BINARYDELAY for smaller/larger and younger/older
firms in comparison with the base model.

All Firms Smaller Firms Larger Firms Younger Firms Older Firms
Variable N N N ; -

B Sig. B Sig. B Sig. B Sig. B Sig.
MAJORITY 0.222 0.000 0.209 0.000 0.250 0.000 0.115 0.001 0.338 0.000
BOARDOWNER  -0.160  0.000  -0.196  0.000  -0.154  0.000  -0.238  0.000  -0.121  0.004
MANAGERAGE  -0.018  0.000 -0.017  0.000 -0.018 0.000 -0.015 0.000  -0.020  0.000
WOMAN -0.079  0.000 -0.122  0.000 -0.070 0.010 -0.058  0.013  -0.110  0.000
TENURE -0.028  0.000 -0.027 0.000 -0.021  0.000 -0.028  0.000  -0.016  0.000
TIES 0.064 0.000 0.057 0.000 0.078 0.000 0.055 0.000 0.071 0.000
BOARDSIZE 0.035 0.060 0.113 0.000  -0.021  0.406 0.019 0.481 0.049 0.051
Constant 0.009 0.855 0.026 0712 -0.114  0.113 0.109 0130  -0.196  0.009

Source: Own elaboration. Note: For the distinction of smaller/larger and younger/older firms, the population is
broken in two based on median size (natural logarithm of total assets) 9.98 or median age (firm age in years at 30
June 2015) 7.34. See the model’s general form in Section 3.4.

When the BLR is run with another fiscal year (i.e., 2015), the results are not altered (see Table A1).
Namely, the only variable clearly not significant, likewise with the base model calculated by using
the fiscal year 2014, is the control variable BOARDSIZE. In turn, in the case of independent variables,
the signs of the coefficients remain the same and absolute values of the coefficients are very similar,
like for the base model documented in Table 3. Thus, the results are robust with respect to the year
chosen for analysis. Table Al also shows the bootstrapping results for the year 2014. In a 100-sample
bootstrapping, the signs of independent variables’ coefficients do not change for the lower and upper
95% confidence intervals, thus the subpopulations of firms are quite similar to the findings obtained
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with the base regression model on the whole population documented in Table 3. The bootstrapping
result is an expected scenario based on the age and size contexts in Table 5, which also do not indicate
the change in variables’ signs.

The results of the study are consolidated into Table 6, which in future research can be used as a
benchmark for the association of timely accounting disclosure violation and corporate governance
attributes in SMEs. As a contribution to the literature, we found that certain demographic attributes
in the board make them less likely to be violators of the accounting regulation, while the power
concentration and experience on the board can lead to varying violation behaviour, depending on
what variable of the specific dimension is considered. In addition, corporate governance characteristics
have more pronounced effects on the violation probability when the violation becomes more severe.

Table 6. Summary of the associations found in this study.

Corporate Governance . Base Effect . Context of
Dimension Variable on Violation Contextof Size  Context of Age Violation Length
MAJORITY Increases Effect stronger  Effect stronger in  Effect stronger for
gower ® (H1a accepted) in larger firms ~ older firms severe violators
oncentration (Proposition
1 inconclusive) P BOARDOWNER Decreases Effect stronger  Effect strongerin  Effect stronger for
(H1b rejected) in smaller firms  younger firms severe violators
MANAGERAGE Decreases Effect stronger  Effect stronger in  Effect stronger for
Demographic Diversity (H2a accepted) in larger firms ~ older firms severe violators
(Proposition 2 true) WOMAN Decrea Effect stronger  Effect stronger in  Effect stronger for
(H2b accepted) ccreases in smaller firms  older firms severe violators
TENURE Decreases Effect stronger  Effect strongerin  Effect stronger for
Entrepreneurial Experience (H3a accepted) in smaller firms  younger firms severe violators
(Proposition 3 inconclusive) TIES Increases Effect stronger  Effect strongerin  Effect stronger for
rejecte in larger firms  older firms severe violators
(H3b rejected) in larger fi Ider fi iol

Source: Own elaboration. Note: The first column includes the result for the three research propositions (either true,
inconclusive or false; inconclusive means one true and one false evidence), while the second column includes the
result for the acceptance/rejection of postulated six hypotheses.

5. Conclusions and Future Research

The objective of this research was to analyse the association between corporate governance
characteristics and timely accounting information disclosure violations in private SMEs. Relying on an
SME population in a developed European economy, namely Estonia, a set of theoretically motivated
corporate governance (independent) variables was studied with annual report submission delays
(as the dependent variable) in different logistic regression analyses. Evidence was found that certain
demographic diversity in the board (as portrayed by women on the board and managers’ older
age) reduces the likelihood of violation, while variables portraying power concentration (managerial
ownership and ownership concentration) and board experience (tenure length and business ties)
provided mixed results.

Varying stakeholders can benefit from the results of this study. First, as non-timely disclosure
has been proven to be associated with either financial distress or bankruptcy (Altman et al. 2010;
Lukason 2013; Luypaert et al. 2016; Lukason and Camacho-Mifiano 2019), creditors can account
specific corporate governance characteristics in case of lengthy delays. In the latter circumstance,
financial information from the past can already be obsolete, and thus, non-financial variables could be
of remarkable value to predict distress or bankruptcy. Second, based on the results, state institutions
monitoring timely submission have a better understanding, which corporate governance characteristics
in association with firm size and age can lead to a law violation with a higher likelihood. The latter
enables, for instance, the targeting of likely lengthy violators earlier to guarantee better transparency in
the business environment. Last but not least, as the general foundation of this study was risk behaviour
more broadly, the findings can provide valuable hints, which corporate governance characteristics
could potentially be triggers for other risk behaviour types.
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Finally, this paper is not free from limitations, being fully related to future research proposals.
First, our paper is focused on one country, Estonia, and thus, our findings could be altered by
the peculiarities of this country, for example, the accounting disclosure (violation) legal framework
and its implementation. Future research could be conducted in other countries in order to check
whether cultural or legal settings have an impact on how corporate governance is linked to accounting
disclosure violations. Second, our approach to corporate governance is limited to a certain set of
dimensions and variables portraying them, and thus, future research could be enhanced to account
more for psychological or personal characteristics such as ethical level, past violation behaviour or
past training/education of managers. Third, although the results were validated with another fiscal
year, the violations could be studied in a longer time frame, to either detect certain disclosure pattern
changes or even consider corporate governance changes, should these occur.
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Appendix A

Table A1l. Model composed with another fiscal year 2015 and bootstrapping results for the year 2014.

Variable B-2014 Sig.-2014  B-2015  Sig.-2015  BS 95% CI Lower BS 95% CI Higher
MAJORITY 0.222 0.000 0.189 0.000 0.165 0.277
BOARDOWNER -0.160 0.000 —-0.169 0.000 -0.219 —-0.089
MANAGERAGE -0.018 0.000 -0.014 0.000 -0.019 -0.016
WOMAN -0.079 0.000 —0.066 0.000 -0.124 -0.049
TENURE -0.028 0.000 -0.014 0.000 -0.032 -0.024
TIES 0.064 0.000 0.053 0.000 0.057 0.074
BOARDSIZE 0.035 0.060 0.010 0.593 -0.001 0.066
Constant 0.009 0.855 -0.337 0.000 -0.069 0.095

Source: Own elaboration. Notes: BS—bootstrapping, CI—confidence interval. BS results were obtained with 100
bootstrap samples for the year 2014 population. B and Sig.—coefficient and p-value either for the whole populations
from 2014 or 2015.
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Abstract: Drawing upon agency theory, we address the limitations of best practice code in the
context of emerging governance, emphasizing the role of concentrated ownership. While the code
provisions were formulated in developed countries, the transfer of one-size-fits-all guidelines may
not address the characteristics and challenges of emerging and post-transition economies. Specifically,
we emphasize that provisions of corporate governance codes are aimed at solving the principal-agent
conflict between shareholders and managers. These guidelines may remain limited in addressing
principal-principal conflicts between majority and minority shareholders and have either a lesser
effect on valuation or none at all. Using a unique sample of 155 companies listed on the Warsaw Stock
Exchange during the period 20062015, with hand-collected data from declarations of conformity,
we tested the hypotheses on the link between corporate governance compliance (with board) practice
and company value. The period of 2006-2015 was chosen deliberately, due to the relative stability of
corporate governance code recommendations over this time. The results of our panel model reveal a
negative and statistically significant relation between corporate governance compliance and company
value. We contribute to the existing literature providing new evidence on compliance practice in the
context of concentrated ownership, and the limited effect of code provisions in addressing structural
challenges of corporate governance in emerging post-transition economies and hierarchy-based
control systems.

Keywords: corporate governance best practice; corporate governance compliance; company value;
Warsaw Stock Exchange

1. Introduction

The adoption of best practice codes has been one of the most influential trends in corporate
governance in the last 20 years (Aguilera and Cuervo-Cazura 2004; Zattoni and Cuomo 2008;
Cuomo et al. 2016), being noted in both developed and emerging economies. Conceptually, codes of
best practice offer self-regulation for companies (Hooghiemstra and van Ees 2011) and aim to resolve the
inherent principal-agent conflict, strengthen monitoring tools over management and limit the power
of corporate officials (Pritchett 1983). As a result, corporate governance guidelines reduce information
asymmetry, empower shareholders, and lower agency costs (Chang 2018). Despite institutional
differences across corporate governance regimes, the code provisions remain similar (Cicon et al. 2012;
OECD 2015). In practice, the set of recommendations on board work, and the structure of executive
remuneration and standards of transparency have been viewed as a systemic response to corporate
governance inefficiencies identified during disruptive corporate scandals (Aguilera et al. 2009; Krenn 2015).
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Prior studies identify the value added by the adoption of best practice. The positive effects for those
companies complying with corporate governance principles relate to increased investor trust and lower
risk (Durnev and Kim 2005). With greater transparency, investors are more interested in allocating their
funds in company stocks. Compliance also leads to enhanced company reputation, lower cost of capital,
better performance, higher return on investment, and higher market valuation (Mazotta and Veltri 2014;
Kaspereit et al. 2017). Nevertheless, despite the belief in the positive effect of higher compliance,
scholars have addressed limitations in the transfer of Anglo-Saxon corporate governance guidelines to
countries having different institutional environments and company characteristics (Chen et al. 2011).
The criticism of the one-size fits-all approach indicates the structural differences in ownership structure,
cultural norms, and socializing patterns, which may result in problems of code implementation, such asan
instrumental approach to adoption (Fotaki et al. 2019), manipulation (Okhmatovskiy and David 2012),
and decoupling (Martin 2010; Sobhan 2016). These issues may reduce compliance benefits and limit
the effect of higher valuations.

In countries characterized by concentrated ownership and wedge between control and cash-flow
rights, the conflicts between majority and minority shareholders become the prime concern of
corporate governance (La Porta et al. 1999; Bennedsen and Nielsen 2010; Hamadi and Heinen 2015;
Huu Nguyen et al. 2020). While the flexibility of the codes and the universalism of best practice enable
the adoption of code guidelines for a concentrated ownership environment, in compliance terms,
it remains the decision of powerful blockholders as to whether they constrain themselves in exerting their
power over the company and their willingness to share “control of control” (Perezts and Picard 2015).
The gap between “formal adoption of structures and their actual daily use” (Perezts and Picard 2015,
p- 833) or the lack of congruence between enacted values and espoused values (Fotaki et al. 2019)
are more likely to occur in countries with insufficient investor protection, inadequate transparency
standards, and weak institutions. These conditions, accompanied with ownership concentration,
happen to materialize in developing countries, as well as emerging and post-transition economies
(Huu Nguyen et al. 2020). Implementing codes of best practice in the context of what is termed
“emerging governance” reveals a different logic, since “arrangements adapt and evolve over time”, as a
result of “the co-habitation of different institutional, regal and ownership tradition and assumptions
from more established governance models” (Mahadeo and Soobaroyen 2016, pp. 739-40).

In this paper, we aim to add to the existing literature on corporate governance compliance in
developing and emerging markets (Outa and Waweru 2016; Sarhan and Ntim 2018), in addition to
smaller economies (Chang 2018), and to deliver insights on the implementation of best practice codes in a
post-transition and post-communist economy (Okhmatovskiy and David 2012; Albu and Girbina 2015).
In this light, we pose a question concerning the market valuation effect for the implementation of best
practice codes. Drawing upon agency theory, we address the limitations of best practice codes in an
emerging governance context, emphasizing the role of concentrated ownership. While the existing
literature emphasizes that the prime objective of best practice implementation lies in creating conditions
to attract investors to invest funds (Chang 2018), the reality of operating in the context of concentrated
ownership may offer different incentives for blockholders (Chen et al. 2011). Compliance per se may
be seen in terms of a cost, a loss of power, or a threat from the exposure of internal structure to the
scrutiny of the general public. We study the link between compliance practice and company value in
relation to ownership concentration and ownership by distinct shareholder types, including financial,
individual, industry, CEO, and state.

The contribution of the paper is twofold. Firstly, we provide much-needed evidence on longitudinal
compliance practice in an unfavorable environment of insufficient investor protection, concentrated
ownership, and a hierarchy-based corporate governance system under a post-communist legacy.
We study the scope and dynamics of compliance with best practice in the context of reemerging
trust and civic society, yet where institutions and the legal system are still insufficiently effective.
Secondly, developing further the approach proposed by Chen et al. (2011) on the limitations of best
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practice adoption in emerging markets, we analyze the relations between compliance practices and
company value.

The remainder of this paper is organized as follows. First, we outline the concept of corporate
governance best practice by recourse to agency theory, which explains the motivation for compliance.
We explain practices by listed companies in the context of emerging governance, concentrated
ownership, and a hierarchy-based control system. Then, we present prior studies on the relations
between corporate governance compliance and company value and performance. This is followed
by a presentation of our research design, presenting our study sample, data collection, descriptive
statistics, and econometric models. Our analysis is based on a sample of 155 companies listed on the
Warsaw Stock Exchange in the years 2006-2015. The period of 2006-2015 was chosen deliberately, due
to the relative stability of corporate governance code recommendations. Our findings suggest that
implementing new corporate governance practice is an incremental process. Descriptive statistics are
consistent with prior studies on emerging and post-transition countries and demonstrate a slow but
steady increase in the number of complying companies, though still lagging behind well-established
economies (Albu and Girbina 2015; Chang 2018). The results of the constructed models reveal a
statistically significant and negative relationship between all three constructed measures of compliance
and firm value as measured by Tobin’s Q. We discuss implications for theory and practice and formulate
suggestions for further research in the final sections.

2. Corporate Governance Best Practice

2.1. Corporate Governance Code in the View of Theory

The existing literature analyzes corporate governance from the perspective of inherent conflicts
which exist in the organization context and are explained by agency theory (Fama and Jensen 1983;
Shleifer and Vishny 1997). According to agency theory, the conflict between shareholders and
managers arises from the separation of ownership and control (Jensen and Meckling 1976),
observed predominantly in the context of dispersed ownership structure. The principal-agent conflict,
known as the agency conflict of type I, refers to information asymmetry and differences in time horizon
and risk diversification opportunities, which characterize the relation between shareholders and managers
(Jensen and Meckling 1976). The theory explains that managers may have the tendency of maximizing
their own wealth, acting at the cost of shareholders (Fama and Jensen 1983; Shleifer and Vishny 1997).

Given that dispersed ownership, which offers an ideal environment for the emergence of
principal-agent conflict, remains in a global context more the exception than the rule (La Porta et al. 1999)
more interest in corporate governance studies has been devoted to concentrated ownership
(Su et al. 2008; Loyola and Portila 2019). While concentrated ownership provides a natural mechanism
for mitigating principal-agent conflict (Coffee 1999; Berglof and Claessens 2006), it leads to the
emergence of the agency conflict type II, which refers to the relations between majority and minority
shareholders (Wang and Shailer 2015; Edmans 2014; Khan et al. 2020). Principal-principal conflicts
materialize in the majority shareholders” actions related to investment and dividend policy, in order
to enjoy private benefits (Gilson and Schwartz 2013) and to extract value from the company at the
expense of minority investors (Krivogorsky and Burton 2012; Wang and Shailer 2015). In addition,
majority investors tend to appoint their own representatives to the board to limit the access to
information and decision-making for minority investors (Shleifer and Vishny 1997).

Agency conflicts are inherent in organizations and remain naturally linked to more complex ownership
structures characterized by the presence of shareholders who differ in terms of their type (industry, family,
and financial), as well as the size and the time horizon of their investment (Hamadi and Heinen 2015).
In reaction to these conflicts, corporate governance offers a set of mechanisms and institutions for
reducing potential problems by aligning the interests of managers with the interests of shareholders
and by aligning interests of majority and minority shareholders. This alignment can be exerted with
monitoring and incentive schemes. Monitoring exercised by internal forces, such as ownership, board
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composition, and structure, and by external mechanisms, including markets for corporate control,
competitive labor markets, shareholder activism, rating agencies, and media (Aguilera et al. 2015;
Elgharbawy and Abdel-Kader 2016) is expected to reduce agency conflicts. Despite ongoing efforts to
formulate and enforce principles, “effective corporate governance still remains a puzzle for practice
and research” (Fotaki et al. 2019, p. 1).

Best practice codes offer corporate governance principles on oversight and control over the firm
(Cuervo 2002; Aguilera and Cuervo-Cazura 2004; Chizema 2008; Tricker 2012). The best practice
concept assumes voluntary adoption according to the comply or explain rule, providing flexibility in
terms of scope and pace for implementing code recommendations (Tan 2018). It is viewed an example
of self-regulation of listed companies (Hooghiemstra and van Ees 2011). The codes address selected
dimensions of corporate governance, such as functioning of the board, shareholder rights, transparency,
auditing, and remuneration (OECD 2015), and they are designed to provide principles and norms for
creating shareholder value (Mallin 2004). The codes offer widely recognized and accepted guidelines
for addressing governance inefficiencies (Lipman 2007; Arcot et al. 2010; Tricker 2012) and are often
inspired by international organizations, such as the OECD, or regulatory and supervision authorities,
such as the European Commission (e.g., the European Commission Communication 284 to the European
Council and the European Parliament) or the US Securities and Exchange Commission.

In the conceptual framework of agency theory, the adoption of code provisions is expected to mitigate
information asymmetry and reduce conflicts between shareholders and managers. Increasing disclosure
and addressing the problems of hidden action, hidden information, and hidden intention compliance
lower investment risk and enhance investor trust (Durnev and Kim 2005; (Mazotta and Veltri 2014;
Kaspereit et al. 2017). In the context of ownership concentration, majority shareholders may be
motivated for compliance by the assumption that their interests are “interchangeably merged with the
interests of the corporate entity and whatever is good for the society must be good for the corporation
in the long run” (Pritchett 1983, p. 997). This resonates in the commitment to adopt the rules of
fairness, an ethical stance which is in the best interests of the company. Blockholders may decide to
voluntarily constrain themselves in exerting their power over the company and by their willingness
to share “control of control” (Perezts and Picard 2015), driven by the notion that “corporate actions
are related to long run corporate benefit and there is no taint of self-dealing or conflict of interests”
(Pritchett 1983, p. 997).

Implementing the code is driven by numerous reasons. Firstly, the idea of self-regulation and “soft
law” provided by the code assumes that the market monitors compliance. This means that investors
express their acceptance of conformity with the code via increasing their holdings of a company’s shares,
leading to an increase of company value (Gompers et al. 2003; Black et al. 2006, Goncharov et al. 2006;
Renders et al. 2010). Consequently, investors penalize non-complying companies through selling their
shares (Easterbrook and Fischel 1996).

Secondly, the code principles are formulated according to the needs and interests of institutional
investors, for whom high conformity translates into high trust towards the company management
(Arcot et al. 2010). Compliance with internationally recognized and easily comparable standards
increases transparency and lowers the risk associated with firm operation (Bistrowa and Lace 2012).
In a sense, greater compliance is understood as higher protection of shareholder interest.

Thirdly, corporate governance conformity not only aims to develop efficient monitoring and
oversight to protect shareholder value, but also aims to legitimize the presence of the firm on the stock
market. Competition between companies to attract investors and raise funds for growth generates
coercive or normative imitation (Guler et al. 2002). According to the legitimization perspective,
companies implement new practices in order to enjoy the benefits of meeting social expectations.
“If practices become institutionalized, their adoption brings legitimization to the adopting organization
or social system” (Aguilera and Cuervo-Cazura 2004, p. 422). Firms are differently motivated to comply
with best practice, and such conformity does not necessarily result in greater efficiency or effectiveness.
The declaration of conformity issued by listed companies may either fail to lead to better performance or
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higher firm value, or else it may not necessarily be motivated by the strategy of increasing shareholder
value. Instead, compliance may be a product of the endogenously determined structure of internal
firm governance or result from isomorphic dynamics driven by the firm’s legitimization policy
(Hermalin and Weisbach 2003).

In sum, according to agency theory, firms operate in an economically rational way and search
for practices and organizational solutions that improve performance with respect to resources utilized
and effectiveness (Williamson 1981). Thus, the decisions on corporate governance compliance and
the implementation of best practice are undertaken for the purpose of obtaining efficiency gains
(Aguilera and Cuervo-Cazura 2004). The process of innovation diffusion introduces new solutions,
improves company performance, and is driven by technical and rational needs (Zattoni and Cuomo 2008).
It is motivated by rational arguments and is expected to improve company efficiency. Thus,
well-performing companies which previously met shareholder expectations with respect to financial
results, share price, and company value are more responsive to formal requirements and shareholder
expectations with respect to the board’s functioning, structure, and composition, as well as transparency
standards and remuneration policy. Compliance with the code recommendations constitutes a signal
for investors that the firm, its executives, and board directors aim at protecting shareholder interests
and endeavor to enhance shareholder value (Hermes et al. 2007).

2.2. Corporate Governance Code and Company Value

Studies on corporate governance compliance offer a wide range of qualitative and quantitative analyses
revealing the degree, scope, and dynamics of compliance (Seidl et al. 2013; Shrives and Brennan 2015;
Okhmatovskiy 2017), in addition to its relation to company performance and value (Stiglbauer and Velte
2014; Rose 2016; Roy and Pay 2017). Conceptually, studies are based on the assumption that companies
with poor corporate governance should have lower valuations in comparison to companies with effective
corporate governance, since investors do not tolerate higher risk of expropriation without receiving a
premium for such investments (Gompers et al. 2003; Goncharov et al. 2006). A positive link between
the quality of governance and performance is observed in studies on European (Drobetz et al. 2003;
Gompers et al. 2003; Bauer et al. 2004; Goncharov et al. 2006; Renders et al. 2010; Bistrowa and Lace
2012), Japanese (Aman and Nguyen 2007), and American (Bhagat and Bolton 2008) companies.

Specifically, a series of studies analyze the dynamics of compliance with corporate governance codes
and the link between the compliance and firm performance. Goncharov et al. (2006) examine the declared
degree of compliance for a sample of German DAX30 and MDAX listed firms and find that “the compliance
with the Code is value-relevant after controlling for endogeneity bias” (Goncharov et al. 2006, p. 432).
Research on a sample of 140 German companies reveals that companies with a higher value of Tobin’s
Q are more likely to comply with the recommendation on disclosing the remuneration schemes of
individual directors (Andres and Theissen 2008). A study on a large sample of 1199 observations on
FTSE companies and 33,667 observations of Worldscope firms (Renders et al. 2010) shows that—when
controlling for endogeneity by introducing instrumental variables and eliminating the sample selection
bias—there is a positive link between the quality of corporate governance (measured by the rating
variable) and company performance. The strength of this relationship depends on the quality of the
institutional environment, while “improvements in corporate governance ratings over time result
in decreasing marginal benefits in terms of performance” (Renders et al. 2010, p. 87). A positive
link between company performance measured by return of equity (ROE) and return on assets (ROA)
indicators and total corporate governance comply or explain disclosure scores is noted in a sample of
Danish firms (Rose 2016). This study indicates a positive effect for two categories: board composition
and remuneration policy, while no impact on performance is reported for increasing compliance with
the recommendations on risk management and internal controls.

Similar results are shown in a study on the impact of corporate governance quality on stock
performance in a sample of 116 firms from 10 Central and Eastern European countries for the period of
2008-2010 (Bistrowa and Lace 2012). Based on the model rating, the firms characterized by the highest
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corporate governance quality (top 25%) outperformed companies with the worst corporate governance
quality (bottom 25%) by 0.98% on a monthly basis.

Although studies document a positive association between corporate governance compliance
and firm value and performance (Goncharov et al. 2006; Renders et al. 2010; Rose 2016), the opposite
may also be true (Bhagat and Black 2002). The assumed effect referring to higher company valuation,
increased legitimization towards constituencies, and positive ethical spillovers may be constrained by
a number of reasons. Firstly, the pricing effect takes place when investors believe in the reliability of
information provided by firms to the market. This may not necessarily be the case, as the declaration of
conformity is neither verified nor audited. Moreover, companies may choose to comply with provisions
which are either relatively easy to follow or which appear useless from an investor standpoint
(Goncharov et al. 2006; Sobhan 2016).

Secondly, the voluntary approach to compliance and the absence of enforcement mechanisms
may lower the credibility of the conformity statement and may weaken the positive economic
consequences (Healy and Palepu 2001; Goncharov et al. 2006). With the given institutional
and ownership characteristics in emerging and post-transition economies, codes of best practice
aim to resolve the inherent principal-principal conflict and add to the protection of minority
investors (Mahadeo and Soobaroyen 2016). In spite of this, “publicly mandated commitment to
corporate governance, business ethics and legal compliance” (Adelstein and Clegg 2016) is significantly
constrained. Insufficient enforcement mechanisms, combined with institutional skepticism, increases
“the declarative and instrumental use of corporate governance structures and their actual daily use”
(Perezts and Picard 2015, p. 833). This can lead, as shown in a study on Hungary, to a “disjuncture
between formal commitment to code adoption and its effective implementation” (Martin 2010, p. 145).
Therefore, the effective implementation of codes of best practice depends on the perceived benefits and
costs by majority shareholders.

Thirdly, compliance with the code guidelines may be viewed as explicit information on
the corporate governance structure and standards for board functioning and investor protection.
The declaration of conformity issued by listed companies may either not lead to better performance or
higher firm value or not necessarily be motivated by a strategy of increasing shareholder value. Instead,
compliance may be a product of the endogenously determined structure of internal firm governance or
result from the isomorphic dynamics driven by company legitimization policy. Research reveals the
impact of endogeneity in the process of board formation and monitoring (Hermalin and Weisbach 2003).
The legitimacy driven effect should be particularly strong for poorly performing companies, which,
by publishing a declaration of corporate governance conformity, intend to compensate shareholders
reacting to unsatisfying financial results.

Fourthly, while we acknowledge the contribution of agency theory, we also consider the limitations
of the rationale approach to corporate governance compliance. Since legitimacy is crucial for
organization survival, as it provides access to resources from the environment (Deephouse 1996;
Mizruchi and Fein 1999), companies may be “prone to construct stories about their actions that
correspond to socially prescribed dictates about what organization should do” (Mizruchi and Fein 1999,
p- 656). In addition, companies may tend to declare adherence with corporate governance principles
without any substantive compliance.

Fifthly, legitimacy motivation is observed in many companies, regardless of the country of origin
or operation. However, in the context of weaker institutions and insufficient investor protection, this
declarative character (Okhmatovskiy 2017), overstatement (Sobhan 2016) or instrumental approach
(Fotaki et al. 2019) to compliance may result in no effect on market valuation (Gherghina 2015).

We follow the approach proposed by Chen et al. (2011), who argue that the provisions of corporate
governance codes are designed around companies in developed economies. They suggest that best
practice “cannot mitigate the negative effect of controlling-shareholder expropriation on corporate
performance” (Chen et al. 2011, p. 115). This is caused by two main limitations. Firstly, code provisions
are designed to solve type I principal-agent problems between shareholders and managers, while they
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do not address conflicts between majority and minority shareholders. Secondly, the core of best practice
code lies in the guidelines on board structure and operation, which structurally will not be implemented
in a concentrated ownership context since majority shareholders appoint their own representatives
to the board (Shleifer and Vishny 1997; Ferrarini and Filippelli 2013; Gaur et al. 2015). Put differently,
not only are the code provisions not substantively implemented by boards, but they also fail to respond
to the structural problems and challenges of corporate governance in emerging economies. Investors
do not observe positive effects with regard to lower asymmetry, lower risk, or more efficient oversight;
thus, there is no resulting higher valuation. In sum, recognizing the limitations of corporate governance
codes in the context of concentrated ownership, we formulate the following hypotheses:

Hypothesis 1a (H1a). Formal compliance with board best practice is negatively associated with firm value.
Hypothesis 1b (H1b). Minimum compliance with board best practice is negatively associated with firm value.

Hypothesis 1c (H1c). Substantive compliance with board best practice is negatively associated with firm value.

3. Research Design

3.1. Sample and Data Collection

We intended to test the hypothesis regarding the link between compliance with best practice
and company value on a unique sample of companies listed on the Warsaw Stock Exchange over
a long period, during which corporate governance conformity evolves and gradually becomes
institutionalized. We purposefully choose sample companies listed over a 10-year period (2006-2015)
that are characterized by their relative stability of corporate governance code recommendations.
We constructed a balanced panel to investigate companies which were listed over the whole period
of our analysis and reveal similar attributes with regard to corporate governance practice. Over the
analyzed period, the numbers of companies listed on the Warsaw Stock Exchange varied due to initial
public offerings (POs) and delisting, as reported in Table 1.

Table 1. Number of companies listed on the Warsaw Stock Exchange.

Years 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

Listed companies 284 351 374 379 400 426 438 450 471 487
Initial public offerings (IPOs) 38 81 33 13 34 38 19 23 28 30
Delisted firms 9 14 10 8 13 12 7 11 8 13

Source: GPW, www.gpw.pl/statystyki.

We start with 284 firms quoted on the Warsaw Stock Exchange in 2006. We eliminate companies
operating in the insurance sector, real estate firms, companies with missing observations and those delisted
over the analyzed period. Our final sample consists of a balanced panel with 155 companies and 1550
observations. We collect data on company financial characteristics and performance, company value,
and ownership structure from the IQ Capital data base. Prior research emphasizes the essential
role of the board for mitigating agency costs, for attaining sufficient quality in corporate governance
(Khan et al. 2020). Data on compliance include the conformity—or the lack thereof—of a given
company with best practice on the following: the presence of two independent directors, information
concerning the identification of independent board members, the presence of an independent board
chairman, and the formation of an audit committee and remuneration committee on the supervisory
board. Due to the absence of such data in any available database, all information on compliance is
collected by hand directly from annual reports of the companies in the sample. The analyses were
performed, using STATA16 software.
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3.2. Variables

We operationalize our variables, following the research procedures adopted in prior studies. We
employ Tobin’s Q, defined as market value to book value, as our explained variable (Kim et al. 2015).
Compliance with board best practice is our explanatory variable. Due to the essential role of corporate
governance, we focus on compliance with recommendation on the supervisory board (Seidl et al. 2013;
Huu Nguyen et al. 2020). Specifically, we include information on the presence of independent directors
on the board, chairman status, the formation of an audit committee and other committees within
the supervisory board, and publication of the compliance statement included in the annual report
and its size (length). In order to test for the relationship between conformity to best practices and
company value, we introduce three compliance variables: formal compliance (FORMALCOMPL),
minimum compliance (MINCOMPL), and substantive compliance (SUBSTCOMPL). FORMALCOMPL
is constructed as an arithmetic sum of compliance with the best practice on the presence of two
independent directors and the formation of an audit committee and remuneration committee on
the supervisory board. MINCOMPL is defined as the minimum level of compliance and is the
arithmetic sum of compliance with the best practice on the presence of two independent directors
and the formation of audit committee on the supervisory board. SUBSTCOMPL refers to substantive,
pragmatic compliance and is the arithmetic sum of compliance with the best practice on the presence of
two independent directors with the information of board directors who are independent, the presence
of an independent board chairman, and the formation of a separate audit committee and remuneration
committee on the supervisory board. SUBSTCOMPL is a measure which depicts compliance in
substance, rather than its declarative character. Formally, the amendments of the Accounting Act
imposed the obligation to form an audit committee within the supervisory board. According to the
act, in the case of supervisory board with the minimum legal size of 5 directors, the whole board
can function as the committee. We include additional variables which depict (1) whether a company
reports the existence of an audit committee within the board, (2) whether the whole board performs
the function of the audit committee, and (3) whether a separate committee within the board is formed.

Finally, we use control variables on ownership structure, company size, and financial performance. We
operationalize the variables on ownership structure, following prior studies (Thomsen and Pedersen 2000;
Krivogorsky and Burton 2012). Specifically, we use ownership variables on concentration (the largest
shareholder), in addition to the shareholders’ stakes by selected types (financial, foreign, CEO,
and government), to control for the impact of ownership on firm value. In both cases, we measure the
potential effect of ownership concentration and shareholder identity, using the variable of the size of
the stake owned (Krivogorsky and Burton 2012; Florackis et al. 2015). Finally, we use standard control
variables covering the company size (assets and debt) and performance (ROA). The list of variables
used in the analysis is provided in Table 2.

Table 2. Summary of variables.

Variable Description Type
Regressand
In_Q Natural logarithm of value of Tobin’s Q (market value/book value) Quantitative, real
Regressors

Formal compliance with best practice on the presence of two independent
FORMALCOMPL directors, and the formation of an audit committee and remuneration Quantitative, real
committee on the supervisory board

Minimal compliance with best practice on the presence of two independent

MINCOMPL directors, and the formation of an audit committee on the supervisory board

Quantitative, real
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Table 2. Cont.

Variable Description Type

Substantive compliance with best practice on the presence of two
independent directors with the information who of board directors are
SUBSTCOMPL independent the presence of an independent board chairman, and the Quantitative, real
formation of a separate audit committee and remuneration committee on
the supervisory board

Square root of percentage of company’s shares held by the

FILASHA _sq largest shareholder Quantitative, real
INSTINV_sq Square root of percentage of company’s shares held by financial investors Quantitative, real
INDUSTINV_sq Square root of percentage of company’s shares held by industry investors Quantitative, real
CEOSHA Percentage of company’s shares held by the CEO Quantitative, real
GOVSHA Percentage of company’s shares held by the government Quantitative, real
In_ASSETS Natural logarithm of the value of assets (current prices, million PLN) Quantitative, real
ADJ_ROA Sector-adjusted and time-adjusted return of assets ratio (see note below) Quantitative, real
DEBT Debt (current prices, million PLN) Quantitative, real
DEBT_ON_ASSETS Debt versus assets Quantitative, real

Note: The value of return of assets (ROA) variable is the value of the return of assets measure of a company,
adjusted by the year of observation and the sector it operates in (Vintila et al. 2014). This measure is
calculated with the use of the median value of ROA for each sector and year, as follows: AD] ROA; =

sign(ROA; — median ROAgg)- \/|ROAit —median ROAgg,|, i = 1,...,155; t = 2006, ...,2015, where i—number
of the company, SE € {Industry, Services, Construction, Financial}.

3.3. Descriptive Statistics

We transform some variables (as shown in Table 2) into square root or natural logarithm measures
for the purpose of constructing econometric models which allow for economic interpretation. Below we
report the process of variables transformation, presenting natural values of our variables (Tables 3-8).
Table 3 reveals the distribution of our explained variable, Tobin’s Q.

Table 3. Distribution of Tobin’s Qq—number of companies and untransformed variables.

Value 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

0;1) 13 24 106 57 49 103 96 75 83 83
(1,2) 48 50 29 67 73 42 47 56 46 37

23) 35 29 11 21 25 6 5 14 17 15
GA4) 24 24 6 5 3 3 2 4 5 9
>4 35 28 3 5 5 1 5 6 4 11

As reported in Table 3, the distributions of Q are one-modal, yet since 2008, they reveal strong
positive asymmetry, which means that, over the analyzed period, there are more years characterized
with a low value of Q than a high one. A more balanced distribution of Q is revealed in the first year
of the analyzed period, while since 2008, we depict the effects of the financial crisis peaking in 2011.
Due to the asymmetric distribution, we analyze the median value of Q, as shown in Table 4.

Table 4. Mean value of Tobin’s Q by sector and year, and untransformed variables.

Sector 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015
Median for industrial companies 2.1 2.0 0.7 1.1 14 0.7 0.8 12 0.9 0.85
Median for services companies 2.35 1.8 0.8 1.1 1.15 0.75 0.7 0.9 0.9 1.00
Median for construction companies  3.05 2.9 1.45 1.65 1.65 0.7 0.8 0.95 0.9 0.8
Median for financial companies 3.8 4.0 1.3 165 185 135 1.45 1.8 1.7 1.25
Median for all companies 2.5 2.0 0.7 12 14 0.7 0.8 1.0 0.9 0.9
Arithmetic mean for all companies ~ 3.005 2597 1.048 1423 1546 0974 1107 1369 1228 1.467
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Table 4 reveals variations of Q in the specified sectors of operation. The maximum values of Q
were noted in the initial years of the analyzed period, with a strong drop in 2008 and some recovery in
2010-2011, followed by a subsequent decline. The recovery of the median Q value in 2013 is mostly
evident for industrial companies. Stagnation is observed for service and construction sectors until
the end of the analyzed period. A similar trend is noted for companies operating in the financial
sector, yet the values of Tobin’s Q remain at the higher level. The differences between the median and
arithmetic mean confirm the expectation of the positive asymmetry of Q.

Next, we investigate the variability of Tobin’s Q over the analyzed period and across the years
under consideration, using the standard deviation and average mean, as presented in Table 5.

Table 5. Variability of Tobin’s Q, and untransformed variables.

Standard Deviation 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015
Overall 1.450

Between 1976 1776 0913 0916 1.019 0.803 1.063 1.232 1.167 1.597

Between variation coefficient 0.658 0.684 0.871 0.644 0.659 0.824 0.960 0900 0.950 1.089
Within 1.131

Within variation coefficient ~ 0.376 0.436 1.079 0.795 0.732 1.161 1.022 0.826 0921 0.771

The between variation coefficient, which measures the variability of Tobin’s Q, has risen since
2009, suggesting the variability of adaptability and capability to survive amongst listed companies.
The within variation coefficient is calculated as the quotient within standard deviation, which remains
stable across time, and the arithmetic mean of Tobin’s Q for the given years (Table 4).

We test the variables used in the econometric analysis, employing the Shapiro-Wilk normality
test (null hypothesis assumes normal distribution of variable) and the Harris—Tzavalis stationarity
test for a balanced panel (null hypothesis assumes the variable has unit root). Tests are run for the
untransformed variables. The results are given in Table 6.

Table 6. Shapiro-Wilk normality test and Harris-Tzavalis stationarity test for variables, and

untransformed variables.

. Shapiro-Wilk Test Harris-Tzavalis Test
Variable
Critical Value Prob >z Critical Value  p-Value
Q 13.584 0 -17.101 0
FORMALCOMPL 8.449 0 —7.050 0
MINCOMPL 6.352 0 —6.482 0
SUBSTCOMPL 9.784 0 —7.448 0
FILASHA 9.294 0 —13.845 0
INSTINV 9.907 0 -8.602 0
INDUSTINV 9.685 0 —14.422 0
CEOSHA 14.573 0 —8.548 0
GOVSHA 13.670 0 -8.515 0
ASSETS 16.367 0 —9.385 0
ADJ_ROA 7.998 0 —21.974 0
DEBT_ON_ASSETS 12.692 0 —14.598 0

None of variables have normal distribution and reveal a stationary distribution over the analyzed
period at every level of significance. While the absence of a normal distribution of variables may
constitute challenges for econometric modeling, the stationary distribution does not hinder further
analysis. Thus, using the logarithm or square root of selected variables before employing them as
regressand or regressors means recognizing the non-linearity in the analyzed link between Tobin’s
Q and selected company attributes. It does not serve as a solution to eliminating non-stationarity of
variables. Table 7 presents descriptive statistics of variables used in econometric modeling.
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Table 7. Descriptive statistics of variables, and untransformed variables.

Variable Mean Median SD Min Max Skewness Kurtosis
Q 1.576 1.1 1.449 0 9.5 2.294 9.333
FORMALCOMPL 1.526 1.0 1.348 0 8 0.896 4.280
MINCOMPL 1.154 1.0 0.889 0 3 —-0.052 1.730
SUBSTCOMPL 1.449 1.0 1.572 0 9 1.302 4.678
FILASHA 35.706 31.570 21.938 0 99.0 0.413 2.211
INSTINV 26.803 22.760 22.019 0 98.870 0.808 3.089
INDUSTINV 22.984 0 28.894 0 99.8 0.778 2111
CEOSHA 4.426 0 11.213 0 77.500 3.303 14.826
GOVSHA 2.841 0 11.899 0 84.750 4.740 25.902
ASSETS 1997.9 138.4 7148.6 1.51 70,198.9 5.561 38.663
ADJ_ROA -0.010 0 0.245 -1.220 0.890 -0.519 4222
DEBT_ON_ASSETS 0.208 0.177 0.190 0 1.999 2.420 15.894

As shown in Table 7, variables are characterized by asymmetry and kurtosis. Only the
distributions of MINCOMPL, FILASHA, INDUSTINYV, and ADJ_ROA remain moderately asymmetric,
while distributions of other variables are strongly asymmetric (FORMALCOMPL, SUBSTCOMPL,
and INSTINV) or extremely asymmetric (Q, CEOSHA, GOVSHA, ASSETS, and DEBT_ON_ASSETS).
The strong asymmetry present in the majority of variables may lead to lesser explanatory power of the
estimated econometric models and may limit the ability to interpret kurtosis. In addition, the minimal
value of Tobin’s Q is zero, which was not transformed into a logarithm. However, a value of zero is
present in only eight cases from 1550 observations, making it an acceptable number.

We analyze the distribution of compliance variables, specifically formal compliance, minimum
compliance, and substantive compliance, as shown in Table 8.

Table 8. Distribution of compliance variables (formal, minimum, and substantive).

Y FORMALCOMPL MINCOMPL SUBSTCOMPL
ear 0 1-3 4-8 0 1 2 3 0 1-3 4-8
2006 134 21 0 134 14 6 1 133 18 4
2007 101 54 0 102 34 18 1 101 46 8
2008 63 90 2 64 51 37 3 71 70 14
2009 35 114 6 36 54 61 4 47 89 19
2010 25 122 8 27 51 72 5 36 100 19
2011 19 129 7 21 49 79 6 35 101 19
2012 18 130 7 21 46 82 6 32 103 20
2013 18 134 3 21 39 88 7 32 102 21
2014 17 131 7 20 45 84 6 32 103 30
2015 16 132 7 19 44 85 7 27 107 21

The data presented in Table 8 are indicative of a constant improvement in compliance by the
sample companies in all the measured categories over the analyzed period. For each identified variable,
the number of companies which do not comply with any code provisions drops significantly—from
133 or 134 firms in 2006 to 16-27 firms in 2015. Interestingly, the highest improvement is noted for the
medium value of compliance—formal compliance between 1 and 3 increases from 21 companies in
2006 to 132 companies in 2015. The growth for the high value of compliance end is marginal—formal
compliance between 4 and 8 is noted in 0 companies in 2006 and increases to 7 companies in 2015.

Using a Pearson linear correlation coefficient, we report the correlation coefficients of regressand
and regressors in Table 9.
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Table 9. Correlation coefficients of variables, regressand and regressors.

Variables InQ (@ (2)) 3) 4) (5) (6) (7) 8) ) (100 @11 @12
Q@) 1.00
FORMALCOMPL (2) 011 -0.13 1.00
MINCOMPL (3) —0.09 -0.10 071 1.00
SUBSTCOMPL (4) 006 —0.08 087 050 1.00
FILASHA (5) 009 013 019 016 o
FILASHA_sq 011 -012 016 021 018
INSTINV (6) 002 003 010 003 -012
INSTINV_sq 010 004 004 010 003 -012 -
INDUSTINV (7) -004 012 009 016 054 016
INDUSTINV _sq 004 -006 012 009 016 046 -010
CEOSHA (8) 017 -0.09 011 005 007 004 —002 —-021 1.00
GOVSHA (9) —0.04 -007 —001 001 003 019 -005 -0.04 —-0.09 1.00
ASSETS (10) 004 018 019 026 024 024 017 009 026
In_ASSETS 013 003 017 026 026 040 027 018 -013 037
ADJ_ROA (11) 035 028 004 005 001 003 017 003 =003 003 013 1.00

DEBT_ON_ASSETS (12) -0.06 -0.05 0.06 001 005 008 -001 0.03 0.08 -005 004 -024 1.00

Table 9 presents the correlation matrix for both untransformed and transformed variables (with the
use of logarithm and square root measures). In rows with two lines, the upper line represents the
value of the untransformed variable, while the bottom line shows the value of transformed variables.
The column “In_Q” presents the coefficient of linear correlation between regressand and regressors.
The correlation matrix illustrates the strength and directions of the analyzed relations between variables,
similar to linear correlation. It shows the relations in which the value of a given variable increases or
decreases by a stable unit in line with the value change of another variable within a given time (year).

With the non-linear relations, the Pearson linear correlation coefficient may incorrectly suggest
a magnitude which may be stronger than initially anticipated. The statistical test indicates that all
correlation coefficients higher than 0.04 may be viewed as statistically different from zero. Asreported in
Table 8, changes in In_Q are correlated with ROA, assets, CEO ownership and ownership concentration.
A weaker link is noted for compliance measures. With low correlation coefficients, we do not identify
the multicollinearity problem.

3.4. Econometric Modeling

We test our hypotheses on the links between firm value and compliance with board best practice,
with the use of the following econometric model:

Q= f(Compliunce, FILASHAsg, INSTINsg, INDUSTINsg, CEOSHA, GOVSHA, In_ASSETS, AD]_ROA, DEBT_ON_ASSETS)

where Compliance is FORMALCOMPL, MINCOMPL, and SUBSTCOMPL.

We test the formulated hypotheses with the use of panel analysis (Cameron and Trivedi 2005, 2010).
Constructing the econometric models, we address three main issues. Firstly, we consider the problem
of heteroskedasticity with the parallel variability of random variables between units and time period,
which requires the adoption of a method for estimating parameters robust enough for standard
estimates errors. We acknowledge heteroskedasticity and calculate the values of robust errors with
the use of a Wald test in all models. Secondly, we run a Hausman test to determine the type of the
model to be constructed. For each model, the significance level equals zero, indicating a rejection of the
null hypothesis and acceptance of the alternative hypothesis to choose the fixed effects model. Thus,
we decide to run fixed effects for all A-C models, meaning that the individual effects which differentiate
the reactions of the companies under analysis are represented by an intercept, which remains stable
over time.
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Considering the heteroskedasticity of the random variable we use a dedicated version of the
Hausman test (rhausman test). Next, for A-C models, we employ an F-test to determine the statistical
significance of the entire set of regressors. In each of the models, we reject the null hypothesis,
suggesting that there is no variable that impacts the changes in the value of the regressand in the
models. We also run the Shapiro-Wilk test, which assumes a normal distribution of the random
variable. This hypothesis is rejected. Finally, to test for multicollinearity of regressors, we determine
the variance inflation factor (VIF) for each regressor in a given model. A VIF below 2, as is revealed in
the A-C models, eliminates multicollinearity. The VIF coefficients, overall and between, are close to
zero, signifying that the A—-C models only explain the time changes of Tobin’s Q value. These tests
support the supposition that the changes of each explanatory variable have a statistically significant
impact on the value of explained variable.

The results of the tests and models under discussion are reported in Table 10.

Table 10. Estimation results for dependent In_Q.

Model AS Model BS Model Model CS
Regressors Model A (Std.) Model B (Std.) BC Model C (Std)
~0.089 o1
FORMALCOMPL [L1 0.025 :
(L1l (0.025) [1.349]
~0.082
SUBSTCOMPL [L1] (0.025) [‘10;7529]
L2 -
~0.035
dec_SUBSTCOMPL [L1] 0028,
~0.157
~0471
MINCOMPL [L1 0.033
1] 055 Josso)
~0.129
INDNED [L1] (0.025)
R
~0.061 ~0.063 ~0.060 ~0.060
FILASHA _sq (0.024) [‘1%18%9] (0.024) [‘10'918503]’ (0.025) (0.024) [_10‘918%6]
g : *% . *% % .
~0.031 ~0.031 ~0.028
~0.091 ~0.09 ~0.031 ~0.087
INSTINV_sq (0.017) [2.467] (0.016) [2.467] (0.020) (0.014) [2.467]
~0.035 ~0.037 ~0.036 ~0.036
~0.156 0.163 ~0.161
INDUSTINV._s 0.012 0.012 0.011 0.011
- 002 [3.614] (0012) 3.614] (0.011) (0011) 3.614]
~0.014 ~0.014 ~0.014 0.013
~0.189 ~0.197 0183
CEOSHA 0.004 0.004 0.004 0.004
©008) iy QO g (0009 ©008) 111513
~0.007 ~0.007 0.007 ~0.008
~0.101 0.100 —0.112
GOVSHA 0.003 0.003 0.003 0.003
(0.003) [11.899] (0.003) [11.899] (0.003) (0.003) [11.899]
0210 0209 ~0.203 ~0.207
~0.514 0512 —0.506
In_ASSETS 0.096 0.097 0.098 0.096
0% ooy OON gy OO® 006 gy
0.759 0.751 0.742 0.759
0.229 0.226 0.228
ADJ]_ROA 0.105 0.104 0.104 0.105
I (0.105) [0.245] (0.104) [0.245] (0.104) (0.105) [0.245]
0.350 0.332 0341 0335
DEBT_ON_ASSETS (0.205) [8'(1)25] (0.204) [8'%31 (0.203) (0.202) [8'(1)231
1.898 1.908 1.908 1916
INTERCEPT (0.567) (0.574) (0.583) (0.563)
S Bt ¥k EE 2
N (observations) 1387 1387 1387 1387
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Table 10. Cont.

Model AS Model BS Model Model CS
Regressors Model A (Std) Model B (Std.) BC Model C (Std.)
n (companies) 155 155 155 155
Max VIF 1.61 1.67 1.95 1.65
R_sq within 0.172 0.170 0.181 0.183
R_sq between 0.003 0.003 0.007 0.005
R_sq overall 0.006 0.005 0.004 0.003
F test 13.19 13.08 15.68 16.37
Prob > F 0 0 0 0
Shapiro-Wilk test z 11.81 11.84 5.16 11.80
Prob >z 0 0 0 0
Hausman chi? test 78.26 62.17 116.35 67.04
Prob > chi? 0 0 0 0

Notes: The symbol of L1 by the regressor name indicates the variable value lagged by 1 year. The robust standard
error for each coefficient in models A, B, and C is reported in parentheses; *** p < 0.01, ** p < 0.05, and * p < 0.1, where
the p-value is called the observed level of significance. The significance test for the coefficients is the ¢-statistics test.
Models AS, BS, and CS are models estimated for standardized variables, with standard deviations for values of
non-standardized variables presented in parentheses.

As shown in Table 10, for each A-C model, a given set of regressors differs only by one variable
on compliance. We use a compliance variable lagged by 1 period (year) to examine the effect on the
company market valuation after the publication of the conformity declaration and the information
on compliance practice. The results indicate a negative correlation between compliance with board
best practice and Tobin’s Q. The negative association is noted for all three measures of compliance,
i.e., formal compliance (FORMALCOMPL), minimum compliance (MINCOMPL), and substantive
compliance (SUBSTCOMPL). This means that from the perspective of our hypotheses we find support
for H1, which assumes a negative association between compliance with best practice code and firm
value. We also find support for H2, as we observe a negative and statistically significant relation
between the minimum level of compliance with code provisions and Q. Finally, for H3, our results
reveal a negative relation between company value and SUBSTCOMPL, which measures the most
substantive scope of compliance. Hence, we find support for H3, as well.

In addition, we tested A-C models for endogeneity. Based on prior studies, we identify In_ASSETS
as the potential endogeneity driver and we proceed as follows. We estimate fixed-effect models with
the same set of regressors, using two approaches: the least-squares method (LS) and instrumental
variables method (IV). In the latter model, we use the lagged value of In_ASSETS as the instrument.
We estimate both models for 2007-2015, in order to ensure full comparability. We use a Hausman
test, comparing LS model (null hypothesis) with the IV model. The rejection of the null hypothesis
would suggest selection of the IV model and would indicate that the In_ASSETS variable may cause
endogeneity problems. We find no reason to reject the null hypothesis, which implies that we should
choose the LS model and that we do not note endogeneity issues. For models A-C, we do not reject the
null hypothesis, so fixed effect models estimated with the use of the least squared method offer the
most appropriate approach. Thus, there is no need to adopt instrumental variables, and the variable of
In_ASSETS does not cause an endogeneity problem. As a consequence, it follows that the use of other
estimation methods is not appropriate.

We address the question concerning the changes in the values of regressors that have the strongest
impact on changes in the regressand. For this purpose, we estimate the equivalents for the A—C
models with standardized variables. The coefficients in models with standardized variables show
how the regressand changes within its own standard deviation if the regressor values change by one
standard deviation. Table 10 shows the values of standardized coefficients and values of standard
deviation of regressors for models AS, BS, and CS in dedicated columns. Models estimated with
standardized variables reveal that the signs of the regression parameters and the values of t-statistics
of regression parameters do not change, so the statistical significance of the relations does not change
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either. Other values of the statistical verification for our models remain stable, as well. The value
of In_Q ranges between —2.303 and 2.251, with the standard deviation equal to 0.815. It shows that
In_ASSETS and ADJ_ROAs have the strongest impact on a change in the regressand value, followed by
CEOSHA, FILASHA, and compliance. DEBT_ON_ASSETS reveals the lowest impact on the change of
In_Q.

Finally, we run an additional BC model with the measure of decomposed substantive compliance
(dec_SUBSTCOMPL). We observe that, in the A-C models, the variable for independent directors is the
main explanatory component, since WSE-listed companies do not report numerous aspects included in
the substantive compliance measure (e.g., independent chair, the identification of independent directors,
and the formation of a separate audit committee). Thus, in the BC model for decomposed substantive
compliance (dec_SUBSTCOMPL) we exclude the variable of INDNED from compliance. As presented
in Table 10, for the BC model, the decomposed substantive compliance (dec_SUBSTCOMPL) remains
statistically insignificant, while INDNED is statistically significant. While this approach offers a deeper
insight into compliance practice, it has two limitations: Firstly, dec_UBSTCOMPL and INDNED
are strongly correlated; secondly, neither are more strongly correlated with the variable In_Q than
SUBSTCOMPL. This means that introducing two variables instead of one measure, being the sum of
the two variables, may increase parameter estimation error and consequently render the regressors
statistically insignificant. Importantly, the decomposition of SUBSTCOMPL into INDNED and
dec_UBSTCOMPL changed neither the signs of the estimated parameters of other regressors nor
the statistical characteristics of the estimated models reported with the F test, Shapiro-Wilk test,
and Hausman test.

3.5. Robustness Tests

We run robustness tests to check the stability of our models. For this purpose, we construct
models with an additional control variable—board size (BOARDSIZE)—which represents the number
of non-executive directors on the supervisory board. The results for the three models, AR, BR, and CR,
are presented in Table 11.

Table 11. Estimation results of robustness tests.

Regressors Model AR Model BR Model CR
-0.089
FORMALCOMPL [L1] (0.025)
F%
-0.083
SUBSTCOMPL [L1] (0.025)
k%
-0.157
MINCOMPL [L1] (0.033)
—0.060 -0.062 —0.060
FILASHA _sq (0.024) (0.024) (0.024)
*% 3% *%
~0.031 —-0.032 -0.029
INSTINV_sq (0.020) (0.?20) (0.220)
-0.036 -0.037 -0.036
INDUSTINV_sq (0.012) (0.012) (0.011)
3%k *%% %%
-0.013 -0.014 0.013
CEOSHA (0.003) (0.003) (0.004)
3%k *%% 3%k
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Table 11. Cont.

Regressors Model AR Model BR Model CR
—-0.007 —-0.007 —-0.008
GOVSHA (0.003) (0.003) (0.003)
3% *% *3%
-0.211 -0.210 —-0.208
In_ASSETS (0.096) (0.097) (0.096)
3% *% 3%
0.350 0.333 0.3569
DEBT_ON_ASSETS (0.205) (0.206) (0.202)
* *3% 3%
0.761 0.753 0.761
ADJ_ROA (0.106) (0.104) (0.104)
*kk * *
0.015 0.014 0.017
BOARDSIZE (0.025) (0.025) (0.025)
1.808 1.821 1.815
INTERCEPT (0.554) (0.562) (0.552)
3% b *%K
N (observations) 1387 1387 1387
n (companies) 155 155 155
Max VIF 2.49 2.51 2.53
R_sq within 0.172 0.171 0.183
R_sq between 0.002 0.003 0.005
R_sq overall 0.007 0.006 0.006
F test 11.96 11.85 14.76
Prob > F 0 0 0
Shapiro-Wilk test z 5.120 5.060 5.220
Prob > z 0 0 0
Hausman chi2 test 106.390 97.790 79.090
Prob > chi2 0 0 0

Notes: **p < 0.01, * p < 0.05, and * p < 0.1.

As shown in Table 11, the variable of board size does not change the stability of our models.
All parameter signs and statistical significances remain stable.

4. Discussion

The objective of this article was to provide an empirical verification of the relationship between
corporate governance compliance and company value. With the application of the framework
offered by agency theory (Jensen and Meckling 1976; Fama and Jensen 1983), the study tests the
main assumption that greater compliance has a positive effect on the market valuation of complying
companies. Codes of corporate governance best practice are based on fundamental principles of justice,
fairness, and equality (Zattoni and Cuomo 2008) and recommend conformity with a set of provisions
of board work, practices of executive compensation, policies of risk management, and standards
of transparency (Aguilera et al. 2015). Along with the criticism of a one-size-fits-all approach with
national adjustments, codes of best practice reveal conditions in which participants of a community
reach a mutual understanding. The concept of flexibility and a voluntary approach to codes of best
practice provide space for a dialog to reach consent, in which certain norms and behavior are seen as
right or wrong. According to the comply-or-explain rule (Tan 2018), companies are obliged to report
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their scope of conformity, which facilitates understanding of both the determinants and performance
effects of compliance.

Prior studies indicate the positive effect of compliance related to enhanced investor trust, lower
capital cost, and reduced information asymmetry, and they reveal a positive relation between corporate
governance conformity and company performance and value (Mazotta and Veltri 2014; Rose 2016;
Kaspereit et al. 2017). However, some researchers argue that the impact of corporate governance codes and
compliance may be limited in different institutional settings, in particular in the context of concentrated
ownership, insufficient investor protection, and emerging governance (Sobhan 2016; Okhmatovskiy 2017).
The main focus of corporate governance codes is devoted to solving principal-agent conflicts between
shareholders and managers, rather than giving sufficient attention to principal-principal conflicts
between majority and minority shareholders (Chen et al. 2011). Thus, in countries of concentrated
ownership and emerging governance, the code provisions and compliance with best practice may not
result in a higher performance effect (Gherghina 2015) or may even be detrimental to company value
(when regarded merely as an extra cost) or fail to elicit investor trust.

We tested the hypotheses of the relationship between compliance and company value compliance,
using a unique sample of conformity with board best practice by 155 companies listed on the Warsaw
Stock Exchange over a 10-year period. Specifically, we assume that formal compliance with board best
practice is negatively associated with firm value (H1) and a that minimum compliance with board best
practice is negatively associated with firm value (H2). We hypothesize that investors do not appreciate
substantive compliance either and that conformity with board best practice is negatively associated
with firm value (H3).

The results of the panel analysis provide support for hypotheses H1 and H2, showing a negative
association between formal compliance and firm value and minimum compliance and firm value.
In line with our assumption in H3, we obtain partial support for the negative association between
substantive compliance and Q. The negative correlation between company value and compliance
remains statistically significant for the general measure of substantive compliance (SUBSTCOMPL)
and statistically insignificant for decomposed substantive compliance (dec_SUBSTCOMPL), for which
we exclude the variable on independent directors (INDNED). We interpret these findings as
evidence for a mismatch between code provisions and corporate governance challenges, relating to
concentrated ownership and principal-principal conflicts (Chen et al. 2011). Consistent with findings by
Bhagat and Black (2002), we do not observe a positive market valuation effect for complying companies.
Investors appear not to find compliance with board best practice a convincing solution to possible
tensions between majority and minority shareholders (Healy and Palepu 2001; Goncharov et al. 2006),
questioning the efficient implementation of board guidelines (Martin 2010).

5. Conclusions

The goal of this study was to test for the link between compliance and company value in a specific
context of concentrated ownership and post-transition corporate governance. The results show a
negative correlation between compliance with the code provisions on board practice and company
value, as measured by Tobin’s Q, suggesting that investors do not find the adoption of board practice a
plausible solution for the principal-principal conflict in an environment of concentrated ownership.

The study adds to the debate on corporate governance compliance, in general, and its effects
on market valuation in emerging and post-transition countries, in particular. For practitioners and
policymakers, the results of our analysis deliver important insights into the limitations of code
provisions, which are transmitted across countries with differing institutional environments and
ownership structures, and results in different agency problems.

We acknowledge the limitations of our research—we focused on board best practice and in one
country. Further research should address a wide scope of code provisions and cover a larger sample of
companies from different economies. Adding variables to cover the institutional environment, such as
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measures of investor protection or rule of law, would aid in understanding the effect of the regulatory
context on the efficiency of corporate governance provisions.
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Abstract: The purpose of the study is to examine the relation between Nordic corporate governance
practices and earnings management. We find that the presence of employee representation on the
board and the presence of an audit committee are both practices that reduce the occurrence of earnings
management. Moreover, we find that both board independence and share ownership by directors
positively affect earnings management, while board activity and directors as majority shareholders
show an insignificant relation to earnings management. We contribute to the existing literature
on corporate governance and earnings management by providing valuable insight into the Nordic
corporate governance approach and its potential in mitigating earnings management.
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1. Introduction

In response to recent accounting scandals in both the US and Europe there has been an increased
concern regarding the effectiveness of corporate governance practices. Undoubtedly, the concerns
are justified. The case of Enron Corporation in 2001 is a well-known example of the destroying
consequences of weak corporate governance. The scandal created an international attention on how to
systematically implement improved corporate governance practices to prevent fraud and questionable
managing of earnings. Immediate responses were proposed reforms of corporate governance through
legislation and improved listing standards (Coffee 2002). This included the US Sarbanes Oxley Act
(SOX) in 2002 and the UK Higgs Report and the Smith Report in 2003'. The motivation behind our
study is thus the implicit assertion that earnings management and weak corporate governance practices
are positively related.

The concept of corporate governance is not new. Its need aroused with the separation
of ownership and control in public companies (Berle and Means 1932), which, according to
Jensen and Meckling (1976), resulted in agency problems. Consequently, the responsibility to present
credible financial information and protect shareholders’ interests fell on the corporate governance
system (Fama and Jensen 1983). As information asymmetry between preparers and users of financial
information makes opportunism possible (Beatty and Harris 1999), the guardian role of the board
become obvious.

The extent of earnings management could implicate how well the corporate governance practices
are in protecting shareholder’s interests, since corporate governance has the potential to reduce
or even eliminate fraudulent behavior (Man and Wong 2013). This study addresses the triangular

1 Regarding Norway; the result was the establishment of the Norwegian Corporate Governance Board (NUES) in 2004.
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interaction between a company’s shareholders, board of directors and management in a Nordic setting.
Many prior studies on corporate governance and earnings management have come from countries
within a two-tier or one-tier model of corporate governance, such as the US, the UK, Italy. Egypt,
Malaysia and China (Al-Jaifi 2017; Beasley 1996, Campa and Donnelly 2014; Karmel and Elbanna 2012;
Klein 2002; Liu and Lu 2007; Marchini et al. 2018; Peasnell et al. 2000; Xie et al. 2003) which differentiate
from the Nordic corporate governance model in several ways. Lekvall et al. (2014) claim that two
key distinctive features of Nordic corporate governance are the powers vested with a shareholder
majority to effectively control the company and the entirely nonexecutive board. Norwegian boards
are characterized by a high shareholder concentration. Accordingly, instead of turning to the market
for corporate control, major owners generally take an active part in the governance of the company:.
The system thus provides dominating shareholders the motivation to take long-term responsibility
for the company. Moreover, Norwegian Public Limited Companies (ASA) are comprised exclusively
of nonexecutive officers, except for employee representatives. An important implication of this is
the distinction the duties and responsibilities of a strategically and monitoring board and a mere
executive management function. Lekvall et al. (2014) argues that although these features may not
seem individually unique, together they make a comprehensive system. Its success is shown by the
competitiveness of Nordic companies on international markets. In 2013, The Economist described
the Nordic corporate governance model as “The next supermodel”, pointing to Nordic countries
clustering at the top of global league tables of everything from economic competitiveness to happiness
(The Economist 2013; Lourenco et al. 2018).

Although Nordic countries have been declared role models for their corporate governance systems
(The Economist 2013), there have been limited studies exploring the relationship between corporate
governance and earnings management in countries within the Nordic model of corporate governance.
The aim of this paper is to fill these gaps and provide valuable insight for users of financial statements
beyond the Nordic countries. We do find as a contribution that the presence of employee representation
on the board reduce earnings management. Moreover, board independence seem positively related
to earnings management, contradictory to the findings of other well-known studies (Beasley 1996;
Dechow et al. 1996; Peasnell et al. 2000; Klein 2002). We also find the same regarding share ownership
by directors, thus indicating that large proportions of minority shareholders on the board could give
the directors incentives to pursue higher-risk strategies to generate larger financial returns.

The findings will be of interest for countries following the same triangular interaction between
a company’s shareholders, board of directors and management. In addition, the study aims to
provide increased attention to the potential benefits the Nordic corporate governance approach has on
improving earnings quality by mitigating earnings management.

The remainder of this paper is organized as follows. Section 2 provides a review of previous
literature and the hypothesis development. The data and methodology are presented in Section 3,
while Section 4 presents the empirical results. Finally, Section 5 conclude the paper’s findings, included
the limitations of the study.

2. Review of Literature and Hypothesis Development

Earnings are the summary measure of firm performance produced under the accrual basis
of accounting (Dechow 1994). Healy and Wahlen (1999) provides a commonly cited definition of
earnings management:

Earnings management occurs when managers intentionally use judgements in financial reporting
and in structuring financial transactions to alter financial reports to mislead some stakeholders about
the underlying economic performance of the firm or to influence contractual outcomes that depend on
reported accounting numbers.

As the definition points out, firms have two options to manage earnings. First, earnings
can be managed through deviations from normal business activities (Xu et al. 2007). The firm
could, for example, boost reported profit by cutting down on research and development, selling
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assets it would otherwise keep and cutting down on employee development. Deviating from
normal business practices to manipulate reported income is defined as real earnings management
(Roychowdhury 2006). Second, a firm can alter the level of accruals to obtain the desired level of
earnings. Using management judgements in financial reporting is defined as accrual-based earnings
management (Healy and Wahlen 1999). Real changes in investment and operating activities are costlier
than mere accounting manipulation. It is therefore reasonable to assume that firms have a lower
threshold to manipulate earnings through accruals rather than real activities. This study focuses on
accrual earnings management only.

Many motivations for earnings management have been examined in the literature. The managerial
motives are mixed and include motivations such as maximizing firm value (Beneish 2001), management
buyouts (DeAngelo 1986), initial public offerings (IPO’s) (Teoh et al. 1998) and meeting the expectations
of financial analysts, management, investors and social and political pressure (Payne and Robb 2000;
Kasznik 1999; Li and Thibodeau 2019). The essence of earnings manipulation is derived from the
flexibility given to management in disclosing their reported earnings (Busirin et al. 2015).

Accounting information is traditionally considered to have a dual role as both informer and
steward (Ronen and Yaari 2008). The informative role arises because of investors” need to predict
future cash flows and assess the risk of investments. This study will focus on the stewardship role
of accounting. The stewardship role of accounting comes from the separation of ownership and
management in public firms, resulting in agency problems that could lead to divergence between
the interest of shareholders and managers (Jensen and Meckling 1976; Gjesdal 1981). A following
control difficulty is information asymmetry. Information asymmetry exists when managers have a
more complete set of information about the company than the shareholders, leading to agency costs
as the managers have opportunities to promote their own self-interest at the shareholders” expense
(Beatty and Harris 1999). Prior studies have found a positive relationship between agency costs and the
latitude of earnings management (Beatty and Harris 1999; Man 2019). Corporate governance is thus
necessary to align and coordinate the interest of the upper management with those of the shareholders
to mitigate the occurrence of earnings management. Fama and Jensen (1983) argue that the board
of directors is the highest internal control mechanism responsible for monitoring the actions of top
management. Monks and Minow (2008) underline that as the body who governs the firm, it is the
board of directors” duty to ensure that the company is run in the long-term interests of the shareholders.
While there is no generally accepted definition of corporate governance, it may be defined as a system
“consisting of all the people, processes and activities to help ensure stewardship over a company’s
assets” (Messier et al. 2008).

There is mixed evidence on the effect corporate governance practices has on earnings management.
Board characteristics that have been frequently investigated in earnings management literature, such as
board independence, board activity and the presence of an audit committee will be included in this
study (see Table 1). In addition, directors’ share ownership, majority shareholding by directors and
the presence of employee representatives will be examined as key elements of the Nordic corporate
governance model (see Table 1). Following are some prominent studies reviewed in this regard.

2.1. Board Independence

NUES (2018) recommend that most of the shareholder-elected members of the board should
be independent of the company’s executive personnel and material business contacts, while at least
two of the shareholder-elected members should be independent of the company’s main shareholders.
Independent directors are chosen in the interest of shareholders, adding value due to their impartial
monitoring of business ethics (Rosenstein and Wyatt 1990). Independent board members are associated
with effective monitoring (Fama 1980), while nonindependent board members are considered an
obstacle to efficient monitoring (Ronen and Yaari 2008). It is assumed that effective monitoring
controls earnings management, as suggested in studies investigating board independence and earnings
management (Dechow et al. 1996; Beasley 1996; Klein 2002; Peasnell et al. 2005). Haldar et al. (2018)
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and Van den Berghe and Baelden (2005) do however point to other important aspects of directors’
independence. They argue that the quality of independent directors depends on other factors specific to
the directors’ character, the firm and its environment. In accordance with prior earnings management
literature, the following hypothesis is tested:

Hypothesis 1 (H1). There is a negative relation between board independence and earnings management.

2.2. Employee Representatives

As stated in the Public Companies Act, the main rule regarding employee representation in
Norway is that one third of the directors can be elected by and among the employees. NUES (2018)
do not mention any specific recommendations regarding employee representatives since they are
considered ordinary members of the board with the same authority and responsibility as the
shareholder-elected board members. Literature and prior studies on employee representatives
and earnings management is however rare. In Fauver and Fuerst (2006) study on German companies,
they argue that employee representatives contribute as informed monitors with detailed operational
knowledge that is valuable in board decision-making and supervising. They further conclude that
the presence of employee representatives on the board is negatively and significantly related to
earnings management. Other studies on monitoring and earnings management have found that
better monitoring quality by directors could ultimately help to reduce agency costs induced by either
managers or large shareholders (Gul et al. 2002; Peasnell et al. 2005). The importance of operational
knowledge is supported in a Chinese study conducted by Chen et al. (2015). They found that the
quality of managerial oversight by directors depends significantly on the quality and completeness of
the information they receive, stating that directors” monitoring is more effective in a richer information
environment. Accordingly, the second hypothesis is:

Hypothesis 2 (H2). There is a negative relation between the presence of employee representatives and earnings
management.

2.3. Share Ownership by Directors

It is difficult to state a clear theoretical prediction about the effect of share ownership by
directors on earnings management. From an opportunistic point of view, share ownership by
directors could weaken their independence and their effectiveness in monitoring financial reporting
(Lin and Hwang 2010). On the other hand, managers of firms with low director ownership are expected
to exploit the latitude of accounting standards to ease financial constraints, indicating that higher
share ownership by directors will reduce the occurrence of earnings management (Gul et al. 2002).
It is also found that directors” shareholdings are associated with smaller increases in information
asymmetry (Kanagaretnam et al. 2007), which in turn could reduce agency costs and better prevent the
occurrence of earnings management (Beatty and Harris 1999; Man 2019). The theoretical assumptions
will also vary depending on the ownership structure. According to NUES (2018), long-term share
ownership by directors contributes to create an increased common financial interest between the
shareholders and the members of the board. With a majority shareholding in the company, and thus a
longer-term ownership perspective, an investor is incentivized to prioritize the company’s strategic
growth. Further, NUES (2018) emphasize that a short-term ownership perspective may work against
the best interest of the company and its shareholders. Prior studies on share ownership by directors
and earnings management reflects the inconsistent assumptions. Peasnell et al. (2005) found a positive,
though not significant, relation between share ownership by directors and earnings management,
while Gul et al. (2002) reported a significantly negative relation. In their meta-analysis, Lin and Hwang
(2010) documented no significant relationship. Based on the theoretical predictions and the existing
literature, the following two hypotheses have been made:
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Hypothesis 3 (H3). There is a relation between share ownership by directors and earnings management.

Hypothesis 4 (H4). There is a negative relation between the percentage of directors as majority shareholders
and earnings management.

2.4. Board Activity

The board activity is measured by the board meeting frequency and is often considered an
indicator of the effort put in by the directors. It is generally believed that an active board is more
effective in monitoring the management (Ronen and Yaari 2008). Lipton and Lorsch (1992) stress
that a widely shared problem among directors is too little time to carry out their duties, pointing out
that more frequent board meetings will make directors more willing to perform their duties in line
with shareholders’ interests. The literature on board activity and earnings management consists of
contradictory conclusions. Vafeas (1999) and Xie et al. (2003) find that more frequent board meetings
lower the degree of earnings management, while other studies show either a positive relation between
board meeting frequency and earnings management (Daghsni et al. 2016) or no relation between them
at all (Ahmed 2007). Based on the contradictory literature, the fifth hypothesis is:

Hypothesis 5 (H5). There is a relation between board meeting frequency and earnings management.

Table 1. Presentation and description of the corporate governance variables along with the expected
impact on earnings management.

Variable Predicted Sign Definition

The percentage of independent

Board Independence B shareholder-elected board members

dummy variable assigned the value 1 if the
Employee representatives: - board has employee representatives,
0 otherwise

Share ownership by - Number of directors who directly or
directors indirectly holds shares in the company.
Directors as majority B The percentage of directors as majority
shareholders shareholders
Board activity +/— The number of board meetings held during

the period

Dummy variable that equal 1 if the company

Audit committee - . Rk .
! ! has an audit committee, 0 otherwise

2.5. Audit Committee

The Public Companies Act and the Stock Exchange Regulations stipulates whether Norwegian
public companies are required to establish an audit committee or not. The members of the audit
committee are elected by and among the board members and at least one of the members of the
committee must be independent with regards to NUES’ (2018) recommendations (Lekvall et al. 2014).
According to the Public Companies Act, the audit committee’s primary mission is to prepare the
supervision of the financial reporting process and monitor the systems for internal control and
risk management. The committee should further meet regularly with the firm’s external auditor
and internal financial managers to produce balanced and accurate reports. Accordingly, audit
committees complement existing internal governance practices by improving the monitoring function
and reduce agency conflicts (Cai et al. 2015). Prior studies have found a significant relation between
earnings management and audit committee practices (Bedard et al. 2004; Wan Mohammad et al. 2016).
Klein (2002) found that the existence of an audit committee will reduce earnings management. Similarly,

73



J. Risk Financial Manag. 2020, 13, 256

Dechow et al. (1996) and Purat Nelson and Devi (2013) found that firms manipulating earnings were
less likely to have an audit committee. The last hypothesis is formulated as follows:

Hypothesis 6 (H6). There is a negative relation between the presence of an audit committee and earnings
management.

3. Data and Methodology

3.1. Data And Sample Selection

Our initial dataset consisted of quarterly financial statements from 168 companies listed on the
Oslo Stock Exchange in the period 2014 to 2017. Due to difficulties in defining abnormal accruals in
the financial service industry, 16 bank and insurance companies were eliminated from the sample.
In addition, there is an exclusion of 18 companies that had not been listed for the entire period, 83 firms
due to lack of data and 2 firms due to mergers and acquisitions in the period (see Table 2). The financial
data was collected through the Thomson Reuters Eikon database, while the corporate governance data
was collected from companies” annual reports. If the reports lacked data, it was retrieved directly from
the companies through e-mails and phone calls.

Table 2. Sample selection of the companies in the study.

Sample Selection
Companies listed on the Oslo Stock Exchange 12.31.17 168

— Companies in the financial service industry 16
— Not-continuously listed companies in the period 18
— Companies lost due to lack of data 83
— Companies lost due to mergers and acquisitions 2
= Companies included in the sample 49
Initial firm-quarter observations for 2014 to 2017 2688
— Companies in the financial service industry 256
— Not-continuously listed companies in the period 288
— Companies lost due to lack of data 1328
— Companies lost due to mergers and acquisitions 32
= Final sample 784

In Das et al.’s (2009) study on quarterly earnings patterns and earnings management, they find
that firms performing poorly in interim quarters may attempt to increase earnings in the fourth quarter
to achieve a desired annual earnings target. Accordingly, this study used data from quarterly reports in
the analyses to catch more of the fluctuations in earnings. Further, interim reports are often unaudited,
which allows greater managerial discretion and require less detailed disclosure than annual financial
statements (Jeter and Shivakumar 1999). Using quarterly financial data in the analysis could thus
increase the likelihood of detecting earnings management.

3.2. Measurement of Earnings Management

In the existing earnings management literature, a commonly used approach for detecting earnings
management is by examining accruals. The literature distinguishes between two widely used
approaches in defining total accruals: the balance sheet-based approach (Healy 1985; Jones 1991) and
the cash flow-based approach (Vinten et al. 2005). The cash flow approach measures accruals directly
from the statement of cash flows which mitigate the danger of measurement errors. Consequently,
this study used the cash flow approach to define total accruals. The cash flow approach measures total
accruals as the difference between the earnings of an entity and its cash flow generated from operating
activities. Thus, to calculate total accruals using the cash flow approach the following formula has
been used:

TAj; = NI;; — CFOj;
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where TA;; = total accruals for company i in quarter t, NI;; = net income for company i in quarter t and
CFOj; = cash flow from operating activities for company i in quarter t.

Total accruals consist of a discretionary component and a nondiscretionary component.
Nondiscretionary accruals represent changes in a company’s underlying performance,
while discretionary accruals represent changes due to management’s accounting decisions
(Ronen and Yaari 2008). When estimating earnings management, it is the discretionary accruals that
are of interest. A fundamental issue is however the challenge of separating the discretionary and
nondiscretionary components of earnings (Elgers et al. 2003), since they cannot be directly observed.
Several methods have been developed to estimate the discretionary component of accruals. A widely
used approach is to benefit regression techniques, where total accruals are regressed on variables
that are proxies for normal accruals. Discretionary accruals were thus the unexplained component of
total accruals.

Several widely used regression techniques have their origin in the original Jones model
from 1991. This study used 2 modified versions of the original model; the Modified Jones model
proposed by Dechow et al. (1995) and a performance-matched model introduced by Kothari et al.
(2005). The Modified Jones model was designed to eliminate the assumed tendency of the Jones
model to measure discretionary accruals with error when discretion was exercised over revenues
(Dechow et al. 1995). The modification made from the original Jones model is that changes in revenues
are adjusted for the changes in receivables in the event period. When applying the Modified Jones
model, the nondiscretionary and the discretionary components of total accruals can be calculated by
the following equation (Dechow et al. 1995):

TA; 1 AREV;; — AREC;, PPE;

— Bo+ + + + e 1
Bo BlAit—l B A B3 A, 1)

where

TA;; = total accruals deflated by lagged total assets for company i in quarter t

Aji_1 = lagged total assets for company i in quarter t

AREVj; = changes in total sales deflated by lagged total assets for company i in quarter t

AREC;; = changes in account receivables deflated by total assets for company i in quarter t

PPE;; = net value of property, plant and equipment deflated by lagged total assets for company i in
quarter t

Kothari et al.’s (2005) performance matched model is an extended version of the Modified Jones
model, where return on assets (ROA) is added as an additional variable. The following equation
is used:

TA; 1 AREV;; — AREC;;

=Bo+B +B
1 0Pl A, 2 Ajq

PPE; _ ROA;
: 2
Ay + B4 A + &t )

+ B3
where
ROA;; = net income after tax deflated by lagged total assets for company i in quarter t

Kothari et al. (2005) claim that economic intuition, empirical evidence and extant models of
accruals suggest that accruals are correlated with a firm’s present and past performance. Hence,
to control for performance on discretionary accruals, ROA is added as a control variable. Further,
because of the nonlinear relationship between accruals and performance, Kothari et al. (2005) argue
that a performance matched approach is better specified to test discretionary accruals than by using a
linear regression-based approach.

In both models the variables are deflated by lagged total assets to control for firm size effect
(Healy 1985; DeAngelo 1986) and to mitigate heteroscedasticity in the residuals (White 1980). Further,
nondiscretionary accruals are estimated using ordinary least squares (OLS). The prediction from the
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OLS estimation in model (1) and model (2) represents nondiscretionary accruals while the residuals
represents discretionary accruals. Discretionary accruals can be both positive and negative. In the
analysis, the study used the absolute value of discretionary accruals as a proxy for earnings management
(as a normal procedure—see Hribar and Nichols (2007) for elaboration). Higher levels of discretionary
accruals indicate greater levels of earnings management.

The Modified Jones model (1) showed an explanatory power of 0.1139 (Table A1), while the Kothari
model (2) showed an explanatory power of 0.4334 (Table A2). The higher the explanatory power, the
closer the estimated regression equation fits the sample data (Brooks 2019). Hence, the measure of
discretionary accruals following the Kothari model (2) was used as the dependent variable for the
further corporate governance analysis.

3.3. Corporate Governance

After estimating the extent of discretionary accruals, the relation between earnings management
and the corporate governance practices was investigated. In the regression, the corporate governance
practices represented the following independent variables:

Board independence: referred to the percentage of shareholder-elected directors that were
evaluated as independent with respect to the company’s executive management, material business
contacts and main shareholders.

Employee representatives: referred to the presence of employee representatives or not. The variable
was calculated as a dummy variable assigned the value 1 if the board has employee representatives,
0 otherwise.

Share ownership by directors: referred to the percentage of directors who directly or indirectly
holds shares in the company. The variable was calculated by scaling the total number of directors who
holds shares by total board size.

Directors as majority shareholders: referred to the percentage of directors who directly or indirectly
is listed amongst the company’s 20 largest shareholders. The variable was calculated by scaling the
total number of directors who are majority shareholders by total board size.

Board activity: referred to the total number of meetings held during a year, scaled by quarter.
The variable was calculated using the natural logarithm of total board meetings?.

Audit committee: referred to the presence of an audit committee or not. The variable was
calculated as a dummy variable assigned the value 1 if the firm has an audit committee, 0 otherwise.

Earnings management decisions can also be influenced by factors other than the explanatory
variables included in this analysis. To control for this and for any spurious relations between board
characteristics and earnings management, the control variables firm size, return on assets and return
on equity were included.

Firm size: the natural logarithm of total assets was used as a proxy for firm size.

Return on assets: net income divided by total assets was used as a measure for firm performance.

Return on equity: total equity divided by total assets was used as a measure for firm profitability.

To test the hypotheses’, the following equation was used:

absDA;; = B¢ + B1(BISE;t) + B2(DER;¢) + B3(SODj¢) + B4 (MJS;) + B5(BA;)

+B6(AC;) + B7(FSit) + Bs(ROAj¢) + Bo(ROE;) + ej ©)

absDA;; = absolute value of discretionary accruals for company i in quarter t

BISE;; = board independence for company i in quarter t

DER;; = dummy variable that equal 1 if the company has employee representatives on the board,
0 otherwise

2 The natural logarithm is used to correct for heteroscedasticity (Benoit 2011).
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SODit = share ownership by directors for company i in quarter t

MJS;; = directors as majority shareholders for company i in quarter t

BAj; = board activity for company i in quarter t

AC;; = dummy variable that equal 1 if the company has an audit committee, 0 otherwise
FS;; = firm size for company i in quarter t

ROAj; = return on assets for company i in quarter t

ROE;; = return on equity for company i in quarter t

Our study used panel data, featured by exploring the cross-section and time-series data
simultaneously. A Hausman test (Table A3), showed that fixed effects estimator was a better fit
for the model than the random effects estimator®. Moreover, Equation (3) using OLS was estimated.
Additional analysis of the residuals from this estimation displayed significant heteroscedasticity.
Consequently, the regression using robust standard errors was estimated. In regression estimates,
multicollinearity due to a significant linear relationship between the explanatory variables can affect
the estimation of the coefficients of the variables, leading to imprecise results. To test the severity of
multicollinearity in the data, a correlation matrix and the Variance Inflation Factor (VIF) method was
used. According to Brooks (2019), severe multicollinearity is indicated if the correlation between 2
variables exceeds 0.80 and the VIF index exceed 5. The VIF for each explanatory variable was under 5,
with a total mean of 1.6. Supported by the correlation matrix, multicollinearity was not a problem
to the model. The correlation matrix and VIF index for the variables are reported in the Appendix A
(Tables A4 and A5).

4. Empirical Results

4.1. Descriptive Statistics

Table 3 reports descriptive statistics for the sample firms. The absolute value of discretionary
accruals has a small mean of 0.03 with a standard deviation of 0.04. The percentage of board
independence spans from 0.00 to 1.00, indicating that the sample consists of firms with both 100 percent
independent boards and zero percent independent boards. On average the presence of independent
shareholder-elected board members is 70 percent. The number of board meetings held by the board of
directors is on average 0.95 per quarter?, while the minimum and maximum number of meetings per
quarter is respectively 0.00 and 2.20°. Further, the descriptive statistics show that the sample consists
of firms with both 100 percent share ownership by directors and zero percent share ownership by
directors. The mean of share ownership by directors is 63 percent. With respect to the percentage of
directors as majority shareholders, the average is 22 percent. The mean of the dummy variable for
employee representatives on the board is 0.46, indicating that 46 percent of the sample firms have
boards with presence of employee representatives. The dummy variable referring to the presence
of an audit committee shows that 92 percent of the sample firms have an audit committee. Finally,
the remaining variables included in the model were control variables for different firm characteristics
and were not central to our study.

The dummy variables concerning employee representation and audit committee are not considered time-invariant explanatory
variables. They will therefore not be absorbed by the intercept in the fixed effects model.
This is equivalent to an average "> ~ 2.59 per quarter.

This is equivalent to a minimum value of e*% ~ 1 per quarter and a maximum value of ¢>?° ~ 9 per quarter.
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Table 3. Descriptive statistics for the sample firms.

------------------ Quantiles ---------------

n Mean S.D. Min 0.25 Mdn 0.75 Max

Discretionary accruals 784  0.03 0.04 0.00 0.01 0.02 0.04 0.44
Board independence 784  0.70 0.20 0.00 0.60 0.71 0.80 1.00
Employee representatives 784  0.46 0.50 0.00 0.00 0.00 1.00 1.00
Share ownership by directors 784  0.63 0.22 0.00 0.50 0.63 0.80 1.00
Directors as majority 784 022 021 000 000 020 033 1.00

shareholders
Board activity 784 0.95 0.37 0.00 0.69 0.92 1.18 2.20
Audit Committee 784 0.92 0.27 0.00 1.00 1.00 1.00 1.00

4.2. Regression Results

Table 4 reports the results of the multivariate regression analysis on the panel data. The R-square
is the coefficient of determination, and the value of 0.204 indicates that 20.4 percent of the variation in
discretionary accruals is explained by the regression equation.

If we exclude the corporate governance variables (see Table A6 in the Appendix A), the results
vary little to nothing compared to the results in Table 4. The difference between the two models
is seen in the quality of the model, where Table 4 shows an r-squared of 0.204 compared to 0.148
in Table A6. This implies that model (3), as shown in Table 4 with the corporate governance
variables, has a substantially bigger r-squared, and thus explains more of the variation in the absolute
discretionary accruals.

4.2.1. Results Hypothesis 1—Board Independence

The panel regression analysis provides a significantly positive relation between the proportion of
independent board members and earnings management, providing evidence that the occurrence of
earnings management increases in line with the percentage of board independence. Thus, the results do
not coincide with the hypothesis, nor the results of Beasley (1996), Dechow et al. (1996), Peasnell et al.
(2005) and Klein (2002). Nevertheless, the result is of interest. The previously mentioned studies are all
recognized and well-established in the earnings management literature, yet one could argue that firms,
legislations and codes of best practices have changed since the studies were conducted. However, our
finding is not strong, so our following comments could be related to the mere absence of a significant
result of the hypothesis. Recent changes may imply that the current recommendations regarding
independence could benefit from a reconsideration considering today’s business environment and the
experiences made during the recent decades. Moreover, looking beyond the earnings management
literature, the findings may support Van den Berghe and Baelden (2005) argument that it may not
be sufficient for good corporate governance to implement a formal standard on board independence
alone. They argue that “soft” elements like character, attitude and independence of mind are equally
important elements to the concept of independence®. Accordingly, as stated in the report of the
Conference Board on Corporate Governance Best Practices, “directors must not only be independent
according to evolving legislative and stock exchange listing standards, but also independent in thought
and action—qualitative independent” (Brancato and Plath 2003).

©  This argument was also brought to concern by Ase Aulie Michelet on NUES’ 2017 annual debate for good corporate

governance practices, arguing that for directors to truly be independent they must be able to promote and defend their own
opinions (Bjerklund 2017).
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4.2.2. Results Hypothesis 2—Employee Representatives

The regression results indicate that employee representation has a direct negative effect on
earnings management, as expected in the hypothesis. The finding may be due to several causes. In line
with Fauver and Fuerst (2006) analysis on German companies, the result could imply that employee
representation provides a credible channel for information to the board of directors. Supported by
the findings of Chen et al. (2015), this could improve the quality of managerial monitoring and board
decision-making since employee representation provides a richer information environment. Moreover,
one could argue that the operational information provided by the employee representatives helps to
decrease the control issue of information asymmetry. In line with the findings of Gul et al. (2002),
Peasnell et al. (2005) and Beatty and Harris (1999), the assumed increased monitoring quality and
decreased information asymmetry brought to the board by employee representation is seemingly
effective in mitigating agency costs and earnings management.

Table 4. Regression results of model (3).

Variables Dependent Variable: Discretionary Accruals (absDA)

Board Independence (BISE) 0.025 *
(0.014)

Employee Representatives (DER) —-0.011 **
(0.004)
Share ownership by directors (SOD) 0.020 *
(0.012)
Directors as majority shareholders (M]S) -0.012
(0.020)
Board Activity (BA) 0.016
(0.009)

Audit Committee (AC) -0.071*
(0.038)

Firm Size (FS) —0.014 **
(0.006)

Return on assets (ROA) —0.100 ***
(0.037)

Return on equity (ROE) —0.015 ***
(0.002)

Constant 0.178 ***
(0.043)

Observations 784
Number of Identifications 49

R-squared 0.204

Notes: The equation used to test the hypotheses”: absDA;; = Bg + B1(BISE;it) + B2(DER;) + B3(SODjyt) +
B4 (MJS;;) + B5(BAit) + Bs(ACit) + By (FSit) + Bg(ROA;t) + Bo(ROEj) + €i(3). ***, ** and * indicate the significance
level at 1%, 5% and 10%, respectively (two-tailed). All numbers reported in NOK million. Robust standard errors in
parentheses, *** p < 0.01, ** p < 0.05, * p < 0.1.

4.2.3. Results Hypothesis 3 and 4—Share Ownership by Directors

The regression analysis shows a significantly positive relationship between share ownership
by directors and earnings management, suggesting a direct positive effect between increasing the
percentage of directors who owns shares in the company and the latitude of earnings management.
The finding is not in line with the hypothesis, nor the results of Gul et al. (2002). As suggested
by Kanagaretnam et al. (2007), directors’ shareholdings are associated with smaller increases in
information asymmetry, which in turn has the potential to reduce agency costs and thus mitigate
the occurrence of earnings management. With respect to the finding, one could therefore argue that
there may be other elements of importance when evaluating the effect of directors” shareholdings
on earnings management. Supported by Lin and Hwang (2010), the result may provide evidence
that directors who own shares in the company are subject to weakened independence and weakened
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effectiveness in impartial monitoring, leading to increased agency problems and earnings management.
The result is fairly congruent with the findings of Peasnell et al. (2005), who found a positive, though
not significant relationship between directors” shareholding and earnings management. It would
also be of importance to include the fourth hypothesis in this analysis to more thoroughly assess the
assumption. For the fourth hypothesis, the analysis finds a negative, though not significant relation
between majority shareholding by directors and earnings management. Even though the result does
not support a direct negative effect on earnings management, its implications are of interest. It could
imply that majority share ownership gives directors an incentive to prioritize the company’s strategic
growth. If so, this would help to reduce agency problems related to dissimilar financial interests
between the shareholders and the members of the board. The sample data shows that the mean of
share ownership by directors and the mean of majority shareholding by directors are respectively 63
percent and 22 percent of the total board size. This implicates that on average 65 percent of the directors
who own shares in the company are considered minority share owners with a greater likelihood of
a short-term ownership perspective. Given a short-term ownership perspective, they have greater
incentives to pursue higher-risk strategies to generate larger financial returns. Combined, these
assumptions could implicate that companies with large proportions of minority shareholders on the
board manage earnings more frequently. Given these findings, the results corroborate NUES (2018)
recommendations regarding directors’ long-term and short-term shareholdings.

4.2.4. Results Hypothesis 5—Board Activity

The results of the panel regression suggest a positive, though insignificant relation between board
activity and earnings management. This implies that board meeting frequency does not seem to have a
direct effect on earnings management, in contradiction to what was expected in the hypothesis and the
results of Vafeas (1999), Xie et al. (2003) and Daghsni et al. (2016). The result is however in line with
previous studies conducted by Ahmed (2007) and Ahmed (2007). It is worth noticing that the p-value
of 0.103 is close to a 10 percent significant level.

4.2.5. Results Hypothesis 6—Audit Committee

Further, the regression analysis points out that an audit committee who supervises the financial
reporting and disclosure negatively affects the occurrence of earnings management. This is in line
with the hypothesis and the studies conducted by Klein (2002) and Dechow et al. (1996). The finding
implies that the audit committee’s role in board matters contributes to create trust by securing internal
control of financial reporting and that the firm complies with laws and regulations. In addition, one
could argue that the regular contact they have with the firm'’s external auditor could be effective in
reducing agency conflicts as they weigh divergent views to produce a more balanced and accurate
financial report.

Finally, the control variables behave as expected and are consistent with other earnings
management studies (Igbal et al. 2015; Daghsni et al. 2016). Firm size is found to be negatively related
with earnings management, indicating that the occurrence of earnings management is decreasing in
line with the size of the firm. The results further show that ROA and ROE negatively affects earnings
management, suggesting that earnings management decreases as firm performance and profitability
increases. In addition, all control variables are significant.

4.3. More Discussion

We do acknowledge the potential of endogeneity issues in our analysis, as e. g. omitted variables.
We are also aware of the important role of firm size in this kind of research, and thus can affect the
independent and dependent variables simultaneously—see Coles and Li (2020) for a comprehensive
discussion. Moreover, we observe that robustness tests can weaken our findings to some degree,
however our main message of the analysis remains.
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5. Conclusions

Cited as the next supermodel for corporate governance (The Economist 2013), it is of interest to
examine corporate governance practices within the Nordic model of corporate governance. The purpose
of this study was to provide insight to better assess the relation between Nordic corporate governance
practices and earnings management, and potentially highlight the benefits of the model. The robust
multivariate regression analysis under the fixed effect estimator has been used for estimation,
while the absolute value of discretionary accruals is used as a proxy for earnings management
(Hribar and Nichols 2007).

The presence of employee representation on the board and the presence of an audit committee
are both practices that seem to reduce the occurrence of earnings management. The negative relation
between the presence of an audit committee and earnings management is already well-established in
the earnings management literature (Klein 2002; Dechow et al. 1996), while the findings of employee
representation is to some extent new insight. Our findings may suggest that employee representatives
provide a credible channel for information, contributing to a richer information environment. This can
mitigate agency costs and earnings management and could imply that there are other important aspects
of independence that should be taken into consideration to improve the quality of the directors. As for
the results regarding share ownership by directors, the findings indicate that large proportions of
minority shareholders on the board could give the directors incentives to pursue higher-risk strategies
to generate larger financial returns. Finally, board activity and directors as majority shareholders
both presented insignificant relations to earnings management. Still, their implications on earnings
management may be of interest.

The contribution of this study is not without limitations. First, by using discretionary accruals as a
measurement for earnings management one relies solely on proxy measures. Hence, one cannot exclude
the possibility that the findings are subject to more natural accounting explanations than earnings
management. Second, the relatively small sample size could affect the accuracy of the estimations.
Third, our model is not without econometric challenges, and, finally, the corporate governance model
may not be enough in capturing the omission of other corporate governance variables. These limitations
may constrain the validity of the findings.
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Appendix A
Table A1. The Modified Jones model (1).
Variable Dependent Variable: Total Accruals
1/A41 —4.014 ***(0.398)
AREVj; — AREC;; —0.07(0.037)
PPE;; —0.021 ***(0.07)
Constant —0.013 ***(0.003)
Observations 784
R-squared 0.117
Notes: The equation for the Modified Jones model developed by Dechow et al. (1995): % = By + B ﬁ +
62% + B3 % + ¢it(1). Standard errors in parentheses, *** p < 0.01.
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Table A2. The performance matched model (2).

Variables Dependent Variable: Total Accruals

1/Ai1 -0.213
(0.366)

AREV;; — ARECj; —0.123 ***
(0.030)

PPE;; —0.012 **
(0.006)

ROAIt 0.615 ***
(0.029)

Constant —0.016 ***
(0.003)

Observations 784
R-squared 0.436
Notes: The equation for the performance matched model by Kothari et al. (2005): % = By + Blﬁ +

AREV;—AREC, PPE; ROA;

ﬁzT" + B3 K_‘; + B‘*T-lt + &;t(2). Standard errors in parentheses, *** p < 0.01, ** p < 0.05.

1

Table A3. Hausman test model (3).

Test Summary Chi-sq. Statistic Chi-Sq. d.f. p-Value
143.00 9 0.0000

Notes: Test of Hy: difference in coefficients is not systematic. The random effects estimator is chosen if the p-value is
> 0.05, and the fixed effect estimator is chosen otherwise.

Table A4. Correlation matrix.

Abs_ DA BISE DER SOD MjJS BA AC FS ROA ROE
Abs_DA 1.00
BISE -0.02 1.00
DER -0.19 0.30 1.00
SOD 0.03 -0.09 -0.09 1.00
MJS -0.01 -0.65 -046 033 1.00
BA -0.04 0.01 0.08 0.08 0.07 1.00
AC -0.39 0.11 028 -028 -0.17 011 1.00
FS -0.42 0.20 041 -0.01 -021 010 051 1.00
ROA -0.44 -0.03 021 =017 -0.08 -0.01 036 030 1.00
ROE -0.21 0.02 014 -011 -0.10 -0.07 010 013 049 1.00

Notes: According to Brooks (2019) a correlation between two variables that exceeds 0.80 indicates severe multicollinearity.
The variables are defined as: abs_DA = absolute value of discretionary accruals, BISE = board independence, DER =
employee representatives, SOD = share ownership by directors, MJS = directors as majority shareholders, BA = board
activity, AC = audit committee, FS = firm size, ROA = return on assets, ROE = return on equity.

Table A5. Variation inflation factors (VIF).

Variable VIF 1/VIF
abs_DA 1.47 0.6792
BISE 1.84 0.5438
DER 1.50 0.6686
SOD 1.33 0.7507
MJS 2.42 0.4127
BA 1.07 0.9389
AC 1.65 0.6060
FS 1.70 0.5885
ROA 1.70 0.5870
ROE 1.35 0.7424
Mean VIF 1.60

Notes: According to Brooks (2019) a VIF index over five indicates severe multicollinearity. The variables are defined
as: abs_DA = absolute value of discretionary accruals, BISE = board independence, DER = employee representatives,
SOD = share ownership by directors, MJS = directors as majority shareholders, BA = board activity, AC = audit
committee, FS = firm size, ROA = return on assets, ROE = return on equity.
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Table A6. Regression results of model (3) without corporate governance variables.

Variables Dependent Variable: Discretionary Accruals (absDA)
Firm size (FS) —0.02 ***
(0.003)
Return on assets (ROA) —0.111 ***
(0.021)
Return on equity (ROE) -0.011*
(0.006)
Constant 0.206 ***
(0.030)
Observations 784
Number of Identifications 49
R-squared 0.148

Notes: The equation used to test the robustness: absDAj; = Bo + B1(FSit) + B2(ROA;) + B3(ROE;) + €it(3).
*** and * indicate the significance level at 1% and 10%, respectively (two-tailed). All numbers reported in NOK
million. Robust standard errors in parentheses, *** p < 0.01, *p < 0.1
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Abstract: We build a model of debt for firms with investment projects, for which flexibility and free
cash flow problems are important issues. We focus on the factors that lead the firm to select the
zero-debt policy. Our model provides an explanation of the so-called “zero-leverage puzzle”. It also
helps to explain why zero-debt firms often pay higher dividends when compared to other firms.
In addition, the model generates new empirical predictions that have not yet been tested. For example,
it predicts that firms with zero-debt policy should be influenced by free cash flow considerations
more than by bankruptcy cost considerations. Additionally, the choice of zero-debt policy can be used
by high-quality firms to signal their quality. This is in contrast to most traditional signalling literature
where debt serves as a signal of quality. The model can explain why the probability of selecting
the zero-debt policy is positively correlated with profitability and investment size and negatively
correlated with the tax rate. It also predicts that firms that are farther away from their target capital
structures are less likely to select the zero-debt policy when compared to firms that are close to their
target levels.

Keywords: zero-debt policy; flexibility; capital structure; tax shield; free cash flow problem;
debt overhang; dividend policy
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1. Introduction

A firm’s capital structure is one of the top issues in corporate finance theory. Over the
years, financial economists have formulated and tested various theories, including trade-off theory,
pecking-order theory, and market timing. Despite the tireless efforts, they remain some of the most
contraversial topics in economics.

In recent year