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Fractional calculus is allowing integrals and derivatives of any positive order (the term fractional
is kept only for historical reasons). It can be considered a branch of mathematical physics that deals
with integro-differential equations, where integrals are of convolution type and exhibit mainly singular
kernels of power law or logarithm type.

It is a subject that has gained considerably popularity and importance in the past few decades
in diverse fields of science and engineering. Efficient analytical and numerical methods have been
developed but still need particular attention.

The purpose of this Special Issue is to establish a collection of articles that reflect the latest
mathematical and conceptual developments in the field of fractional calculus and explore the scope for
applications in applied sciences.

The papers in this Special Issue can be divided according to the following scheme considering
their main purposes:

(1) Analytical Theory
(2) Numerical Methods
(3) Applications

1. Analytical Theory

We start with a brief note by the Guest Editor Francesco Mainardi [1]: A Note on the Equivalence of
Fractional Relaxation Equations to Differential Equations with Varying Coefficients. This equivalence
is indeed shown for the simple fractional relaxation equation for which the solution in terms of the
Mittag-Leffler function is known. This simple argument may lead to the equivalence of more general
processes governed by evolution equations of fractional order with constant coefficients to processes
governed by differential equations of integer order but with varying coefficients. Our main motivation
is to solicit researchers to extend this approach to other areas of applied science to have a deeper
knowledge of certain phenomena, both deterministic and stochastic ones, investigated nowadays with
the techniques of fractional calculus.

Then, we consider two notes about the fractional Marchaud derivative from different perspectives
that surely constitute a novelty in the actual literature of fractional calculus.

In the paper by Fausto Ferrari [2]: Weyl and Marchaud Derivatives: A Forgotten History,
the author recalls the contribution given by Hermann Weyl and André Marchaud to the notion
of fractional derivative. In addition, he discusses some relationships between the fractional Laplace
operator and Marchaud derivative in the perspective to generalize these objects to different fields of
the mathematics.

The aim of the paper by Sergei Rogosin and Maryna Dubatovskaya [3]: Letnikov vs. Marchaud:
A Survey on Two Proinent Constructions of Fractional Derivatives, is to present the essence of
two important approaches in Fractional Calculus, namely, those developed by Letnikov (or by
Griinwald and Letnikov) and by Marchaud. The authors collect here the most important results
for the corresponding fractional derivatives, compare these constructions and highlight their role in
Fractional Calculus and its applications.

Mathematics 2018, 6, 145; d0i:10.3390/math6090145 1 www.mdpi.com/journal /mathematics
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In the paper by Trifce Sandev [4]: Generalized Langevin Equation and the Prabhakar Derivative,
the generalized Langevin equation is considered with regularized Prabhakar derivative operator.
The author analyzes the mean square displacement, time-dependent diffusion coefficient and velocity
autocorrelation function. Further, he introduces the so-called tempered regularized Prabhakar
derivative and analyzes the corresponding generalized Langevin equation with friction term
represented through the tempered derivative.

In the paper by Roberto Garra, Enzo Orsingher and Federico Polito [5]: A Note on Hadamard
Fractional Differential Equations with Varying Coefficients and Their Applications in Probability,
the authors establish a connection between some generalizations of the COM-Poisson distributions
and integro-differential equations with time-varying coefficients involving Hadamard integrals
or derivatives. Moreover, they suggest a new interesting application in probability of a recently
introduced generalized Le Roy function (see [6]).

In the paper by Yuri Luchko [7]: On Some New Properties of the Fundamental Solution to the
Multi-Dimensional Space- and Time-Fractional Diffusion-Wave Equation, the Mellin-Barnes integrals
technique is employed to deduce some new analytical properties of solutions to the multi-dimensional
space- and time-fractional diffusion-wave equation. Indeed, some new closed-form formulas for
particular cases of the fundamental solution are derived. In particular, the author solves the open
problem of the representation of the fundamental solution to the two-dimensional neutral-fractional
diffusion-wave equation in terms of the known special functions.

In the paper by Khadidja and Lamine Nisse [8]: An Iterative Method for Solving a Class
of Fractional Functional Differential Equations with “Maxima”, the authors deal with nonlinear
fractional differential equations with “maxima” and deviating arguments. The nonlinear part of
the problem under consideration depends on the maximum values of the unknown function taken
in time-dependent intervals. Proceeding by an iterative approach, they obtain the existence and
uniqueness of the solution, in a context that does not fit within the framework of fixed-point theory
methods for the self-mappings, frequently used in the study of such problems. An example illustrating
their main result is also given.

2. Numerical Methods

The paper “Numerical Solution of Fractional Differential Equations: A Survey and a Software Tutorial”
by Roberto Garrappa [9] aims to provide a tutorial for the numerical solution of fractional differential
equations (FDEs). In particular, numerical methods for solving systems of FDEs, as well as of multi-order
type (i.e., in which each equation has a different order), and multi-term FDEs (i.e., equations in which
derivatives of different order appears in the same equation), are presented. Some aspects related to the
efficient implementation of the methods are discussed and the corresponding MATLAB routines are made
freely available.

The paper “Numerical Solution of Multiterm Fractional Differential Equations Using the Matrix
Mittag-Leffler Functions” by Marina Popolizio [10] focuses on a numerical approach to solve Multiterm
Fractional Differential Equations (MTFDEs), that is, equations involving derivatives of different orders.
They are very common to model many important processes, particularly for multi-rate systems.
The analyzed approach is based on the possibility to equivalently write MTFDEs in terms of a linear
system of Fractional Differential Equations of the same order; the,n the solution is computed by means
of the Mittag-Leffler function evaluated in the coefficient matrix by means of very recent tools [11].
This matrix approach turns out to be very accurate and fast, also in comparison with other numerical
methods, as shown by several numerical tests presented in the paper.

The paper by Vladimir D. Zakharchenko and Ilya G. Kovalenko [12]: Best Approximation of
the Fractional Semi-Derivative Operator by Exponential Series, considers the implementation of
a fractional-differentiating filter of the order of 1/2 by a set of automation astatic transfer elements,
which greatly simplifies practical implementation. Real technical devices have the ultimate time delay,
albeit small in comparison with the duration of the signal. As a result, the real filter will process
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the signal with some error. In accordance with this, this paper introduces and uses the concept
of a “pre-derivative” of 1/2 of magnitude. An optimal algorithm for realizing the structure of the
filter is proposed based on the criterion of minimum mean square error. Relations are obtained for
the quadrature coefficients that determine the structure of the filter. This technique is shown to be
useful for a significant reduction in the time required to obtain an estimate of the mean frequency of
the spectrum of Doppler signals when seeking to measure the instantaneous velocity of dangerous
near-Earth cosmic objects.

3. Applications

Among the many interesting applications of fractional calculus to physical systems, in this Special
Issue, we find the paper devoted to the fractional viscoelasticity.

In the paper “Storage and Dissipation of Energy in Prabhakar Viscoelasticity” by Ivano Colombaro,
Andrea Giusti and Silvia Vitali [13], the authors clarify some aspects of the attenuation processes
emerging in a Fractional Maxwell model of viscoelasticity involving Prabhakar derivatives. On this
topic we refer the reader to A. Giusti and I. Colombaro [14].

A further application related to fractional calculus is devoted to the free electron laser (FEL)
and carried out by a group led by a well-known specialist on this topic (Prof. Dattoli). In the paper
“Fractional Derivatives, Memory Kernels and Solution of a Free Electron Laser Volterra Type Equation”
by Marcello Artioli, Giuseppe Dattoli, Silvia Licciardi and Simonetta Pagnutti [15], the authors recall
that the high gain FEL equation is a Volterra type integro-differential equation amenable for analytical
solutions in a limited number of cases. In this note, a novel technique, based on an expansion employing
a family of two variable Hermite polynomials, is shown to provide straightforward analytical solutions
for cases hardly solvable with conventional means. The possibility of extending the method by the use
of expansion using different polynomials (such as two variable Legendre) expansion is also discussed.

The paper “Application of Tempered-Stable Time Fractional-Derivative Model to Upscale
Subdiffusion for Pollutant Transport in Field-Scale Discrete Fracture Networks” by Bingqing Lu,
Yong Zhang, Donald M. Reeves, HongGuang Sun and Chunmiao Zheng [16] aims to explore the
relationship between real-world aquifer properties and non-Fickian transport dynamics. According to
the authors, the fractional partial differential equations built upon fractional calculus can be reliably
applied with appropriate hydro-geologic interpretations. They use the Monte Carlo approach to
generate field-scale multiple discrete fracture network (DFN) flow and transport scenarios where
the fracture properties change systematically, and then to simulate groundwater flow and pollutant
transport through the complex DFNs. For a point source located initially in the mobile phase or fracture,
the late-time behavior for the pollutant breakthrough curves (BTCs) simulated by the Monte Carlo
approach is then explained by the tempered-stable time fractional advection—-dispersion equation.
The relationship between medium heterogeneity and transport dynamics through the combination of
numerical experiments and stochastic analysis is built.

In the paper by Guoxing Lin [17]: Analysis of PFG Anomalous Diffusion via Real-Space and
Phase-Space Approaches, two significantly different methods are proposed to analyze the pulsed-field
gradient (PFG) anomalous diffusion: the effective phase-shift diffusion equation (EPSDE) method
and a method based on observing the signal intensity at the origin. The EPSDE method describes the
phase evolution in virtual phase space, while the method to observe the signal intensity at the origin
describes the magnetization evolution in real space. However, these two approaches give the same
general PFG signal attenuation including the finite gradient pulse width (FGPW) effect, which can
be numerically evaluated by a direct integration method. The direct integration method is fast and
without overflow. It is a convenient numerical evaluation method for Mittag-Leffler function-type PFG
signal attenuation. The methods here provide a clear view of spin evolution under a field gradient,
and their results will help the analysis of PFG anomalous diffusion.

Funding: This research received no external funding.
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Abstract: In this note, we show how an initial value problem for a relaxation process governed by
a differential equation of a non-integer order with a constant coefficient may be equivalent to that
of a differential equation of the first order with a varying coefficient. This equivalence is shown for
the simple fractional relaxation equation that points out the relevance of the Mittag-Leffler function
in fractional calculus. This simple argument may lead to the equivalence of more general processes
governed by evolution equations of fractional order with constant coefficients to processes governed
by differential equations of integer order but with varying coefficients. Our main motivation is to
solicit the researchers to extend this approach to other areas of applied science in order to have
a deeper knowledge of certain phenomena, both deterministic and stochastic ones, investigated
nowadays with the techniques of the fractional calculus.

Keywords: Caputo fractional derivatives; Mittag-Leffler functions; anomalous relaxation

MSC: 26A33; 33E12; 34A08; 34C26

1. Introduction

Let us consider the following relaxation equation

‘% = —r()¥(t), t>0, 1)

subjected to the initial condition, for the sake of simplicity,
¥(0T) =1, 2

where ¥(t) and r(t) are positive functions, sufficiently well-behaved for t > 0. In Equation (1),
¥ (t) denotes a non-dimensional field variable and r(t) the varying relaxation coefficient.
The solution of the above initial value problem reads

t
¥(t) = exp[-R(t)], R(t) = /r(t’)dt’ > 0. 3)
Jo
It is easy to recognize from re-arranging Equation (1) that, for t > 0,

_ay

o) =¥V (1) = o

(t). @
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The solution (3) can be derived by solving the initial value problem by separation of variables

YOIY() o) o
/1 ¥y o)™ 77/0r(t)dt =R(t). ©)

>From Equation (3), we also note that
R(t) = —log[¥(t)]. (6)
As a matter of fact, we have shown well-known results that will be relevant for the next sections.

2. Mittag-Leffler Function as a Solution of the Fractional Relaxation Process

Let us now consider the following initial value problem for the so-called fractional
relaxation process

{*Dm«t) = ¥u(t), >0, ”

¥,(00) =1,

with a € (0,1]. Above, we have labeled the field variable with ¥, to point out its dependence on a and
considered the Caputo fractional derivative, defined as:

t )y
! /T“ (t)dt’, O<a<l,
0

FTA—a) Jo (F—t)
«DfYa(t) = ®)
d
E‘Ija(t) , a=1.

As found in many treatises of fractional calculus, and, in particular, in the 2007 survey paper
by Mainardi and Gorenflo [1] to which the interested reader is referred for details and additional
references, the solution of the fractional relaxation problem (7) can be obtained by using the technique
of the Laplace transform in terms of the Mittag-Leffler function. Indeed, we get in an obvious notation
by applying the Laplace transform to Equation (7)

a—1
ey a—1 ¥ W s
s"Wo(s) —s"F = —¥u(s), hence VY.(s)= w1 )
so that
B N oo e o 10)
Wa(t) = Eu( t)_n;o( )m' (

For more details on the Mittag—Leffler function, we refer to the recent treatise by Gorenflo et al. [2].
In Figure 1, for readers’ convenience, we report the plots of the solution (10) for some values of the
parameter a« € (0,1].

It can be noticed that, for « — 17, the solution of the initial value problem reduces to the
exponential function exp(—t) with a singular limit for  — oo because of the asymptotic representation
fora € (0,1),

-
Ea(—t“)Nﬁ, fo . (11)

Now, it is time to carry out the comparison between the two initial value problems described by
Equations (1) and (7) with their corresponding solutions (3), (10). It is clear that we must consider the
derivative of the Mittag-Leffler function in (10), namely

Du(t) = %‘Pa(t) = %Ea(—t"‘) = T Ea(—1%). (12)
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()

Figure 1. Plots of the Mittag-Leffler function ¥, () for a = 0.25,0.50,0.75,1 versus t € [0,5].

In Figure 2, we show the plots of positive function —®, () for some values of « € (0, 1].

—o()

Figure 2. Plots of the positive function —®,(t) for & = 0.25,0.50,0.75,1 versus t € [0,5].

The above discussion leads to the varying relaxation coefficient of the equivalent ordinary

relaxation process:

Oy (t P, o (— Lt 07,
()= -2 = 7""“& ) @ (13)
Eq(—1%) at™l t— foo.

Yalt)
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Figure 3 depicts the plots of 7 (t) for some rational values of &, including the standard case « = 1,
in which the ratio reduces to the constant 1.

H)
it
1.0 i
08
5
\t
\¢
\o
0.6 ‘\ a=1
£ DS N S A a=0.25
---------- a=0.5
04 ————— a=0.75
0.2
ool ; ; ; ;
0 1 2 3 4 5
t
Figure 3. Plots of the ratio r,(t) for & = 0.25,0.50,0.75,1 versus t € [0,5].
We conclude by plotting in Figure 4 the function R,(t) = —log[¥(t)] for some values of the
parameter a« € (0,1].
5
4
3
a=1
2 N O N S a=0.25
D[ g i TR ] e a=0.5
= a=0.75
]
of
0 1 2 3 s 5

Figure 4. Plots of Ry (t) = —log[¥«(t)] for & = 0.25,0.5,0.75,1 versus t € [0,5].

3. Conclusions

In this note, we have shown how the fractional relaxation process governed by a fractional
differential equation with a constant coefficient is equivalent to a relaxation process governed by an
ordinary differential equation with a varying coefficient. These considerations provide a different look
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at this fractional process over all for experimentalists who can measure the varying relaxation coefficient
versus time. Indeed, if this coefficient is found to fit the analytical or asymptotical expressions in
Label (13), the researcher cannot distinguish if the governing equation is fractional or simply ordinary.
To make the difference, we thus need other experimental results.

We are convinced that it is possible to adapt the above reasoning to other fractional processes,
including anomalous relaxation in viscoelastic and dielectric media and anomalous diffusion in
complex systems. This extension is left to perceptive readers who can explore these possibilities.

Last but not least, we do not claim to be original in using the above analogy in view of the great
simplicity of the argument: for example, a similar procedure has recently been used by Sandev et al. [3]
in dealing with the fractional Schrédinger equation.

Acknowledgments: The author is very grateful to Leonardo Benini, a Master’s student in Physics (University
of Bologna), for his valuable help in plotting. As a matter of fact, he has used the MATLAB routine for
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late Rudolf Gorenflo (1930-2017), with whom for 20 years he had published joint papers. The author presumes
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Abstract: In this paper, we recall the contribution given by Hermann Weyl and André Marchaud to
the notion of fractional derivative. In addition, we discuss some relationships between the fractional
Laplace operator and Marchaud derivative in the perspective to generalize these objects to different
fields of the mathematics.

Keywords: fractional derivatives; Griinwald-Letnikov derivative; Weyl derivative; Marchaud
derivative; fractional Laplace operator; extension operator

1. Introduction

Exactly one century ago, while we are writing, in 1917, a paper by Hermann Weyl,
Bemerkungen zum Begriff des Differentialquotienten gebrochener Ordnung, appeared, [1]. It dealt with the
definition of a fractional derivative in a weaker sense with respect to the approach classically known at
that time with the name of Riemann-Liouville derivative.

Ten years later, in 1927, the thesis of a misunderstood French mathematician, Adré Paul Weyl, was
published, who discussed at the age of forty his PhD work entitled Sur les dérivées et sur les différences
des fonctions de variables réelles, [2].

In [3], the names Weyl and Marchaud appear associated with the notion of fractional derivative
more than two hundred times. Nevertheless, in my opinion, the name Marchaud is not so popular even
among the mathematicians dealing with fractional calculus, in particular among scientists coming from
Western countries. Due to the huge quantity of papers dealing with fractional subjects, my previous
statement could appear debatable. In any case, this opinion can be tested just consulting, for instance
a database. We tried, for instance, with the American Mathematical Society database MathShiNet.
In fact, inserting the keyword “Marchaud” anywhere, we obtain around two hundred files. Among
these two hundred files, improving the request by also searching the word Marchaud in the titles of
the papers, we find around fifty files. In addition, by reading these titles, covering for example the last
twenty years, we realize at a first glance that the frequency of mathematicians from Eastern countries
is prevalent. Indeed, on the contrary of what we stated about Western mathematicians, Marchaud’s
name is recurrent in fractional calculus literature and among mathematicians coming from Eastern
Europe, let us recall one more time the number of citations that appear in [3].

Concerning Hermann Weyl, of course, we are considering a very popular mathematician for
many other mathematical reasons. Nevertheless, we have to say that also in this case Weyl’s name is
not usually associated with the fractional calculus even if the specialists in the field are aware of the
importance of his contribution in fractional calculus. It could be interesting to understand whether
many of them know why a fractional derivative is entitled to him, but this is another story.

For different reasons, the authors of the two cited papers will not publish any more results
explicitly amenable to the fractional derivative. Thus, accepting the previous interpretation, they
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appear as isolated points in the mare magnum of the fractional calculus, where the more popular names
are nowadays others.

In Marchaud'’s doctoral thesis, see p. 47, Section 27 Formula (23) in [2], or the definition (23) in the
published paper [4] at p. 383, he defined the following fractional differentiation for sufficiently regular
real functions f : (0,1) — R extended with 0 for x < 0, whenever a € (0,1) :

DY) = gy [ L

This definition can be easily given for a function defined in all of R and for every « € (0,1)
distinguishing two types of derivative, see [3], respectively from the right and from the left:

o te f(x) — f(x —
DL £ = gt L

and

ey — & [T f) - flxt )
D—f(x) - F(l — IJ() /O Hl+a d

The construction of these operators will be briefly described in the next section following the
original motivation contained in Marchaud’s thesis.

The problem of giving a coherent definition of derivative of a function for all positive real
numbers has a long history—for instance, see [3,5-8] for some detailed information. In any case,
Abel’s contribution for solving the tautochrone problem, [9], and the work by Liouville [10] and
Riemann [11] in application to geometry are fundamental and well known at the beginning of the
fractional calculus. Many other authors have written papers that contributed to improving the
knowledge of this subject. Nevertheless, I think that a very special role has to be recognized to
Hermann Weyl because, probably following the path traced by Riemann, as Weyl himself writes in [1],
he introduced, maybe first, the nonlocal operator that is known as Marchaud derivative, for people
who know it, in a significative, even if particular, case. We shall dedicate Section 5 to this aspect.

Our interest to this subject comes out after the celebrated contribution given by the paper [12].
Indeed, the authors developed an idea that was already contained in [13]. In any case, in [12],
the authors dedicated their interest to a different type of nonlocal operator with respect to the
fractional derivative: the fractional Laplace operator. In particular, in [12], a different perspective in the
interpretation of the nonlocal operators was introduced using a method based on an extension approach
(see also [13]). We do not want to bore the reader too much with this subject. However, some words are
in order. Heuristically, following the extension approach, idea it is possible to deduce the properties
of a nonlocal operator from the ones of a local operator. In [12], the authors were concerned with the
fractional Laplace operator, while the local operator obtained after the extension construction was
a degenerate elliptic operator in divergence form. This approach can be developed considering the
solution of ad hoc Dirichlet problem formulated in an unbounded set, where an auxiliary variable has
been added, and then taking the limit of a weighted normal derivative of the solution of the Dirichlet
problem, when this auxiliary variable vanishes. The scientific follow up of [12] produced an enormous

t.

amount of papers. Moreover, in [14], such an idea was generalized considering an abstract approach
in a very powerful way. Following this stream of ideas, in [15], an intrinsic characterization of the
fractional sub-Laplace operators in Carnot groups was obtained. Roughly speaking, the operators
considered in this last case are sums of squares of smooth vector fields satisfying the Hormander
condition in a non-commutative structure.

The approach described in [12,14], and then in [15], was also extended to the case of fractional
operators in [16] and independently also, as very often it happens when the time is ripe, in [17].
Indeed, with this aim, commenting for instance [17], we faced the problem of defining the Marchaud
derivative via an extension approach in order to obtain a Harnack inequality for solutions of
homogeneous fractional equations. As a consequence of this research, we realized in particular
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that Marchaud derivative and Weyl derivative have been, in a sense, perhaps a little put aside in
the last time, especially considering the great development and the large popularity that research
about nonlocal operators has recently had. This last remark is essentially based on the popularity of
other fractional derivatives, for instance the Riemann-Liouville derivative or the Caputo derivative
(see [7,18,19]) for a modern approach to these operators. Indeed, see also [20] for a recent example of
application involving Caputo derivative.

On the other hand, by reading the monumental opera [3], it is possible to verify, as we pointed
out at the beginning of this introduction, that Weyl and Marchaud names are cited many times.
Thus, the curiosity of explaining this situation was strong. Why do only few people associate Weyl
and Marchaud names to the fractional subject? More precisely, why do only few people utilize these
fractional derivatives for applications, simply preferring other definitions, even if it appears natural to
use Weyl and Marchaud operators? We do not have any conclusive reply. In any case, it is quite difficult
to understand what the true motivations of this apparent amnesia are. Of course, the specialists of the
fractional calculus know Marchaud and Weyl derivatives in reading in particular [3] where the right
tribute to both of these mathematicians has been given. Perhaps only recently a new awakened interest
about these definitions has spread out. For this reason we think, hopefully, that the contribution of this
paper might be useful in consolidating this new trend.

Anyhow, a partial reply to the previous questions, partially related with beginning of these
events, can be found in the social contour that strongly influenced the life of the two mathematicians.
The period during which this research was developed was very uproarious for Europe. Weyl’s paper [1]
dated back to 1917, Marchaud’s thesis [2] was published in 1927 and both the lives of these two people
were, for different reasons, affected by the two world wars events (see e.g., [21] for some biography
details about Weyl’s life and [22,23] for some information about Marchaud).

In this paper, we want to analyze the definition of fractional derivative given by Weyl and
Marchaud, concentrating on those aspects that, in perspective, seem to be more flexible for generalizing
to other situations the notion of nonlocal operator (see e.g., [24] for facing the case of the semigroup
approach in its abstract generality and then for recalling the contribution given in [14], for fractional
Laplace operators, and then recalling [25] for several generalizations in an abstract approach,
including in principle: Riemannian manifolds, Lie groups, infinite dimensions and non-symmetric
operators, see also [15] for the particular case of Carnot groups). We would also like to point out
some recent research establishing few relationships between Marchaud derivative and some nonlocal
operators in non-commutative structures (see [26]).

With this aim, we summarize the plan of the paper. After this introduction, the reader can find
in Section 2 some basic biographic information about Weyl and Marchaud. In Section 3, we discuss
briefly how Marchaud came to define his derivative followed by reviewing a part of his Ph.D. thesis.
In Section 4, we recall the basic idea already developed earlier by Griinwald and Letnikov that is
at the base of the fractional derivative given by Weyl and Marchaud. In Section 5, we recall the
seminal Weyl’s paper [1] discussing some details about the relationship between his contribution and
Marchaud'’s derivative. In Section 6, we comment the basic ideas of the respective definitions. We
face the modern general setting of Marchaud derivative in Section 7 also making some remarks about
its properties with respect to partial differential equations. In Section 8, we continue our work by
recalling the definition of fractional Laplace operator, while, in Section 9, we deal with the definition of
Marchaud derivative via an extension approach and eventually, in Section 10, we conclude our effort
making evident the relationship between the fractional Laplace operator and the Marchaud derivative.

In order to outline a few aspects of Weyl’s and Marchaud’s biographies, we list below only some
key facts of the period during which the results about fractional derivative were written. For further
curiosities or remarks, we suggest consulting [21-23].

Closing this introduction, we remark that, from a historical point of view, it would be interesting
to deepen our knowledge of these two characters of the mathematical world, especially considering the
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influence and the role of the respective mathematical schools compared to the other mathematicians of
their time and their scientific legacy.

2. Short Historical Placement

In this section, we introduce some information about the lives of Weyl and Marchaud,
mainly regarding the period of publication of their papers on fractional derivative without pretending
to consider this parallel description exhaustive.

Hermann Weyl was born in Germany in 1885. André Paul Marchaud was born in France in 1887.

In 1913, Weyl was professor at the ETH (Swiss Federal Institute of Technology) in Ziirich where
he interacted also with Einstein. In 1915, Weyl was called up for military service in Germany, but, since
1916, he was exempted from military duties for health reasons. Later on, he came back to Germany
as a successor of Hilbert in Gottingen, but, in 1933, he left to go to the Institute for Advanced Study in
Princeton, escaping from the Nazi regime, where he continued his brilliant career (see e.g., [21] until
he died in Ziirich in 1955).

In 1913, Marchaud had not gotten his PhD thesis yet, probably because of his health problems.
He was professor in a lyceum when he was mobilized by the French army in 1914. In the same year,
Marchaud was taken prisoner. He stayed in an Oflag (a prison camp for officers only) from 1914 to
1918, at the beginning in Germany and then, thanks to the help of the Red Cross who intervened
because he was ill, since 1917 in Switzerland. Marchaud discussed his PhD thesis later on, only in 1927.
He continued his career mainly serving as Rector (provost) of French universities, even during the
Nazi occupation of France in the Second World War, until 1957 (see [22]), when he retired. He died in
Paris in 1973.

3. The Marchaud Approach

As we have already announced, in this section, we represent the Marchaud approach following
the main steps of a part of his PhD thesis.
The Liouville-Riemann integral of order « > 0 of a function f : [a,b] — R is defined as:

1Y f(x) = ﬁ /O‘Xfu #Lf(x — .

In this case, the derivative of order «# < 1 where 7 is a positive integer is defined by

Dif(x) = D"~ f(x).

In fact, this definition is well posed because it is independent to n. In particular, it is coherent
since the following fundamental identity holds for all the functions in L'([a, b]) that are bounded, for
every o, o’ > 0:

B £ = 10 f ().
The point of starting by Liouville, as Marchaud observed in [4], is that, if 2 = —co, then
DA ekx _ ka'ekx.
Moreover, for B > 0, it results that

By (x—a)f
Ia (1) - m/

and in particular I9(1) = 1, so that, for every 8 > 0, and for every & > 0, we get
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W1B 1y ) i Brry _ () -ty _ ) (X = @) P (x—a)fe
Derf(1) = M pregf 1) = pM PP = p - .
ala (1) ) In—a+p+1) T(B—a+1)

Hence, for g =0,
(x—a)™"
I(—a+1)

As a consequence, the fractional derivative of order « for & non-integer is in general infinite

Di(1) = DiL(1) =

for x = a.
Trying to define the fractional derivative as the fractional integral of negative order «, we obtain a
divergent integral. In fact, formally, we should obtain

(0= L [T e
1 f(x)fﬁ/ 1 (x — £,

0

Then, Marchaud argues in this way. Taking the integral of order & and assuming to consider the
function extended with 0 from —oo to a, we get that

HLFIT () = [ (=,

that is, making clear the definition of T',

00

IE“oLf(X)/(J t“’le*’dtz/(;w 1 (x — t)dt.

The same formula holds for every positive integer k, so that performing a change of variable like
t = ks in both the integrals we get:

1) F(x)k /0 " (ks)¥le Ko ds — /0 " (ks)* 1 f(x — ks)kds,

which implies
1) £ (x) / s lekods = / s* 1 f(x — ks)ds.
0 0

Then, taking a linear combination od order p + 1 for a finite sequence of integer positive decreasing
number {k;}o<;<p, we obtain summing terms by terms

(a) « a—1 _ « a—1
I,eof(x)'/0 s ¢(5)d5—/0 " o(x,s)ds,

where

¥(s) =

o

P
Cie*k*'s, ¢(s) = 2 Cif(x —k;s),
i=0

i=0

and {C;}1<0<p C R. At this point, Marchaud asks that passing to negative exponent —a the following
relation makes sense

I(:of)f(x) /Om s_”‘_ltp(s)ds = /(;oos_"‘_lgo(x,s)ds,
calling the function I:f) f(x) the fractional derivative of order «, that is D" f (x) is implicitly defined by
Df(x) /Ooo sl (s)ds = /Ooo sT Lo(x, s)ds,
supposing that it is possible to choose i in such a way y(a) := [;”s~* 1¢p(s)ds does not vanish, and,

as a consequence, obtains the expression of ¢. Discussing this problem, Marchaud finds that if it is
possible to find 1 and ¢ with previous properties, then
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5}

@D (x) = [ gl s

0
where

14
Pu(x,8) = ) Cr.f(x —kis),
i=0

with a possible choice for i that it is given by
P p .
v =@ —etyr = 31yl

and

Pulx,5) = g(—l)/*(?)f(x—js).

After a detailed computation, Marchaud concludes that the existence of the fractional derivative
D" f(x) continuous for continuous functions defined in (a, b) is equivalent to the uniform convergence
of the following integral

/0Q s 1% (x,s)ds

in every interval (a’,b) C (a,b) as € — 0T, and it is independent from the choice of the positive
numbers {k; }lgigp- At this point Marchaud defines the fractional derivative of order «# < p of a function
defined in all of R implicitly:

0 00 P .
D" f(x) / s 1% S(1 — e %)Pds = / sTo1 Z(—l)f*l (?)f(x — js)ds,
0 0 f
j=1
or taking (t) = (1 —e~*)P — (1 —e2!), it is possible to obtain

D“f(x)/ows**“ (a—eyp—a-ey) ds:/Ooos""’l(A’fsf(x)—A’iZSf(x))ds,
where

A f(x) = (1) (")s= -1

j=0 J

Hence, separating the integral, remarking that

/ IR (1 — e )Pds = 2"‘/ (1 — e P,
0 0

and

/Ooo s*”‘*lA’izsf(x)ds =2 /Ooo £ LAY F (),

we obtain
(1-2)D%f(x) /Owsflfﬂ(l_fsws: (1—2“)/()ws’“’1A’isf(x)ds.

As a consequence, we also obtain this representation

D* f(x) /Ooos’l’“(l —e *)Pds = /Ooos’”"lA’isf(x)ds. 1)
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4. Griinwald-Letnikov Derivative

It is impossible to deal with fractional Marchaud derivative without recalling the contribution
of Griinwald and Letnikov (see [27,28]). In fact, for giving a different perspective of the Marchaud
derivative, we have to introduce the Griinwald-Letnikov derivative (Indeed, from this point of view,
after we had completed this manuscript, Francesco Mainardi pointed out the survey paper [29]
dedicated to Marchaud and Griinwald-Letnikov derivatives). To do this, we need some new notation.

We recall that the binomial coefficients can be defined for every « € C and n € NU {0} as:

<”‘> =1 (“) _aw—1)--(a—ntl) (_1)n(_”‘)”, neN. )
n

0 n! n!

a\  T(a+1)
n)  naT(a+n-—1)
fora € C\ —Nandn € N.

We introduce now the following notation concerning the difference of fractional order « € R for a

It is also true that

function f as follows. Let us denote

. > «
(03)) = 1 (1) ()t~ k).
k=0
We are now in position to define the Griinwald-Letnikov fractional derivative (see [3,27,28]).
Leta € (0,1) be fixed and let f : R — R be a given function. The Griinwald-Letnikov derivative of
order « of f is defined, separating the two cases, respectively as:

" N OV
F(x) = lim %
nd (A%, (x)
) T — x
f=x) = o, Z“ ’

whenever the limit exists.
In order to understand better the reason of this definition, we introduce the following definition.

Definition 1. We define a non-centered difference of increment hon f : R — R, as
(I—THf(x) = f(x) — f(x — D).

Then, we obtain for every m € N so that
m
(1= = V()

and
—tym S k(T —tyk S k(™
(T=7 " f(x) = Y (D7 J(T D) = L) ) f(x = kt).
k=0 k=0
On the other hand, taking the Taylor expansion of the function t — (1 + ¢)* in the center o = 0
anda € (0,1), we get

(141" = +Z°o (i) ¢,

k=0
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where
, neN.

(oz) _1 (zx) _ ale—1)---(a—n+1) _ (=1)"(—a)n

0 n n! n!

Thus, we can extend our definition to the fractional case, and it is possible to define for & € (0,1)

_ iy a\, > o

(1= = ¥ 04 () () = L1k () 7 - k)
k=0 k=0

In this way, we still maintain the semigroup property for the A} = (I — T

w00 €R

, because for every

AglAzz _ (I o T*h)le(l o Tfh)ocz _ (I o T*h)lX1+ﬁ2

and (I — "% = I. Here, we simply discuss the case of A%, for a € (0,1), but the results may be
generalized to different exponents.
Moreover, the following result holds, see e.g., [7].

Theorem 1. Let «, B > 0. Then, for every bounded function:
MALF =8, P

In addition, considering one more time [7], and recalling also the contribution given in [30],
we have that:

Theorem 2. Let a > 0. Then, for every f € L'(R)
FBGf)(x) = (1= ™) F(f)(x).

In particular, it is true that the Griinwald-Letnikov derivative of order a € (0,1) coincides with
the Marchaud derivative of the same order. Indeed, in consideration of the two previous trivial
properties, the following result holds.

Theorem 3. Let f € LP(R), p > 1. Then, for every q > 1, there exist

= im0
h0,in L9 h*

and

tf(x)= lim sz)/ L) fFR) gy

e0,in L9 h”"‘

Moreover,
f2(x) = DLf(x),
independently from p and q.

The proof is quite long and can be found in [3], Theorem 20.4. Moreover, about this topic, we
recall the very recent contribution [31]. By the way, this last paper can be considered also as a further
signal of the renascent interest for a Marchaud derivative. In fact, in that manuscript, it has been
recently proved the coincidence of the Marchaud derivative and the Griinwald-Letnikov derivative
for functions in Holder spaces with explicit rates of convergence. Previous results encode many facts.
The first concerns the commutativity of the Griinwald-Letnikov derivative as well as the Marchaud
derivative, namely (f¥)P) = (f#))8) = f4+F) and D*DP = DFD* = D5,
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5. Weyl Derivative

Hermann Weyl’s name is associated with many important scientific results in physics and
mathematics. In particular, concerning fractional derivative, Weyl made an important contribution that
is strictly linked to the Marchaud derivative. By the truth Weyl introduced in its paper [1], in p. 302,
exactly the definition of the fractional derivative that Marchaud gave in [4]. The paper written by Weyl
appeared in 1917, while the Marchaud thesis was published in 1927 (see [2,4]). It is not clear if the
two definitions were discovered independently. The cited Weyl paper, whose title is Bemerkungen zum
Begriff des Differentialquotienten gebrochener Ordnung (remarks on the notion of the differential quotient
of a broken order), concerns the notion of a fractional derivative. In the introduction of his paper,
Weyl recognizes at first the efforts made by Bernanrd Riemann for obtaining a notion of a derivative
for every positive real number. In particular, Weyl cited the contents of the unpublished Riemann
notes reported in the XIX paper of the published Riemann opera post. About this fact, Weyl recalls,
as the editor of that volume, remarks that Riemann surely did not think that those computations
would have been published, at least in that form. In any case, Weyl faces the problem of starting from
those notes and having in mind that he wants to obtain a definition that works for periodic functions.
In order to avoid the problem of introducing some privileged points, as very often happens in literature
concerning fractional derivatives, he assumes that periodic functions have to have a zero mean. We do
not enter into the details here (see Section); however, Weyl uses the properties of Fourier series and,
on p. 302 [1], the following relationship

st = p [ TGS ®

for functions f Holder having modulus of continuity with exponent « and « > B and knowing that
g denotes the fractional derivative of order . The same argument was reported in [32] on p. 226
(see Formula (3) in IX, 9.81). Nevertheless, the previous formula, apparently, disappeared in the final
version of the book [33] published later on, probably because the author was mainly interested in the
periodic properties of the functions, but we do not have any proof of this statement.

Anyhow, also in [3], the definition of the Weyl derivative can be found. Starting from Fourier
expansion of a periodic function, Weyl defines the kernel

P ekt ® cos(kt FaZ)
L) = o =2) — 2%
lp:t( ) szgk#o (:tlk)a kgl ko

Thus, the so-called Marchaud-Weyl derivative is defined as

1
T2 Jo

@) m d g
Dy’ f(x) (f(x) = fx = 1)) Z s “(D)dt. 4)

If the function f is 27t periodic, then it results that

r(lu: - 0*‘” f(x) ;{Ex D - % /027I (f(x) = flx—1)) %4’;1[“(0#

The previous relationship has to be correctly expressed in the following sense (see Lemma 19.4
in [3]).

Proposition 1 (Lemma 19.4, [3]). Forevery f € LP(0,271),1 > p < oo, the following limits converge for
almost every x € (0,27) simultaneously:

tim oL [ ()~ S 0) Splewar

e—0+ 27T Je
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lim % /‘+°° fo) —fla—t) o,

e—0t I'(1—a) Je tlta ’

and

DWf(x)

tim oL [ (70— fx - 1) gk

e—0t 27T
. % oo fx) — flx—t "
:eli%h I(l—a) /5 = tlii )dt:D+f(X)-

By the way, concerning the parallel situation for the fractional Laplace operator on the torus,
we point out [34], where similar results to the Proposition 1 have been proved.

We do not enter in the details concerning the question whether the definition of this type of
fractional derivative has been invented by Weyl or Marchaud, or maybe by Riemann himself indeed as
Weyl seems to suggest in the introduction of his paper [1]. Nevertheless the Formula (3) appeared in [1],
as already written, ten years before the Marchaud thesis. In any case, Marchaud correctly cites the
Weyl’s paper [1]. More precisely Marchaud at p. 50 of his thesis acknowledges to Weyl to have obtained
the result in the case of dimension 1 = 1, by referring to the representation (6). In addition Marchaud
also admits that Weyl’s approach was more powerful with respect to the one established by Montel,
see [35]. Montel approach used polynomial approximation, as Marchaud stated. On the contrary,
Marchaud remarked, that Weyl’s approach is more direct. In [3], XXXITII, the authors faced indirectly
that question in the note dedicated to the historical outline of the subject. There, they explained
that Formula (6) appeared earlier in [1] by accident. Nevertheless, they concluded that Weyl did not
develop his idea, as on the contrary Marchaud did in [2,4]. It would be interesting to know if any
interaction between Weyl and Marchaud happened. In any case the Weyl's paper [1] is not one of the
most cited among all the important results obtained by Weyl during his fruitful career.

6. Basic Ideas

If we compare the Marchaud derivative with respect to the Riemann-Liouville one, we
immediately realize that, in the latter one, the classical derivative operator appears, while, in the
first one, it does not. This is one of the key points that Marchaud’s definition makes evident. That is,
Marchaud derivative avoids applying the classical derivative after an integration in order to define
the fractional operator. In a sense, this approach recalls the one that has characterized the Sobolev’s
approach (see, for instance [36], and, in in a sense, it could be considered as precursive of the notion of
a weak solution to a PDE). In fact, roughly speaking, we recall that Sobolev’s approach is based on the
integration of both sides of an equation. In this way, we reduced looking for functions that satisfy the
obtained integral equation.

In this order of ideas, in the Riemann-Liouville definition, the classical derivation still appears.
On the contrary, in the Marchaud derivative, we simply recognize a singular integral where the
reminiscence of the derivative is given by the kernel that multiplies the difference between the values of
the function in two points. On the other hand, Marchaud’s definition includes the Riemann-Liouville’s
one when the initial point is —co and the functions are sufficiently smooth. We come back to this aspect
later on in the section. From a philosophical point of view, the Marchaud derivative seems to make
evident its non-local character. On the contrary, in the initial historical approach described by the
Riemann-Liouville derivative, the classical derivative operator, which is a local object, still remains.

For instance, by considering a function defined in all of R and having a minimal smoothness, we,
in principle, can modify its definition locally, for example simply changing its derivative in a small set
of points. Nevertheless, the remaining part of the function is not affected by this modification. On the
contrary, the Marchaud derivative, but also the Riemann-Liouville one, even if in a spurious way,
determines a quantity that heavily depends on the modified function. This fact is evident thanks to the
presence of the integral operator. Summarizing, by modifying the given function even only in a small
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set, the value of the fractional derivative will change, in general, in all the points where this fractional
derivative will be evaluated.
Now, we comment separately on the Marchaud derivative and Weyl derivative.

6.1. Marchaud Derivative

The Marchaud derivative acts like an operator that associates to a function a new function that
in general does not maintain local properties like the differential (of the function) do far away to the
set where the function has been modified. Nevertheless, this operator, the fractional one, in a sense,
still contains the classical derivative. Indeed, the classical derivative materializes as a particular (let say
like an exception) case who realizes when the order of the fractional derivative goes to an integer.
This focusing phenomenon is particularly interesting.

In order to clarify this remark, let us consider the Definition (1), in the case p = 2 and & = 1.
Then, we obtain:

D) [T e s = [T (£ - £ - )+ Flx - 20)) ds, ©)

and since

/ s72(1—e%)%ds = 2log?2,
Jo
we get:

_ b 2 fx) —2f(x—s) + f(x —29)
Df(x) = 2log2 ./0 s2 ds.

It is worth saying that here we have the value of the classical derivative in a point represented via
an integral! Let us say: from the global to the local. How to explain this fact? We remark that, if f is a
C? function with compact support or even f € S(R), then

</ fx) —2f( x—s)+f( ) S>=.7:f(é)./oo° (1_§;is§)2ds

s2
=2log2(i&) F f(&) = 2log2F (f').

This implies, recalling that the Fourier transform is invertible on Schwartz space S(R), that, for
every f € S(R), Formula (5) truly gives a representation of the derivative of a function in a point.
We shall come back in Section 7 on this fact. On the other hand, the relationship (5) is correctly defined
in a larger space of functions with respect to S(R).

Inthecasep =1,a <1

DYf(x) /Ooos’l’“(l e )ds = /;Osfﬂfl (F(x) — f(x —s)) ds,

but
/ sTIT(1 —e%)ds = [—als T (1 — e ) IZP +a! / s Sds = a7 T(1 — ).
0 0

As a consequence,

DY) = g o [0 e sy, ©)

and, even in this case, the easier case among Marchaud derivatives concerning the function f
for « € (0,1), we can read the non-locality of this definition and, in addition, for sufficiently
smooth functions,

lim D*f(x) = Df(x).

a—1-
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In this case, an important role is played by the normalizing constant ﬁ that multiplies the
integral in the definition of Marchaud derivative.
The fact that, for sufficiently “good” functions, the fractional derivative D* f coincides with the

Riemann-Liouville derivative

X 1 d *  f(t)
Df(x)fl"(]—a)%/foo (x —t)"

can be checked straightforwardly. Moreover, the definition given by Marchaud can be applied even
for functions that may grow at infinity less than a. On the contrary, the definition of the Liouville
derivative is less flexible since it does not admit (see p. XXXIII [3]) being applied to constant functions.

Let us check that the Marchaud derivative D f coincides with the Riemann-Louville derivative
from the right. In fact, since

fer 1 d e f(x—t)
D) = Fa—aydx Jo f

dt,

and supposing that f € C!(R) and f = o(|x|*~17¢), x — +co for € > 0, then by Lebesgue dominated
convergence theorem first and then integrating by parts, we get:

P = T(llf «) Am f,(iﬁ'_ e - 1"(101 ) ./om flx—1t) (/too T’“*ldT) dt
- ﬁg{# {[‘f(x — 1) (/jm r*“*1d1> oo _ /:"" f(;:at)dt}

= ey di o ([T - [ )
= ﬁeli% { :m W{ﬁ«k (f(x—e€)— f(x)) /:oo T—uﬂdT} _
B r(1a_ ) /:m £ _tlﬁx “ gy = D f(x)

because there exists 7 €]x — €, x[ such that,ase — 0 :

oo
Ia(f(xfe)ff(x))./e T | = Jaf'(x =) < sup [f(T)|e" 0.

TE[x—€,x]

Thus, from this point of view, the Marchaud derivative is a sort of weaker version of the
Riemann-Liouville derivative.

For example, constants satisfy D4 f(x) = 0 in the Marchaud sense, even if we can not consider,
in all of R, the Riemann-Liouville derivative of a constant. In fact, the parallel integral is divergent.
This is, of course, absolutely unpleasant! Indeed, both Marchaud and Weyl were motivated also from
this fact in order for looking for a different type of definition of fractional derivative.

We also think that the Marchaud derivative as some further properties that have to be better
understood in its application. In order to focus on one of these aspects, we remark (see also [26]),
that the sum of the two Marchaud derivatives (D f and D* f) gives, in a sense, the Riesz derivative in
one dimension, namely the fractional Laplace operator in dimension 1. More precisely:

R (RS CI

1— Dc) 0 H+a

DY £(x) + DL () =
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or

Hta

+oo
e (O tHg m/ flx |t\1+(« t)dt),
) - f-h),a [ f() = Q)

1—1x —co |t\1+“ T T(1-a) ) |x— gt

DY F(+) + D £(3) 1,a(0+°°f f&-fah ”dt+/+°°fi(")*f("“)dt),
I

dc,

(1, 7)1’(1 —a) (- dxz)zf(x)’
where ¢(1, §) is the normalizing constant associated with the fractional Laplace operator (—d’%)%,
and whose value we will recall later on in this paper. This fact was implicitly remarked in [3] and it
seems that it can be connected with the different type of variable considered. In case of D% f and D* f,
the only one variable in R has a privileged direction in the two definitions of fractional derivatives.
For instance, we can think of it as the time variable. On the contrary, considering the fractional

Laplace operator
a2 a
(= 2 )2 f

in R (the same also in R"), there is not any privileged direction. Namely, the space (in this case R) is
homogeneous so that the previous connection is particularly interesting.

6.2. Weyl Derivative

As far as Weyl's approach is concerned, the relationship between spectral theory and fractional
derivative is explicit. Indeed, supposing that working with a 277-periodic function as having a zero
average, it is well known that the associated Fourier series is

+0oo ;
Z Ckelkx,

k=—0c0

where, of course, {¢; } ez denotes the sequence of Fourier coefficients.
Then, by computing formally the derivative of this series, we obtain

+oo ,
2 cx (ik)e™*,

k=—0c0
It is obvious that defining a new function for a fixed « < 1, as

“+00

Ck ikx
L

k=—o0

we formally obtain taking then a derivative we obtain

D% k) & G ke
D(kzoo(ik)ae >_kzoo(ik)”_le . (8)

In this way, Weyl defines the parallel fractional integral so that it is natural to define the fractional

derivative of f as
+00

Z Ck(lk)a zkx

k=—oc0,
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On the other hand, we recall that, given two periodic functions f, g, the new function

o [ s

0

is represented by the Fourier series
o0
ik.
Z QKCk ol x,
k=—co

where {gx }rez and {cy }rez are the respective Fourier coefficients.

As a consequence, considering
—+00
Z Ck oikx
v
k= —oo (ik)®

as representing the Fourier series of an integral like the following one:

o [ 05y,

27

we deduce that previous integral has to be written in the following form:

1 27T +oo eikr J
b x—t A t.
27 Jo i ) k:—%k;éo (ik)=
Since it can prove that (see [3]) that
o ekt _, &, cos(kt —a%)
k=—oc0,k0 (ik)* k=1 ke
Then, denoting the kernel
. ( ) Jio eikt
t) = TR
v ka0 (1K)

Weyl obtains the fractional integral

() Lo p
L f(x) = 27 Jo flx =ty (t)dt.

At this point, by recalling (8), Weyl defines the fractional derivative as

DY(x) = D (1I17f) ().

This definition corresponds to the Weyl-Riemann-Lioville version of this derivative, see [3] for the
details. Then taking formally the derivative Weyl obtains the Weyl-Marchaud derivative, see also (4),
discussed in Section 5:

1 270

D) = o [ (F) — flx— 1) Syt

:27‘50

Of course, the case concerning p® f is analogous to the one just described for D(f) f-
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7. General Setting of Marchaud Derivative and Some Further Remarks

The definition of Marchaud derivative, as it is known since [3], can be extended to all « > 0 in the
following way, see [3,37]. Let ] € N,I > 1 and a < I. We define for every f € S(R)

+oo AL f(x)
Lf(x) = x(a, l) / T1+"‘ 4,

where
0o (1 _ p—1\l
Xl 1) =T (=) A («) :./(: Oﬂ#dt’
! l
A _ 71k K, 9
@ = D () ®
and

1
Mef(3) = L (-1F () e ko)

Of course, this definition can be generalized to the case of functions with several variables having
a nice behavior both at infinity and locally, simply considering for every ¢ € R", ¢ # 0 and for every
«>0and/ € N,[ > 1such that « < [ and defining:

1 /‘+°° Alif,gf(x)

) _
Di,gf(x) - X(Dt,l) Tlta T
where Z
Mg (9= L) i),
It is worth saying that lim, .- Dilg f(x) = +D! of(x (x), in the local (classical sense) and

lim,_, )+ th),g f(x) = :i:Dé’1 f(x), where Dg) = I, whenever f is sufficiently smooth (for example
in S(R")).

In this way, it is possible to consider interesting representation of local operators. For example,
denoting by e; the vector of the canonic base of R", for everyi = 1,...,n, we get

Af(x) 1 oAl f(x)
ax; )((1,2)/0 T2 dr (10)

and

Pfx) 1 +°°A%ef()
I

_ : 1
n?  x(23) & T (1

As a consequence for every f € S(R") :

2 (—1)k+1k( )T 3f(xka§)
1 )

;5’7 Xi =8 = X(1/2)/0 T2 ’
and
P 1 oo YL A% f(x)
Af(x) = 1:21 7 x(2,3) /o 73 4, (13)
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that is

1 /~+°° Eico(=D Q) Xy f(x —krer) | (14)
0

Af(x) = X(2r3) ]

From the Liouville Theorem, it is well known that there exists a unique function f € S(R") such
that Af(x) = 0in R” thatis f = 0. Thus, the unique function f € S(R") that satisfies

dt =0

1 e O A f(%)
x(2,3) / s

has tobe f =
About the properties of the Marchaud derivative, we like to remind readers that, for every
function f € S(R),

Df(x):21§g2 /wf( 2f(x—s)+f(x—2s)d

52

On the other hand, for every f,g € S(R), fg € S(R), so that

52

D)) = 5005 [, f)8(x) = 2f(x = s)g(x —s) + f(x = 29)3(x = 25) ,

On the other hand, we know that D(fg)(x) = D(f)(x)g(x) +D(g)(x)f(x). Then, as a by-product, we
obtain the following formula for every f,g € S(R)

S

/ flx —2f(x—9)g (x—s)+f(x—2s)g(x—25)d

52

/f SCENRY LS PRI o L K L P

52 s2

Nevertheless, for instance, for every « € (0,1) and for every f,g € S(R), we get that
fg € S(R)and

(fg) 170‘ / f tl(fa_ t)g(x_t)dt

flx)—f(x—1) w *© flx—t)(g(x) —g(x—1))
r(1 ) /o t1+a 42X+t /o e dt

R R

This remark implies that the usual differential rule for the product of two functions does not
hold. Nevertheless,

¢ [ U fem D =)y,
0

I(l1—«a) tlta
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whenever ¢ — 17 . In fact,

a /°° (f(x)*f(’c*f))(g(x)*8(X*t))dt
) Jo

I(l—« tlte

__ @ T (f(x) — flx—1)(g(x) —g(x — 1))

T T(1—«) /o Hl+a dt
a ' (f(x) — flx—1))(g(x) —g(x— 1))

ey /’] s dt

@ T 1 a —a
:me(x)Dg(x)/o At + o(2 )

« * (f(x) = flx—1)@(x) —g(x— 1))
My /,7 i w0

whenever « — 1, because r(llea) — 0, and there exists a positive constant such that

[ e gt e )y <
J1

4o

uniformly for every a € (0,1) and for every fixed 7 > 0.

In this way, we obtain one more time the classical rule for the usual derivative of order one
because D*(fg)(x) — D(fg)(x) and D*f(x)g(x) + D*g(x)f(x) — Df(x)g(x) + Dg(x)f(x) if
a— 1",

This behavior is heuristically clear thinking to the fractional operator as a nonlocal object. That is,
the fractional derivative in a point measures something that depends on all the values of the function
before that point. Thus, it is in a sense expected that, for this type of operator, a term depending on
the interplay of the quantity associated with the fractional derivative of the functions acting, has to
appear. In the special case of « — 17, this third term appears with value 0 thanks to the locality of
the quantity expressed by the classical derivative of order one. The Marchaud derivative of order a
rescales with the law A*. In fact, we have that, for every f € S(R), the function x — f(Ax) = f)(x)
has the following behavior with respect to the Marchaud fractional derivative:

D'X_f/\(x) — r(lﬂia) ./Ooo f(/\x) 7f()‘(x7 t))dt

t1+tx
__ o« ©fAx) —f(Ax=At)) . . o« ® f(Ax) — f(Ax—7)
I —a) /o e =gy /0 Tita at

= A*D*f(Ax).

Remark also that, with respect to a different representation of the Marchaud fractional derivative,
letting us see the case # < 2, we get the same rescaling law:

DYy (x) = X(;,Z) /0 © f(Ax) —2f(AMx =) + F(Mx —21))

4o

dt

1 f(Ax) — 2f(Ax — Ab)) 4 f(Ax — 2A1))
~ x(@,2) ./0 it

a1 ' f(Ax) = 2f(Ax — T) + f(Ax —271)
-4 X(DCIZ)/O Tl+a dt

= A*D*f(Ax).

The definition of the Marchaud derivative makes sense for a larger class of functions, with respect
to the set S(R). For instance, all the constants have Marchaud derivative zero. The exponential function
x — M does not belong to S(R). Nevertheless, for A > 0 (here, we are using the Marchaud derivative
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D4, but, for the sake of simplicity, we omit writing the sign +), the function ¢** has Marchaud
derivative and

I'(l—a)Jo e I(1—a) o tita
_ A [\ N _ A
_Aaexl"(lfuc)./o =y dt = A%

because, integrating by parts, we obtain:

0017 —T l 00 ,—T rli

/ 76,%:,/ et -

0 T1+a a Jo " «
AX 3

is solution of the fractional differential equation

D*f(x) = A*f(x).

Asa consequence, e

8. Fractional Laplace Operator

The fractional Laplace operator can be represented in several ways. We should have to cite the
contribution of many authors. We recall, for instance, [38—43]. Using the Fourier transform, for every
s € (0,1) and for every u € S(R"), the fractional Laplace operator is usually defined as

(=8 u = FH(Ig]*F)u.

As a consequence, for every u € L2(R") if ||&[|> Fu € L>(R"), then the fractional Laplace operator
is defined by F~1(||&[|% F)u.
On the other hand, for every u € S(R") and s € (0,1), we can define the operator
f(x) — fy) f) = fy)

Ls =c(a, =y =i , / ,
u@) =) fo g T IR fo i Ty

where ¢(«, 1) is a normalizing constant, then £; = (—A)® and

o) = (e

In addition, see [44], if n > 1, we get:

wn—1¢(s, 1)

=1
s—1- 4ns(1—s)

and (5,1)
. wy_ic(s,n
lim 2 =1,
vt 2s5(1—5)
In addition in Lemma 5, [14], the previous constant has been surprisingly computed in a precise
way so that it results as:
#T(5+5s)
Csn = 7. -
nzl(—o)
We recall that in [3] a different expression of the fractional Laplace operator has been given,
introducing a different constant of normalization and considering a more general situation. In fact, for
every f € S(R")anda >0,/ € N, n > 1, « < I, we may define the following operator:

(=S5)2f(x)

 sin(a}) Ay f(x)
- Bul(@)Ai() /R Tyl
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where A;(«) is defined in (9),

and
! !
250 = L (i) e )

denote the non-centered differences. Then, in [3], see Lemma 25.3, it is possible to find the proof that
(—=8)%/2 = (=A)*2 in S(R").

Another way of introducing the fractional Laplace operator can be done considering if U :
R"x]0, +-00[— R solution of the following nonlocal problem,

diviy,) (y'=2VU(x,y)) =0, in R"x]0,+oo],
u(,0)=u, xecR"

Then, defining

i 1250 Y)
o 1-2s
Nou = ;%y 3y

it results, possibly up to a multiplicative factor depending only on s and n to A,
that (=A)* = (=S)* = L; = N for every u € S(R"). Among the application of this extension
approach, we have the application to Carnot groups (see [14,15]).

In the next Section 9, we shall discuss the relationship of the Marchaud derivative with respect to

the previous representation of the fractional Laplace operator. We recall, however, that, for the sake of
completeness, the fractional Laplace operator may be represented also defining the operator

I R N
A= l"(lfS)./o (e — 1)1,

7

where e® denotes the heat semigroup generated by the Laplace operator A and it is also well known
that defining the operator

400
B, :c(s,n)/o AAE(M),

where {E(A)}) ¢[00 18, as usual, the family of spectral projectors of the Laplace operator, we can
conclude that, at least in S(R"), (—A)° = (=S)° = L5 = N; = As = B;s. We conclude this section
recalling [24], where the semigroup method has been introduced and [45]. In [14], this approach has
been developed and then generalized in [25] to a very large class of operators. The fractional Laplace
operator in its representation via an extension has been applied in [46] for facing the regularity of
the thin obstacle (see also [47]). In particular, we point out that this approach opened the way to a
large number of papers in which this idea applied to many other problems. Other applications of
the fractional calculus to the geometric measure theory can be found, for instance, in [48-50] and
also coming to a very recently result [51,52], where the definition of nonlocal (fractional) perimeters
is discussed. For further insights to the properties of the fractional Laplace operator, in addition
to [3,38,44,45,53,54], we point out also the very recent preprint [55].

9. Extension Approach for Marchaud Derivative

We described here the simplest case given by s = 1/2 as follows. Let ¢ : R — R be a function in
S(R) and U be a solution of the problem
WU _2U e (0,0) xR
ot ox?’ ’ ! !
u(,t) = ¢(t), tek.

(15)
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It is worth remarking that this is not the usual Cauchy problem for the heat operator. It is a heat
conduction problem.

Without extra assumptions, we can not expect to have a unique solution of problem (15), see [56],
Chapter 3.3. Anyhow, if we denote by T/, the operator that associates with ¢ the partial derivative
oU /dx, whenever U is sufficiently regular, we have that

d
T12Th 09 = dif-

That is, T} /5 acts like an half derivative, indeed

a ou au do(t)
axax B = 5 (b o dt

The solution of problem (15) under the reasonable assumptions that ¢ is bounded and Holder
continuous, is explicitly known (check [56], Chapter 3.3) to be

+2

t
U(x,t) :cx/ e -

00 %2 3
:cx/ e wT 29(t —1)dr,
0

T (t—1)"2g(r)dT

where the last line is obtained with a change of variables. Using t = x?/(47) and the integral definition
of the Gamma function we have that

®© 2 3 ® 41 1
/ xe wT 2dT:Z/ e 't 2dt=2T (= ).
Jo Jo 2

As a consequence,

) 20O _ ¢ [ofed (plt — 1) - plo)) v,

X

choosing c that takes into account the right normalization. In addition, by passing to the limit, we obtain

~ i YD) —UO) t) / p(t fp(tff)dr.
x—0F

Hence, with the right choice of the constant, we get exactly DY/ z(p i.e., the Marchaud derivative of
order 1/2 of ¢.
In [16], and independently also in [17], has been proved the following result.

Theorem 4. Let s € (0,1) and ¥ € (s,1] be fixed. Let ¢ € CT(R) be a bounded function and let
U: [0,00) x R — R be a solution of the problem

ou 1-2s9U 22U
St ==+ 53 (xh), (%) € (0,0) xR,

u(o,t) = ¢(t), teR, (16)
lim U(x,t)=0.
X—r4-00

Then, U defines the extension operator for ¢, such that

Dp(t) = — lim csx Z(U(x,t) — @(t)), where c5 = 4°T(s).

x—0F
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An interesting application that follows from this extension procedure is a Harnack inequality
for Marchaud stationary functions in an interval | C R, namely for functions that satisfy D¢ = 0
in J. This fact is not obvious, indeed the set of functions determined by fractional-stationary functions
(on an interval) is nontrivial, see e.g., [57].

Theorem 5. Let s € (0,1). There exists a positive constant <y such that, if D’¢ = 0 in an interval | C R and
@ > 0inRR, then
sup @ <7 inf
[to—35,t0— 3] lto+§8t0-+]

for every ty € R and for every 6 > 0 such that [ty — J,tp + 6] C J.

The previous result can be deduced from the Harnack inequality proved in [58] for some
degenerate parabolic operators (see also [59] for the elliptic setting) that however are local operators.
In particular, the constant 7y used in Theorem 5 is the same that appears in the parabolic case in [58].
Concerning the Harnack inequality for the Riemann-Liouville fractional derivative, we also point
out [60,61]. In concluding this section, we also remark that, as far as in the case of the fractional Laplace
case, the result is true if ¢ > 0 in all of R (see [62] for a counterexample for the fractional Laplace case).

We end this section remarking that, concerning the numerical computation of the fractional
operators, there exist many contributions. Among them, we point out [63] and the recent
handbook [64].

10. Relationship between Marchaud Derivative and the Fractional Laplace Operator

In the end, we discuss here some relationships between Marchaud derivative and fractional
Laplace operators. An application to this approach can be find in [26] in the first Heisenberg group
case. By the way, we would like to point out that recently a major and renewed attention to fractional
calculus and operators similar to Marchaud derivative has been testified by the application described
in [20].

In order to explain how fractional Laplace and Marchaud derivative are linked, we fix our
attention to the case 0 < & < 1 by considering

Dief(x) = r(la— ) .0+oo = _tlf+(:c$ = at,

where ¢ € §"~!and f € S(R"). For clarity, we define a new operator as it follows: for every f € S(R"),
M. — / DY danl .
S0 = [ D@

Then, switching the order of integration, we get

' o n— - o r+oo f(x) —f(x — t(;‘) .
/BBl(O) §f(x)d7-l l(g) = m/ (/831(0) Td}l l(g)) dt

0

e e W) ) &
a r(l 70‘) /0 <./8B,(x) ‘X—y‘]+a dH l(y)> m=1 (17)

_ e te f(x)ff(]/) n— _ ® ,Bn(“) _AVS X
*m/o </an(;() Te—ypre OH 1<y>) U= FT—wy sinag) N )

In general, as already remarked in Lemma 26.2, [3], and recalling previous Section 8 for the
definition of the constants x(a, 1), for every &« > 0,1 € N,1 > 0, a« < I, denoting

) 1 /+°° Algf(x)
0

Dg f(x):)((tx,l) Tt T
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we obtain, for every f € S(R") :

(~8)3f0) = TR [ 0 @), as)

In particular, if « €]0,1[, and [ =1

: 1 e f(t) = f(t—5s)
o+ -
DA = o ) T e
where ra )
—a
Ca,l = «
nd LA~ f+s)
o,— _ © - +s
DY f(t) = ) R ds,
where ra )
—a
Ctx,l = o
Thus,

(Da,+ +D‘X’7)f(t) — L /OJFOQ Zf(t) 7f(t+7) 7f(t7T)dT

Cul . Tl+a 4

and for every e € dB;(0) and for every f € S(R"), we have:

(Dg + D¢ )f(x) =

1 /‘+°° 2f(x) — f(x+eT) —f(x—eT)dT.

le 0 Tl+a
As a consequence, integrating on 9B (0), we obtain, as we already remarked in one variable only:
DY+ DY) f(x)dH" (e
Loy )P PED NS )aH )

([ e ) s

Tlta

- Ca1 /0+m (/&)Bl(o) R tli? —flazen) d%"71(€)> dr

= Cux /O+°° </BBT(O) i 7f(xrt+i) —flx=9) dH"*l(f;‘)> dt
+o0 ) — F(x _ f(x— o

:CMA <@mfﬂ) ﬁjﬁﬂﬂ CMHl@OM

IR

f().

2f(x) — fx+8) —f(x=8) ., 2
L 4 =~ —A)
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play very important roles in Fractional Calculus and its applications.

Keywords: fractional integrals and derivatives; Griinwald-Letnikov approach; Marchaud approach;
fractional differences; Hadamard finite part

MSC: primary 26A33; secondary 34A08; 34K37; 35R11; 39A70

1. Introduction

The aim of the paper is to present the essence of two important approaches in Fractional Calculus,
namely, those developed by Letnikov (or by Griinwald-Letnikov) and by Marchaud. We collect here
the most important results for the corresponding fractional derivatives, compare these constructions
and highlight their role in Fractional Calculus and its applications.

In his master thesis (see [1], p. 37) Letnikov (When the thesiswas ready for defence, Letnikov
discovered the paper by Griinwald [2] in which the same approach was realised.) defined the left-sided
fractional derivative on the interval [x(, x] via the following limit:

n

z«4%<z)yu—w)
k=0
I , )

where nh = x — x¢. Similarly, the right-sided fractional derivative is defined:

k=0
T 40 h«

i(lﬁ(i)yw+w)

@

These definitions can be used at points on semi-axes [xg, +o0) (or (—oo, xp]) whenever the function
y(x) is defined there. In this case, we formally have to replace the finite sum for an infinite one and
remove any restriction on the increment .

The aim of the work by Letnikov was to correct the definition of Liouville [3,4], who supposed that
his construction of the fractional derivative is a general one. More exactly, Letnikov tried to overcome
Liouville’s assumption that the general definition of fractional derivative can be applied only to functions
represented in the form convergent Dirichlet type series (see Representation (6)). Detailed description of
the difficulties that bring such an assumption is given in [5] (see also Section 2.1 below). (In [6], Letnikov
transformed his fractional derivative to the form which coincides with the Riemann’s formula if one

Mathematics 2018, 6, 3; d0i:10.3390/math6010003 35 www.mdpi.com/journal /mathematics
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removes from the later so called “additional function”. Note that at that time Letnikov did not know
the work by Riemann since it was published only later in the first edition of Riemann’s collected works
in 1876 [7].)

The doctoral thesis by Marchaud was published in complete form in the Journal de Mathématiques
Pures et Appliquées in 1927 [8] and reprinted in the series “Théses de L'Entre-Deux-Guerres” in 1965 [9].
His main idea was to generalize the Riemann-Liouville approach. Replacing positive parameter « in
the Riemann-Liouville fractional integral:

«_ 1 [ flodr _
IaiF(oc)a/(x—Tlf"i

by negative one, he considered the divergent integral:

In order to regularize this definition, Marchaud made some transformations in the
Riemann-Liouville fractional integral.
For arbitrary values of &, Rea > 0, the definition of the Marchaud derivative reads ([10], Section 5.6)

(ALf)(x

e dt, > Rea >0, 3)

() = -

0\8

where

M) = Y (-1 ( . )k“, (Whef)() = Y (1) ( ; >f(x¢kt)-

k=0 k=0
If 0 < a < 1, then the left- and right-sided are defined, respectively (see, e.g., [10], Section 5.4),

Since the integral in the right-side formula (3) is in general diverging, then the Marchaud
derivative can be defined via the limit of the truncated derivative (if it exists):

T (AL
() = SETODi’Ef(x) B EIEEO _I“(—/x;Az(tx) / (Ait{{z’(ﬂdt' ©)
€

It is seen from (1), (3) that there exists a formal relationship of the Griinwald-Letnikov and
Marchaud derivatives. It will be discussed in more detail below. It should be noted that both
constructions (by Letnikov and by Marchaud) are applicable to a much wider class of the functions
than Liouville’s construction (though all of them coincide on “good functions”, see [10]).

Nowadays, both derivatives attract more attention among experts from different branches
of Science. These derivatives are suitable for numerical analysis of the corresponding fractional
models since they are defined based on discretization (see, e.g., [11,12]). Among applications of
such derivatives, we have to mention those in different physical models (see, e.g., [13-21] and
an extending survey in [22], Chapter 8), as well as in the study of certain problems of operator
theory (see, e.g., [23-25]) and results describing interrelation between fractional calculus and fractal
geometry (see, e.g., [26,27]). Since the Marchaud derivative is less known than Griinwald-Letnikov,
Riemann-Liouville or Caputo derivatives, we have to mention some features of this construction that
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are important in application. First, Marchaud construction allows more freedom for the behavior at
infinity (e.g., to the exogene variable X in the accelerator-multiplied model with memory as in [28]).
Second, the Marchaud idea to regularize the Liouville fractional derivative by using finite differences
met applications at the study of fractional differential equations as in [29]. Third, the Marchaud
derivative possesses a simple and straightforward generalization to multi-dimensional case (see [10],
Section 5.24), which is useful for models involving fractional powers of operators.

In this article, we analyze the construction and nature of the Grilnwald-Letnikov and Marchaud
derivatives starting from the original ideas of their creators. Section 2 is devoted to the Letnikov’s
contribution and Section 3 deals with Marchaud’s approach. Some notes on common features and
differences between these two constructions are presented in Section 4.

2. Letnikov Contribution to Fractional Calculus

Here, we describe the construction of so-called “general differentiation” (The words utilized by
Letnikov for his derivative.) (or differentiation of arbitrary order) proposed by Alexej Vasil'evich
Letnikov in the 1860s. It is based on certain results by Liouville that Letnikov considered as the most
important results on fractional differentiation.

2.1. Preliminaries

Let us briefly describe some results of predecessors to the work by Letnikov. In spite of the fact
that the idea of fractional derivative goes back to the end of the 17th century (see [30]), the real results
in the area were made by Liouville [3,4].

Liouville applied his construction to the function representing in the form of the following
(convergent!) series:

y(x) =} Ape™. ©6)
k=1

For such functions, he used Leibnitz’s idea of an arbitrary order differentiation of the
exponential function:

dy &
ﬁ = ]; Al @)

Liouville considered definition (7) as only possible, stressing (see [1], p. 14): “...it is impossible to
get an exact and complete understanding of the nature of the arbitrary order derivative without taken
certain series representation of the function”.

Letnikov noted that Liouville’s construction being deeply justified has an essential drawback.
It follows from the definition (7) that it can be used only for functions whose derivatives (of all positive
integer orders) are vanishing at infinity. Liouville himself met the first difficulty trying to apply his
definition to power function with positive exponent x™,m > 0, which does not satisfy the above
condition. To overcome this difficulty he started with the function y(x) = %, m > 0. It follows from
the definition of the I'-function that the following relation holds:

L = 1 /e*”z”’*ldz.
xm T(m) J

The right-hand side of this formula can be considered as an expansion of the type (6), namely,
Y Aye "™ with A, being sufficiently small as x — co. Thus, formula (7) applied in this case leads to the

following result:
g W - (-0 [ tpemer g _ (“DPT(m+p)
= _\pm—1g, AT ) typtm—14, _ \ 7)) LUNTP)
dxP T(m) b/e (=2)2" " dz T(m)xm+r b/e ! dz T(m)xm+r ®
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which coincides with the celebrated Euler formula for the arbitrary order derivative of the power function.

Note that Liouville considered only the case when m > 0 and m + p > 0. (At this time, the
Legendre-Gauss definition of I'-function of the complex argument was not known.) For the remaining
cases, he used the notion of so called additional functions in order to correct the above definition.
These are the functions whose derivative of order (—p) is equal to zero. Liouville gave a proof that
additional functions should have the form:

Apg+ Ax+ ...+ Apx”,

with certain finite power n and arbitrary constant coefficients A;. (This proof was not considered
satisfactory by many mathematicians even in Liouville’s time.)

During the next 30 years, several attempts to correct Liouville’s construction were made (the most
known results were due to Peacock, Kelland, Tardi, Roberts, see ([1], pp. 16-23), see also Chapter 1
by Butzer and Westphal in [18]). Anyway, only in 1867-1868, it was proposed by A K. Griinwald [2]
and by A.V. Letnikov [5] a really general definition of the fractional derivative. Both constructions
(which differ only in few details) are based on the following formula for representation of the derivative
of an arbitrary positive integer order via finite differences:

fx) = ( ! >f(xh)+< ) )f(th)...+<1)" ( ’ )f(xnh)

dxP h=40 hP

©)
where 7 is an arbitrary positive number, n > p.

2.2. Letnikov’s Construction

In his construction [5] (see also [1] where the article [5] is reprinted practically without any
changes.), Letnikov started with the now known formula (9) of the derivative of an integer order
p = m. By assuming p being an arbitrary positive number and # arbitrary sufficiently large positive
integer number, he supposed by definition:

f(x)— ( 117 )f(x—h)+<Z)f(x—Zh)—...-i—(—l)" ( Z >f(x—nh)
) (x) == lim

=0 hP

(10)
k _ _
where . = %w It was noted that if p is a positive integer, p < 1, then formula (10)

leads to the derivative of p-th order.
Letnikov also considered an expression:

f(x)+< ’17 )f(xh)+< Z )f(th)Jr...Jr ( Z )f(xnh)].

If p is a positive integer in the last formula, then f~)(x) is vanishing whenever # is finite. Hence, it
is interesting to consider the case when 1 tends to infinity as & — 0. Assuming 1 = (x — xp)/n Letnikov
defined the following object (called the derivative of a negative order in finite limits by him)

f*p)(x) = lim h*

h—0

[DPf(x)]y, = lim f 7 (x). 11

h—0

It was shown that, for p being a positive integer, the following relation holds whenever the
integral on the right-hand side exists:
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X

[D7Pf(x th < ) x—rh) = Mﬁ/(x -0 f(n)dr.  (12)

X0

It follows from (12) that if this formula is valid for certain positive integer p, then it is valid
for p 4+ 1 too. Moreover, the above introduced object [D~* f (x)];O means the function whose p-th
derivative coincides with f(x):

D = ),
and p
o D@L =0 =01 L,

The above definition and its properties constitute the base for further generalizations. Thus,
by using the properties of binomial coefficients, Letnikov proved that for any function f continuous on
[x0, x| there exist the following limits:

n
r n
i i 4 —
nhm 0 , nhm ;Oh ( Fr >f(x rh),

where = (x —xp)/nand p € C, Re p > 0. The values of these limits denoted by him [D? f (x)K0 and
[D~Pf (x)]f(o, respectively, are formally equal in this case to:

X 1 i T)dt
[Dpf(x)}xo = r(_p) / (xff _L),)p+1’ (13)
1 i T)dt
[D7Pf(x )]XO = W/W (14)

Formula (13) gives the derivative of arbitrary order p € C, Rep > 0, and formula (14) gives the
integral of arbitrary order p € C, Rep > 0. As it was already mentioned, the integral in (14) exists
whenever f is continuous, though it is not the case for the integral in (13). To overcome this difficulty,
Letnikov transformed the right-hand side of (13) to the form:

f xo x_xo)prrk m+1
(D" f()lky = Z (—p+tk+1) T p+m+1/ ’ 19

Surely, an assumption of existence and continuity of all derivatives up to the order m + 1 is
sufficient for this representation. It is suitable here to take m = [Re p].

Integration by parts in (14) leads to an analogous formula for [D77 f (x)];o, which is valid under
the same conditions for any integer positive m:

m+1

(x — xg)P*k /
D~P 1
D77 s ZO p+k+1) T p+m+1 P1+m (i)
It can be considered also a special case when xy — +oo. It follows from (14):
—+00
_1)P
[Dfpf(x)} ioo = (F(p)) / " (x + 1)dT, 17)
0
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and from (15) we obtain:

—+00
/ P Fm) (x4 1) dr, (18)

_1\m+1—
DO e = e
0

—p+m+1)

Letnikov noted that the integrals on the right-hand side of (18) and (17) converge in particular
if 1551 f®) (xg) =0, k=0,...,m. This is exactly the class of functions considered by Liouville and
Xo—r+00

formulas (17) and (18) that coincide with the corresponding formulas presented in [3,4].

2.3. Further Results on Griinwald—Letnikov Fractional Derivative/Integral

After the death of Letnikov, his theory did not get a serious development neither in Russia nor
abroad. We have to mention the work by Nekrasov [31] who tried to overcome additional assumptions
by Letnikov ensuring existence of the integrals appeared after passing to a limit. In his work, Nekrasov
used the technique of Complex Analysis, in particular, the behaviour of complex valued function in a
neighbourhood of branch-points.

Only much later, the Griinwald-Letnikov approach was retranslated into the modern language.
The most essential improvement was presented in the article by Butzer and Westphal [32] and by
Bugrov [33]. Historical remarks describing this development is presented in ([10], §23). Here we
present the most essential results on the Griinwald-Letnikov fractional derivative.

In [10], the Griinwald-Letnikov fractional derivative is defined via differences of arbitrary order
for functions from the space X = X(R?) (it is either L,(R!) or C(R!)) or for 2r-periodic functions
from the same type of spaces denoting X, = X(0,277). Such differences of arbitrary order are defined
as follows:

(M%) () = i(l)k( . )f(XHt). 19)
k=0

Left-sided /right-sided differences correspond to upper/lower signs. Letnikov proved
convergence of differences (19) for any a > 0 and each bounded continuous function. In fact, absolute
and uniform convergence follows already for any bounded function. If the function f belongs to one of
the above spaces, then the convergence takes place in the norm of the corresponding space. Classical
definition of the Griiwald—Letnikov fractional derivative remains the same as in original papers [2,5]:

(A%)(x)

fi)(x) = hligklo e v 0. (20)

If the convergence in (20) is understood in the norm of the corresponding space, then fi) (x) is
called the strong Griiwald-Letnikov fractional derivative.

Existence of the strong Griiwald-Letnikov fractional derivative in the periodic case gives
the following:

Theorem 1. (Theorem 20.1 [10]) Let f € Xp,. The strong Griiwald—Letnikov fractional derivative exists in
the corresponding space iff there exists a function ¢+ € Xo, such that the following representation holds

27
F0) = 1892+ for fo= o [ ) e
0

(a)

where I,/ are the Liouville fractional integrals:

Wy L[ #@dT @, 1T (o
Iy ¢(x)—m74(7 1= (P(x)—m)c/(i

x—1)l-e’ T—x)l-a
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Iffi)(x) exists, then ¢+ (x) = ff(x).

In a nonperiodic case, an existence (in sense of L,-norm, p > 1) of the strong Griinwald-Letnikov
fractional derivative of the function f € L,(R!) implies that f can be represented by the (Liouville)
fractional integral of this fractional derivative.

2.4. Short Biography of A.V. Letnikov

Alexey Vasil’evich Letnikov was born in Moscow on 1 January 1837 in the family of a rather
poor nobleman. His father died when Alexey was 8 years old. His mother tried to give an education
to Alexey and his sister. His mother sent Alexey to grammar school in 1847. In spite of his evident
abilities, he was not too successful in education. Therefore, he was moved to Konstantin’s land
surveyors institute (full-time provisional military type institute). This was a second rank educational
establishment. Anyway, the director of the Institute tried to do the best for good students. He
discovered Alexey’s big interest in mathematics and supported his growth in the subject. The director
decided to prepare him for a career of a teacher in mathematics in Konstantin’s land surveyors institute.
To get the corresponding position, Letnikov was sent to Moscow University and studied mathematics
there for two years (1856-1858) as an extern student. After graduation, he was sent to Paris in order
to extend his knowledge at the most well-known mathematical center for two years and to study the
structure and the content of the technical education in France.

In Paris, Letnikov attended the lectures of many well-known mathematicians (Liouville among
them) in the Ecole Polytechnique, College de France and Sorbonne. Returning from Paris in December
1860, he was appointed as a teacher in the engineering class of Konstantin’s land surveyors institute
and started to teach Probability Theory. Letnikov actively participated in mathematical life in Moscow.
In particular, he was among the founders of Moscow Mathematical Society in 1864.

In 1863, a new Statute of Higher Education was approved. Among other regulations, it was
supposed to enlarge a number of chairs at universities and to recruit new university teachers. To get
a position in university, one had either to pass the graduation gymnasium’s exams or to receive the
degree at a foreign university. Letnikov decided to use the second option. In 1867, he defended a Ph.D.
“Uber die Bedingungen der Integrabilitat einiger Differential-Gleichungen” at Leipzig university.

In 1868, Konstantin’s land surveyors institute moved from the military ministry to a civilian one
and its teachers had to leave the military service. Therefore, Letnikov searched for another position
as a teacher of mathematics. At that time, the Imperial Technical College (now Bauman'’s Technical
University) was reopened after being transformed from the Moscow Industrial School and Letnikov
got a position there. He was working at this College up to 1883 when he moved to Alexandrov’s
Commercial College sharing this job with a part-time teacher at Konstantin’s land surveyors institute
and at the Imperial Technical College. It was an active time for him, and he was awarded the degree of
a state councillor, received the order of Saint Stanislav and was appointed in 1884 as a corresponding
member of St.-Petersburg Academy of Sciences (by recommendation of Imshenetsky, Bunyakovsky
and Backlund).

Letnikov’s main scientific results were obtained during the 20 years starting from the middle
of the 1860s. In 1866, he began to work on the theme “differentiation of arbitrary order”. When the
work was almost ready (and he supposed to defend it as a Master’s thesis), he found the article by
a professor from Prague university, A.K. Griinwald [2], who exploited the same idea. Only due to
a professor Davidov from Moscow University (who knew the research of Letnikov and Griinwald
and recommended to Letnikov to complete the presentation) was the Master’s thesis defended and
published at Mathematical Sbornik in 1868 [5]. (This work as well as the work [34] was reprinted
in [1].) Letnikov’s theory was not completely recognized at that time. Thus, in 1972, Sonin (future
academician) published a paper [35] in which he criticized some statements of Letnikov’s theory.
Letnikov answered [34] in the same year with an explanation of the basic results of his theory recovering
mistakes made by Sonin. In 1874, Letnikov published a paper [6] in which he corrected the models taken
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by Liouville in his works [3] and showed how one can use the new theory of fractional differentiation
to attack the problems arising. It should be noted that Letnikov published all his results in Russian at
Mathematical Sbornik. This is why these works are not too familiar for mathematicians outside Russia.

The personal life of A.V. Letnikov was quite heavy. He married in 1863 and had a large family.
Because of that, he had to work hard teaching at several institutions. At the end of the 1880s, Letnikov
should have received a state pension and was supposed to leave teaching and concentrate on research.
He was dreaming of getting a position at Moscow University, but it did not happen, since, at the
opening ceremony of a new building of Alexandrov’s Commercial College, he caught a cold. He had
no serious illness before and continued to deliver lectures. However, this time his disease was serious.
Moreover, it was complicated by typhoid fever and he died on 27 February 1988.

3. Marchaud Contribution to Fractional Calculus

3.1. Main Constructions

In his thesis (published in 1927 [8] and reprinted in [9]), André Paul Marchaud (1887-1973)
started from the Riemann-Liouville construction and tried to generalize it by using new knowledge
on the properties of the functions of real variables. By examination of the main properties of

xX—a
the Riemann-Lioville integral <Iéi)f> (x) = 1 [ 7%71f(x — T)d7 and derivative (Dt(zi)f) (x) =
a

A1 f(x),n > a, he noted that (I;f_) f > is well-defined for any bounded function (respectively,

bounded and integrable in the case of Liouville fractional integral with integration along semi-axes).
As for the Riemann-Liouville fractional derivative, it can be unbounded at the lower end of integration
as it follows, e.g., from the simple example:

(x—a)"

(D) () = Ty

Marchaud studied such situation, taking into account the following consideration. If the function
f admits a bounded derivative of an integer order r on the interval (a,a;), then there exists the

derivative (fop (f )) (x) of any order a’ < r. Such derivatives can be defined via formula:

(«) _ (1 o (=0 g
(D)) ) = (1WF0) () ; i1y )
Any derivative foi) (f) is unbounded at x = a, but it is bounded on each subinterval

(@,a1) C (a,a).
Marchaud proved the following relation (valid in the above conditions with noninteger « and r = [a])

¥ = (19D S —a) TG (c—ayr ] (e
f()7<1”+ ) +]21 T(j+a—r) F( )+F(a—r)F(r+l—uc)”/ (x—1) !
(23)

where
1—a

Fx) = (10F) ).

It gives, in particular, that if all derivatives (DLSI,X;)

interval (a’,a7), then there exists the derivative (Dg? f ) (x), which is bounded on (', a7). Such result

f ) (x) (& < a) exist and are continuous on the

was obtained by Montel (see [36]) under additional conditions that ( L(, +) f ) (x) is bounded on the
interval (a, 7). Montel proved:
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(1) ()= (100 ) )+ 3 0T

Thus, sufficient conditions for continuity of these derivatives at x = a is vanishing of all derivatives
FU)(a) and lim (x — a)~* 1 f(x) = 0.

Marchaud noted that relation (23) can not be taken for a definition of the derivative of a noninteger
order since the function f remains in the last term on the right-hand side. Therefore, he tried to use
another approach to the definition taking into account the above consideration on the behaviour of the
function at the initial point x = a. The starting point for this definition was a formula obtained by the
formal replacement of positive a in the definition of fractional integral for a negative parameter:

a

(P2) 0= 1y 0/ e 4)

Since the integral on the right-hand side is divergent, this definition needs some transformation.
For the function defined on the interval (a, a1 ), it was proposed to extend it by zero on (—oo, 4] and to
denote the corresponding fractional integral by f(,) and fractional derivative by f O

In order to find a proper transformation, Marchaud started to regularize fractional integrals.
In the following formula (valid, e.g., for exponential function):

[} 5}

f () ety — ‘t""lf(xft)dt,
Jeocn]

he replaced t for k]-t (j =0,1,...,p) and made a linear combination of the obtained equalities with
unknown coefficients Cy,j=01,...,p. It leads to the following formula:

fo @) [ g = [ #1900, 25)
0 0
where , )
Y1) =Y Ce "', g(x,t) =Y Cif (x —kit). (26)
j=0 j=0

Then, replacing « for —a, we arrive at the following formal relation, which needs some extra
conditions for its validity:

=5} oo

f<“)(x)/t*“*1lp(t)dt = /t*“*lga(x,t)dt. 27)

0 0

If the integral:
W) = [ Tp(tar
0

has a sense for certain & = w(, then -, is defined and continuous for all & < .
Denoting r = [a], one can see that y(«) has a sense whenever () has the order of infinitesimality
equal to r + 1. It is required:
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r-times integration by parts gives:

p N ) (71)r+1 P .
y(a) = F(—a)];)kj Ci (a#r7); ~(r)= ilﬁmy’y(a) =" ];)k]-leog kj. (28)

The most simple function ¢(t) that has an order of infinitesimality equal to p is the following one:

pi)y=e'(1-e) =e7' - ( ! >e2f+ < " >e3f+.... (29)

In this case:
o(xt) = flx —t) — ( ?1’ )f(th)Jr ( ’2’ >f(x3t)+.... (30)

The simple properties of the Marchaud derivatives are similar to that of the Liouville derivative,
e.g., permutability with the operators of reflection, translation and scaling (see [10], Section 2.5),
composition formulas with the singular integral operator S and relation between D* and D :

(D* f) = cosarm (DY f) —sinar (SDY f).

Among characteristic properties, we have to point out the vanishing of the Marchaud derivative
on the constant function:
% const = 0.

For all & > 0, the Marchaud derivative D% is defined on all bounded functions f € C(R?)
satisfying the following condition:
DGt ) = FED G < AP
3.2. Condition on Convergence

In the case of “small” parameter a (see (4)), the Marchaud derivative is defined, for instance, in
the class of the locally Holder continuous bounded functions H' (R) with Holder exponent A > a.
Further analysis of convergence was done by Marchaud himself (see [8], Chapter 2). He proposed to
introduce the fractional derivative f (@) by formula (27) (with a proper choice of the constant y(«)).
He gave the following condition for the existence of such derivative: the necessary and sufficient condition
for a function f continuous on (a,ay) to admit the fractional derivative DZ‘/+ f of any order o' < a is the uniform

convergence of the integral [ t=*~1¢(x,t)dt on any subinterval (a',a1) C (a,ay).

€
It was noted that the order of infinitesimality of:

n n

(81F) (x) :f(x+nh)—< | )f(X+(n—1)h)+ ( , >f<x+(n—z)h>+...

depends on the behaviour of the function f at a point x. For the function f defined and bounded on
(0,1), Marchaud (following [37]) considered the properties of the generalized modulus of continuity
defined as:

wn(0) = wn(d; f(x)) := sup (Ajf)(x) (0<x<1,0<x+nh<1). (31)
In|<o<t
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Then, the following statement is valid: letting the integral [ =%, (t)dt be convergent for certain a

0
and n (x < n), then the function f admits the derivative of any order < w given by formula (27).
For instance,

/ _ 1 /°° -2 o _
flx)= 2log? | EEf(x) = 2f(x — £) + f(x +20)] dt,
and, forn=1,0<a <1,
(@) — / a-1 -
=i [ s onae
Finally, Marchaud made the following remark ([8], p. 396) concerning the differences of noninteger
order (citing the paper by Liouville):

o o

(AL f) (x) := f(x +ah) — ( 1 >f(x+(zx1)h)+ ( 5 )f(x+(a2)h)+...

He proved that if the fOHOWiI’Ig limit exists:
Lim 6 A% f(x) = g(x 32
541>+0 (5f( ) ( )r ( )

for certain &« > 0, then the following relation holds (Thus, g(x) can be considered as a fractional
derivative of the function f(x) of order «):

3.3. Further Results on the Marchaud Derivative

As it was already mentioned, the Marchaud derivative appeared due to a formal replacement
of the positive parameter « for negative one —a« in the definition of the Liouville fractional integral.
The appeared object is not well-defined. In order to give a sense to the integral in (3), one can use
Hadamard'’s finite part (p.f.) (see [10], Lemma 5.2):

(L) () = pof (157F) (0)-

An application of this approach gives, in particular, the following result (see [10], Lemma 5.3):
let f € Cl'ﬁ’c’\(]R),O <A<1l,m=a],a >0,a #1,2,.... Then, the following representation holds:

%) oof(x - t) - % (71)‘{]{;(,()()()
— )dt = :
P-f-/ fx ) =/ — dt.

Hta . Hlta
0 0

The Marchaud derivative is a suitable object for representation of the fractional powers of the
operators. Thus, for instance,

(£) = i [ 2=t = (009) o),

where ¢ € {¢p(t) : ¢'(t) € Ly}, w0 >0,0<a <1

o
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Marchaud’s ideas is applied in the study of another constructions, such as the Hadamard type
derivative in [29]:

X
(@) _ - t)dt
(D,f) =1 dxrl_“ / log 7) e (0<a<1),
0
o p
It was shown that, for any function f € X/(R;) = {g: (f t”g(t)|7’dtt> < 400 p, the
0

following relation holds: (ngf) (x) = (D(“)

0+,;4f)/0 < a < 1, where

r<1—>0/(t>} (lo%) A f()dt+u“f<x>.

The difference between the Marchaud derivatives on semi-axes and the Liouville derivatives
(e.g., for small values of parameter «, 0 < & < 1)

. 1 d | fihdt B 1 d [ f(tdt
(DrA) = I(1—a) dxi/ (x —1)*’ (D)) = T(1-a) Ei/ (x—t)

is related to invertibility of fractional integral. Thus, the identity:

Dilif=f

is valid only for f € L;(R!), but the identity:
DLLLf=f

is valid for all f € L,(R!),1 < p < 1/a. Analogous results are valid for the Marchaud derivatives on
a finite interval and the Riemann-Liouville fractional derivative: if f = I¥, ¢, ¢ € L1(a,b), then the
Marchaud derivatives on the interval (a,0) and the Riemann-Liouville derivatives coincide almost
everywhere (see [10], Theorem 13.1). In particular, these derivatives coincide (a.e.) for all functions f
absolutely continuous on (4, b).

Since the Marchaud fractional derivative is defined via finite differences, then it follows that
sufficient conditions on a function f to have the Marchaud fractional derivative of any order < a is the
convergence of the integral (see [8]):

wy (t)dt
patl 7

0

where w;, is the finite difference of f of order n = [a + 1]. Vice versa, if such integral diverges for
certain & > 0, then the function f does not have a bounded fractional Marchaud derivative of any
order greater than a. One of the possible ways of using the Marchaud derivative in a discrete case is
discussed in [28].

Marchaud fractional derivative has a form similar to Riesz fractional derivative (or hypersingular
integral) and thus possesses multidimensional generalization (see [10], Section 26). One of the most
prominent constructions for certain domains () C R" is given in [38]:
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(D&F) () = c(a) [an<x)f<x>+ S =S (y’dy] e,

Q |X _ y|n+zx

where

B dy _2°T(1+a/2)T((n +a)/2)sin(rta) /2
aq( )—./R”\Q Ty @ = =y :

3.4. Short Biography of A.P. Marchaud

André Paul Marchaud was born (Here, we follow the biographical paper [39].) in Saintes
(Charente-Maritime) on 27 April 1887 in a religious family (Protestants). He received his primary
education at Saintes and Paris, and then returned to secondary school in Saintes. At the age 17, he
got ill with pleurisy. He obtained his Bachelor’s degree in 1906, and then studied in College Chaptal
preparing for entering Ecole normal supérieure or Ecole polytechnique. Marchaud studied at the
Ecole normal supérieure from 1909-1912, got his Master’s degree in 1911. After graduating from
Ecole normal supérieure, he obtained an aggregation in mathematics in 1912. He was a teacher in
mathematics at the high school in Montauban (from 1 October 1913 until 2 October 1919).

In 1914, Marchaud was mobilized as a second lieutenant of the 344 infantry regiment of Bordeaux.
He was captured on 20 August 1914, and transferred to Germany. He was a prisoner for more than two
years. In 1917, Marchaud became ill and was moved to Switzerland by the Red Cross. He returned to
France on 6 July 1918.

In France, Marchaud continued his work as a teacher in mathematics at high schools
(in Montauban and in Monpellier). In March, 1927, he defended a Doctor of Science thesis “On derivatives
and differences of functions of real variables” (chairman of the committee Montel, examiners Denjoy
and Chazy). In the period from October 1927 until October 1938, he occupied different positions at the
mathematical faculty in Marseille. A.P. Marchaud was a rector of the Academy Clermont (1938-1944),
Academy of Bordeaux (1944-1950) and a member of rectorate of the city University, Paris (1950-1957). He
retired in August 1957 and passed away on 15 October 1973.

4. Conclusions

In this paper, we describe two approaches to the definition of fractional derivatives. The aim of both
constructions is to define a fractional derivative that can be applied to a wide class of functions.

Letnikov’s (1) and Marchaud'’s (3) derivatives are based on the use of differences. Thus, Letnikov
studied the properties of differences of an arbitrary order and applied them to define his derivative.
Marchaud proposed the regularization of the divergent integral by using finite differences of an integer
order. The functions to which these constructions can be applied are not differentiable in general.
One more common feature of these fractional derivatives is that both of them are started from the
Riemann-Liouville fractional derivative, which needs to be simplified in order to be applied to a rather
wide class of functions.

We also have to mention the following result on coincidence of Letnikov’s and Marchaud’s derivatives.

Theorem 2. (Theorem 20.4 [10]) Let f € L,(R) for certain 1 < r < oo. Then, the following limits

ff = limy, 10,1, (r) % and (DLf) (x) = lim_, o1, (r)) (DY cf) (x) exist simultaneously and

coincide (for the same choice of signsand 1 < p < 1/a).

Letnikov’s idea is briefly mentioned in the main paper by Marchaud in spite of the fact that
Marchaud never read the paper by Letnikov or Griinwald. Since 50 years separate Letnikov’s and
Marchaud’s proposals, we can see that Marchaud’s paper already explored the results from the theory
functions, the theory of sets and the theory of integration developed at the beginning of the 20th
century by French and Russian schools.

In conclusion, we can say that both constructions are prominent and we suppose that many
mathematicians would apply them in their work.
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Abstract: We consider a generalized Langevin equation with regularized Prabhakar derivative
operator. We analyze the mean square displacement, time-dependent diffusion coefficient and
velocity autocorrelation function. We further introduce the so-called tempered regularized Prabhakar
derivative and analyze the corresponding generalized Langevin equation with friction term
represented through the tempered derivative. Various diffusive behaviors are observed. We show the
importance of the three parameter Mittag-Leffler function in the description of anomalous diffusion
in complex media. We also give analytical results related to the generalized Langevin equation for
a harmonic oscillator with generalized friction. The normalized displacement correlation function
shows different behaviors, such as monotonic and non-monotonic decay without zero-crossings,
oscillation-like behavior without zero-crossings, critical behavior, and oscillation-like behavior with
zero-crossings. These various behaviors appear due to the friction of the complex environment
represented by the Mittag-Leffler and tempered Mittag-Leffler memory kernels. Depending on the
values of the friction parameters in the system, either diffusion or oscillations dominate.

Keywords: generalized Langevin equation; regularized Prabhakar derivative; tempered memory
kernel; Mittag-Leffler functions

1. Introduction

The Langevin equation for a Brownian particle with mass m = 1 is represented by the following
equaion [1-3]

() + k() = ¢(8),  x(t) =o(t), 1

where x(t) is the particle displacement, v(t) is the particle velocity, 7y is the friction coefficient, and ¢ (¢)
is a stationary random force with zero mean and correlation (¢(#)¢(t')) = 2ykgTS(+ —t), where 2vkgT
is the so-called spectral density. By calculation of the mean square displacement (MSD) it has been
shown that such process shows normal diffusive behavior, i.e., linear dependence of the MSD on

2
time, <x2(t)> — 25T The corresponding diffusion coefficient D = lim;_. (20) for the Brownian

¥ 2t
motion is given by D = kBTT, and the normalized velocity autocorrelation function (VACF) by
(©(t)o(0)) _
L =T [1,3].
(¥2(0))
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In the work by Lutz [4], a fractional Langevin equation describing non-Markovian stochastic
process is introduced,

() +yueDix(t) = &(1), x(t) = o(t), 2

where
f N—u d / /
D) = s =0 W) ©

is the Caputo fractional derivative of order 0 < p < 1[5], and 1y, is the generalized friction coefficient.
This equation is a special case of the generalized Langevin equation (GLE) with the power-law
memory kernel y(t) = vy, t " /T(1 — p) (see Section 3). Additionally, if the noise is internal, the second
fluctuation-dissipation relation

(M) =k Tyult =" )

holds true, where ¥, = 7, /T(1 — ). It has been shown that the MSD for the fractional Langevin
Equation (2) is represented in terms of the two parameter Mittag-Leffler (M-L) function [4] (see Section 2
for details),

2hpT  HH

i L 5
T T(1+u) ®

<x2(t)> = 2kgT tZEZ,P‘,:; (—’)/P_ tziy) N veo
which is a proof of existence of anomalous diffusion in the system. Since 0 < p < 1, it is a subdiffusive
process [6].
In this paper we introduce the GLE with a friction term represented through the regularized
Prabhakar derivative (see Section 2 for details), i.e.,

E(8) + Vs DY, () = E(1), (H) = o(t), ©)

where 0 < 1,0 < 1,0 < u/6 <1,0< u/é6—p <1, v =1F 7is atime parameter, and Yip,6
is the generalized friction coefficient. This equation is a generalization of the fractional Langevin
Equation (2) which is recovered by setting 6 = 0. We further introduce a GLE with a tempered
regularized Prabhakar friction term and analyze the normalized displacement correlation function in
case of harmonic potential. Tempered fractional equations nowadays attract more and more attention
due to their application in different systems [7-10].

This paper is organized as follows. In Section 2 we give definitions for the Prabhakar derivatives
and integral, and related three parameter Mittag-Leffler function. We also introduce a so-called
tempered regularized Prabhakar derivative and derive its Laplace transform. GLE for a free particle
is considered in Section 3. The MSD, time-dependent diffusion coefficient and VACF are obtained
explicitly. In Section 4 we introduce a GLE with friction term represented via tempered regularized
Prabhakar derivative. Normal diffusive behavior in the long time limit is obtained due to the
exponential truncation in the memory kernel. The case of harmonic oscillator is considered in Section 5,
and the normalized displacement correlation function, which is experimentally measured quantity,
is obtained. Different diffusion regimes have been observed, therefore the considered equations are
of importance for description of anomalous diffusion in complex media. A summary is provided
in Section 6.
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2. Prabhakar Derivatives

The Prabhakar integral is defined by [11]

) t

(e f) (0= [ (=0 1E, (vl =) (), )

where L

S )
Eyp(z) = kzol“(zkar,B) K ®)
with (8)y = T(y+k)/T(y )—the Pochhammer symbol, is the three parameter M-L function [11].

The Laplace transform, £[f(t) fo e~s" dt, of the three parameter M-L function is given by
R o—p
B=1pé (_ . s — s* 1/a

£ [#F1E s(—vi)] (s) o > )

The functions E, g(z) = Eilﬁ(z) and E,(z) = E},(z) are the two parameter and one parameter
M-L function, respectively. For § = 0 the Prabhakar integral becomes the Riemann-Liouville (R-L)
fractional integral, defined by r.II'f(t) = %m fot (t — tFLf(') dt'. Tts Laplace transform is given by

£ [rd F(O] () = s L F(1)] (5) 5]

The regularized Prabhakar derivative CDg[ﬂ v 18 defined as follows [12]

( - dam
CID&/—Vt ( ) (gp,r‘rszfy,fv,t de) (t)' (10)

where j,v,7v,0 € C, R(i) > 0, R(p) > 0, m = [u] + 1. For § = 0 one obtains the Caputo fractional
derivative <D} f(t) = ro}" " 45 f (t) [5]. Here we note that the Prabhakar derivative in a form of

R-L is given by RLDz:’ivltf(t) = dt'” ( o1, 7vtf) (t) [12,13] (see also [14]). For 6 = 0 it becomes

the R-L fractional derivative r. D} f(t) = %RLIT "f(t) [5]. These derivatives are applicable in
the fractional Poisson process [12], for description of dielectric relaxation phenomena [15,16], in the
fractional Maxwell model in the linear viscoelasticity [17], in mathematical modeling of fractional
differential filtration dynamics [18], in fractional dynamical systems [19], generalized reaction-diffusion
equations [20], in generalized model of particle deposition in porous media [21], etc.

In our paper we are particularly interested in the case with 0 < y < 1, so one has

DY) = (& pman i ) O = [ =) PER (e =) ofe)ar.

From here we conclude that the regularized Prabhakar derivative is a special case of the
generalized derivative

of d
(cGoef) (1) = [ 7t =#) (), 12)
which has been investigated in different contexts in [10,22,23], where
y(t) =t 1E ), (—vt). (13)
We note that the Prabhakar derlvatlve m the R-L form for 0 < pu < 1 is a special case of
the generalized derivative (rpGyf) (t) = % f() (t — t')f(¥)dt', which has been investigated
in [10,22,23], where the memory kernel is glven by n(t) =t E, is P (—vtP).
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The Laplace transform of regularized Prabhakar derivative, Equation (11), is given by [12]

LD, f(B)] () =" (1+vs o) LIF(B)](5) =5 (1+vs7¢)° F(0+)

1 N (14
=t (L+vs™0)  [sL[f(D)] (s) = F(0+)],

where R(s) > |v|'/? [12]. For 6 = 0, Prabhakar derivative corresponds to the Caputo fractional
derivative of order 0 < u < 1 with Laplace transform [5]

L [chf(t)] (s) = "L (D] (s) ="' f(0+) = s" "ML [f(D)] (s) - f(0+)]-

Here we note that the regularized Prabhakar derivative, Equation (11), is a special case of the
Hilfer-Prabhakar derivative defined by [12]

S0 5 d —5(1-7)
HPDp,v,t ( ) <gp V<1/1 }l) —u,t dt <5 (179)(171,,)’,,/’[) f) (t)r O < V < 1r O < S 1 (15)
for the case with 7 = 1. Its Laplace transform reads [12]

£ [iDy0, (0] (5) = " (L vs™) LU0 () = 0 (14 ws0)™ [€ 800 f]|

From this formula we see that the initial value term is given in an integral form. Only the case
with 7 = 1 yields the initial value in the natural form f(0+). Therefore, the regularized Prabhakar
derivative (11) is suitable for application in the GLE model. The case with § = 0 corresponds to the
so-called Hilfer composite fractional derivative of order 0 < p < 1 and type 0 < 7 < 1, which is given
by Df’if(t) = < rLL 7~ V)dt (RLI£17V)<17V)f)) (t) [24]. This composite fractional derivative has been
successfully applied in description of dielectric and viscoelastic phenomena [25,26].

Furthermore, in this paper we introduce the tempered regularized Prabhakar derivative in the
following way

D F’th() ( p{s u, vt;tf> (t)’ (16)
where
t ’ R
(r€0pef) (B) = /0 e — ) E (vt = 1)) f(E) (17)

and b > 0. Other parameters are the same as in the regularized Prabhakar derivative (11). From the
definition we see that this derivative is a special case of the generalized derivative (12) for

p(t) = e MEFED (i), (18)

Therefore, for the Laplace transform of the tempered regularized Prabhakar derivative we find

£[reDp L FB] () = (5407 (14 (s +0)7) SLF(B] (5) - F(0+)]. 19)

We will use this derivative in the GLE and analyze the influence of the exponential truncation on
the particle behavior.

On the other hand, one can introduce the so-called tempered Prabhakar derivative in the R-L form
in a similar way, by introducing exponential truncation in the memory kernel, i.e., TRLDz:’i it ft) =

o) TR (< (E = )P F(1)
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Here we note that different fractional equations have been used for modeling anomalous diffusion
in various systems, including fractional reaction-diffusion equations [27,28] and their application [29],
fractional relaxation and diffusion equations [5,6,9,10,24-26], fractional cable equation [30], etc.

3. Free Particle

We showed in Section 2 that the regularized Prabhakar derivative (11) is a special case of the
generalized derivative (12), therefore we conclude that the Langevin Equation (6) can be written in
a form of the generalized Langevin equation (see [31])

+/ (£ =) x()at = &), #(t) =o(t), (20)

where

P
10 =t "B (- 5] )- e

By using the asymptotic expansion of the three parameter M-L function E’ ,(—z) =~ i(: ‘; 5y

which follows from the formula [9] (for details of the three parameter M-L functlon see [32])

8 r(6+k) (—z)"
/3 n 5); (B—a(6+n)) n!

/ 22)

for 0 < @ < 2 and z — oo, one can show that the assumption lim; . (t) = 0 [33] is satisfied since
i > pé. Additionally to this equation, we assume that the second fluctuation-dissipation relation

_ e
(EEW)) = KTyt — | FES y(—['t t'} ) (23)

T

holds true.
From the Laplace transform method one finds that

w0 = (x(0) + [ GU— N, o) = o) + [ gt-cwrar, @y

where xp = x(0) and vy = ©v(0) are the initial particle displacement and initial particle
velocity, respectively,
(x(t)) = x0 +v0G(t), (o(t)) = vog(t), (25

are the average particle displacement and the average particle velocity, respectively, and the Laplace
pairs of the relaxation functions g(t), G(t) and I(t) are given through L[y (#)](s) = 4(s) by

51 R

 CH

1 -2

s+9(s)’

S

SHAG) 2

8(s) = G(s) =
respectively. From the relaxation functions one can derive the MSD, time-dependent diffusion
coefficient and VACE, for thermal initial conditions xo = 0 and vy = kT, and under the assumption

lim¢_e0 () = limg_,059(s) = 0, as follows [33-35]

<x2(t)> = 2kgTI(t), @7)
1d
DB =55 <x (t)> = kpTG(t), (28)
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o(t)v(0
- ) _ >
Therefore, for the MSD, D(t) and VACF we find
- —p)n —on t1°
n=|
e8] _ B t 14

respectively. Such series in three parameter M-L functions are convergent [36-38].
From Equation (22), for the long time limit we find

o 2kgT  tF°
<x2(t)> ~ 2kBTt2E27p,+p¢5,3 (—’ytz ;4+p6> ~ l; m; (33)
D(t) ~ kBTtEZ—//H»p&,Z <7’7’t27’4+p6> (34)
Cy(t) = Ex_puips <—’?t27”+w> / (35)

where ¥ = 'y,,,p,(;T*P‘S. Therefore, from the MSD we conclude that there exists subdiffusion <x2 ()~
with anomalous diffusion exponent &« = i — pd, where 0 < & < 6 < 1.

Graphical representation of the MSD (30) is given in Figure 1. From the figure we see that the
MSD shows oscillation-like behavior for intermediate times which can be explained as a result of the
cage effect of the environment represented by the M-L memory kernel (see also Section 5).

4r

0;\ L L L L L L L L L L L L L L L L L L L \;
0 5 10 15 20

t

Figure 1. Graphical representation of the MSD (30) for kgT =1, Yps = 1L,t=1p=1/2,6 =3/4,
and pt = 1/2 (blue line), u = 5/8 (red line).
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Remark 1. The case with high viscous damping, i.e., Equation (20) with vanishing second derivative term
#(t) = 0, yields the following result

t

p -, t—0
(1) = kT S (, H ) - 2ksT D 36)
’Y;l,p,é T 7,4,p,5 T’P"f(lﬁ»;{fip&)’ t — oo.

Since the anomalous diffusion exponent from y for the short time limit turns to yu — pd in the long time limit,
we conclude that decelerating subdiffusion exists in the system.

4. Tempered Friction

We further consider the GLE with a friction term represented through the tempered regularized
Prabhakar derivative. Therefore, we consider

(1) + Y ps 1D, x(H) = &), #(t) = o(t), (37)

where b > 0, and all the parameters are the same as in Equation (6). From definition (16) one may
conclude that the memory kernel in GLE is given by

—bt—pp—9o ks
Y(t) = Yupoe 't Emﬂ i . (38)
The second fluctuation-dissipation relation then reads
it e t—t[]°
(EEE) = kTrupse =2, (< [E2A]). )

Following the same procedure as previous, for the MSD we find

o n n — —u)n—1lp—oin Ak
<x2(t)> = Z;J (=Ypps)" UL " (e o 1Epflf;4)n <_ [;] )) ’ (40)
P

where g If is the R-L fractional integral. In the case of no truncation (b = 0), from Equation (40),
by using the formula RLIE <tﬁflE§”B (fvt“)) = Ei,&ﬁ (—vt*) [14], we recover the result (30) for
the MSD.

Remark 2. In the absence of the inertial term, X(t) = 0 in Equation (37), we find the following result for

the MSD
2kgT bty t1°
<x2(t)> = Wi,& ." <€ b zEgIV_1 <7 [;} )) . (41)

The short time limit yields subdiffusion (x2(t)) =~ % t/T(1+ p), and the long time limit normal
diffusion (x*(t)) == t. Therefore, there exists accelerating diffusion—from subdiffusion to normal diffusion.

Such crossover from subdiffusion to normal diffusion has been observed, for example, in complex viscoelastic
systems [39].

Graphical representation of the MSD (40) is given in Figure 2. From the figure one observes the
influence of the truncation parameter b on the behavior of the MSD. The case with no truncation shows
subdiffusive behavior (blue line), and the case with truncation (red and green lines) normal diffusion
in the long time limit.
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<X2(t)>

Figure 2. Graphical representation of the MSD (40), for kT =1, Yips = Lt=1p=1/2,u=1/2,
0 =3/4,and b = 0 (blue line), b = 0.1 (red line) and b = 0.5 (green line).
5. Harmonically Bounded Particle in Presence of Prabhakar Friction Term

At the end we consider GLE for a harmonic oscillator with tempered regularized Prabhakar
friction, i.e.,

(1) + YVupa eD x() + wPx(t) = &(1),  %(8) = (1), 42)

where w is the frequency of the oscillator. By Laplace transform method we find exact result for
the MSD. It is given by

2
<x (t)> . (_,y”,pj)" fé(t—t’)”*zE”“ (—azz(t—t/) ) o= bt p(1=p)n—1p—on (_ [g]f’) dt'

2kpT p(1=p)n T (43)
=0 (—Tee) Eria i (€ ( i (_ HP» /
where (Ei Bt f ) (t) is the Prabhakar integral (7). For the free particle case w = 0, the Prabhakar
integral corresponds to the R-L fractional integral, therefore, from Equation (43) one finds the
previously obtained result for free particle, Equation (30).
Here we are particularly interested in the normalized displacement correlation function which is
experimental measured quantity related to the GLE [40],

(x(#)x0) s +9(s)
Cx(t) = = , 44
x() (x2) s+ s9(s) + w? 44
under the conditions x3 = 3—2, (xovg) = 0, and (¢(t)xg) = 0 [41]. From here one concludes that

Cx(t) =1 — w?I(t), where I(t) = <2 ) . Therefore, it is given by

[eS)

. t]”
CX Z 7?‘1’5 2n+3 w2t< btt(l = 'E, f" wn < |:?:| >> (45)

The case with no truncation yields

nen n— n t P
(=Tups) 52;41r3,—w2,t <t(1 " 1Epfl wn < {?] )) (46)

e

Cx(t) =1- w2

n=0
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Graphical representation of the Cx(t), Equations (46) and (45), is given in Figures 3 and 4,
respectively. From Figure 3 we see that different behaviors of Cx(t) appear, monotonic or
non-monotonic decay without zero crossings (for w < 1.44), critical behavior between the situations
with and without zero crossings (at critical frequency w =~ 1.44), and oscillation-like behavior
with zero crossings (for w > 1.44), which appear due to the cage effect of the environment [8,41].
The friction, depending on the memory kernel parameters, forces either diffusion or oscillations.
In Figure 4 we see that with increasing of tempering, oscillation behavior with zero crossings appears.
Therefore, in comparison to the standard harmonic oscillator (standard Langevin equation in presence
of harmonic potential) where two types of motion are observed for the normalized displacement
correlation function, either monotonic decay without zero crossings or oscillation-like behavior with
zero crossings (that are separated at the critical frequency w. = 7/2), in case of the GLE with Prabhakar
memory kernel more different complex behaviors of the Cx(t) are observed. Thus, the friction
parameters contained in the tempered Prabhakar derivative, by their tuning, increase the versatility to
fit complex experimental data.

0.5 1

Cx(®

™\

0.0 v \/ \//\

-0.5+ 4

0 5 10 15 20
t

Figure 3. Graphical representation of the normalized displacement correlation function, Equation (46),
for ypps=11=1p=1/5p=1/2,6 =3/4,and w = 0.25 (blue line), w = 0.5 (red line), w = 1.44
(green line), w = 3 (brown line).

1.0 ]
05; -
§ I
0.0 \7 \/
,05; -
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t

Figure 4. Graphical representation of the normalized displacement correlation function, Equation (45),
for Ypo = 1,t=1,p=1/2u=1/2,6 =3/4, w = 0.5and b = 0 (blue line), b = 1 (red line), b = 10
(green line), b = 100 (brown line).
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6. Summary

We show that the generalized Langevin equation with a friction represented in terms of the
regularized Prabhakar derivative generates decelerating subdiffusion. We also introduce a tempered
regularized Prabhakar derivative in the friction term and we show that the system from subdiffusion
switches to normal diffusion due to the exponential truncation in the memory kernel. Such model
could be used in the description of diffusive processes in viscoelastic systems, where subdiffusion
turns to normal diffusive behavior. We demonstrate the role of the three parameter Mittag-Leffler
function and the Prabhakar integral in the anomalous dynamics theory. The obtained results are
generalizations of those for the fractional Langevin equation. We also observe various behaviors of the
normalized displacement correlation function in case of harmonic oscillator. The proposed models
in this paper generate various anomalous diffusive realizations; therefore, by adjusting the memory
kernel parameters one could better fit complex experimental data.
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Abstract: In this paper, we show several connections between special functions arising
from generalized Conway-Maxwell-Poisson (COM-Poisson) type statistical distributions and
integro-differential equations with varying coefficients involving Hadamard-type operators.
New analytical results are obtained, showing the particular role of Hadamard-type derivatives
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prove a general connection between fractional hyper-Bessel-type equations involving Hadamard
operators and Le Roy functions.
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1. Introduction

The analysis of fractional differential equations involving Hadamard fractional derivatives has
increased interest in mathematical analysis, as proved, for example, by the publication of the recent
monograph [1]. On the other hand, few results regarding the applications of Hadamard fractional
differential equations in mathematical physics (see, for example, [2] and probability (see [3]) exist.
In [4], some analytical results regarding Hadamard fractional equations with time-varying coefficients
have been pointed out. In particular, the following a-Mittag-Leffler function was introduced:

k

Ewvy (z) = Z -

_ . 1
P [F(kar'y)}“' zeCua,v,yeC (1)

The a-Mittag-Leffler function is an entire function of the complex variable z if the parameters
are such that R(v) > 0,y € Rand « € R™ (see [5]). This function was independently introduced and
studied by Gerhold in [6]. In [4], we called this special function a-Mittag—Leffler function, since it
includes for a = 1 the well-known two-parameters Mittag—Leffler function

k

> z
Eyq(z) = -\ z€C,veC, Rv) >0 v€R, 2
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widely used in the theory of fractional differential equations (see the recent monograph [7] and the
references therein). Moreover, the x-Mittag-Leffler function is a generalization of the so-called Le Roy

function [8]
) k

a
8= L e

= zeC, a>0. ®
k=0

In the more recent paper [5], the authors studied the asymptotic behavior and numerical
simulation of this new class of special functions.

We observe that the Le Roy functions are used in probability in the context of the studies of
COM-Poisson distributions [9], which are special classes of weighted Poisson distributions (see for
example [10]). We show in Section 3, as a first probabilistic application, that the a-Mittag-Leffler
functions can also be used in the construction of a new generalization of the COM-Poisson distribution
that can be interesting for statistical applications and in physics in the context of generalized coherent
states [11].

The aim of this paper is to study some particular classes of Hadamard fractional integral equations
and differential equations whose solutions can be written in terms of the a-Mittag-Leffler function (1)
and are somehow related to a fractional-type generalization of the COM-Poisson distribution.

A second application in probability is contained in Section 4. We observe that Imoto [12] has
recently introduced the following generalization of the COM-Poisson distribution,

T(v+k)
involving the normalizing function
S (T(v+k)
Clrvt) =) =" ()

k=0

withr < 1/2,+ > 0and1 > v > 0orr = 1, v = 1 and |t/ < 1. The special function (5) is
somehow related to the generalization of the Le Roy function, while the distribution (4) includes the
COM-Poisson forv =1and r =1 —n, n € R'. In Section 4, we show that this function is related to
integral equations with a time-varying coefficient involving Hadamard integrals.

In Section 5, we present other results concerning the relation between Le Roy-type functions
and Hadamard fractional differential equations. We introduce a wide class of integro-differential
equations extending the hyper-Bessel equations. This is a new interesting approach in the context of
the mathematical studies of fractional Bessel equations (we refer for example to the recent paper [13]
and the references therein).

In conclusion, the main aim of this paper is to establish a connection between some generalizations
of the COM-Poisson distributions and integro-differential equations with time-varying coefficients
involving Hadamard integrals or derivatives. As a by-product we suggest a possible application of the
«-Mittag-Leffler function to build a generalized COM-Poisson distribution that in future should be
investigated in more detail.

2. Preliminaries About Fractional Hadamard Derivatives and Integrals

Starting from the seminal paper by Hadamard [14], many papers have been devoted to the
analysis of fractional operators with logarithmic kernels (we refer in particular to [15]). In this section,
we briefly recall the definitions and main properties of Hadamard fractional integrals and derivatives
and their Caputo-like regularizations recently introduced in the literature.
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Definition 1. Let t € RY and R(«) > 0. The Hadamard fractional integral of order a, applied to the function
feLlllab,1<p<+40,0<a<b<oo,fortclab], isdefined as

750 = [ () 0 ©

T T

Before constructing the corresponding differential operator we must define the following space
of functions.

Definition 2. Let [a,b] be a finite interval such that —co < a < b < oo and let AC|a,b| be the space of
absolutely continuous functions on [a,b]. Let us denote § = t% and define the space

ACH[a,b) = {f: t € [a,b] » R suchthat (5""'f) € ACla,b]}. @)
Clearly AC}[a,b] = AC[a, b] forn = 1.

Definition 3. Let § = t%, R(a) > 0and n = [a] + 1, where (a] is the integer part of «. The Hadamard
fractional derivative of order a applied to the function f € AC}[a,b],0 < a < b < o, is defined as

1 d\" gt/ t\"t  dr ,
o - “ v “t_ gn n—u
D0 = o () [ (5) ST =@ 0. ®

It has been proved (see e.g., Theorem 4.8 in [16]) that in the LP[a,b] space, p € [1,00),
0 <a < b < co, the Hadamard fractional derivative is the left-inverse operator to the Hadamard
fractional integral, i.e.,

DRIF(t) = £(1), VE€ [a,b. ©)

Analogously to the Caputo fractional calculus, the regularized Caputo-type Hadamard
fractional derivative is defined in terms of the Hadamard fractional integral in the following way
(see, for example, [17])

() - L o2) 7 () —ren o

where t € [2,0],0<a<b<ooandn—1 < a <n, withn € N. In this paper, we will use the symbol

o

d
ta> for the Caputo-type derivative in order to distinguish it from the Riemann-Liouville type

definition (8) and also to underline the fact that essentially it coincides with the fractional power of the

d d\*
operator 6 = t$. Moreover, by definition, when a« = #, (ta> = 0". The relationship between the

Hadamard derivative (8) and the regularized Caputo-type derivative is given by ([17], Equation (12))

(%)wf(t) =D" {f(f) *niékj;{(!m) In ( ! ) } we(n—1n),n=la+1. a1

k=0 to

In the sequel we will use the following useful equalities (that can be checked by
simple calculations),

<t%>a th = prip, (12)
VALY (13)
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for B € (—1,00) \ {0} and & > 0. It is immediate to see that

d o
(ta> const = 0. (14)

Finally, we observe that formally the relationship between Hadamard-type derivatives and
Riemann-Liouville derivatives is given by the change of variable t — In(t), leading to the logarithmic
kernel. According to this change of variable, the Hadamard derivative represents the counterpart of
the fractional power of the operator %, i.e., the fractional power of the operator § = t%.

3. Generalized COM-Poisson Processes Involving the a-Mittag-Leffler Function and the Related
Hadamard Equations

Here we show a possible application of the a-Mittag-Leffler function (1) in the context of
fractional-type Poisson statistics and we discuss the relation with Hadamard equations.

We first recall that weighted Poisson distributions have been widely studied in statistics in order
to consider over or under-dispersion with respect to the homogeneous Poisson process. The probability
mass function of a weighted Poisson process N¥(t), t > 0, is given by (see [10])

P{Nw(t) — n} — w(n)p(n’t) n > O

, >0, (15)
Efw(N)]
where N is a Poisson distributed random variable
"o,
p(n,t):me , n>0,t>0,
w(-) is a non-negative weight function with non-zero, finite expectation, i.e.,

0 <E[w(N)] =Y wk)p(k,t) < +co. (16)

k=0

The so-called COM-Poisson distribution introduced by Conway and Maxwell [9] in a queueing
model belongs to this wide class of distributions. A random variable N, (t) is said to have a
COM-Poisson distribution if

1 "
P{N,(t) =n} = mw, n>0,t>0, 17)
where o
fy=13 k% v >0, 18)
k=0""

is the Le-Roy function.

This distribution can be viewed as a particular weighted Poisson distribution with
w(n) = 1/(n!)"~1. The Conway-Maxwell-Poisson distribution is widely used in statistics in order
to take into account over-dispersion (for 0 < v < 1) or under-dispersion (for v > 1) in data
analysis. Moreover it represents a useful generalization of the Poisson distribution (that is obtained
for v = 1) for many applications (see for example [18] and the references therein). Observe that when
t € (0,1) and v — 0 it reduces to the geometric distribution, while for v — 4-co it converges to the
Bernoulli distribution.

Another class of interesting weighted Poisson distributions are the fractional Poisson-
type distributions

1 t

p{Na(t) = k} = mm, a e (0,1), (19)
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where
) tk

Eﬂc,l (t) = k;o m/ (20)

is the Mittag—Leffler function (see the recent monograph [7] for more details). In this case, the weight
function is given by w(k) = k!/T'(ak 4+ 1). There is a recent wide literature about fractional
generalizations of Poisson processes (see e.g., [19-27]) and we should explain in which sense
Equation (19) can be regarded as a fractional-type Poisson distribution. The relationship of this
kind of distributions with fractional calculus, first considered by Beghin and Orsingher in [28], is given
by the fact that the probability generating function

ad E t
Glut) = Y uFP{Nu(t) = k} = 1) e (0,1), 1)
k=0 ElX,l (t)
satisfies the fractional differential equation
['9 o
% =G t), we (01, [ul <1, 22)

where d* /du® denotes the Caputo fractional derivative w.r.t. the variable u (see [16] for the definition).
Essentially, the connection between the distribution (19) and fractional calculus is therefore given by the
normalizing function, since the Mittag-Leffler plays the role of the exponential function in the theory of
fractional differential equations. In this context, we discuss a new generalization of the COM-Poisson
distribution by using the generalized a-Mittag—Leffler function Equation (1), independently introduced
by Gerhold in [6] and by Garra and Polito in [4]. This new fractional distribution includes a wide
class of special distributions already studied in the recent literature: the fractional Poisson distribution
Equation (19) considered by Beghin and Orsingher [28], the classical COM-Poisson distribution and
SO on.

In this paper, we introduce the following generalization, namely the fractional COM-
Poisson distribution

o (Ar)" 1
PN O =1 = (a4 )] By 0 )
where L
= t
El/;:x,y(t) = kgom, a>0,v>0,v7¢€ R (24)

is the a-Mittag—Leffler function, considered by Gerhold [6], Garra and Polito [4]. The distribution
Equation (23) is a weighted Poisson distribution with weights w(k) = k!/ (T (ak + 7))". Obviously the
probability generating function is here given by a ratio of a-Mittag-Leffler functions, i.e.,

Eva,y (Aut)

-, jul <L 25
Evay (D) Juu] (25)

Gl t) = io WP{ Ny (1) = n} =

With the next theorem we explain the reason why we consider the distribution Equation (23),
a kind of fractional generalization of the COM-Poisson classical distribution related to Hadamard
fractional equations with varying coefficients.

Theorem 1. For v € (0,1), the function

v_1 Evi1,u(Aut)

u ) = w12 v 1G (),
g(u,t) Evno(AD) (u,t)
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satisfies the equation
v—1

<udiu> g(u, t) = Atug(u, t) + m, (26)

d v
where (ua> is the Caputo-Hadamard fractional derivative of order v.

Proof. By direct calculations we obtain that

<ui>v v—1 Ev;l,v()‘ut) _ 1 i )‘kuk+V71tk 27)
du Ejau(At)  Epip(At) & (T(k+v—1))"
1 00 /\k+1 k+1/tk+1 v—1
= Y. " = Atug(u,t) + "

Evau(A) = (T(k+v)) (T(v=1))"
where we changed the order of summation with fractional differentiation since the v-Mittag—Leffler
function is, for v € (0,1), an entire function. [

A more detailed analysis about the statistical properties and possible applications of this new
class of distributions is not the object of this paper and will be considered in a future work.

We finally observe that the fractional COM-Poisson distribution (23) includes as a special case,
for v = 1 the fractional Poisson distribution (19) previously introduced by Beghin and Orsingher
in [28] and recently treated by Chakraborty and Ong [29], Herrmann [21] and Porwall and Dixit [30].
Asymptotic results for the multivariate version of this distribution have been recently analyzed by
Beghin and Macci in [19].

4. Hadamard Fractional Equations Related to the GCOM-Poisson Distribution

In a recent paper, Imoto [12] studied a different generalization of the Conway-Maxwell-Poisson
distribution (in the following GCOM Poisson distribution), depending on two real parameters r and v.
According to [12], a random variable X () has a GCOM Poisson distribution if

p{x@):@:%, £>0,n=0,1,..., 29)
where . .
Clrut) =Y. %

k=0

(29)

is the normalizing function which converges for v > 0, t > 0 and r < 1/2 (by applying the ratio
criterion) or ¥ =1, v > 0 and |t| < 1. In the context of weighted Poisson distributions, it corresponds
to the choice w(k) = I" (v + k).

This distribution includes as particular cases the COM-Poisson distribution for v = 1 and
r =1 —n, the geometric for r = v =1, |t| < 1 and the homogeneous Poisson distribution for r = 0.
The new parameter introduced in the distribution plays the role of controlling the length of tails
within the framework of queueing processes. Indeed it was proved that, it displays over-dispersion
for r € (0,1) and under-dispersion for r < 0. Moreover, from the ratios of successive probabilities,
when v > 1and r € (0,1) it emerges to be heavy tailed, while for r < 0 light-tailed.

We also underline that for # = 1 — n, with n > 0, the function (29) becomes a sort of generalization
of the Wright function which can be written as

00 tk
C(l—n,v,t)= —_, 30
A=nvt) =Y oo (30)
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Recall that, in the general form, the Wright function is defined as follows (we refer to [31] for a
good survey):
) tk
=) ———rf0, >-1,pcC. (31)
kg(:) KT (ak + B)

We show now the relation between the normalizing function Equation (29) and an Hadamard
fractional differential equation with time-varying coefficients. Therefore, we can consider in some sense
also the GCOM Poisson distribution as a fractional-type modification of the homogeneous distribution,
in the sense that its probability generating function satisfies a fractional differential equation.

Proposition 1. The function
&I+ k) (Ank

C(r,v,t) Z I , (32)
k=0
satisfies the integro-differential equation
v df v
J (¢ ar =AM'f, t>0,ve (0,1, re(0,1/2) (33)
involving an Hadamard fractional integral J" of order r.
Proof.
o0 kk+v—1 S 1) kpk+v—1
jr< dC) Z v+k)At -y (v+k)(k+v ') ARt (34)
k=1 - k=1 (k—1)!
o kik+v—1
Zr V+k 1);” = At'f,

where we used Equation (13). O

Corollary 1. The probability generating function G(u, t) of the GCOM Poisson distribution Equation (28)

> C(r,v,ut)
= k =k = ) <
t) Z u*P{X(t) = k} Crt)” lul <1, (35)
satisfies the integro-differential equation
df
T v — v <
J <u du) u'f, |ul <1 (36)

5. Further Connections between Modified Mittag-Leffler Functions and Hadamard
Fractional Equations

The analysis of fractional differential equations with non-constant coefficients is an interesting
and non-trivial topic. In particular, the analysis of equations involving fractional-type Bessel operators
(i.e., the fractional counterpart of singular linear differential operators of arbitrary order) has attracted
the interest of many researchers (see e.g., [13,32] and references therein). In [4], some results about
the connection between Le-Roy functions and equations with space-varying coefficients involving
Hadamard derivatives and Laguerre derivatives have been obtained. Here we go further in the
direction started in [4], showing other interesting applications of Hadamard fractional equations in the
theory of hyper-Bessel functions. With the next theorem, we find the equation interpolating classical
Bessel equations of arbitrary order possessing exact solution in terms of Le Roy functions. We remark,
indeed, that Le Roy functions include as special cases hyper-Bessel functions.
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Theorem 2. The Le Roy function Eyq 1 (t*/ ) satisfies the equation

1 d : a—1
ity flx) = a7 f(t) (37)
Proof. Recall that
9
<t%> th = g (38)
Therefore
d\* e © (ak)rek e
ta Eﬂc;l,l ; = k;O (xkk!“ = t Eoc;l,l ; . (39)
|

Remark 1. For a = 2, we have that the function Ey. 1(t?/2) is a solution of
d)? 2
t$) F) =220, (40)
For a = 3, the function Es1 1(t°/3) satisfies

3
(1) ro =950, )

and so forth for any integer value of a. From this point of view, the solution of Hadamard Equation (37), for non
integer values of w, leads to an interpolation between successive hyper-Bessel functions.

Let us consider the operator

1/, d\*/, d\" d\*
LH_tTn(t$> (ta> ...<ta> , a>0, (42)

n times

where H stands for an Hyper-Bessel type operator involving Caputo-type Hadamard derivatives.
We have the following general Theorem

Theorem 3. A solution of the equation
Luf(t) = a™ "™ f(1), 43)

is given by
f(t) = Eng11 (%" /)

To conclude this section, we restate Theorem 3.3 of [4], in view of the comments of Turmetov [33]
in the case in which Caputo-type Hadamard derivatives appear in the governing equations.

Theorem 4. The function Eﬁ;l,l (t), with p € [1,00),t >0, A € Ris an eigenfunction of the operator

dd d.d/ d\f~7
ata...ata<ta> L or=1,...,n—1, (44)
N—_——

r derivatives
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—r

where n = |B) is the integer part of B and (t%) denotes the Caputo-type regularized Hadamard derivative
of order p—r.

The difference w.r.t. the previous version is simply given by the fact that, by using the regularized

o
Caputo-type Hadamard derivative (ta t0 = 0, that is necessary for the correctness of the result.
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Abstract: In this paper, some new properties of the fundamental solution to the multi-dimensional
space- and time-fractional diffusion-wave equation are deduced. We start with the Mellin-Barnes
representation of the fundamental solution that was derived in the previous publications of the author.
The Mellin-Barnes integral is used to obtain two new representations of the fundamental solution in
the form of the Mellin convolution of the special functions of the Wright type. Moreover, some new
closed-form formulas for particular cases of the fundamental solution are derived. In particular, we
solve the open problem of the representation of the fundamental solution to the two-dimensional
neutral-fractional diffusion-wave equation in terms of the known special functions.
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1. Introduction

Partial fractional differential equations are nowadays both an important research subject
and a popular modeling approach. Despite of importance of mathematical models in two- and
three-dimensions for applications, most of the recent publications devoted to fractional diffusion-wave
equations have dealt with the one-dimensional case. The literature dealing with multi-dimensional
partial fractional differential equations is still not numerous and can be divided into several groups,
those devoted to Cauchy problems on the whole space, boundary-value problems on bounded domains,
and of course to different types of equations, including single- and multi-term equations as well as
equations of distributed order. Because the focus of this paper is on the Cauchy problem for a model
linear time- and space-fractional diffusion-wave equation, we mention here only some important
relevant publications.

The fundamental solution to the multi-dimensional time-fractional diffusion-wave equation with
the Laplace operator was derived for the first time by Kochubei in [1] and Schneider and Wyss in [2]
independently from each other in terms of the Fox H-function. We note that in [1], the Cauchy problem
for the general fractional diffusion equation with the regularized fractional derivative (the Caputo
fractional derivative in modern terminology) and the general second-order spatial differential operator
was also investigated. In the series of publications [3-5], Hanyga considered mathematical, physical,
and probabilistic properties of the fundamental solutions to multi-dimensional time-, space- and
space-time-fractional diffusion-wave equations, respectively. Recently, Luchko and his co-authors

Mathematics 2017, 5, 76; d0i:10.3390/math5040076 71 www.mdpi.com/journal /mathematics
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started to employ the method of the Mellin-Barnes integral representation to derive further properties of
the multi-dimensional space-time-fractional diffusion-wave equation (see, e.g., [6-10]). Still, the list of
the properties, particular cases, integral and series representations, asymptotic formulas, and so forth
known for the fundamental solution to the one-dimensional diffusion-wave equation (see, e.g., [11]) is
essentially more expanded compared to the multi-dimensional case, and thus further investigations of
the multi-dimensional case are required.

In this paper, some new properties and particular cases of the fundamental solution to the
multi-dimensional space- and time-fractional diffusion-wave equation are deduced. In the second
section, we recall the Mellin-Barnes representations of the fundamental solution that were derived
in the previous publications of the author and his co-authors. In the third section, the Mellin-Barnes
integral is used to obtain two new representations of the fundamental solution in the form of the
Mellin convolution of the special functions of the Wright type. The fourth section is devoted to the
derivation of some new closed-form formulas for the fundamental solution. In particular, the open
problem of the representation of the fundamental solution to the two-dimensional neutral-fractional
diffusion-wave equation in terms of the known elementary or special functions is solved.

2. Problem Formulation and Auxiliary Results

In this section, we present a problem formulation and some auxiliary results that are used in the
rest of the paper.

2.1. Problem Formulation

In this paper, we deal with the multi-dimensional space- and time-fractional diffusion-wave
equation in the following form:

Dfu(x,t) = —(=A)3u(x,t), x€R", t>0,1<a<2,0<p<2, 1)

where (—A)? is the fractional Laplacian and Df is the Caputo time-fractional derivative of order j.
The Caputo time-fractional derivative of order f > 0 is defined by the formula

n
Dfu(x,t):<1?75%>(t), n—1<p<n neN, )

where I? is the Riemann-Liouville fractional integral:

() (6) = ﬁfot(t— )7 lu(x, 7)dt for v >0,
u(x,t) for ¥y =0.

The fractional Laplacian (—A)? is defined as a pseudo-differential operator with the symbol
|xc|* ([12,13]):

(F(=m)%F) () = K1 (F f)(x), 3
where (F f)(x) is the Fourier transform of a function f at the point x € R" defined by
(F f)x) = f(x) = /]R" e*XF(x) dx. )

For0 < « < m, m € Nand x € R", the fractional Laplacian can be also represented as
a hypersingular integral ([13]):

(—8)3f(x) = d,,,,,l,(a) / (A‘fﬁ&x) dh ®)
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with a suitably defined finite-differences operator (A" f) (x) and a normalization constant dy;,, («).

According to [13], the representation given by Equation (5) of the fractional Laplacian in the form
of the hypersingular integral does not depend on m, m € N provided that & < m.

We note that in the one-dimensional case, Equation (1) is a particular case of a more general
equation with the Caputo time-fractional derivative and the Riesz-Feller space-fractional derivative
that was discussed in detail in [11]. For a« = 2, the fractional Laplacian ( —A)% s simply —A, and thus
Equation (1) is a particular case of the time-fractional diffusion-wave equation that was considered in
many publications, including, for example, [1,2,5,14-17]. For « = 2 and B = 1, Equation (1) is reduced
to the diffusion equation, and for « = 2 and = 2, it is the wave equation that justifies its denotation
as a fractional diffusion-wave equation.

In this paper, we deal with the Cauchy problem for Equation (1) with Dirichlet initial conditions.
If the order B of the time-derivative satisfies the condition 0 < g < 1, we pose an initial condition of
the form

u(x,0) = ¢(x), xeR" ©6)

For the orders S satisfying the condition 1 < 8 < 2, the second initial condition in the form

ou _ "
E(X,O)—O, x € R (7)

is added to the Cauchy problem.
Because the initial-value problem given by Equations (1) and (6) (or (1), (6) and (7)) is linear,
its solution can be represented in the form

u(x,t) = [ Gupalx =290 de,

where G, g, is the first fundamental solution to the fractional diffusion-wave Equation (1), that is,
the solution to the problem given by Equations (1) and (6) with the initial condition

n
u(x,0) = Hd(xi), x = (x1,%2,...,%,) € R"
i=1
or to the problem given by Equations (1), (6) and (7) with the initial conditions
n
u(x,0) =J16(x;), x=(x1,x,...,x,) €R"
i=1

and 3
u — n
—at(x,O)fo, x€R

for0 < g <1lorl < p <2, respectively, with ¢ being the Dirac delta function.

Thus the behavior of the solutions to the problem given by Equations (1) and (6) (or (1), (6) and (7))
is determined by the fundamental solution G, g ,(x, t), and the focus of this paper is on the derivation
of the new properties of the fundamental solution.

2.2. Mellin-Barnes Representations of the Fundamental Solution

A Mellin-Barnes representation of the fundamental solution to the multi-dimensional space- and
time-fractional diffusion-wave Equation (1) was derived for the first time in [7] for the case f = « (see
also [8]), in [10] for the case = a/2, and in [9] for the general case. For the reader’s convenience, we
present here a short schema of its derivation.

The application of the multi-dimensional Fourier transform (4) with respect to the spatial variable
x € R" to Equation (1) and to the initial conditions given by Equation (6) with ¢(x) = TT/_; 6(x;), and

73



Mathematics 2017, 5,76

Equation (7) (the last condition is relevant only if § > 1) leads to the ordinary fractional differential
equation in the Fourier domain:

DF Gy (i, t) + [k]* G pu(i,t) =0, )

along with the initial conditions
Gapn(x,0) =1 ©)

in the case for 0 < 8 < 1, or with the initial conditions

A 0 A
GD(,‘B/n (K/ 0) = 1/ gctx,ﬁ,n(K/ 0) =0 (10)

in the case for 1 < g < 2.
In both cases, the unique solution of Equation (8) with the initial conditions given by Equations (9)
or (9) and (10) has the following form (see, e.g., [18]):

sz,ﬁ,n(K/t) = E,B (7|K|zxt'g> 11)
in terms of the Mittag-Leffler function E4(z) that is defined by a convergent series:

Eﬂ(z):rgm, B>0,z€eC. (12)

Because of the asymptotic formula (see, e.g., [19]):

m )k
Eﬁ(—x):—zr((%)ﬁk) +O(|x|77™), meN, x = 400, 0 < f <2 (13)
k=1

we have the inclusion Ca,}gln € Li(R") under the condition « > 1, and thus the inverse Fourier
transform of Equation (11) can be represented as follows:

Gupn(xt) = ﬁ/ e *XEg (7\K|”‘t/5) dx, x€R",t>0. 14)

Because Eg (— |K|“tﬁ) is a radial function, the known formula (see, e.g., [13])

1 |13
n

2 a0 e = G | oty (eixydr (15)

for the Fourier transform of the radial functions can be applied, where ], denotes the Bessel
function with index v (for the properties of the the Bessel function, see, e.g., [20]), and we arrive
at the representation

x'"2

(27‘[)% .

Gupn(xt) = /0 Eg (fr"‘tﬁ) T%I%,l(ﬂXDdT (16)

whenever the integral in Equation (16) converges absolutely or at least conditionally.
The representation given by Equation (16) can be transformed to a Mellin-Barnes integral.
We start with the case x| =0 (x = (0,...,0)) and obtain the formula

1
Gapn(0,8) = oy [, Ep(—lxl*t#)d,
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which can be represented in the form

_ 1 27-[% « _ayBy n—1
Gupn(0:1) = o (35 /0 Ep(—TtF) v" VT (17)
as a result of the known formula (see, e.g., [13]):
- Flxix = 25 [ o e as)
Rn r(%) 0 :

The asymptotics of the Mittag-Leffler function ensures convergence of the integral in Equation (17)
under the condition 0 < 7 < a. Thus, for 1 < a < 2, the fundamental solution G, g , is finite at |x| = 0
only in the one-dimensional case and we obtain the formula

2o

® L Lr(yr(1-1
[t TGS

«

t
Gapa1(0,t) = ar Jo

which is valid for & > 1if 0 < f < 2 and for « > 2 if B = 2. This formula is an easy consequence from
the known Mellin integral transform of the Mittag-Leffler function (see, e.g., [21,22]):

OOE _ sfld —
/O p(—u)u u

I(s)[(1—s) . {o <R(s) <1 for 0<p<2, 19)

I'(1-ps) 0< R(s) <1/2 for p=2.
The Mellin integral transform plays an important role in fractional calculus in general and for

the derivation of the results of this paper in particular; thus we recall the definitions of the Mellin
transform and the inverse Mellin transform, respectively:

6 = (MFE)E) = [ f@etar, T (20)
£ = MO0 = g [T P T s m <R =7 < e

The Mellin integral transform exists in particular for the functions continuous on the intervals
(0,¢] and [E, 4+00) and integrable on the interval (¢, E) with any ¢, E, 0 < ¢ < E < oo that satisfy
the estimates | f(7)| < MyT 7 for 0 < 7 < eand |f(7)| < Mt~ 72 for T > E with 91 < 7, and some
constants M and M. In this case, the Mellin integral transform f*(s) is analytic in the vertical strip
71 <R(s) =7 <72

If f is piecewise differentiable and 77~ f(1) € L¢(0,c0), then Equation (21) holds at all points
of continuity for f. The integral in Equation (21) has to be considered in the sense of the Cauchy
principal value.

For the general theory of the Mellin integral transform, we refer the reader to [22]. Several
applications of the Mellin integral transform in fractional calculus are discussed in [7,21].

If the dimension 1 of Equation (1) is greater that one, the fundamental solution G, g, (x,t) has an
integrable singularity at the point |x| = 0.

Now we proceed with the case x # 0 and first discuss the convergence of the integral in the integral
representation given by Equation (16). It follows from the asymptotic formulas for the Mittag-Leffler
function and the known asymptotic behavior of the Bessel function (see, e.g., [20]) that the integral in
Equation (16) converges conditionally in the case n < 2a + 1 and absolutely in the case n < 2a — 1.
Thus for 1 < « <2and n = 1,2,3, the integral in Equation (16) is at least conditionally convergent.
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Now the technique of the Mellin integral transform is applied to deduce a Mellin-Barnes
representation of the fundamental solution G, g, (X, t). In particular, we use the convolution theorem
for the Mellin integral transform that reads as

[ rwnE) S & foR6), 22)

where by M the juxtaposition of a function f with its Mellin transform f* is denoted.
It can be easily seen that for x # 0 the integral on the right-hand side of Equation (16) is the Mellin
convolution of the functions

T)= —T* B an T :M;T*%f " l
fi(t) = Eg(~t*t%) and fo(7) oy 1]771<T>

at the pointy = ﬁ
The Mellin transform of the Mittag-Leffler function (Equation (19)), the known Mellin integral
transform of the Bessel function ([22]):

I'(v/2+s)

M
Jo@vT) <= T(v/24+1-5s)’

—R(v/2) < R(s) <3/4,

and some elementary properties of the Mellin integral transform (see, e.g., [21,22]) lead to the Mellin
transform formulas:

iy L T TEIA-3)
1(s) = — ra_fs) 0<R(s)<a,
\x\’” N2 (2-3) n 1
fi(s)= (2m) (§> 71,2(%)2 r 575 R(s) <n.

These two formulas, the convolution Theorem (Equation (22)) for the Mellin transform, and the
inverse Mellin transform Equation (21) result in the following Mellin-Barnes integral representation of
the fundamental solution G, g !

. s -
G (X t) 1 |X| " /WJHOOF(%i%)r(i)r(l E) 2i’a ds (23)
B\ & Th 27i y—ico r ( _ §s> T (%) Ix| ’

where ¥ — 1 < 4 < min(a, ). We note that the Mellin-Barnes integral given by Equation (23) can
also be interpreted as a particular case of the Fox H-function. The theory of the H-function, its
properties, and applications are presented in a number of textbooks and papers (see, e.g., [23-28]);
thus, here we do not discuss this subject in detail and prefer to directly deduce the properties of the
fundamental solution G, g, from its Mellin-Barnes representation (Equation (23)). Starting with this
representation and using simple linear variables’ substitutions, we can easily derive some other forms
of this representation that will be useful for further discussions. For example, the substitutions s — —s
and then s — s — n in the Mellin-Barnes representation given by Equation (23) result in two other
equivalent representations:

L 1 ey

(
Gﬂ(,}grn(xlt) o 7_[2 27_” ’y—ioo ( E
D(

(1+%) <X5> Lds (24)
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and
_bn i s n s n s —s
Gw,,(xt):lt . L/”“’"r() E-9ra- lx+a)<|x|> s 25)
b, U ﬂ . . 7@
04(47'[)2 27ti y—ico 1"( g g ) % %) 2tx

under the conditions — min (&, n) < ¢y < 7 — 5 ormax(n —«,0) < < n, respectively.

Finally, we demonstrate how these integral representations can be used, for example, for deriving
some series representations of Ga,ﬁ,n (x, t) and then its representations in terms of elementary or special
functions of the hypergeometric type. To this end, we consider a simple example. In the case = 1 and
« = 2 (standard diffusion equation), the representation given by Equation (25) takes the following form
(two pairs of the gamma functions in the integral on the right-hand side of Equation (25) are canceled):

3 1 [r+io g F AN |x]
ot = L [T () (27 gy o
2,10 (X ) 2 (47)% 2710 Joy—ico (2) (2) oz Vit

The substitution of the variables s — 2s leads to an even simpler representation:

t*% 1 Y+ico Z\ —25 |x|
Gon(x ) = — T(s) (o) “ds,z=""
2 ) = o o /Hoo © () sz Vi

According to the Cauchy theorem, the contour of integration in the integral on the right-hand
side of the previous formula can be transformed to the loop L_« starting and ending at —co and
encircling all poles sy = —k, k =0,1,2,... of the function I'(s). Taking into account the Jordan lemma,
the formula

,1)k
k!

and the Cauchy residue theorem lead to a series representation of Gy 1 ,,(X, t):

Goan(x,t) = &/jj{:" T(s) (%)*25 ( )Zk, L %

Thus the fundamental solution G 1, to the n-dimensional diffusion equation takes its standard form:

Cornt) = — exp (=X 2%
2,1,n(X, ) (\/R)" exp At . ( )

2.3. Special Functions of the Wright Type

ress— (I'(s) = ,k=0,1,2,...

n
2

T E

The fundamental solutions to different time-, space-, or time- and space-fractional partial
differential equations are closely connected to the special functions of hypergeometric type. In the
general situation, some particular cases of the Fox H-function are often involved (see, e.g., [1,2]).
However, for particular cases of the orders of the fractional derivatives, the H-function can sometimes
be reduced to some simpler special functions, mainly of Wright type (see, e.g., [29] for the
one-dimensional case of the time-fractional diffusion-wave equation). Because the Fox H-function has
still not been investigated in all its details and, in particular, because no packages for its numerical
calculation are available, this reduction is very welcome. In this paper, some new reduction formulas
for the fundamental solution to the multi-dimensional time- and space-fractional diffusion-wave
Equation (1) are derived. In this subsection, we shortly discuss the special functions of the Wright type
that appear in these derivations. For more details regarding theory and applications of these special
functions, we refer the reader to, for example, [30-36].

We start with the Wright function:

k

Wau(z Zm n>

—1,a,zeC (27)
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that was introduced for the first time in [37] for the case ¢ > 0. In particular, in [37,38], Wright
investigated some elementary properties and asymptotic behavior of this function in connection with
his research on the asymptotic theory of partitions.

Because of the relation

Ju(z) = (%)VWHM (%ZZ), (28)

the Wright function can be considered as a generalization of the Bessel function J,(z). In turn,
the Wright function is a particular case of the Fox H-function (see, e.g., [25,39]):

Wou(—z) = Hé/’g {z

0.1),(1—ap) } : )

The Wright function is an entire function for all real values of the parameter y (both positive
and negative) under the condition —1 < yu, but its asymptotic behavior is different in the cases u > 0,
u=0,and u < 0 (see [40] for details).

Two particular cases of the Wright function, namely, the functions M(z; ) = Wy _p,_4(—z) and
F(z;B) = Wy,—(—2z) with the parameter  between 0 and 1, have been introduced and investigated in
detail in [41,42]. These functions play an important role as fundamental solutions of the Cauchy and
signaling problems for the one-dimensional time-fractional diffusion-wave equation ([29]).

In this paper, a four-parameter Wright function in the form

k

ad z
W, = e Y
(@06 (2) k; T(a+ pk)T (b + vk)

, wveER, a,bzeC (30)

is also used. Wright himself investigated this function in [43] for the case 4 > 0, v > 0. Fora =pu =1
or b = v = 1, the four-parameter Wright function is reduced to the Wright function (Equation (27)).
In [44], Luchko and Gorenflo investigated the four-parameter Wright function for the first time in the
case for which one of the parameters y or v is negative. In particular, they proved that the function
W(au),(bv) (%) is an entire function provided that0 < p+v, a,b € C.

It is important to emphasize that the function W, ) (4,)(z) can have an algebraic asymptotic
expansion on the positive real semi-axis in the case of suitably restricted parameters (see [44] for details):

L

|
—

x(a=1=0)/(=p)

Wia), (6 (¥) = = (I +DTb+v(a—1-1)/(—p)) ey
Ly E L o b/em) £ 0P, ko oo
= T(b—vk)T(a — pk) /

when0 <v/3< —pu<v<2 LPeN.

In the important case y + v = 0, the four-parameter Wright function is no longer an entire function.
Indeed, in this case, the convergence radius of the series from Equation (30) is equal to 1 rather than to
infinity, as can be seen from the asymptotics of the series terms as k — oo:

‘l"(a - vk)ll"(b + vk) ’

sin(mw(a —vk)) T(1—a+vk)| _
T I'(b+vk) ‘ N

cosh(7t3(a)) PR

(k)= [14+ 0%k )]

In the chain of the equalities above, the following known formulas for the gamma function
were employed:
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T(s+a)
I(s+0)
Finally, we mention here the generalized Wright function that is defined by the following series
(in the case of its convergence):

=g'b [1 +O(s_1)] , |s| = +oo, |arg(s)| < 7.

(a1, A1), .., (ap, Ap) 1 & T Tlai+ Aik) 25
e 2l = =T T (32)
(b1,B1) ... (bg, By) = T, T(b; + Bik) k!
This function was introduced and investigated by Wright in [43]. For details regarding the
generalized Wright function, we refer the readers to the recent book [45].

3. New Integral Representations of the Fundamental Solution

In the previous section, we derived the following integral representation of the fundamental
solution:
X' 2
(271)% .

In this section, we demonstrate how the Mellin-Barnes representations of the fundamental solution
can be employed to obtain other integral representations of the same type. The idea is very simple.
For example, we start with the Mellin-Barnes representation given by Equation (25) and consider the
kernel function:

Gupn(xt) = /0 Eg (fr"‘tﬁ) T%I%,l(r|x|)d1. (33)

S ("R ST

When the kernel function is represented as a product of two factors, the convolution theorem
for the Mellin integral transform can be applied, and we obtain an integral representation of G, g
of the type given by Equation (33). For example, we obtained the integral representation given by
Equation (33) by employing the Mellin integral transform formulas for the Mittag-Leffler function and
for the Bessel function, that is, by representing the kernel function L, g ,,(s) as the following product:

FrE-)r-g+23) @)
Lupn(s) = . 35
) r(1-Ln+ L) “TE-3) )

«

=

In what follows, we consider other possibilities of the representation of the kernel function
Ly,p,n(s) as a product of two factors. Of course, these factors should be chosen in a way that makes it
possible to easily obtain the inverse Mellin integral transform of these factors in terms of the known
elementary or special functions. In the following theorem, two possible representations are given.

Theorem 1. Let the inequalities 1 < a < 2, 0 < B < 2 hold true. Then the first fundamental solution
Gy, p,u of the multi-dimensional space- and time-fractional diffusion-wave Equation (1) has the following integral
representations of the Mellin convolution type:

Gapn(x t)—¥/me*7%’lw I if B>a/2 (36)
S AN o R0\ N /2)t '

B 1 i (5,5) TP
o) = (e . W0 0 |32 (] 7)
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Proof. To make calculations easier, we first perform the variables’ substitution s — 2s in the integral
representation given by Equation (25). We obtain
pn

- +ico n_ 2 _ng 2 -
Gtx,ﬁ,n(X,t):gt ! /7 =IEIE-§9)ra “+“)S) (zz> ds, 2= x| (38)

& (477)% 2711 Jy—ico r(1-Ent2s)r (4 -5

Now we represent the kernel function of the previous integral as follows:

Lygn (s) =T (s) x 39)

The inverse Mellin integral transform of T (s) is simply the exponential function exp(—7) ([22]):

fi(t) ! /ﬂr“w I(s)t%ds=e". (40)

T2 y—ico

To calculate the inverse Mellin transform of the second factor, the variables’ substitution s — %s
is first applied. We then obtain the formula

) = gzi /“H‘—zoo F(Z—s)T(1-2+5s) (T%)—s s (1)
70 Jy—ico r(1—§n+ﬁs)r(g—% )

To obtain a series representation of the function f,, we employ the standard technique for the
Mellin-Barnes integrals. According to the Cauchy theorem, the contour of integration in the integral on
the right-hand side of the previous formula can be transformed to the loop L starting and ending at
+o0 and encircling all poles sy = k+ 2, k = 0,1,2,... of the function T (g - s). Taking into account
the Jordan lemma and the formula for the residual of the gamma function, the Cauchy residue theorem
leads to a series representation of f5:

fa(t) =

N =
I agk:

(—1)F T(k+1) g\ Tk
& r F(l+ﬁk)1‘(7%)( ) (42)

We thus have obtained a representation of f, in terms of the four-parameter Wright function
(Equation (30)):
a _
h(r) =37 "2 W p),(0,-a/2) <*T m) , 43)

which is valid under the condition g > «/2.

Now we take into consideration the Mellin-Barnes integral given by Equation (38), Equations (40)
and (43), and the Mellin transform convolution theorem, and thus we obtain the integral representation
given by Equation (36).

The same procedure can be applied for other representations of the kernel function Ly g, (s) as
a product of two factors. We again start with the Mellin-Barnes integral given by Equation (25) and
perform the variables’ substitution s — as. Then we obtain the representation
_pn i a n n
Gopn(t) = tw 2%“ /w'loo T (%s) Fﬁ(E —s)T(1—2+5) () ds, 2= x| (44)

@02 o (1B pe) 1 (5 39 2

(4m)?

80



Mathematics 2017, 5,76

The next step is a representation of the kernel function of the previous integral as a product of

two factors:
o factors L T(1-"+5) y T (§s)T (% —5s) (45)
a,pBn F(%*%) r<17§n+’55>.

Now we calculate the inverse Mellin integral transforms of the factors. For the first factor,
we employ the same technique as above and obtain the series representation

LopreT-tes L S0 1
T) = — 7 ds = %T‘Fl o, 46
A= 55 e T T Low e 4o

Thus the function f; can be represented in terms of the Wright function (Equation (27)):
fi(r) =78 Wy o (= 7). 47)

As for the second factor, we first obtain the series representation:

_ 1 e T(E)T(=s) S (DT (B3R s
fz(ﬂfﬁ/wm mds kg) k! ﬁ “

and then its representation in terms of the generalized Wright function (Equation (32)):

s o (5% 1
fz(T) =T « 1‘1’1 |: ! ,'—7:| . (49)
Lp)" T
Combining Equations (44), (47), and (49) together and applying the Mellin convolution theorem,
we finally arrive at the integral representation given by Equation (37) of the fundamental solution in
terms of the Wright function and the generalized Wright function. [

4. New Closed-Form Formulas for Particular Cases of the Fundamental Solution

In the paper [9], the Mellin-Barnes representations of the fundamental solution to the
multi-dimensional time- and space-fractional diffusion-wave equation were employed to derive
some new particular cases of the solution in terms of the elementary functions and the special
functions of the Wright type. In particular, the closed-form formulas for the fundamental solution
to the neutral-fractional diffusion equation (8 = a in Equation (1)) in terms of elementary functions
were deduced for the odd-dimensional case (n = 1,3,...). In this section, we derive among other
things a representation of the fundamental solution to the neutral-fractional diffusion equation in the
two-dimensional case in terms of the four-parameter Wright function (Equation (30)).

Theorem 2. The first fundamental solution to the multi-dimensional space- and time-fractional diffusion
Equation (1) can be represented in terms of the Wright-type functions:

(a) For B = a and n = 2 under the condition 1 < a < 2:

M2 e e (< (B ik <t
Gana(x,t) = VTt (%’7!’7)’(7/7)( (f)> ifix| <t (50)

1 x|
G xt) = ——7517 ;= . 51
4200 " 3 E ] (14).6.0). 0-9) (zo) o
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Proof. Once again we start with the Mellin-Barnes integral representation given by Equation (25),
which for f = w and n = 2, takes the following form:

et TR DT 240 ()
s T N T o e el ) B

The general theory of Mellin-Barnes integrals (see, e.g., [22]) states that for |x| < 2t, a series
representation of Equation (52) can be obtained by transforming the contour of integration in the
integral on the right-hand side of Equation (52) to the loop L_« starting and ending at —co and
encircling all poles of the functions I (%) and T (1— % + %) The problem now is that we have to take
into consideration the cases in which some of the poles of (%) coincide with the poles T’ (1 — % + %),
making the series representation become very complicated.

To avoid this problem, we aim to “eliminate” one of these gamma functions. The application of
the duplication formula for the gamma function:

225—1

I(2s) = NG I'(s)T (s + %)

to the function T’ (—1 + s) (one of the Gamma-functions in the denominator of the kernel function from
the integral in Equation (52)) results in the following representation:

1 s 2572 1 s s
Now we substitute the previous formula into the integral in Equation (52) and obtain another
Mellin-Barnes representation:

Gl = LUL L LB DI040 ()7, 63
w2 (X, & /702711 Joy—ico r(,%+%)r(17§) t )

In contrast to the representation given by Equation (52), the numerator of the kernel function in
Equation (53) has just one gamma function with the poles tending to —co and one gamma function
with the poles tending to +oo, and thus this representation is very suitable for the derivation of a series
representation of Gy q 2.

To proceed, the variables’ substitution s — as is first employed in the integral from Equation (53).
We then obtain the representation

i e ar e ()
Goux )= —— « a x| s 54
a2(x 1) VT 2mi ./w-oo T(f%+%s>r(17%s) ; s (54)

To obtain the series representation of the Mellin-Barnes integral (Equation (54)), we have to
consider two cases:

M) x| <t
(i) [x| > t.

In the first case, the contour of integration in the integral on the right-hand side of Equation (54)
can be transformed to the loop L_, starting and ending at —co and encircling all poles of the function
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I'(1— 2 +5). Taking into account the Jordan lemma and the formula for the residuals of the gamma
function, the Cauchy residue theorem leads to the following series representation of G, 4 2:

ay 1+k—2
gt (G 5

Hor(i-s -85+ 5K

GaaZ X, t

We thus arrive at the closed-form formula:

Guaatit) = 5w 00 (< (5)) )

in terms of the four-parameter Wright function (Equation (30)) that is valid for |x| < t.
In the case |x| > t, the contour of integration in the integral on the right-hand side of Equation (54)
can be transformed to the loop L« starting and ending at 4-co and encircling all poles of the function

T (2 —s). Proceeding as in case i), we first obtain a series representation of Gy 4 in the form

k-2
t—2 o 1)k k! ((\xl) ) i
GDL(XZ X, t nk;() k! F(f%k)l"(%wt%k) (57)

and then obtain the closed-form formula:

x| 2

Guazt) = P W0 (- () ) 9

in terms of the four-parameter Wright function that is valid for |x| > t.

Combining Equations (56) and (58), the obtain the representation given by Equation (50) of the
fundamental solution G, 4 » in terms of the four-parameter Wright function.

In the case |x| = t, both series are divergent, and the problem of determining a series
representation of G, , 2 is more complicated; it will be considered elsewhere.

The method described above can be used for the derivation of other closed-form formulas for
particular cases of the fundamental solution G, g, in terms of the Wright-type functions. For example,
we consider the case = %a and n = 2 (because of the condition < 2, in this case, the inequalities
1<a< % have to be satisfied). The Mellin-Barnes representation of G, Ju2 is as follows:

- io T (& ;,g _24s =S

o, 32 a 47 2710 Joy—ico r(72+§s)r(1f§) 2t2

To proceed, we apply the multiplication formula for the gamma function:

m
[(ms) = m™ 1 (27) 2" HF(S+ ) =2,3,4,...

with m = 3 to the gamma function T’ (—2 + %s) from the denominator of the kernel function from the
Mellin-Barnes representation given by Equation (59). We thus obtain the representation

3 2 1 5,3 2 1 1 1 1
_ e — _c 4z —_3—3+t3s -1 _c 42 i =
F< 2+Zs> F<3< 3+25>> 3 (2m) F( 3+25>F< 3+2s>1"(25>.
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By applying this formula to Equation (59) and by the variables’ substitution s — as, we arrive at
the following Mellin-Barnes representation:

—33-3 +ico 2 _ _2 “ s
Gognaltt) = oo [T T(=s)T(A-F+s) Xl i, (60)
47 27 2710 Jy—ico r(,%+%s)r(,l+%s)r(17%s) 2(3t)%

Using the technique presented above, the representation given by Equation (60) leads first to
a series representation of G, 3, , in the following form:
S0,

G

a,%a,2(x t

27'[2|x|2 Z (% 4u

which can be represented as a particular case of the generalized Wright function (Equation (51)). O

5. Discussion

This paper is devoted to some applications of the Mellin-Barnes integral representations of the
fundamental solution to the multi-dimensional space- and time-fractional diffusion-wave equation for
the analysis of its properties. In particular, this representation is used to obtain two new representations
of the fundamental solution in the form of the Mellin convolution of the special functions of Wright
type and for the derivation of some new closed-form formulas for particular cases of the fundamental
solution. Among other things, the open problem of the representation of the fundamental solution
to the two-dimensional neutral-fractional diffusion-wave equation in terms of the known special
functions is solved. The potential of the Mellin-Barnes integral representation of the fundamental
solution to the multi-dimensional space- and time-fractional diffusion-wave equation is of course not
yet ladled. It can be used among other things for the derivation of the new closed-form formulas for its
particular cases, for asymptotic formulas for the fundamental solution, and for relationships between
the fundamental solutions for different values of the derivative orders a and p. These problems will be
considered elsewhere in further publications.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: In the present work, we deal with nonlinear fractional differential equations with “maxima”
and deviating arguments. The nonlinear part of the problem under consideration depends on the
maximum values of the unknown function taken in time-dependent intervals. Proceeding by an
iterative approach, we obtain the existence and uniqueness of the solution, in a context that does not
fit within the framework of fixed point theory methods for the self-mappings, frequently used in the
study of such problems. An example illustrating our main result is also given.

Keywords: functional differential equations; fractional calculus; iterative procedures

1. Introduction

One of the most interesting kinds of nonlinear functional differential equations is the case when
the nonlinear part depends on the maximum values of the unknown function. These equations, called
functional differential equations with “maxima”, arise in many technological processes. For instance,
in the automatic control theory of various technical systems, it occurs that the law of regulation depends
on the maximal deviation of the regulated quantity (see [1,2]). Such problems are often modeled
by differential equations that contain the maximum values of the unknown function (see [3-5]).
Recently, ordinary differential equations with “maxima” have received wide attention and have been
investigated in diverse directions (see, for example, [4,6-11] and the references therein). As far as we
know, in the fractional case, these equations are not yet sufficiently discussed in the existing literature,
and thus form a natural subject for further investigation. Motivated by the previous fact and inspired
by [11], in this work, we focus on the existence and uniqueness of the solution for similar systems
in a fractional context, and in more general terms. We consider the following nonlinear fractional
differential equation with “maxima” and deviating arguments:

Du(t) = f (t, max u (o), u(t—1(t),..,u(t—1N (t))) , t>0, (1)
o€(a(t), b(t)]
with the initial condition function

u(t)y=¢((), t<0, 2)

where €D* denotes the Caputo fractional derivative operator of order « € [0,1], N is a positive
integer, 4, b and 7; (with 1 < i < N) are real continuous functions defined on Ry = [0, +o0]
subject to conditions that will be specified later, ¢ : [—oc0, 0] — R is a continuous function such that
$(0) = ¢p >0,and f: R x RI*N — R s a nonlinear continuous function.

Mathematics 2018, 6, 2; d0i:10.3390/math6010002 87 www.mdpi.com/journal /mathematics
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Our aim is to give sufficient assumptions leading to an iterative process that converges to the
unique continuous solutions of Equations (1) and (2). These being under weaker conditions compared
to the usual contractions (see Remark 3), and in a setting for which the standard process of Picard’s
iterations fails to be well defined.

It should be pointed out here, that the maximums in Equation (1) are taken on time-dependent
intervals and not on a fixed one as is the case of the example given in [11].

Moreover, the Equation (1) will be supposedly of mixed type, namely with both retarded and
advanced deviations T;, while, in [11], only the delays are considered. It is also important to note that,
in the Lipschitz condition of the nonlinear function f, we take into account the direction of maximums
too, which is not the case of the corresponding assumption in [11].

Due to all of these generalizations, our work attempts to extend the application of [11]
(Theorem 3) to the fractional case by a constructive approach.

To our knowledge, the studies devoted to the question of the existence and uniqueness of the
solutions for fractional differential equations are based on different variants from the fixed point theory
for self-mappings, or on the upper and lower solutions method (see, e.g., [12-18] and the references
therein). We emphasize here that our result answers this question for a class of problems of the forms
Equations (1) and (2), even when the previous versions of the theory fail to do so directly. That is,
when the integral operator associated with Equations (1) and (2) is allowed to be a non self-mapping
(see Remark 1).

The rest of the paper is organized as follows. In the next section, we introduce some basic
definitions from the fractional calculus as well as preliminary lemmas. In Section 3, under some
sufficient conditions allowing the integral operator associated with Equations (1) and (2) to be non self,
we prove an existence—uniqueness result by means of an iterative process. The applicability of our
theoretical result is illustrated in Section 4.

2. Preliminaries

We start by recalling the definitions of the Riemann-Liouville fractional integrals and the Caputo
fractional derivatives on the half real axis. For further details on the historical account and essential
properties about the fractional calculus, we refer to [19-22].

Definition 1. The Riemann—Liouville fractional integral of a function u : Ry — R of order « € Ry is
defined by

I (f) = ﬁ/ﬁt (t—s)Lu(s)ds, t>0,

where I (.) is the Gamma function, provided that the right side is pointwise defined on [0, co].

In the following definition, 7 denotes the positive integer such that n — 1 < &« < nand 4" /dt" is
the classical derivative operator of order n. For simplicity, we set du/dt = u’ (t).

Definition 2. The Caputo fractional derivative of a function u : R; — R of order « € R is defined by

o (1) o= 1 Ty () = L/t(t—s)”—“—l A (s)ds, t>0

o datn T T(n—a)lo ds" ’ ’
provided that the right-hand side exists pointwise on [0, co].
In particular, when 0 < & < 1,
- 1 toul(s)
Cpu 1—a /
D =1 = - .
1 (t) u' (t) Ti—a) ./0 (t—s)"‘ds' t>0 (3)
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Let us denote by C (IR) the set of all real continuous functions on R. Applying the Riemann-Liouville
fractional integral operator I* of order a to both sides of Equation (1) and using its properties
(see [19,21]), together with the initial condition Equation (2), we easily get the following lemma.

Lemmal. If f,a,band 7; (with 1 < i < N) are continuous functions, then
u € {veC(R) st o(t)=¢(t) fort <0} is a solution of Equations (1) and (2) if and only if
u (t) = Fu (t), where

. a—1
Fu (t) = ¢o + /Ot%f <s, max u(o),u(s—1(s)),...u(s— 1 (s)))ds, t>0, (4

o€la(s)b(s)]

Fu(t)=¢(t), t<0. ®)

Proof. Let u € C (R). The functions a and b are continuous, so, according to the Remark in [7]
(page 8) , see also [4] (Remark 3.1.1, page 62), [n(n)a>2( )L]l (0) is continuous too. Moreover, since T; are
oela(t), b(t

continuous, then f (t, [n(lgnz( )L]l (o), u(t—7 (), ou(t—1N (t))) as a composition of continuous
ocla(t),b(t
functions, it is also continuous. Now, we are able to follow the usual approach to show this type

of result (see [15,19,21,23,24]). Note first that the Caputo fractional derivative of order « € [0,1] can
be expressed by means of the Riemann-Liouville fractional derivative denoted by D%, as follows
(see [21] (2.4.4) or [19] (Definition 3.2)):

CD%u(t) = D% [u (t) — u (0)] := %11*”‘ [u(t) —u(0)]. (6)
Letnow u € {v € C (R) s.t. v(t) = ¢ (t) for t <0} be a solution of Equations (1) and (2). Thus,
in view of the first equality in Equation (6), Equation (1) can be rewritten as

D*lu(t)—u(0)] = f <t, max u (o), u(t—1(t),..,.u(t—1Nn (t))) , t>0. 7)
o€la(t), b(t))
Since the right-hand side of Equation (7) is continuous, then according to the definition of the
Riemann-Liouville fractional derivative given by the second equality in Equation (6), we have
P [u () — u (0)] € C' (Ry). ®)
Thus, using [21] (Lemma 2.9, (d) with ¢ = 0), we have

P D* [u (£) — 1 (0)] = [u (£) —  (0)] - ﬁﬂ*ﬂ'u (0) 1, )

where
U(t) = [u(t) —u (0)]. (10)

Since U is continuous, for every T > 0, there exists L > 0 such that [U (t)] < L: forallt € [0, T].
Thus, the following inequality holds true for every t > 0, sufficiently small

a 1 FU ()] L —a
i u(t)‘sl“(lf/x)/o (S TrE L

Hence, the fact that 1 — a > 0, together with the continuity of I l-aqp resulting from Equation (8),
imply that I'=*U (0) = 0. Consequently, Equation (9) becomes
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D% [u () = u (0)] = [u (t) —u (0)]. (11)

Now, returning to Equation (7), applying the Riemann-Liouville fractional integral to both sides,
and then using Equation (11) together with Equation (2), we obtain Equation (4).

Suppose now that u € {v € C(R) s.t. v(t) = ¢ (t) for t <0} is a solution of Equations (4)
and (5). Then, in view of Definition 1, we can rewrite Equation (4) as

u(t)y=¢o+1I*f (t, max u (o), u(t—7(t)),..u(t—1n (t))) .
c€la(t),b(t)]

Since u is continuous, then the right-hand side above is continuous too. By applying the Caputo
fractional derivative operator CD* to both sides, then using its linearity (see [19] (Theorem 3.16)),
as well as the fact that the derivative of a constant (in the sense of Caputo) is equal to zero [21]
(Property 2.16), together with [21] (Lemma 2.21), we get Equation (1). [

In the present work, the state space will be regarded as a complete Hausdorff locally convex space.
For further details on these spaces, we refer to [25]. In the sequel of this paper, we make use of the
following lemma, which can be found in [26] ([Lemma 2).

Lemma 2. Let X be a complete Hausdorff locally convex space, E a closed subset of X and u,v € X. Ifu € E
and v ¢ E, then there exists p € [0,1] such that wg := (1 — B)u + Bv € JE, where IE denotes the boundary
of E. Furthermore, if u ¢ OE, then B € [0,1].

3. The Main Results

In this section, we not only prove the existence—uniqueness result for Equations (1) and (2), but
we also give this solution as a limit of an iterative process.
First, let us set the following hypotheses:

(Hy) Vt>0:0<a, <a(t) <b(t) <b*, witha,:= inf a(t),andb*:= sup b(t). Furthermore,
te[0,+o00[ te[0,+o0[
forall t € [0,b*], we assume that a(t) = a, and b(t) = b*. In other words, the functions a and b
are constant on the interval [0, b*].
(Hp) 37 > 0,such that, fori=1,.,N:7(t) >t—1, Vt > 0.
(H3) Fori=1,..,N,3t; >0:7;(t) >t Vt € [0,t;],and 7; () < t, Vt € [t;, +00].
(Hy) There exist positive constants /1 and I, such that f satisfies the Lipschitz condition

N
If (.G %1, Xn) = f (Y1, yN) S TG =1+ 12 ) |3 —yil -
i=1

(Hs) There exists a positive constant M > ¢y such that

1 M — 0 *
Frayad M) < T"’ V (31, xy) € [0,5°] x RN.

A

(He) f is a non negative function, and, moreover, 3h € [¢g, M] such that ¥t € [0, b*]

1 M — ¢y

th,xy, ..., —_,

I"(oc)ozf( o) > |[b* — max t;|«
1<i<N

¥ (21, ) € (Igo, ot 5070 .

Let X = C (R) be the locally convex sequentially complete Hausdorff space of all real valued
continuous functions defined on R, and {Px : K € K} be the saturated family of semi-norms,
generating the topology of X, defined by

Pic () = sup { Ju (1)}, (12)

teK
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where K runs over the set of all compact subsets of R denoted by K, and A is a positive real number to
be specified later.
We denote by Ey v, the subset of X defined by

Epm={uecX:u(t)=¢(t) fort <0, and u(t) < M for t € [ax, b},

where a., b* and M are the constants given by (Hy) and (Hs). It can be easily seen that Ey, y is a closed
subset of X and its boundary is

0Ep M = {u eX:u(t)=¢(t) fort <0and ter[na);]u(t) :M}.
ay,b*
Throughout the remaining of this paper, F denotes the operator defined on Ey, 1 by Equations (4)
and (5). Thus, according to Lemma 1, F maps Ey,» into X and the fixed points of F are continuous
solutions of problems Equations (1) and (2).

Remark 1. It should be pointed out that under hypotheses (Hy)—(Hjz), (Hg) with the additional condition

[ax, ti < b*, F is a non-self mapping on Ey n1. Indeed, as is noted in the proof of [11] (Theorem 3) , for any
<i<

function u € By pr defined by u (t) = ¢o + (h — ¢o) t/b*, where t € [0 ,b*] and h is the constant given
by (Hg), it can be easily seen that Fu ¢ Egp py. This will be checked by the example of the last section.

The introduction of a self-mapping of the index set in uniform spaces is motivated by applications
in the theory of neutral functional differential equations [11,27,28]. Following this idea, let us define a
mapj : K — Kby

K, lf K+ = @,
j(K) = (13)
[0, max{Ky,, T, b*}], if Ky #0,
where K := KN [0, +c0], Ky, = sup K, T and b* are the positive constants given in (H;)—(Hy). For
n € N*, j"(K) is the compact set defined inductively by j*(K) = j (7~ }(K)) and j°(K) = K.
Remark 2. Note that, for every K € K and every integer n greater than 1, we have j" (K) = j(K).

In the next proposition, we show that F satisfies Equation (14), which is a weakened version of
the usual contraction when L) < 1 (see Remark 3).

Proposition 1. Under hypotheses (Hy)—(Hy), the operator F : Eg py — X satisfies for each u,v € Eg p and
every K € K

Px (Fx — Fy) < LyPyx) (x —y) (14)
with
L= b (vcz) (2 ﬁe“’* + Nipe® (15)
AT AT (a) 1+a A

Proof. Note that it suffices to consider K # @, since otherwise Px (Fu — Fv) = 0. Letting t € K, we
obtain by means of hypotheses (H3) and (Hy)

t(t—S)a71
Fu(t)—Fo(t)| < | ~=2—1 —~ d
[F (6 v()|_/0 I () 1|ve[5r<‘se§§<s>1”(g) ve[%i@)]v(m ’

91



Mathematics 2018, 6,2

1

75 oc N
[ B Y T (o)~ (- () s
i=1

t(t— S)a,l N pmin{t t} (4 — 5)0‘*1
< — = max - -— . — s
< 11/0 T(a) oelsso lu(e)—o(0)| ds + I 12:1/0 @) lp(ri(s)—(ri(s))] ds

e o1
th Y [ ) e e)las

i€ {1, N:ty<t}’ti ()
- /f(t_isyx_l ds+ 1 Z / i(s))| ds
T (@) oelab(6) =) ’ ic{1,..,N:t;<t} Iu ri(s))—o(ri(s))|
< ll/tﬂe/\b@) max e \u(0) — o (o) |ds
=~ 0 r (“) Ue[ﬂ<5),b(s)]

+h Y /Qlﬁt;M@fM@wm@»fun@n%

ie{1,.., Nit;<t}’ti T (a)

t_
< 11 max e~ \"| |/ S Ab s)dS

o€ |ax,b*]

+h Y /’Lwe“z(%—”f(s) 1 (r; () — 0 (r; (5))| ds
2i€{1 ,,,,, Neny/ti L (®) I l '

where 7; (s) = s — 7; (s) . Note that, due to the definition Equation (13) and under hypothesis (H;),

it is clear that, for every K € K with K # @, we have [a,, b*] C j(K) and further (H,)—(Hj3) lead to

ri (s) € j(K) when t; <'s < t. Hence,

tlr_ oya—1
|Fx (t) — Fy ()] < L Pygg) (1 — 0) /O %ewwds

b(p o\l
+ lz Z / &8/\7“(5) max e Ag'u )l ds
ie{1,..,N:t;<t}’ i I (a) 2ej(K)

HE=9)""" fE=9)""'
= LD u—0 L) M) gs 4 1P, u—7o LT i) g,
1Pjx) ( )/0 T 2Pk ( iegl,wzl\l:tiﬁi}/t T (a)

Now, multiplying the both sides of the above inequality by e~*, then performing the change of
variable u = A (t —s), we get
t a—1
—At (t—s) —A(t—b
e " [Fu(t) — Fo(t)| < h Py (u—0) /O T (t=0(3)) g
=) e,
+ Iy Py (u—0) Z / M) AE(s)) gg
1 e naen i T ()

h M1 Ab(- X
/\ar()pl()( U)_/O 2t e MR iy
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I Mi—ti) xo=1 ok
+ == Py (u— ) ) / X e Au(t-3) gy
A ie{1,N:ti<t} /0 I'(a)

. M a1 = A=) -b(t— 1)) gy

< AST () P/(K) (4 —0) /0

L At=ti) xo=1 ok
+ = Py (u—o) Y. / re e
Az i) ie{1,.. Nity<t} /0 I

Let y :=1+a and v := 1+ 1/a. Taking into account (H3), Holder’s inequality gives

e MIFu () — Fo(t)| <,

1 1
i At T " b e v Nle™
< {/\arl(a)(/o wha=1), ;txdx> (A/O e VAGs—b )ds>+ /i“ }Pj(K) (u—v)

1
L N2 1V 4 Nhe't
< . — . —
< {Mr(a)r (zx ) S e + IE Py (u—0).

Thus, the result is obtained by taking the supremum on K. [

Remark 3. Since Ky C j(K), if Px (Fu — Fv) < L)Px (u — v) is satisfied, then Equation (14) holds true.
Therefore, due to the choice of j, in the present context, the usual contraction is a particular case of Equation (14)
when L) < 1.

To reach our aim, we proceed by adapting the proof of [11], [Theorem 1] with some completeness,
for the construction of an iterative process converging to the unique continuous solutions of
Equations (1) and (2).

According to Remark 1, the standard process of Picard’s iterations fails to be well defined.
To overcome this fact, we make use of Lemma 2 to construct a sequence of elements of Ey,m as follows:
starting from an arbitrary point uy € Ey i, we define the terms of a sequence {uy }pen+ in Eg m
iteratively as follows:

up = Fu,_q, if Fu, 1 € Egp,
(16)
un = (1= Bu)up—1 + BuFuy 1 € 9By p with B, € [0,1[, if Fuy 1 & Eg p1-

Note that the terms of the sequence {uy },en+ belong to AUB C Ey, a1, with B C 0Ey p1, where

A= {u; € {up}tpen : u; =Fu; 1} and B := {u; € {un}pens : u; # Fu;_q}.

Furthermore, if u,, € B, a straightforward computation leads to

PK(unfl - ”n) + PK(un - F”nfl) = PK(”nfl - F”nfl) VK € K. 17)
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Proposition 2. Let ug € Eg 1, and {uy }pen- be the sequence defined iteratively by Equation (16). Then,
under hypotheses (Hy)—(Hs), for each K € K and every integer m greater than or equal to 1, the following
estimation holds true:

max{ Py (uam — tom+1), Pi(tami1 — tams2)} < 22" 1LY Cx, (18)
where L) is given by Equation (15) and
CK = max{Pj(K)(uO — 1/[1), P'(K)(ul — I/lz), P]<K)(u2 — LI3)}.

Proof. If r[na)z ]u (t) = M, then, for a, <t < b*, hypothesis (Hs) gives
telay, b*

Fu(t) =d¢o+ ﬁ./ot (=) f (s, Mu(s =1 (s)), .t (s —Tn (5))) ds

< go+ MMt (o)t lgs < M,

which means that F(9Eg 1) C Eg p. Consequently, two consecutive terms of the sequence {uy },en-
can not belong to B (recall that B C 0Ey 5). Thus, it suffices to consider the three cases below.

Case 1. uy, uy11 € A. From Equation (14), we have
Py (tn — ttng1) = P(Futy_1 — Fun) < Ly - Pigy(thy—1 — tin).

Case 2. u; € A, u,41 € B. From the condition Equation (14) together with Equation (17) (for u,1+1
instead of 1), we get

Px(up —tiyy1) = Px(un — Fuy) — Px(ttyq1 — Fuy)
< Px(Fuy—1 — Fun) < Ly - Pygy(un—1— ttn).

Case 3. uy € B, u,1 € A. Then, 38, € [0,1] : uy = (1 — Bn)ttn—1 + BuFuy_1, which implies that

Pr(uy — ttyp1) < max{Pg(ty—1 — Uns1), Px(Ftiy_1 — tty41)}.

Thus, by Equation (14), for every integer number n > 2, we obtain either

PK(“H - ”n+l) <L,- P]‘(K)(unfl - un)/ or PK(“n - “n+]) <L,- Pj(K)(un72 - un)~
Moreover,
Pj(K) (Up—p —uy) < Pj(K) (Up—p —uy_1) + P]-(K>(u,,_1 — Uy)
< Zmax{pj(K)(uan —Up_1), Pj(K)(un—l —up)}.

In summary, the following inequality is true in all cases

Py (un — un41) < 2Ly max{Pjx)(un—2 — un-1), Pj(x)(ttn—1 — un)}. 19)

We now prove Equation (18) by induction. Using Equation (19), we have either

PK(”Z — u3) S 2L,\ . Pj(K>(u0 — ul) < 2L,\ . CK,

or
Py(up —u3) < 2Ly - Pygy(u1 —uz) < 2Ly - Ck,
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and similarly we obtain

P (uz —ug) < 2Ly - Ck.
Consequently, Equation (18) is satisfied for m = 1. Assume now that Equation (18) holds true for
some m > 1. Using Equation (19), we get either
Py (uam+2 — uam+3) < 2L - Pygy (om — tam+1),
or
P (uzm+2 — uam+3) < 2Ly - Py (Uam+1 — Uom2)-

Thus, the fact that C]-( K = Ck, which follows from Remark 2, leads to

Py (i — tgmy3) < 2L,\22m_1L,\mC]~<K) = szLAm_HCK < 22(”l+1)_1LAm+1CK,

In the same way, we get

P (uzni3 — tigmya) < 22MFDIL, AL Gy
which means that Equation (18) holds for m + 1, and this completes the proof. [

We are now ready to prove our main result.

Theorem 1. Let ug € Ey v, then under hypotheses (Hy)—(Hs) with
max t; < b*, (20)
1<i<N

the sequence {1, } e+ defined iteratively by Equation (16), converges in Eg up to the unique continuous solution
of Equations (1) and (2) provided that

h 2 H% @ T ERY 1
{r(a)l"<uc) Tra + Nlp y emax{t, b*}* < T (21)

Proof. Let us put A = 1/max{7, b*} in Equation (12). Thus, according to Proposition 1, for every
K € Kand u,v € Epn, Equation (14) holds true with Ly < 1/4. Therefore, for an arbitrary fixed
K € K, and, for each € > 0, there exists a positive integer s satisfying

y o< £ 22)
Ck

m=s

Hence, for n > 2s, ¢ > 1 and a sulfficiently large I, we get, by means of Equations (18) and (22),

Pr(un — tinyq) < Pr(un — thyy1) + Pe(pgr — tny2) + -+ Pr (g1 — tniq)

I
< ¥ {Px(uam — tams1) + Pr(umi1 — tam+2) }
m=s
1 )
< Y 2PN C < Ck - X 220 <
=

m=s m=s

Consequently, {uy }nen- is a Cauchy sequence in the closed subset Ey, a1 of the complete locally
convex space X, and so it converges to a point u € Ey 1. Let {un, }>1 be a sub-sequence of {uy },>1
in A, which is u,, 1 = Fuy, for every positive integer k. Then, for each compact K € K, we have
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Px(u— Fu) < Py(u — un,) + Px(un, — Fu) = Px(u — tiy, ) 4 Px(Fuy, 1 — Fu)
< PK(H — Mnk) +L, - P/(K)(unk,l — u) m 0.

Therefore, 1 = Fu and so, according to Lemma 1, u is a solution of Equations (1) and (2). For the
uniqueness, assume that there exists another solution v € Eg 3 such that u # v. Since X is Hausdorff,
then Py, (1 — v) # 0 for some compact Ky € K. Using Equation (14) and Remark 2, we get for every
positive integer n

0 < Py,(u—1v) = Pg,(Fu—Fo) <Ly - Py, (u—v) =Ly - Py, (Fu— Fo)

S L% . Pj(KO)(u — U) S N S LKP](KO)(M — ?}),
which contradicts the fact that L) < }. This completes the proof. LI

4. Example

The following example illustrates the applicability of our theoretical result. Let us consider the
following equation
1.132

DOSu () = : , t>0, (23)
245+ 1072| max u([)‘ + 10~ \u(%poomﬂ
tef10-1,2]

subject to the initial condition function

u(t) =2 +1168, t<0, (24)
Problems in Equations (23) and (24) are identified to Equations (1) and (2) witha = 0.5, N =1,
a(t) =101, b(t) =2, 1 (t) =t — %t +0.004, ¢ () = 2> 4+ 1.168 and

1.132
Fen) =027 v 104 il

It can be easily seen that hypotheses (H;)-(Hy) are satisfied with a, = 1071, b* =2, 7 = 0.994,
t1=4x103/(1-1072),1; =1132x 10 % and [, = 1132 x 1077
In addition, there exists M = 1.9 (M > ¢y = 1.168), such that, for every 7 € R, we have

1.132

FU6 M) € 5 S = 0.45845216686915,

and

M —¢o

05 ~ (0.458712974257473.

0.5T (0.5)

Thus, (Hs) holds true. To check (Hg), let h = 1.168001 (¢9 < h < M), and then we have for every
7 € [do, po+ 52 7[=]1.168, 1.168 + (9.97 x 1075)]

1132
2454+ h x 102 + (¢o + o r) % 10-4

f(thy) > ~ 0.461798645149363,

and

% ~ (0.459177023920154.
*— )

Since, moreover, f is clearly non negative, hypothesis (Hp) is satisfied too.

0.5T (0.5)
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Furthermore, we have t; < b* and

h I (0.25)15 0> i + Nip p emax{T, b*}%5 ~ 0.041231690678434
r(05 15 2 ’ - ’

which is all conditions of Theorem 1 being fulfilled. Now, let ug be the function defined by

1168+ (5 x 1077)t : t € [0,b%],
up () =4 1.168001: t>b*,
22 4+1.168: t<0.

It is clear that ug € Ey,1.9, where

Eg10 = {u EC(R):u(t) =2 +1.168 for t<0 and u(t) <19 forte [10—1, 2] }

Note that, for 0 < t — 7y (t) < T, we have

¢o=1.168 < 1o (t — 71 (1)) < 1.168 + (5 x 10°7)7 = g + 4’0

Then, hypothesis (Hg) yields to

S)a71

Fug (2) = Fup (b*) = 4>0+/ Wf(s,h,uo(s—fl(s)))ds

b*(x a1
2¢0+/t1 %]‘(s,h,uo(sfﬁ (s)))ds

< ¢O+KL‘PO“/b (b —5)* Tds = M =19,
(b* —11)" Jy

which means that Fuy ¢ Ep19. Thus, in this framework, the iterative processes usually used in

the self-mapping context can not be applied, while, according to Theorem 1, the process defined

by Equation (16), converges in Eg 19, to the unique continuous solutions of Equations (23) and (24).

The first term is approximately given by

1.168 + (12115 x 10713) t +0.5176017180/t: 0 <t <ty,

1.168 + (12115 x 10713) t + (509761847 x 10~ 18) /27225 — 110 + 0.5176017180 v/t :
Uy (i’) ~ <t <b*

1.168000002 + (509761847 x 10~ 18) /27225 — 110 + 0.517601718 v/t : t > b*,

212 +1.168: t<0.

For t > 0, the other terms can be computed using the following formulas:

1132 (t—s)*!

up (f) = ds
2(0) =0+ 0 245+10°2] _may (o) +10° 4y (922 5—0.004)

By successive iterations up to the order n — 1, the term u;, is given by

(t s)a 1
0 245+ 10~ 2| el (s)] + 107 [u,_ (9225—0.004)

Up

ds,
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if the right-hand side belongs to Ey 1 9. If not, we have

1.132/~t (t—s)*!

uy (1) = (1 — Bu)uy—1 + + ds
n( ) ( ﬁn) n-l 'Bn o F(DC) 0 2.45+ 1072‘ max iy ](s)| + 1074|u,, ](%5704004”
te10-1,2)

with B, € [0,1], such that the right-hand side belongs to dEy,1 9.

5. Conclusions

In this contribution, the investigated question concerns the existence and uniqueness of the
solution for a class of nonlinear functional differential equations of fractional order. The considered
problems in Equations (1) and (2) are distinguished by the fact that the nonlinear part depends on
maximum values of the unknown function, which is not frequently discussed in the existing literature.
These maximums are taken on time-dependent intervals and, moreover, the equation is of mixed
type, i.e., with both retarded and advanced deviations. It should be noted that, if the hypotheses
(Hg) and Equation (20) are omitted, the operator F can be a self mapping, and thus, by the usual
contraction methods, it can be shown that the result of Theorem 1 remains valid with the bound
in Equation (21) weakened to 1. When additional conditions are necessary to meet the physical or
mechanical requirements of the phenomenon governed by Equations (1) and (2), we leave the previous
usual framework of study. In this case, our main result of Theorem 1 shows that the condition in
Equation (21) is sufficient for the existence and uniqueness of the solution.
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Abstract: Solving differential equations of fractional (i.e., non-integer) order in an accurate, reliable
and efficient way is much more difficult than in the standard integer-order case; moreover, the majority
of the computational tools do not provide built-in functions for this kind of problem. In this paper,
we review two of the most effective families of numerical methods for fractional-order problems, and
we discuss some of the major computational issues such as the efficient treatment of the persistent
memory term and the solution of the nonlinear systems involved in implicit methods. We present
therefore a set of MATLAB routines specifically devised for solving three families of fractional-order
problems: fractional differential equations (FDEs) (also for the non-scalar case), multi-order systems
(MOSs) of FDEs and multi-term FDEs (also for the non-scalar case); some examples are provided to
illustrate the use of the routines.

Keywords: fractional differential equations (FDEs); numerical methods; multi-order systems (MOSs);
multi-term equations; product integration (PI); fractional linear multi-step methods (FLMMs);
MATLAB routines

1. Introduction

The increasing interest in applications of fractional calculus has motivated the development and
the investigation of numerical methods specifically devised to solve fractional differential equations
(FDEs). Finding analytical solutions of FDEs is, indeed, even more difficult than solving standard
ordinary differential equations (ODEs) and, in the majority of cases, it is only possible to provide a
numerical approximation of the solution.

Although several computing environments (such as, for instance, Maple, Mathematica, MATLAB
and Python) provide robust and easy-to-use codes for numerically solving ODEs, the solution of FDEs
still seems not to have been addressed by almost all computational tools, and usually, researchers have
to write codes by themselves for the numerical treatment of FDEs.

When numerically solving FDEs, one faces some non-trivial difficulties, mainly related to the
presence of a persistent memory (which makes the computation extremely slow and expensive), to the
low-order accuracy of the majority of the methods, to the not always straightforward computation of
the coefficients of several schemes, and so on.

Writing reliable codes for FDEs can be therefore a quite difficult task for researchers and users
with no particular expertise in computational mathematics, and it would be surely preferable to rely
on efficient and already tested routines.

The aim of this paper is to illustrate the basic principles behind some methods for FDEs, thus to
provide a short tutorial on the numerical solution of FDEs, and discuss some non-trivial issues related
to the effective implementation of methods as, for instance, the treatment of the persistent memory
term, the solution of equations involved by implicit methods, and so on; at the same time, we present
some MATLAB routines for the solution of a wide range of FDEs.
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This paper is organized as follows. In Section 2, we recall some basic definitions concerning
fractional-order operators, and we present some of the most useful properties that will be used
throughout the paper. Section 3 is devoted to illustrating multi-step methods for FDEs; in particular,
we discuss product-integration (PI) rules and Lubich’s fractional linear multi-step methods (FLMMs);
we also discuss in detail the main issues and advantages related to the use of implicit methods, and
we illustrate a technique based on the fast Fourier transform (FFT) algorithm to efficiently treat the
persistent memory term.

In Section 4, we consider two special cases of FDEs: multi-order systems (MOSs) in which each
equation has a different fractional-order and multi-term FDEs in which there is more than one fractional
derivative in a single equation; in particular, we will see how standard methods studied in the previous
section can be adapted to solve these particular problems.

In Section 5, we present some MATLAB routines for solving different families of FDEs and explain
their use in detail; finally, Section 6 is devoted to showing the application of the routines to a selection
of test problems.

2. Preliminary Material on Fractional Calculus

For the sake of clarity, we review in this section some of the most useful definitions in fractional
calculus, and we recall the properties that we will use in the subsequent sections. For a more
comprehensive introduction to this subject, the reader is referred to any of the available textbooks [1-5]
or review papers [6,7] and, in particular, to the book by Diethelm [8] by which this introductory section
is mainly inspired.

As the starting point for introducing fractional-order operators, we consider the
Riemann-Liouville (RL) integral; for a function y(t) € L!([ty, T]) (as usual, L! is the set of Lebesgue
integrable functions), the RL fractional integral of order & > 0 and origin at t; is defined as:

It = 7 0= 0 e 0

It provides a generalization of the standard integral, which, indeed, can be considered a particular
case of the RL integral (1) when a = 1. The left inverse of Jf; is the RL fractional derivative:

~ m t
Dhu(t): = D"y = rot G [ (= Ty, @

T(m—a)dim Jyy
where m = [a] is the smallest integer greater or equal to « and D", y(" or d”/d#" denotes the
standard integer-order derivative.
An alternative definition of the fractional derivative, obtained after interchanging differentiation
and integration in Equation (2), is the so-called Caputo derivative, which, for a sufficiently differentiable
function, namely for y € A™([to, T]) (ie., y(””l) absolutely continuous), is given by:

) 1 t
Df‘ﬂy(t) - ]tnoz—aDmy(t) _ m /to (t _ T)mfafly(m)(,r)d_r. 3)

We observe that also Df y(t) is a left inverse of the RL integral, namely D} Ji'y = y [8]
(Theorem 3.7), but not its right inverse, since [8] (Theorem 3.8):

]%Dfi)y(t) =y(t) — Tu_1ly:tol (t), 4
where T, _1[y; to] (t) is the Taylor polynomial of degree m — 1 for the function y(t) centered at ¢y, that is:

m—1 _ k
Tualyitol) = ¥ C08y 0 ),
k=0 :
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More generally speaking, by combining [1] (Lemma 2.3) and [8] (Theorem 3.8), it is also possible
to observe that for any B > a, it holds:

JEDEy(t) = JEDE [y(t) — Tu1lys tol ()] = JE* [y(£) — T lys tol (1)], 5)

a relationship that will be useful, in a particular way, in Section 4.2 on multi-term FDEs.
The two definitions (2) and (3) are interrelated, and indeed, by deriving both sides of Equation (4)
in the RL sense, it is possible to observe that:

Wy () = Diy [y(8) — Tu-1ly; to] (1)]

and, consequently: )
. m— t . t
D?(Uy(t) + Z F(k+ i _ a)y(k)(t())'

Observe that in the special case 0 < a < 1, the above relationship becomes:

Diw(t) = Diw(t) + T2 )

clearly showing how the Caputo derivative is a sort of regularization of the RL derivative at t). Another
feature that justifies the introduction of the Caputo derivative is related to the differentiation of constant
function; indeed, since:

PE1— ﬁ(t — )%, Di1=0,
in several applications, it is preferable to deal with operators for which the derivative of a constant is
zero as in the case of Caputo’s derivative.

One of the most important applications of Caputo’s derivative is however in FDEs. Unlike FDEs
with the RL derivative, which are initialized by derivatives of non-integer order, an initial value
problem for an FDE (or a system of FDEs) with Caputo’s derivative can be formulated as:

{ Diyu(t) = £, (0) "
1 - ~1

ylto) = yo, v/ (10) = v, ooy Vo) = "

where f(t,y) is assumed to be continuous and yo,yél),. . .,yémil) are the assigned values of the

derivatives at ty. Clearly, initializing the FDE with assigned values of integer-order derivatives is more

useful since they have a more clear physical meaning with respect to fractional-order derivatives.
The application to both sides of Equation (6) of the RL integral Jii, together with Equation (4),

leads to the reformulation of the FDE in terms of the weakly-singular Volterra integral equation (VIE):

) = w1 + 5 [ (0= 0 (o () "

The integral Formulation (7) is surely useful since it allows exploiting theoretical and numerical
results already available for this class of VIEs in order to study and solve FDEs.

We stress the nonlocal nature of FDEs: the presence of a real power in the kernel makes it not
possible to split the solution of Equation (7) at any point ¢, as the solution at some previous point
t, — h plus the increment term related to the interval [t, — &, t,], as is common with ODEs.

Furthermore, as proved by Lubich [9], the solution of the VIE (7) presents an expansion in mixed
(i.e., integer and fractional) powers:

y(t) = T (£) + Y (t — to) Yy, ®)
ijeN
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thus showing a non-smooth behavior at ty; as is well-known, the absence of smoothness at t = t; poses
some problems for the numerical computation since methods based on polynomial approximations
fail to provide accurate results in the presence of some lack of smoothness.

3. Multi-Step Methods for FDEs

Most of the step-by-step methods for the numerical solution of differential equations can be
roughly divided into two main families: one-step and multi-step methods.

In one-step methods, just one approximation of the solution at the previous step is used to compute
the solution and, hence, they are particularly suited when it is necessary to dynamically change the
step-size in order to adapt the integration process to the behavior of the solution. In multi-step methods,
it is instead necessary to use more previously evaluated approximations to compute the solution.

Because of the persisting memory of fractional-order operators, multi-step methods are clearly
a natural choice for FDEs; anyway, although multi-step methods for FDEs are usually derived from
multi-step methods for ODEs, when applied to FDEs, the number of steps involved in the computation
is not fixed, but it increases as the integration proceeds forward, and the whole history of the solution
is involved in each step’s computation.

Multi-step methods for the FDEs (6) are therefore convolution quadrature formulas, which can be
written in the general form:

Yn=@u+ ;)Cn—jfjr fi = f(t,97), )
=

where ¢, and ¢, are known coefficients and t,, = ty + nh is an assigned grid, with a constant step-size
h > 0 just for simplicity; the way in which the coefficients are derived depends on the specific
method. In particular, the following two classes of multi-step methods for FDEs are mainly studied in
the literature:

e  product-integration (PI) rules,
e fractional linear multi-step methods (FLMMs).

Both families of methods are based on the approximation of the RL integral in the VIE (7) and
generalize, on different bases, standard multi-step methods for ODEs. They allow one to write
general-purpose methods requiring just the knowledge of the vector field of the differential equation.

We must mention that several other approaches have been however discussed in the literature:
see, for instance, the generalized Adams methods [10], extensions of the Runge-Kutta methods [11],
generalized exponential integrators [12,13], spectral methods [14,15], spectral collocation methods [16],
methods based on matrix functions [17-20], and so on. In this paper, for brevity, we focus only on PI
rules and FLMMs, and we refer the reader to the existing literature for alternative approaches.

3.1. Product-Integration Rules

PI rules were introduced by Young [21] in 1954 to numerically solve second-kind weakly-singular
VIEs; they hence apply in a natural way to FDEs due to their formulation in Equation (7).

Given a grid t, = ty + nh, with constant step-size 1 > 0, in PI rules, the solution of the VIE (7) at
t, is first written in a piece-wise way:

1 "=l ot
Y(tn) = Tu—1lysto] (tn) + T(a) Y /t (tn —T)* f(T,y(1))dT
j=0 /b

and f(7,y(7)) is approximated, in each subinterval [t;, t;11], by means of some interpolant polynomial;
the resulting integrals are hence evaluated in an exact way, thus to lead to y,,. According to the way in
which the approximation is made, explicit or implicit rules are obtained, and this is perhaps the most
straightforward way to generalize Adams multi-step methods commonly employed for integer-order
ODEs [22].
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For instance, to extend to FDEs the (explicit) forward and (implicit) backward Euler methods,
it is sufficient to approximate, in each interval [t;, 1], the integrand f(7,y(7)) by the constant values
f(tj,y;) and f(t;1,yj:1), respectively; the resulting methods are:

n—1
Expl. PI Rectangular: vy, = Tyy—q[y; to] (£a) +H* ) b,g‘i)._lf(tj,yj) (10)
=
and: .,
Impl. PI Rectangular:  y, = T—1[y; to] (tn) + 1% ) bflﬂi)jf(tj,yj) (1)
j=1

with b,(f) = ((n+1)* —n")/T'(a + 1); the term rectangular comes after the underlying quadrature
rules used for the integration. In a similar way, when f(7,y(7)) is approximated by the first order
interpolant polynomial:

SO =~ fltyyn) + L (f i) — Fl), T € g el

one obtains a generalization (of implicit type) of the standard trapezoidal rule:

n
Impl. PI Trap. :  yyu = Ty—1ly; to] (tn) + h* (ﬁy)fo + Z a,(:()jf(tj,yj)> (12)
j=1
with:
_ 1 n=0
o a1 ) w2 -

no - F((X—‘rZ) ’ no - (nfl)“+172n“+1+(n+l)”‘+1 19
T(a+2) T

An explicit version of the trapezoidal PI rule (12) is also possible, but it is not frequently
encountered in the literature.

Unlike what one would expect, using interpolant polynomials of higher degree does not
necessarily improve the accuracy of the obtained approximation. This phenomenon, already studied
in [23], is related to the behavior of the solution of FDEs, which (with few exceptions [24]) have a
non-smooth behavior also in the presence of a smooth given function f(t,y); some of the derivatives of
y(t), and consequently of f(t,y(t)), are indeed unbounded at ¢y and hence not properly approximated
by polynomials.

Thus, methods (10) and (11), as expected, converge with order one with respect to /, that is the
error between the exact solution y(t,) and the approximation y,, is:

[y(tn) —yul = O(h), h—0.

Differently, the convergence order of the trapezoidal PI rule (12) usually drops to 1 + « when
0 < & < 1, and the expected order two is obtained only when a > 1 or just for well-selected problems
with a sufficiently smooth solution (see, for instance, [23-26]). Actually, as one of the most general
results, the error of the trapezoidal PI rule (12) is:

[y(tn) = yul = QM) k0,

although other special cases could be encountered. For this reason, PI rules of (just virtual) higher order,
based on polynomial interpolation of degree two or more, are seldom considered in practice since in
the majority of cases, they do not actually lead to any improvement of accuracy and convergence order.
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To avoid the solution of the nonlinear equations in Equation (12) for the evaluation of v,
a predictor-corrector (PC) approach is sometimes preferred, in which a first approximation of y,
is predicted by means of the explicit PI rectangular rule (10) and hence corrected by the implicit PI
trapezoidal rule (12) according to:

n—1
Vi = Tu-aysto] (tn) + h* ZO by f (),
"~ (13)

n—1
Y = Ty to] (bn) + B (a;% + ¥ 0, f (k) +aé“>f<tn,y';>> :
j=1

The PC method for FDEs has been extensively investigated (see, for instance, [25,27-29]). With the
aim of improving the approximation, a multiple number, say y, of corrector iterations can be applied:

n—1
y = Tucalytol(b) + 0 Y b, £, w))
e 14)

n—1
i = Ty to] () + 10 (ﬁff‘)fwZaff‘),-f(tf,yf)+aé"‘>f<tn,y£f‘”)>, p=12
j=1

Each iteration is expected to increase the order of convergence of a fraction « from the first order
of convergence of the predictor method, until the order of convergence of the corrector method is
achieved: thus, one or very few corrector iterations are usually necessary. The explicit PI rectangular
rule (10) is obtained when y = 0; the standard predictor-corrector method (13) clearly requires y = 1.

3.2. Fractional Linear Multi-Step Methods

FLMMs were introduced and extensively studied by Lubich in [30] (it is, however, also useful
to refer the reader to the papers [31-33], where these methods are studied under a more general
perspective in connection with wider classes of convolution integrals).

The main feature of FLMMs is that they generalize, in a robust and elegant way, quadrature rules
obtained from standard linear multi-step methods (LMMs). Thus, they are one of the most powerful
methods for FDEs.

Given the initial value problem:

y'(t) =ft), ylto) = yo, (15)

its solution can be approximated by means of an LMM given by:
k k
Y oiyn—j=hY_ 0if(tnj),
j=0 j=0

where p(z) = pozF + p1z5" 1 + -+ + oy and 0(z) = pzF + 0121 + - - - + 0 are the first and second
characteristic polynomial of the LMM. Problem (15) can be rewritten in the integral form:

w0y =0+ [ floyde

and as investigated by Wolkenfelt [34,35] and also explained in the textbook [36], the solution y(t) can
be approximated by using LMMs reformulated in terms of convolution quadrature formulas:

n
Yn = h Z(:)wn,jf(t]-), n> k
j=
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where the weights w, depend on the characteristic polynomials p(z) and ¢(z), but not on h.
The computation of the weights w;, is usually not easy, but interestingly, it is possible to represent them
as the coefficients of the formal power series (FPS) of the generating function of the LMM [37], namely:

e = L wnd”, 0(¢) = B35

The idea underlying FLMMs, supported by a rigorous theoretical reasoning, is to derive
convolution quadratures for the RL integral (1) with convolution weights given by the coefficients of

the FPS of the function:
((4)-(8) - ()

being F(s) = s~* the Laplace transform of the kernel *~1/T(a) in (1). The assumptions that make
possible this generalization of LMMs are that the generating function 6(&) has no zeros in the closed
unit disc |¢] < 1, except for { =1, and | arg(¢)| < 7 for |¢| < 1. LMMs satisfying these assumptions
are, for instance, the backward differentiation formulas (BDFs) and the trapezoidal rule, which are
reported in Table 1.

Table 1. Some linear multi-step methods (LMMs) with corresponding polynomials p(z) and o(z) and
generating function 6(¢).

Name  Formula o(z) o(z) 8(8)

BDF1 Yn =Yn—1+hfu z—1 z 1-¢

BDF2 Yn — %yn—l + %yn—z = %hfn 22 — %Z + % %22 % -2+ %62

BDF3 Yn — %yn—l + 1%%1—2 - %yn—S = %hfn 2 — %ZZ + %Z - % %Za % -3¢+ %éz - %63
1—

Trapez.  Yn = Yu-1+ & (fao1 + fu) z—1 lz4+1 2%

When an LMM is generalized to Equation (1) in the above Lubich sense, the resulting FLMM
reads as:

W f () =1 Y wl £ (1) (17)
j=0

where the convolution quadrature weights wffo are obtained from:

T Wt — (), (@) = (6(2) "
n=0

When f(t) is sufficiently smooth and the LMM has order p of convergence, the approximation
provided by Equation (17) satisfies [33] (Theorem 2.1):

(T f (b)) = I f (8n) | < Cltn — to)* " PhP

for come constant C, which does not depend on i. Anyway, when f () lacks smoothness, for instance
at fg, it is no longer possible to preserve the order p of convergence, and for f(t) = (¢t — ty)7 the
following result holds (see [31] (Theorem 5.1) and [33] (Theorem 2.2)):

Clty —tg)* PRYT 1<y <p-—1,

Clty —to)* ™7 PP v >p—1. (18)

[Ji (tn = £0)7 — ] (tn — £0)7 | < {
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Thus, to handle non-smooth functions (as happens in the solution of fractional-order problems),
it is necessary to introduce a correction term:

Wi f(tn) = 1* Zw,,]f +h“2(u (19)
=

where the starting quadrature weights w,, ; are suitably selected in order to eliminate low order terms
in the error bounds (18) and obtain the same convergence of order p of the underlying LMM.

From the application of the discretized convolution quadrature rule (19) to integral Equation (7),
we are able to derive FLMMs for the approximation of the solution of FDEs:

Yn = Tu1ly; to] (tn) +h“2wn;f ]ly] +ha2w f ]'y]) (20)
j=0 j=0

with the starting weights w,,; selected in order to cope with the non-smooth behavior of y(t)
highlighted by Equation (8). Thus, to achieve the same order of convergence of the underlying
LMM, the starting weights w,, ; are chosen by imposing that the quadrature rule (19) is exact when
applied to f(t) = t7, with -y assuming all the possible fractional values expected in the expansion of
the true solution and, hence, by solving at each step the algebraic linear system:

S . +1
;wn,jﬂ Za},, i+ 1(173 )n7+“, veA, (21)

with A, = {y € R|y=i+ja, i,j €N, v < p—1} ands + 1 the cardinality of A,.

One of the simplest FLMM s is obtained from the implicit Euler method (or BDF1). No starting
weights are necessary in this case, and since the generating function is 6(¢) = 1 — ¢ (see Table 1),
we see that wﬁ,’x), n=0,1,..., are the coefficients of the generalized binomial series (1 — )%, namely:

() _ nf &\ _ n r(l—a)
Wi’ = (=1) ( n ) = (1) F(n+ DI (—a—n+1)

which can be also evaluated by the recurrence w,(f) = 1-1-a)/nw with wéa) = 1L

The corresponding method:

nl’

Yn = Tu1ly; tol (tn) +H" Z( n" ]< [X]>f( ]r]/])

j=0

is commonly referred to as the Griinwald-Letnikov scheme [5].

It is possible to derive several FLMMs with second order of convergence, which mainly differ for
stability properties; for this purpose, we refer the reader to the paper [26], where the MATLAB code
FLMM2.m implementing three different FLMMs is also presented.

The regularization operated by the starting weights is one of the most attractive features of
FLMMs since it makes it possible to substantially achieve the same order of the underlying LMM.
Unlike PI for which, in general, it is difficult to obtain a convergence order equal to or greater than
two, FLMMs make the development of high order methods possible. However, round-off errors may
accumulate when solving the ill-conditioned linear systems (21) [38], and hence, it is advisable to avoid
very high order methods.

3.3. Implicit vs. Explicit Methods

Numerical methods for solving differential equations can be of an explicit or implicit nature.
In explicit methods, such as method (10) or (27), the evaluation of each y, does not present any
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particular difficulty once the previous values yo, y1, . . ., ¥,—1 have already been evaluated. In implicit
methods, such as method (11), (12), (28) or (29), the approximation of y, is expressed by means of a
functional relationship of the kind:

Yn = Y+ COf(tn/yn)/ (22)

where with ¥, we denote the term collecting all the explicitly known information.

Implicit methods possess better stability properties, but they need some numerical procedure to
solve the nonlinear equation, or system of nonlinear equation (22).

One of the most powerful methods is the iterative Newton—-Raphson method; given an initial
approximation yS,O) for y;,, the Newton-Raphson method when applied to solve Equation (22) evaluates
successive approximations of v, by means of the relationship:

-1
Y =y - [I - CoJf(tn,yqu))] W — ¥ — cof (tn yi))

where J¢(t,y) is the Jacobian of f(t,y) with respect to y and I the identity matrix of compatible size
(in the scalar case, a simple derivative replaces the Jacobian matrix).

The Newton-Raphson method converges in a fast way (it indeed has second-order convergence
properties, ie., ||y, — y,SkH) |~ llyn — yﬁk)Hz), but its convergence is local, i.e., it is necessary to
start sufficiently close to the solution. In general, there is no available information to localize the
solution of Equation (22), and a usually satisfactory strategy is to start from the last evaluated
approximation, namely y(no) = y,_1; since, under standard assumptions, it is reasonable to assume
that at least y, = y,_1 + O(h), a sufficiently small step-size h will in general assure the convergence of
Newton—Raphson iterations unless y or f change very rapidly.

An alternative approach, which is used to reduce the computational cost, consists of evaluating

the Jacobian just once and reusing it for all the following approximations, namely:

yE,kH) = ys,k) - {I - Co]f(tn/y1(10))] 1 (yff) - Y- cof(tn,yff‘))).

This approach, usually known as the modified Newton-Raphson method, not only allows one to
save the cost of computing a new Jacobian matrix at each step, but also reduces the computational
cost related to the solution of the linear algebraic system since it is possible to evaluate an LU
decomposition of the matrix [I - cOJf(tn,y,gO))] and solve all the systems in the iterative process
by using the same decomposition.

Although the derivative (or the Jacobian in the non-scalar case) could be numerically
approximated, it is not advisable to introduce a further source of error; moreover, the numerical
approximation of derivatives is usually an ill-conditioned problem. Therefore, to avoid a loss of
accuracy, all the codes for implicit methods presented in this paper require that derivatives or Jacobian
matrices are explicitly provided. As for f(¢,y), some parameters could be optionally specified also for
J¢(t,y), thus to allow solving general problems depending on user-supplied parameters.

3.4. Efficient Treatment of the Persistent Memory

The numerical solution of FDEs demands for a large amount of computation, which, if not
suitably organized, represents a serious issue. Most of the methods for FDEs, such as PI rules or
FLMMs, are indeed discrete convolution quadrature rules of the form (9), and since the computation
of each approximation y, requires a number of floating-point operations proportional to 7, the whole
evaluation of the solution on a grid fy, t1, ..., ty involves a number of operations proportional to:

N

N(N+1
ZHZQQNZ'
n=0 2
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When the interval of integration [ty, T] is large or stability reasons demand for a very small
step-size h, the required number N = [(T — to)/h] of grid points can be too high to perform the
computation in a reasonable time.

This is one of the most serious consequences of the persistent memory of non-local
operators such as fractional integrals and derivatives. Although it is possible to apply short
memory procedures relying on a truncation of the memory tail (e.g., see [39]) or on some more
sophisticated approaches [40,41], their use introduces a further source of errors and/or increases the
computational complexity.

For general-purpose codes, it is, instead, preferable to adopt techniques that are easy to implement
and do not affect the accuracy of the solution.

An extremely powerful approach, exploiting general properties of convolution quadratures and
based on the FFT algorithm, has been proposed by Hairer, Lubich and Schlichte [42,43].

This approach evaluates only the first r steps directly by means of the discrete convolution (9), namely:

n
Yn=¢u+ Y cujfi, n=01,...,r—1L
i=0

with r denoting a moderately small integer value selected, for convenience, as a power of two.
To determine the following r approximations, after writing:

r=1
Yn = q)n+zcn ]f]-i-ZCn ]f], ne{r,r+1,...,2r—1}
j=0 j=r

we observe that the set of partial sums each of length r:
S¢(n,0,r—1): ch ifiy nme{rr+1,...,2r—1}

can be evaluated by the FFT algorithm (described, for instance, in [44]), requiring only O (2rlog, 2r)
floating-point operations instead of O (r2), as with standard computation. The same process can be
recursively repeated by doubling the time-interval; thus, for the successive 2r approximations v,
forn € {2r,2r+1,...,4r — 1}, after writing:

2r—1

yn—gonJch,, ]f]+ch ifi ne{2r2r+1,...,3r—1}
]—V
2r 1 3r—1

=o@n+ ch ]f]—&- ch ]f]—&-zcn ]f] ne{3r3r+1,...,4r—1}

]*V ]77‘

again, it is possible to use the FFT algorithm to evaluate the two sets of partial sums:

2r—1 3r—1
So,(1,0,2r — 1) ch ifir S (n,2r,3r—1) ch ifir
j=2r

of length 2r and r, respectively, with a computational cost proportional to O(4rlog,4r) and
(’)(Zr log, Zr). The whole process can be iteratively repeated; for instance, to evaluate the 4r
approximations y, in the interval n € {4r,...,8r — 1}, we have:
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4r—1
Yn = @n + 2 Cp /f]+ Zc,, ]f] ne{4r,4r+1,...,5r -1}
j=4r
4r 1 5r—1
Yn=n+ ch ifi+ Y cnjfi+ ch ifi ne{5r,3r+1,...,50r— 1}
j—7
4r 1 6r—1
Yn = Qn + ch,jf] ch ]f] ch ]f] ne{6r,6r+1,...,7r — 1}
j j=4r j=6r
4r 1 6r—1 7r—1
Yn = @n+ ch it Y cifi+ Y cnifi+ ch ifi  ne{7r7r+1,...,8r—1}
j=4r j=6r j=7r
and the sets of partial sums:
4r—1 6r—1 7r—1
S4r(n,0,4r — 1) : ch ifiy Sau(ndr,6r—1): gcn ~ifj, Sr(n,6r,7r —1) Zé:cn _ifi
j= J=4r j=or

are evaluated in O (8rlog, 8r), O (4rlog, 4r) and O(2rlog, 2r) floating-point operations, respectively.
To better understand how this process works, Figure 1 can be of some help, where each square
represents the computation of a set of partial sums (by means of the FFT algorithm), and each triangle
represents the standard computation of each final convolution term:

n
n):ch,]-fj, p="Lr, nec{lr,lr+1,...,0+1r—1}, £=0,1,2,....
=p

8rr
T
r
Tr Sr
T
B
S,
2r
) T" Sr
T ark
T
A
T' Sr
2rr T S4r
.
L S
r 2r
Tr Sr
0 r 2r 4r 8r

Figure 1. Scheme of the efficient algorithm for the convolution quadrature (9); squares S, represent the
evaluation of partial sums of length p, and triangles T, represent convolution sums of fixed length r.

To determine the whole computational cost, we assume, for simplicity, that the total number N of
grid points is a power of two. Hence, the computation of one partial sum of length N /2 (the square
Sy in Figure 1) is requested, involving O (Nlog, N) operations, two partial sums of length N/4
(the squares Sy,) each involving O (Y log, &) operations, four partial sums of length N /8 (the squares
S;) each involving (’)(% log, %) operations, and so on. Additionally, N/ convolution sums of length
r (the triangles T;) are requested each with a computational cost proportional to r(r + 1) /2. Thus,
the total amount of computation is proportional to:
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N. N N, N N Nr(r+1) N
N10g2N+2310g2?+4Zlogzz +p;log2p , P==

r 2 2r’

and by means of some simple manipulations, we are able to estimate a computational cost
proportional to:

log, p r+1
Y. Nlog2 5 +N 7 = O(N(log, N)?)
=0

which, for sufficiently large N, is clearly smaller than N 2 i.e., the number of operations required by a
computation performed in the standard way.

4. Some Particular Families of FDEs and Systems of FDEs

Equation (6) is perhaps the most standard example of FDEs. The numerical methods presented in
the previous sections can be applied both to scalar equations and to systems of FDEs of any size.

There are however other types of fractional-order problems whose treatment necessitates a
particular discussion.

4.1. Multi-Order Systems of FDEs

As a special case of non-linear systems of FDEs, we consider systems in which each equation has
its own order, which can differ from the order of the other equations. The general form of a MOS of

FDEs is:
D“%(f) fby®))
D2ya(t) = fa(t,y(t))

(23)
Dily () folty(1))
with y(t) = (y1(t),...,yo(t)); it must be coupled with the initial conditions:
d (1) ! (m-1)
ylto) =yo,  gy(to) =vo s -oos qgamry() =¥
where their number is m = max{my, my, ..., mo}, with m; = [a;],i = 1,2,...,Q. Also in this case,
it is possible to reformulate each equation of the system (23) in terms of the VIEs:
1 tn ap—1
i(tn) = Ty alysitol () + g | (=)™ s, p(s)ds
r(i‘l) fo[
— . " _o\ap—1
altn) = Topalyastol ) + s [ (=507 s y()ls on

1
xQ

tn
oltn) = Tugalyoital(tn) + oy [ (0n =)' fols,y(s))ds
and apply one of the methods described in Section 3.

From the theoretical point of view, there are no particular differences with respect to the solution
of a system of FDEs (6) in which all the equations have the same order. The computation is however
more expensive due to the need for computing different sequences of weights and evaluating more
than one discrete convolution quadrature. It is therefore necessary to optimize the codes to exploit the
possible presence of equations having the same order, thus to avoid unnecessary computations; the
codes presented in the next section provide this kind of optimization.
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4.2. Linear Multi-Term FDEs

A further special case of FDE is when more than one fractional derivative appears in a single
equation. Equations of this kind are called multi-term equations, and in the linear case, they are
described as:

AoDy%y() + Ag-1Dy 'y (b) + - - + AaDy2y(t) + M Dy (t) = f(ty(t)), (25)

where A1, Ay, ..., Ag_1,Ag are some (usually real) coefficients and the orders aq, ay, ..., aQ-1,0Q of
the fractional derivatives are assumed (just for convenience) to be sorted in an ascending order,
ie,0 <ap <ap <--- <wgo1 < ag, with Ag # 0. Note that here we focus on multi-term FDEs,
which are linear with respect to the fractional derivatives, but with a (possible) nonlinearity of f(t,y).

The number of initial conditions is given by mg, where as usual, m; = [a;],i=1,...,Q
(and clearly mg = maxm;), and they are expressed in the usual way as derivatives of the solution at
the starting point ¢(:

d M dmet (mg-1)
y(to) = vo, ay(fo) =Y -,Wy(to) =y 0

Multi-term FDEs are more difficult to solve than standard FDEs. Anyway, as proposed in [45,46],
it is always possible to recast Equation (25) in such a way that some of the methods for FDEs can be
easily adapted. Indeed, thanks to Equations (4) and (5) and by applying ]f; 9 to Equation (25), we can
reformulate the multi-term FDE as:

oy Ai ag—w 1 «
y(t) = Tug-1ly; to () — Z ] S () = Tl tl ()] + Ehff(try(t)) (26)
]

Hence, numerical methods are straightforwardly devised by applying any method for the
discretization of RL integrals (PIs or FLMMs).

As illustrative examples, we consider the generalization of the explicit and implicit first-order PI
rules (10) and (11). For this purpose, we first observe that:

m—1 k m—1 k+a
—t) (t—t)"™ &
]to m— 1[% to]( 2 ]/ to ]tU k! - lgj T(k+a) ( )(tO)
and hence, after denoting;:
B A mi—1 (t—t )k+aQ—a,-
- . (k)
T(t): mo—1y;to] () + Z E i k+aQ Y (to),

the corresponding methods for the multiterm FDE (25) are respectively:

Q-1
T A
Expl. PI1: vy, =T(t) — Z lh”‘Q i Z bnaQ/ 01( yi+ h'XQ Z bn iy 1f ti,y;) 27)

i=1

and:

Impl. PI1: y, =T(t)— Y A(;hw w; Z b sz a;) h‘lQ Zb F(t,y5)- (28)
i=1
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In a similar way, it is possible to extend to multi-term FDEs also the implicit trapezoidal rule (12):

- Ll Ai o ao—a: [ ~lag—ai) L (ag-a)
Impl. PI2: y, =T(t) — E /\—h Q% | d, Yo+ Zan_]- Yj
i=1 *Q j=1 (29)

1, _( o (
+ Eh Q (ug, Q)f(to,yo) + Zalej)f(t],y])> ,
=

which usually assures a higher accuracy; alternatively, in order to avoid the solution, at each step
of the nonlinear equations to determine y, (see the discussion in Section 3.3), also in this case,
a predictor-corrector strategy can be of some practical help. Clearly, all these methods apply in
a straightforward way to non-scalar problems, as well.

Although several other approaches have been proposed to solve linear multi-term FDEs, we think
that the one discussed in this section could be privileged due to its simplicity. The application of
FLMMs to Equation (26) is surely possible, but some problems must be solved to properly identify
the starting weights on the basis of the behavior analysis of the exact solution; we do not address this
problem in this paper.

The computational cost is proportional to Q times the cost of standard PI rules and can be kept
under control by applying to each discrete convolution the technique discussed in Section 3.4.

5. MATLAB Routines for Fractional-Order Problems

In this section, we present some MATLAB routines specifically devised to solve fractional-order
problems by means of the methods illustrated in this paper. The routines are listed in Table 2 with the
indicated kind of problem that is aimed to be solved and the specific implemented method.

All the MATLAB routines are available on the software section of the web-page of the author,
at the address: https:/ /www.dm.uniba.it/Members/garrappa/Software.

Table 2. MATLAB routines for some fractional-order problems. FDEs: fractional differential equations;
PI: product-integration.

Name Problem Method

FDE_PI1 Ex.m System of FDEs (6) or (23) Explicit PI rectangular rule (10)
FDE_PI1 Im.m System of FDEs (6) or (23) Implicit PI rectangular rule (11)
FDE_PI2_Im.m System of FDEs (6) or (23) Implicit PI trapezoidal rule (12)
FDE_PI12 PC.m System of FDEs (6) or (23) Predictor-corrector PI rules (13)
MT_FDE PI1 Ex.m Multi-term FDE (25) Explicit PI rectangular rule (27)
MT FDE PI1 Im.m Multi-term FDE (25) Implicit PI rectangular rule (28)
MT FDE PI2 Im.m Multi-term FDE (25) Implicit PI trapezoidal rule (29)
MT FDE PI12 PC.m  Multi-term FDE (25) Predictor-corrector PI rules

The number 1 in the name of routines based on the PI rectangular rule refers to the convergence
order of the underlying formula, while the number 2 stands for the maximum obtainable order
(under suitable smoothness assumptions) of the PI trapezoidal rule. For this reason, routines based on
PC, which use both PI rectangular rules (as predictor) and PI trapezoidal rules (as corrector), have 1 and
2 in the name. These names have been selected in analogy with the names of some built-in MATLAB
functions for ODEs.

The way in which the different routines can be used is quite similar. One of the main differences
is in implicit methods, which, in addition to the right-hand side f (¢, y), denoted by the function handle
£_fun, require also the Jacobian J¢(t, ) of the right-hand side, namely the function handle J_fun; this is
necessary to solve the inner nonlinear equation by means of Newton-Raphson iterations as described
in Section 3.3.
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The routines for solving a standard system of FDEs (6) or an MOS (23) are used by means of the

following instructions:

[t,
[t,
[t,
[t,

y] = FDE_PI1_Ex(alpha,f_fun,t0,T,y0,h,param)

y] = FDE_PI1_Im(alpha,f_fun,J_fun,t0,T,y0,h,param,tol,itmax)
y] = FDE_PI2_Im(alpha,f_fun,J_fun,t0,T,y0,h,param,tol,itmax)
y] = FDE_PI12_PC(alpha,f_fun,t0,T,y0,h,param,mu,mu_tol)

Clearly, in case of an MOS, the parameter alpha must be a vector of the same size of the problem,

while with a standard system (6), alpha is a scalar value.

Codes for linear multi-term FDEs (25) are used in a slightly different way since they additionally

require providing the parameters A;, according to:

[t,
[t,
[t,
[t,

y] = MT_FDE_PI1_Ex(alpha,lambda,f_fun,t0,T,y0,h,param)

y] = MT_FDE_PI1_Im(alpha,lambda,f_fun,J_fun,t0,T,y0,h,param,tol,itmax)
y] = MT_FDE_PI2_Im(alpha,lambda,f_fun,J_fun,t0,T,y0,h,param,tol,itmax)
y] = MT_FDE_PI12_PC(alpha,lambda,f_fun,t0,T,y0,h,param,mu,mu_tol)

The meaning of each parameter is explained as follows (note that some of the parameters are

optional and can be therefore omitted):

alpha: order of the fractional derivative; when solving standard systems (6), alpha must be a
single scalar value, while with MOSs (23) and linear multi-term FDEs (25), alpha must be a vector;
lambda: only for linear multi-term FDEs (23), 1ambda is the vector of the coefficients A; of each
derivative in Equation (23);

f_fun: function defining the right-hand side f(,y) or f(t,y, param) of the equation; param denotes
a possible optional parameter (or a set of parameters collected in a single vector);

J_fun: Jacobian matrix (or derivative in the scalar case) of the right-hand side f(t,y) of the
equation (only for implicit methods) with respect to the second variable y; also, the Jacobian
J¢(t,y) can have some parameters, namely J¢(t,y, param);

t0 and T: initial and final endpoints of the integration interval;

yO: matrix of the initial conditions with the number of rows equal to the size of the problem and
the number of columns equal to the smallest integer greater than max{ay, ..., ag};

h: step-size for integration; it must be real and positive;

param: (optional) vector of possible parameters for the evaluation of the vector field f(,y) and its
Jacobian (if not necessary, this vector can be omitted or an empty vector [ ] can be used);

tol: (optional) fixed tolerance for stopping the Newton-Raphson iterations when solving the
internal system of nonlinear equations (only for implicit methods); when not specified, the default
value 10~° is assumed;

itmax: (optional) maximum number of iterations for the Newton—-Raphson method; when not
specified, the default value itmax = 100 is used;

mu: (optional) number of corrector iterations (only for predictor-corrector methods); when not
specified, the default value mu = 1 is used;

mu_tol: (optional) tolerance for testing the convergence of corrector iterations when mu=Inf; when
not specified, the default value mu_tol = 107° is used.

All the codes give two outputs:

t: the vector of nodes on the interval [ty, T| in which the numerical solution is evaluated;
y: the matrix whose columns are the values of the solution evaluated in the points of t.

6. Some Applicative Examples

In the following, we present some applications of the routines described in the previous section,

also in order to show the way in which they can be used.
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For problems for which the analytical solution is not known, we will use, as reference solution,
the numerical approximation obtained with a tiny step / by the implicit trapezoidal PI rule, which,
as we will see, usually shows an excellent accuracy. All the experiments are carried out in MATLAB
Ver. 8.3.0.532 (R2014a) on a computer equipped with a CPU Intel i5-7400 at 3.00 GHz running under
the operating system Windows 10.

The first test problem aims to show the superiority of implicit methods for stability reasons.
For this purpose, we consider the simple linear test equation:

y'(t) =Ay(t), y(to) = yo, (30)
whose exact solution is y(t) = Eq ((t — t9)*A) with:

=] k

zZ

Eu(z) = ——

«(2) EO T(ak+1)

the Mittag-Leffler function, which can be evaluated thanks to the algorithm described in [47].

This problem can be solved, in the interval [0, 5] and for « = 0.6 and A = —10, by the following few
MATLARB lines:

alpha = 0.6; lambda = -10 ;

f_fun = @(t,y,lam) lam * y;

J_fun = @(t,y,lam) lam ;

param = lambda ;
t0=0;T=5;y0=1; h=2(5) ;

and after calling one of the following routines:

[t, y] = FDE_PI1_Ex(alpha,f_fun,t0,T,y0,h,param) ;

[t, y] = FDE_PI1_Im(alpha,f_fun,J_fun,t0,T,y0,h,param) ;
[t, y] = FDE_PI2_Im(alpha,f_fun,J_fun,t0,T,y0,h,param) ;
[t, y] = FDE_PI12_PC(alpha,f_fun,t0,T,y0,h,param).

As we can see from the results in Table 3, the explicit methods (including the predictor-corrector,
which actually works as an explicit method) provide wrong or inaccurate results for small step-sizes,
while implicit methods are able to return reliable results even with large step-sizes (as usual, numbers
as 6.38(—6) denote 6.38 x 107°). This issue is related to the bounded stability region of explicit methods
as already investigated in the paper [29] (see also [48,49]).

Table 3. Errors and EOC at T = 5.0 for the FDE (30) with « = 0.6 and A = —10.0.

PI 1 Expl PI'1Impl. PI 2 Impl. PIP.C.

h Error EOC Error EOC Error EOC Error EOC
272 7.52(12) 6.80(—4) 5.55(—4) 5.43(21)
273 357(17) s ##x  3.31(—4) 1.036 1.81(—4) 1.614 257(27) **xx*
274 814(17) s+ 1.63(—4) 1.020 595(—5) 1609 7.87(21) s xx
275 157(=1) sx#x 811(=5) 1011 195(—=5) 1606 422(—4) ##x%x
276 399(—5) skxkx 4.04(—5) 1.006 643(—6) 1.604 3.96(—5) %
277 2.00(-5) 0997 2.01(-5) 1.003 2.12(—6) 1.602 8.90(—6) 2.153
278 1.00(-5) 0998 1.01(—5) 1.002 6.98(—7) 1.602 243(—6) 1.873

In all the tables, we denote with EOC the estimated order of convergence obtained as
log, (E(h)/E(h/2)), with E(h) the error corresponding to the step-size h.
For the next test problem, we consider the equation proposed in [25]:

oo 40320 o T(5+a/2) 45 9 34 4\ 3
toy(t)—r(gia)t 31_(5706/2)15 7+41"(Dc+1)+(2t7 t> [v(1)] (31)
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a

with the exact solution given by y(t) = 3 — 3t*72 4 J*. This problem is surely of interest because,
unlike several other problems often proposed in the literature, it does not present an artificial smooth
solution, which is indeed not realistic in most of the fractional-order applications.

The right-hand side and its Jacobian (for implicit methods), together with the main parameters of
the problem, are defined by means of the MATLAB lines:

f_fun = @(t,y,al) 40320/gamma(9-al)*t."~(8-al) - ...

3kgamma (5+al/2) /gamma(5-al/2)*t." (4-al/2)+9/4*gamma(al+l) + ...
(3/2%t.7(al/2)-t.74) .73 - y."(3/2) ;
J_fun = @(t,y,al) -3/2.xy."(1/2) ;

alpha = 0.5 ;
param = alpha ;
t0=0; T=1;
yo =03

and the results concerning errors and EOCs are reported in Table 4.

Table 4. Errors and EOC at T = 1.0 for the FDE (31) with A = 0.5.

PI 1 Expl PI'1Impl. PI2 Impl. PIP.C.

h Error EOC Error EOC Error EOC Error EOC
274 8.03(-2) 7.55(—2) 3.71(-3) 3.56(—3)
275 3.85(—2) 1.060 3.79(—2) 0997 1.04(-3) 1.842 6.03(—4) 2.560
276 1.89(-2) 1.025 1.90(—2) 0.998 2.76(—4) 1907 2.28(—4) 1407
277 940(-3) 1.009 9.48(—3) 1.000 7.19(-5) 1941 1.04(—4) 1135
278 469(—3) 1.002 4.74(—3) 1.001 1.85(—5) 1961 4.50(—5) 1.204
279 235(—-3) 1.000 237(-3) 1.001 4.70(—6) 1974 1.83(—5) 1.294
2710 117(-3) 0999 1.18(-3) 1.002 1.19(—6) 1982 7.15(—6) 1.359

With the aim of showing the application to MOSs of FDEs we first consider a classical
fractional-order dynamical system consisting of the nonlinear Brusselator system:

to

Dﬁ)zz(t) = Bx(t) — x(t)%z(t) (32)
x(to) = xo, z(to) = zo,

and we perform the computation for (a1, a,) = (0.8,0.7), (A, B) = (1.0,3.0) and (xp,zp) = (1.2,2.8)
by means of the following MATLAB lines:

Dx(t) = A— (B+1)x(t) + x(t)2z(t)
t

alpha = [0.8,0.7] ;

A=1;B=3;

param = [ A, B ] ;

f_fun = @(t,y,par) [ ...
par(1) - (par(2)+D)*y(1) + y(1)"2xy(2) ;
par(2)*y(1) - y(1)"2%y(2) 1 ;

J_fun = @(t,y,par) [ ...
-(par(2)+1) + 2xy(L*y(2) , y(1)"2 ;
par(2) - 2xy(L)xy(2) , -y(1)"2 1] ;

t0=0; T = 100 ;

yo=1[1.2; 2.8] ;

After showing in Figure 2 the behavior of the solution, the errors and the EOCs are presented in
Table 5.
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Figure 2. Behavior of the solution of the Brusselator multi-order system (MOS) (32) in the phase plane
(a) and in the (¢, x) and (t,z) planes (b).

Table 5. Errors and EOC at T = 100.0 for the Brusselator system of FDEs (32) with (a1, a2) = (0.8,0.7),
(A,B) = (1.0,3.0) and (xg,z) = (1.2,2.8).

PI 1 Expl PI'1Impl. PI 2 Impl. PIP.C.

h Error EOC Error EOC Error EOC Error EOC
272 464(-1) 1.03(0) 490(—2) 1.16(0)
273 232(-1) 0996 520(—1) 0988 7.84(—3) 2.643 2.92(—1) 1.994
274 122(-1) 0926 2.25(—1) 1211 2.85(-3) 1460 5.80(—2) 2333
275 6.86(—2) 0834 9.84(-2) 1.191 7.63(—4) 1903 1.28(—2) 2.179
276 369(—2) 0.896 4.52(—2) 1.124 1.92(—4) 1991 3.41(-3) 1910
277 192(—2) 0941 215(-2) 1.071 4.60(-5) 2060 1.01(-3) 1.758

A more involved problem has been considered in [50] as a benchmark problem for testing software
for fractional-order problems. It is defined as:

D?O'Sx(t):ﬁ(( _05(()—0.3)+\/E)
DY2y(t) = T(2.2)(x(H) = 1) (33)
Doz (t) = 135 (y(t) - 05)

0) = 1 10) = 05, 2(0) — 03,

and its analytical solution is x(t) = t + 1, y(t) = t'2 + 0.5 and z(t) = t'.8 4 0.3. The results of the
evaluation performed on the interval t € [0, 5] by means of the set of MATLAB lines:

alpha = [0.5, 0.2, 0.6] ;

f_fun = @(t,y) [ ...
(((y(2)-0.5) .*(y(3)-0.3)).7(1/6) + sqrt(t))/sqrt(pi) ;
gamma (2.2)*(y(1)-1) ;
gamma (2.8) /gamma (2.2)*(y(2)-0.5) 1 ;

J_fun = @(t,y) [ ...
0, (y(2)-0.5).7(-5/6) .x(y(3)-0.3).7(1/6)/6/sqrt(pi) ,

(y(2)-0.5).7(1/6) .*(y(3)-0.3).7(-5/6)/6/sqrt(pi) ;

gamma(2.2) , 0 , 0 ;
0 , gamma(2.8)/gamma(2.2) , 0] ;

t0=0; T=5;

yo = [ 1 ; 0.500000001 ; 0.300000001 ] ;
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are presented in Table 6 where, as suggested in [50], relative errors are evaluated since some of the
components of the system rapidly increase.

Table 6. Errors and EOC at T = 5.0 for the MOS of FDEs (33).

PI1Expl PI1Impl. PI2 Impl. PIP.C.

h Error EOC Error EOC Error EOC Error EOC
272 256(—1) 1.37(-1) 7.30(—3) 7.84(-2)
273 131(—1) 0963 7.41(-2) 0.892 3.16(-3) 1210 3.50(—2) 1.163
27% 6.60(—2) 0992 395(-2) 0905 135(-3) 1227 1.56(-2) 1171
25 3.29(—-2) 1005 2.09(-2) 0918 5.72(—4) 1238 6.89(-3) 1.175
276 1.63(-2) 1011 1.10(—2) 0930 241(—4) 1245 3.04(-3) 1.178
27 809(-3) 1013 572(—3) 0940 1.01(—4) 1250 1.34(-3) 1.180

The main issue with this test equation is related to the presence of a real power in the first equation,
which makes the Jacobian of the given function singular at the origin, and hence, it is not possible to
apply the Newton-Raphson iterative process in the same way as described in Section 3.3. There are
different ways to overcome this issue; for these experiments, we have simply perturbed the initial
values by a small amount ¢ = 10~%; clearly, this perturbation affects the accuracy of the obtained
solution, but as we can see from Table 6, where the error is evaluated with respect to the exact solution
evaluated with correct initial values, the loss of accuracy is negligible.

Clearly, a comparison of the computational times with those reported in [50] is not possible due to
the different features of the computers used for the experiments. Anyway, for the sake of completeness,
we report here that with the step-size h = 277, which provides accuracies comparable with those
obtained in [50], the execution times (in seconds) of the four MATLAB routines are respectively 0.0369,
0.0923, 0.1258 and 0.0668.

We conclude this presentation with the multi-term case. As a first test equation, we consider the
Bagley—Torvik equation (e.g, see [1]):

{ V" (6) + DRy (6) + by(h) = £(6,y(0), 8

y(to) = vo, v/ (to) = 3,

in which, with the aim of showing the robustness of the approaches described in Section 4.2, we have
replaced the standard external source f(t) with a non-linear term f(t,y(t)) depending on the solution
y(t). On the interval [0, T], we select the parametersa = 2, b = %, the initial conditions yp = 0 and
yém = 0 and the non-linear given function f(f,y) = > — y>/2. We first show the MATLAB code to set
this problem:

alpha = [2 3/2 0] ;

lambda = [1 2 1/2] ;

f_fun = @(t,y) t.”2 - y.~(3/2) ;
J_fun = @(t,y) -3/2xy."(1/2) ;
t0=0; T=5;

yo=1[0,01;

and hence, the results of the numerical computation by means of the four codes:

[t, y] = MT_FDE_PI1_Ex(alpha,lambda,f_fun,t0,T,y0,h)
[t, y] = MT_FDE_PI1_Im(alpha,lambda,f_fun,J_fun,t0,T,y0,h)
[t, y] = MT_FDE_PI2_Im(alpha,lambda,f_fun,J_fun,t0,T,y0,h)
[t, y] = MT_FDE_PI12_PC(alpha,lambda,f_fun,t0,T,y0,h)

are presented in Table 7.
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Table 7. Errors and EOC at T = 5.0 for the multi-term FDE (34) with (a,b) = (2.0,0.5), y(0) = 0 and

y'(0) =0.
PI1 Expl PI1Impl. PI 2 Impl. PIP.C.

h Error EOC Error EOC Error EOC Error EOC
272 352(-2) 8.17(-2) 2.72(—4) 8.53(—2)
273 216(—2) 0704 3.94(—2) 1.053 7.03(-5) 1950 2.36(—2) 1.855
274 122(-2) 0826 1.88(-2) 1067 1.75(-5) 2.005 7.21(-3) 1.709
275 658(—3) 0.888 9.00(—3) 1063 4.30(—6) 2.026 2.36(—3) 1.609
26 347(-3) 0925 4.34(-3) 1052 1.04(—6) 2.046 8.00(—4) 1.564
27 1.80(—3) 0948 211(—3) 1.041 246(—7) 2082 2.75(—4) 1540

Another interesting example is presented in [50] as the benchmark Problem 2 and consists of the
multi-term FDE:

{ y"(1) + D§/2y(1) + " (1) + 49/ (1) + Dy *y(1) + 4y (t) = 6 cost, )
y(0) =1,y (0) =1,5"(0) = -1

whose exact solution is y(t) = v/2sin(t + 77/4). The MATLAB lines for describing this problem on the
interval [0, 100] are:

alpha = [3 2.5 2 1 0.5 0] ;
lambda = [1 1 1 4 1 4] ;
f_fun = @(t,y) 6*cos(t) ;
J_fun = @(t,y) O ;

t0 =0 ; T = 100 ;
yo=[1,1, -17 ;

and the results obtained by the four MATLAB codes for multi-term FDEs are reported in Table 8.

Table 8. Errors and EOC at T = 100.0 for the multi-term FDE (35).

PI1Expl PI1Impl. PI2 Impl. PIP.C.

h Error EOC Error EOC Error EOC Error EOC
272 223(-2) 3.07(-2) 1.69(-3) 2.20(-2)
273 1.03(—2) 1120 1.34(—2) 1.199 4.04(—4) 2062 435(—3) 2335
274 433(-3) 1244 6.16(-3) 1119 9.84(-5) 2.036 1.24(—3) 1.808
275 229(-3) 0918 292(—3) 1.079 242(-5) 2.024 3.98(—4) 1.642
276 120(—-3) 0934 140(—3) 1.055 597(—6) 2.018 134(—4) 1575
277 6.18(—4) 0959 6.84(—4) 1.036 1.50(—6) 1.993 4.58(—5) 1.544

In [50], the problem of integrating Equation (35) on the very large integration interval [0, 5000]
has been discussed. This challenging problem requires a remarkable computational effort, especially
when high accuracy is demanded, and in Table 9, we have reported the execution times for the same
step-sizes h of the previous experiments (in the second column of the table, the corresponding number
N of grid-points is also indicated).
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Table 9. Execution times (in seconds) for solving the multi-term FDE (35) at T = 5000.

h N PI1Expl PI1Impl. PI2Impl. PIPC. N(log,N)*

220,000  1.1224 1.8754 1.9601 26078  4.08 x 10°
340,000  2.0545 3.6506 3.8378 51718  9.35 x 10°
480,000 4.1367 7.3493 7.6927 10.4410  2.12 x 107
~5 160,000  8.3460 14.7751 154799  21.0344 4.78 x 107
6 320,000 169107 29.6091 309253 423168 1.07 x 10
7 640,000  34.7736 60.1003 62.8137  86.0035 2.38 x 10°

We must report that integrating on [0, 5000] with small step-sizes by the two methods based
on the PI trapezoidal rules leads to some loss of accuracy, while the two methods based only on PI
rectangular rules still continue to provide accurate results; this phenomenon, which suggests avoiding
the use of PI trapezoidal rules on very large integration intervals, seems related to the accumulation
of round-off errors due to the huge number of floating point operations (indeed, the same issue is
not reported on smaller integration intervals); as already mentioned in Section 3.4, the number of
floating-point operations is proportional to O (N(log, N)?) (this value is reported in the last column
of Table 9), a number that becomes very high in this case.

The propagation of round-off errors for the integration of fractional-order problems on large
intervals needs however to be studied in a more in-depth way; as a rule of thumb, in these cases, we just
suggest to prefer PI rectangular rules to PI trapezoidal rules due to their better stability properties [29].

7. Conclusions

In this paper we have presented some of the existing methods for numerically solving systems of
FDEs and we have discussed their application to multi-order systems and linear multi-term FDEs. In
particular, we have focused on the efficient implementation of product integration rules and we have
presented some Matlab routines by providing a tutorial guide to their use. Their application has been
moreover illustrated in details by means of some examples.

Supplementary Materials: The MATLAB codes presented in the paper and listed in Table 2 are available on the
software page of the author’s web-site at https://www.dm.uniba.it/Members/garrappa/Software.
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Abbreviations

The following abbreviations are used in this manuscript:

FDE Fractional differential equation
ODE  Ordinary differential equation

RL Riemann-Liouville

PI Product integration

FLLM  Fractional linear multi-step method
LMM  Linear multi-step method

PC Predictor-corrector

MOS  Multi-order system

FFT Fast Fourier transform
VIE Volterra integral equation
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Abstract: Multiterm fractional differential equations (MTFDEs) nowadays represent a widely used
tool to model many important processes, particularly for multirate systems. Their numerical solution
is then a compelling subject that deserves great attention, not least because of the difficulties to
apply general purpose methods for fractional differential equations (FDEs) to this case. In this paper,
we first transform the MTFDESs into equivalent systems of FDEs, as done by Diethelm and Ford;
in this way, the solution can be expressed in terms of Mittag-Leffler (ML) functions evaluated at
matrix arguments. We then propose to compute it by resorting to the matrix approach proposed by
Garrappa and Popolizio. Several numerical tests are presented that clearly show that this matrix
approach is very accurate and fast, also in comparison with other numerical methods.

Keywords: fractional differential equations; multiterm differential equations; Mittag—Leffler function;
matrix function; fractional calculus

1. Introduction

The use of fractional order derivatives is nowadays widespread in many fields. Indeed, the
possibility to use any real order improves the modeling of several phenomena in physics, engineering
and many application areas. The available literature on fractional calculus is very rich, and we cite
only, among the others, [1-5]. It is a fact that the theoretical analysis of fractional differential equations
(FDEs) is much more advanced than finding their numerical solution. This topic is indeed very delicate
and much more difficult than finding the numerical solution of differential equations of integer order
(ODEs). The introduction of effective numerical methods is recent (see, e.g., [6-13] and the books [4,14]
together with the references therein). Several numerical methods for FDEs are generalizations of
well-established methods for ODEs with appropriate changes. A common problem when dealing with
FDEs is the loss of order with respect to the ODE case. This is mainly due to the fact that solutions of
FDEs (and their fractional derivatives) are usually not smooth.

In this paper, we address the numerical solution of multiterm fractional differential equations
(MTFDEs), that is, FDEs in which multiple fractional derivatives are involved. These turn out to be very
helpful in many fields, particularly to model complex multirate physical processes. However, even
if many numerical methods for FDEs can be extended to MTFDEs, delicate issues such as numerical
stability, convergence or accuracy cannot be easily predicted in this case. Many authors have worked
thoroughly on their numerical solution [15-22]. We restrict our attention to the linear case that includes
important models, such as the Bagley-Torvik equation [23], the fractional oscillation equation [24] and
many others.

Crucial contributions to the numerical solution of MTFDEs came from Diethelm and
coauthors [4,16,17,25]. An important result therein is the equivalence between a MTFDE and a
single-order system of FDEs [16]. In this paper, we propose a numerical approach that is grounded
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on this equivalent formulation; indeed, its solution can be expressed in terms of the Mittag—Leffler
(ML) function evaluated in the coefficient matrix. The ML function is fundamental in the analysis of
fractional calculus, not least because the exact solution of many FDEs can be expressed in terms of
this function. However, for a long time, this has been considered only as a theoretical tool because
of the lack of effective methods to numerically approximate this function. Only recently have many
advances been made for the numerical evaluation of the scalar ML function [26-29]; the case of matrix
arguments has since been analyzed [30,31], and finally a numerical algorithm has been accomplished,
which reaches very high accuracies [32]. In this paper, we show the effectiveness of the matrix
approach when solving MTFDEs, both in terms of execution time and in terms of accuracy, and also
in comparison with some well-established numerical methods. The test equations we consider are
well known in literature, and their exact solution is at our disposal. This is fundamental to test the
reliability. However, the tests we present show an excellent accuracy, and thus the approach can be
favorably applied to solve more general multiterm FDEs.

In particular, among the available numerical methods for MTFDEs, we consider the product
integration (PI) rules. These nowadays represent a valuable numerical method for FDEs, although
they were originally proposed for the numerical solution of Volterra integral formulas (see, e.g., [33]).
Indeed, as a result of the possibility of rewriting any linear FDE as a weakly singular Volterra integral
equation of second-type, a generalization of PI rules has been applied to FDEs [12,19,21,34-36]. In our
numerical tests, we compare the approach we propose to the results given by methods belonging to
this class.

The paper is organized as follows: In Section 2, we briefly review the main definitions of fractional
calculus, and we linger on the multiterm case. We present the main theoretical tool, given by Diethelm
and Ford [16,25], to transform the MTFDE into an equivalent system of FDEs. In Section 3, we address
the numerical solution of this equivalent system. This essentially grounds on ML functions with matrix
arguments, and we introduce the numerical method proposed by Garrappa and Popolizio [32] to
compute matrix ML functions. The performance is tested in Section 4, where we give a comparison
with PI methods for several tests; in the same section, a brief description of these methods is presented.

2. Fractional Differential Equations

Fractional derivatives can be introduced by means of the Riemann-Liouville (RL) definition
or the Caputo definition [3]. These coincide when equipped with homogeneous initial conditions,
while in the more general case, important peculiar features separate them. Both of these have been
extensively analyzed and are commonly used. However, in the context of the multiterm case we
discuss, the definition by Caputo is generally preferred (see the discussion in [16,17,25]). Thus for any
« € R, the fractional derivative D* is defined as

PP | A )
Dy(t) = T(m—a) /0 (t — u)ati-m du

with T'(-) denoting Euler’s gamma function and m = [«] being the smallest integer greater than
or equal to a. The use of this definition allows us to use as initial conditions the values of y and
its derivatives of integer order; that is, we augment the differential equation of order a with initial
conditions of the form

y®0) =y¥, k=01,...,m—1

We are interested in the numerical solution of linear MTFDEs of the form given by the equation

kﬁ a D%y (t) = £(1 )
=0

withay € R, a, #0and 0 < ap < ... < ay. The associated initial conditions are
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y D) =y, i=01,...,[a] — 1

The MTFDE (Equation (1)) is defined as commensurate if the numbers «y, . .., ;; are commensurate,
that is, if the quotients &;/«; are rational numbers for all i,j € {0,...,n}.

One of the main differences is that for MTFDEs, the RL definition would require initial conditions
corresponding to each fractional derivative order that appears in the equations, while the Caputo
definition merely requires the initial conditions for integer-order derivatives. Moreover, only the
Caputo derivative operator has, under suitable hypotheses on continuity, the semigroup property,
which is a fundamental tool to treat the multiterm case (see Theorem 1 in the following).

The analytical solution of the problem (Equation (1)) was thoroughly addressed by Gorenflo
and Luchko [15], who gave its explicit expression, through ML-type functions, by using operational
calculus for the Caputo fractional derivative.

The analysis of commensurate MTFDEs becomes simpler by applying an approach commonly
used for ODEs. Indeed, given an ODE of order 2 or above, it can be converted to a system of first-order
ODEs. Analogously, we can rewrite a commensurate MTFDE as a single-order system of FDEs,
according to well-known theoretical results [16,25]. We report here the main theorem stating this
equivalence (as given in [4]).

Theorem 1. Consider the equation

D*y(t) = f(t,y(t), D"1y(t), D*2y(t),..., D™ 1y(t)) )

subject to the initial condition
yO) =y, =01 ] -1
where o > a1 > ... > a1 >0, aj—wjq < 1forallj =2,3,...,kand 0 < ay < 1. Assuming that

a; € Qforallj=1,2,...,k, define M to be the least common multiple of the denominators of a1, aa, . . ., &y,
and set v =1/ M and N = May. Then this initial value problem is equivalent to the system of equations

D7yo(t) = y1(t)
D7yi(t) = y2(t) ®)

D7yn-a(t) = yn-1(t)
DVyn—1(t) = f(t,50(E), Yay/9(), - Yy /4 (F))

together with the initial conditions

w™ if j/M e N
yj(0) =
0 else

in the following sense:

1. Whenever Y := (yo,...,yn—1)" withyo € CI*1(0,b] for some b > 0 is the solution of the system given
by Equation (3), the function y := yq solves the multiterm initial value problem of Equation (2).

2. Whenever y € CI*1(0,b] is a solution of the multiterm initial value problem Equation (2), the vector
function Y := (yo,...,yn-1)" := (y, D7y, D*1y,..., DIN"VNNT solves the multidimensional initial
value problem of Equation (3).

The equivalence stated above can in fact also be applied to any multiterm equation. Indeed,

Diethelm and Ford [16] showed that when the orders of the fractional derivatives are approximated
by commensurate ones, the errors between the solutions of the two systems are comparable to the
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errors between the orders, to thus ensure the structural stability. In practice, because any real number
can be approximated arbitrarily closely by a rational number, any MTFDE can be approximated
arbitrarily closely by a commensurate one; this remark allows us to restrict our attention to the
commensurate case.

3. Matrix Approach for the Solution of Linear MTFDEs

As a result of Theorem 1, the linear MTFDE (Equation (1)) can be reformulated in terms of a linear
system of FDEs of the form

D¥Y(t) = AY(t) +enf(t), Y(0) =Yo )

where ¢, = (0, 0,...,0, 1) T € R", Y} is composed in a suitable way on the basis of the initial values,
and the coefficient matrix A € R"*" is the companion matrix:

0 1 0 0
0 0 1 0
A= : : : - :
0 0 0o ... 1
_4 M 0 _ -1
an an [ an

Once the solution Y () of Equation (4) has been computed, we keep only its first component, which,
as stated in Theorem 1, corresponds to the (scalar) solution of the MTFDE (Equation (1)).
It is well known that the exact solution Y (t) of Equation (4) is

Y(t) = Egq(t*A)Yp + /Ot(t — ) B (= T)*A)enf(T)dT ®)

with E, 4 denoting the ML function that, for complex parameters a and g, with f(«) > 0, is defined by
means of the series

[ Zj
E zZ) = = o\ z e C 6
D(,/S( ) ];()r(“]+ ) ()
E,p(z) is clearly a generalization of the exponential function to which it reduces whena = g =1,
asforje N, itisT'(j+1) =l
The solution is even simpler when f(t) can be expressed in terms of powers (possibly of
non-integer order) of f, as no integral is required. Namely, if

fB) =3 et

veg

with G C {v € R,v > —1} being an index set and ¢, being some real coefficients, then, as a result of
well-known theoretical results (see, e.g., [3]), the true solution can be written as

Y(t) = Eg1(B"A)Yo + Y T (v + D)tV Eyqyia (4 A)en (7)
veg

Source terms of this kind are common in applications, often resulting from the approximation of
given signals. We thus present the numerical solutions of test cases of this form. The more general
situation described in Equation (5) requires exactly the same matrix approach we describe, combined
with some quadrature methods.

It is decisive that the solution Y (t) written as Equation (7) essentially relies on ¢ and not on [0, £];
instead, any numerical method for FDEs has to work on the whole interval. This is a fundamental
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difference and a great strength of the matrix approach, particularly when integration is required for
large values of t.

The solution as given in Equation (7) essentially requires the computation of the ML function with
the matrix argument t* A. The numerical computation of matrix functions is an extensively studied
topic that has deserved great attention during the last decades (we refer to Higham [37] for a complete
treatise and a full list of references). Only recent studies have considered matrix arguments for the
ML function (see, e.g., [30-32,38,39]). To be precise, even the numerical scalar case has received poor
attention, and only recently has Garrappa [29] developed a powerful Matlab routine (m1.m, available on
Matlab website) that gives very accurate results for arguments all over the complex plane. Thereafter,
an effective numerical procedure for the matrix case has been proposed [32], and we apply this for
our computations. Interestingly, the computation of the matrix ML function turns out to be very
accurate, practically close to the machine precision. The resulting matrix approach to approximate
Equation (7) thus proves to be very accurate and favorable also for its computational costs; indeed,
once the matrices E, g(t*A) have been computed, only few additional matrix-vector products and
vector sums are needed to obtain the solution.

4. Numerical Solution of FDEs

In this section, we present several numerical tests in order to show the effectiveness of the matrix
approach discussed in Section 3. Moreover we compare it with PI rules. We briefly recall here the main
features of these methods, while we refer to the related references listed in the introduction and to [21]
for a complete treatise on their use for the numerical solution of MTFDEs.

4.1. Product Integration Rules

To introduce PI rules, we first need to recall some basics of fractional calculus (we refer to [4] for
details). The RL integral is defined as

) = ey =0y ®

We let T;[y; 0] denote the Taylor polynomial of degree j for the function y(t) centered at the point
0; then the following relation holds [4]:

J*Doy(t) = y(t) = Tu-1[y;0](t) for m = [«] ©)

Thus, if we compute the RL integral J** for both terms in Equation (1), after some manipulations,

we obtain
n—1

[T 1
9(0) = T, a0 = 1 2 ly(0) = T a 01 (0] + - I £(0)
i=1
PI rules approximate the expression above by applying suitable quadrature formulas to the
involved RL integrals. More precisely, they use, on a grid with a constant step-size i > 0, piecewise
interpolant polynomials of fixed order, and the resulting integrals are evaluated exactly. For our
numerical tests, we deal with PI rules using polynomials of first and second order.

4.2. Numerical Tests

The focus of our numerical tests is on both the accuracy and the computation time. For the
former task, we consider MTFDEs whose exact solution is known. Moreover, as stated in Section 3,
the key strength of the matrix approach arises when integration on long time intervals [0, T] is required.
Indeed, PI rules need to work on the whole interval, while the matrix approach computes directly at
T. For this reason, we consider fairly large values of T, namely, T = 10,50, 100; we stress that these
values are fair, particularly when the interest is on the qualitative description of physical models.
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For the matrix approach, the routine by Garrappa is used (https://www.dm.uniba.it/Members/
garrappa/ml_matrix), while for PI rules, we follow the codes as described in [21].

All the experiments have been carried out in Matlab version 8.3.0.532 (R2014a) on a Intel(R)
Core(TM) running at 2.50 GHz under Windows 10. The execution time results from an average of
20 runs.

The step-size h for PI methods was selected to obtain good accuracies and a reasonable execution
time. The labels PI; and PI, in the following denote the first- and second-order PI methods, respectively.

4.2.1. Bagley-Torvik Equation

Fractional calculus is a common theoretical tool in the field of rheology. Here, an important model
is given by Bagley and Torvik [23], who introduced the equation

a1 D?y(t) + ;D3 2y () + agy(t) = f(t) (10)

to describe the motion of a rigid plate immersed in a Newtonian fluid. The coefficients a;, i = 1,2, 3 are
real, a1 # 0, and homogeneous initial conditions are considered to ensure the unicity of the solution.
Diethelm and Ford [25] deeply analyzed the numerical solution of Equation (10); the approach they
propose starts by rewriting it as a system of four FDEs of order 1/2 by following Theorem 1. Thus our
matrix approach works with 4 x 4 matrices. For PI methods, we use h = 273,

We consider a; =1, i =1,2,3and f(t) = t + 1 to let the exact solution be y(t) = t + 1.

From Figure 1, we may appreciate the great accuracy of the matrix approach. PI, is also very
accurate, particularly for small values of ¢, while PI; improves as t becomes larger but never reaches
accuracies comparable to other methods. In terms of execution time, Table 1 shows that PI; and the
matrix approach are similar for T = 10, while the latter is more than 10 times faster for T = 50, 100.
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Figure 1. Error for the matrix approach and the product integration (PI) methods compared with the
exact solution of the Bagley-Torvik equation. h = 273 for PI.
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Table 1. Comparison of execution time for the matrix approach and the product integration (PI)
methods for computing the approximate solution at T.

T Matrix PI; PI,

10 54x1073 3.0x1073 65x1073
50 49x107% 16x1072 31x1072
100 40x1073 32x10°2 62x10°2

4.2.2. The Basset Problem

The Basset equation is a classical model for the dynamics of a sphere immersed in an
incompressible viscous fluid and subject to an elastic force. It was first considered by Basset in
1888, who interpreted the particle velocity relative to the fluid in terms of a fractional derivative of
order 1/2; this term is now called the Basset force. There are many studies on the Basset equation
(see, e.g., [1,2,40-42]). Moreover, a generalization of the Basset force with fractional derivatives of
order 0 < a < 11is given by Mainardi [2].

The general equation is
dlx

i 1—a ™ — +) —
) dta+1}v(t)_1, VOt =0, 0<a<1 a1

The true solution of this problem is
V(t)=1—-M(t«a)

with M(t; «) to be determined by some inversion method. In particular, when « = p/gq, with p, q being
integer numbers and p < g, then

q
M(t;p/q) = Y CkE1/q(axt'/?)
=1

where ay,ay,..., a4 are the zeros of the polynomial P(x) = x7 + sA=p/Dyr 41, A;l = H?:l(ak —aj),
j ;ﬁ k and Ck = 7Ak/ak [40,41]

For our numerical tests, we considered @ = 1/2, which results in the equivalent system of
dimension 2 x 2. We considered § = 9/ (1 + 2x) with y = 10, as in [2], and / = 2~ for PI. For & = 0.25
and for other values of x, the results were very similar, and thus we omit their presentation.

Figure 2 reveals the excellent accuracy reached by the matrix approach. For this test, the method
PI, was more accurate than Py, but it never caught the matrix approach. Moreover, the execution time
was much longer, even 100 times greater than that of the matrix approach, as Table 2 reports.

Table 2. Comparison of execution time for the matrix approach and the product integration (PI)
methods for computing the approximate solution at T for « = 0.5.

T Matrix PI PI,

10 1.6x107% 63x1073 12x102
50 1.6x1073 32x102 62x10°2
100 11x1073 61x1072 13x10°!

4.2.3. Fractional Oscillation Equation

The fractional oscillation equation is one of the basic examples to show the generalization of
standard differential equations to fractional equations [2]. Its general form is

D*y(t) + w'y(t) =0 (12)
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for1 < a <2andt > 0. Two initial conditions are needed to uniquely solve this equation, namely,
y(0) and i/ (0). If we assume that the latter is zero, the exact solution can be expressed in terms of the
ML function:

y(t) = y(0)En1 (= (wt)")
As in [43], we consider & = 1.95, w = 1, y(0) = 1, and ¥/(0) = 0. With this choice, the system
corresponding to Equation (12) has dimension N = 39. The step-size for Plis h = 277.
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Figure 2. Error for the matrix approach and the product integration (PI) methods compared with the
exact solution for & = 0.5 for the Basset equation.

Figure 3 shows the error between the exact solution and the approximations given by the matrix
approach and the PI methods. As for the previous examples, the matrix approach was definitely the
most accurate and the fastest, as shown in Table 3. Indeed, for the largest T value, the execution time
for the PI;, method was more than 30 times longer than that for the matrix approach.

Table 3. Comparison of execution time for the matrix approach and the product integration (PI)
methods for computing the approximate solution at T.

T Matrix PI; PI,

10 25x1072 44x1072 89x102
50 27x107%2 22x107! 45x107!
100 2.7x1072 44x10"1 9.0x107!
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Figure 3. Error for the matrix approach and the product integration (PI) methods compared with the
exact solution for the fractional oscillation equation.
4.2.4. Academic Examples

Example 1
We consider the MTFDE proposed in [44]:

3.2125
r(0.5)’

D2y(t) + DY2y(t) + y(t) = £> + 6t + y(0) =0, ¥'(0) =0 (13)
whose exact solution is y(t) = t°.

The resulting matrix has dimension 2 x 2. We use h = 273 for PI methods.

Figure 4 shows that the matrix approach was the most accurate for this test, even if PI, reached very
high accuracies. However the former was the cheapest in terms of execution time, as Table 4 reports.

Table 4. Comparison of execution time for the matrix approach and the product integration (PI)
methods for computing the approximate solution at T of Equation (13).

T Matrix PI; PI,

10 84x10% 41x103 73x1073
50 95x1073 24x1072 51x1072
100 59x107% 37x1072 73x1072
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Figure 4. Relative error for the matrix approach and the product integration (PI) methods compared
with the exact solution for Equation (13).

Example 2
We consider a test problem proposed in [19]. The FDE to solve is

m!

Dy +y®) ="+ roa =y

" y(0) =0, 0<a<1l meN (14)

whose exact solution is y(t) = t".

We use, as in [19], the values m = 4 and & = 0.4. For the matrix approach, matrices of dimension
2 x 2 come into play, while for the PI methods, we use h = 277.

The comments for the previous tests apply also for this case: from Figure 5 we may appreciate
the excellent accuracy of the matrix approach while Table 5 reveals an even greater gap in terms of
execution time, with a difference of 3 orders of magnitude between the matrix approach and PI,.

Error

10701

1072}

107} W

10716 L L L L J
0 20 40 60 80 100

Figure 5. Relative error for the matrix approach and the product integration (PI) methods compared
with the exact solution for « = 0.4 for Equation (14).
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Table 5. Comparison of execution time for the matrix approach and the product integration (PI)
methods for computing the approximate solution at T for a = 0.4.

T Matrix PI; PI,

10 52x10% 81x102 16x10°!
50 47x107% 40x1071 80x107!
100 32x1073 79x10°!  1.6x10°
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Abstract: A significant reduction in the time required to obtain an estimate of the mean frequency of
the spectrum of Doppler signals when seeking to measure the instantaneous velocity of dangerous
near-Earth cosmic objects (NEO) is an important task being developed to counter the threat from
asteroids. Spectral analysis methods have shown that the coordinate of the centroid of the Doppler
signal spectrum can be found by using operations in the time domain without spectral processing.
At the same time, an increase in the speed of resolving the algorithm for estimating the mean
frequency of the spectrum is achieved by using fractional differentiation without spectral processing.
Thus, an accurate estimate of location of the centroid for the spectrum of Doppler signals can be
obtained in the time domain as the signal arrives. This paper considers the implementation of a
fractional-differentiating filter of the order of /2 by a set of automation astatic transfer elements, which
greatly simplifies practical implementation. Real technical devices have the ultimate time delay,
albeit small in comparison with the duration of the signal. As a result, the real filter will process
the signal with some error. In accordance with this, this paper introduces and uses the concept of
a “pre-derivative” of V2 of magnitude. An optimal algorithm for realizing the structure of the filter
is proposed based on the criterion of minimum mean square error. Relations are obtained for the
quadrature coefficients that determine the structure of the filter.

Keywords: near-earth objects; potentially hazardous asteroids; radial velocity determination; real-time
measurements; differential filter; fractional derivative; approximate integration; exponential series

1. Introduction

A number of technical problems require the estimation of the parameters of the spectrum of
broadband signals in real time. For example, in radar, the central frequency of the Doppler signal
spectrum determines the radial component of the speed of the moving object and is necessary for
prediction of its trajectory. In particular, this issue refers to Doppler radar systems that measure the
spectral characteristics of beats of a probing and reflected signal. Accurate and rapid measurement
of these parameters, in this case, is a necessary condition for effective operation of such systems.
However, in order to estimate the parameters of the reflected signal spectrum, the use of spectral
analysis does not always satisfy operational requirements. For example, the spectrum of the Doppler
signal can be broadened by the motion of individual points of the object with different velocities.
In the case when the various points of the object forming the reflected signal move with different
velocities (for example, when the object rotates), the reflected signal can have a wide spectrum of
Doppler frequencies corresponding to the spectrum of the reflecting point velocities on its surface.
In such a case, the centroid of the energy spectrum of the Doppler signal is used as the Doppler
frequency in the radar, which remains a stable characteristic corresponding to the motion of the
center of mass of the moving object. A complex movement of an object can take place if the object
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maneuvers. For uncontrolled objects, in particular, asteroids, tumbling (rotation with respect to all
three axes with incommensurable angular velocities) is a common phenomenon when moving along a
ballistic trajectory [1]. This reduces the accuracy of estimating the instantaneous speed of the object
and complicates the forecast of its trajectory. The priority of mankind to counteract the threat from
near-Earth cosmic objects (NEO’s) explains the importance of solving the subtask of ultra-fast and
ultra-precise determination of the speed of a fast asteroid [2].

A fast and accurate forecast of the trajectory of a dangerous cosmic object is necessary for
calculating the point of encounter for weapons to destroy such an object. Forecasting the trajectory is
undertaken by measuring the speed of the object based on the analysis of the Doppler frequency shift
of the reflected radar signal.

Increasing the accuracy and speed of measuring the frequency of the Doppler signal is a
prerequisite for the effective operation of space-based radar systems. At the final stage of the weapons’
approach to the object, the parameters of the asteroid’s motion must be measured quickly. At velocities
of cosmic objects of several tens of km/s, the error price multiplies many times, and the requirements
for accuracy must be maximized.

It was shown in [3,4] that an estimate of the velocity of the “average” point of a fast moving
asteroid can be reduced to a calculation of the derivative of order % from the so-called “Doppler
signal”, that is, the beat signal of the reflected and probing signals. On the basis of this, an algorithm
for the operation of a fractional-differentiating filter (FDF) of order 2 has been proposed, which allows
for the estimation of the centroid of the spectrum of the input signal to be obtained in real time without
spectral processing. It has also been shown that the use of such a fractal-processing algorithm makes it
possible to increase the rate by which an estimate can be obtained by up to six orders of magnitude [4].

Of course, modern signal-processing tools should be designed as digital, given obvious progress
in the development of digital devices, and questions about the analog methods. The characteristics of
digital filters are absolutely stable, while the parameters of analog filters are unstable and depend on
external conditions.

Nevertheless, models of analog devices usually precede the construction of digital models. Analog
algorithms are more obvious than digital ones. The analog filter in this problem is interesting in that it
allows for real-time signal processing, i.e., at the rate of input of the input signal.

In the present paper, using an analog FDF as an example, we consider its possible use by simple
technical means in the form of a set of operations realized by simple elements of—astatic transfer
elements of the first order. We show that, mathematically, the structure of the FDF can be represented
by a linear approximation of the kernel of the fractional derivative operator of the order of ¥ by
decaying exponents. We propose an optimal realization of the structure of the FDF by the criterion of
minimum mean square error.

The problem considered in the present paper belongs to that class of problems pertaining to the
recognition of signal singularities. We note the rapid growth of the development of algorithms using
fractional differentiation, specifically in the field of artificial intelligence. These include, for example,
image-processing algorithms [5], the identification of image features [6-8], and computer [9-11] and
experimental [12,13] implementation of fractal proportional-integral-derivative (PID) controllers for
industrial control systems.

2. The Possibility of Using Fractal Signal Processing

As a signal x(t), we consider a class of Lebesgue measurable functions L, (Q2) on a set QO = [Tp, T],
—00 < Ty < T < co. In other words, for functions x(t), the inequality [|x(t)|’dt < oo must hold,
Q

where 1 < p < oo. The function x(t) corresponds to the spectral density of the signal amplitude
(spectrum) S(w) = F[x(t)]. Here, the symbol F denotes the Fourier transform of the signal.

In the theory of signals, the method of moments [14] (pp. 135-136) is widely used to estimate the
parameters of the spectrum, according to which the mean frequency and effective width of the signal
spectrum on the positive half-axis of frequencies is defined as the centroid wy and twice the radius
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of inertia (twice the standard deviation) 2Aw of the energy spectrum of the signal E(w) = |S(w) |2
(see Figure 1):

2Aw

il

I
I
|
0 an, @~V

Figure 1. Determination of the parameters of the spectrum wy and Aw of the Doppler signal x(t) by the
method of moments. W (V) is the velocity distribution of the reflecting elements of the object’s surface.

In the case of expanding the spectrum of Doppler frequencies, it can be agreed that the “average”
speed of the object is estimated from the position of the centroid of the spectrum [15] whose definition
is given by the ratio:

(o]

Jw|S(w)|pdw

0

—_———————— @

J18(w) |2dw
0

wpy =

Calculations using Equation (1) require a sufficiently long time for the observation of the signal
and its processing, since processing uses the procedure for calculating the spectrum S(w), which
from the computational point of view is quite laborious. With the number N of signal x(t) samples,
the calculation of the spectrum in the most economical case will require the number Nlog, N of
multiplications by the fast Fourier transform (FFT) technique. To this, we additionally require 2N
multiplications in order to calculate the integrals in the numerator and denominator in the fraction (1).
In addition, in order to carry out these calculations it is necessary to first obtain the entire signal
(all N samples), which introduces an additional delay in obtaining an estimate. Moreover, such an
algorithm requires a fairly large amount of working memory for N counts of the spectrum. In this
case, it is advantageous to have a flow algorithm that allows for the calculation of the numerator
and denominator in Equation (1) in real time as the signal arrives. This condition is satisfied by the
Duhamel integral calculation algorithm, which can be realized using a transversal filter that processes
a signal in the time domain in real time. This allows us to calculate the numerator and denominator in
Equation (1) at the end of the signal.

138



Mathematics 2018, 6,12

It has been shown in [3,4] that the right-hand side of Equation (1) can be represented by the ratio
of the square of the fractional derivative to the square of the signal’s norm (energy), which allows for
us to find the centroid of the spectrum without using the Fourier transform:

fT [Dl/zx(t)]zdt
w=0_ )

T
[ [x (1)t

To

Here D'/? is the operator of the fractional Liouville derivative of half-integer order [16]

1 d
1/2 _
DYox(t) = T dt

(') dt’
t—+t

, ®G)

—
=

3

which we further refer to as the semiderivative operator in accordance with the terminology that
has been accepted in the literature. The denominator of the fraction in Equation (2) is derived using
Parseval’s equation [14] (p. 140) in the transition from the frequency domain to the time domain:

o 9] T
0/ St =5 [ [5te)Pder = 315 = mlx(0) = nl (1) . @

Similarly, on the basis of Parseval’s equality, the numerator of the fraction in (2) is also transformed:

0 o T
[ wls(w)Pdw = %/ |Viws(@)[ de = LIVias(@)I = DY) = g 020’0, G)

0 —To

where i is the imaginary unit. From this, it follows that in order to calculate the centroid of the spectrum,
it is necessary to calculate the square of the norm of the fractional derivative of the order of ¥ and the
signal energy.

The semi-derivative operator must satisfy the following condition:

D2x(t) = F'{Viw Flx(t)]}. ©)

Equation (6) shows that the fractional derivative can be calculated using linear FDF. The action of
the fractional derivative operator according to Equation (6) is interpreted as the convolution of the
investigated signal with the following function

n(t) = B (iw)'?], (7)

which is usually called the pulse response of the FDF. The pulse response (7) is identical to the kernel
of the fractional differentiation operator.

It follows from Equation (2) that for a limited observation interval of signal (T — Ty < o),
the processing time x(f) can be substantially reduced if we calculate the fractional derivative of
the order of % in real time [3,4]. Estimating the location of the centroid of the spectrum (2) can be
undertaken without spectral processing as the reflected signal reaches the detector and is obtained at
the end of the observation interval T. For example, in the problem of the rapid estimation of the radial
velocity of a potentially dangerous near-Earth asteroid, the real computational speed can be increased
by a million times [4].

In fact, for a space object with a diameter of ~100 m and a rotation period of ~10 min, the width of
the velocity spectrum amounts to ~1 m/s, which corresponds to the width of the Doppler spectrum
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in the X band ~50 Hz. In this case, the average Doppler frequency at a speed of 30 km/s is ~2 MHz;
the signal sampling frequency should be appropriately selected as >4 MHz (AT ~ 0.1 MS).

For high-speed resolution (~0.01 m/s or higher), it is necessary to measure the Doppler frequency
with an accuracy of ~0.5 Hz. With a Doppler duration of ~0.1 s, this will require processing N ~ 10°
of the signal samples.

A standard calculation using the FFT method will require Ny, > 2- 107 multiplication operations.
For a processor with a performance of 1 Mflops, this will take about 20 s, while the signal delay in
the filter for the filter of order M = 100 is only T, = MAT = 105 s. Thus, the gain in speed will be
more than six orders. Time costs will be comparable only when using the FFT method on processors
with a performance of several teraflops, which is economically unprofitable and technically difficult
to implement.

Thus, it is important to find the optimal algorithm for an approximate calculation of the fractional
derivative of the signal (maximum accuracy with a minimum of computational operation). If fractional
differentiation is performed on analog devices, then the algorithm simultaneously determines the
design of real devices. The present paper is devoted to the search for the quadrature of the highest
degree of accuracy for finding the approximate value of the fractional semi-derivative.

We emphasize that we do not construct an n-point quadrature of the highest degree of accuracy for
calculating the semi-derivative in which the semi-derivative is approximated by the weighted sum of
the values of the integrand at different nodes. Such a problem was solved long ago [17,18]. Instead, we
find the best approximation precisely for the kernel /(t) of the fractional derivative operator, and the
calculation of the semi-derivative by the quadrature formula deduced by us reduces to the sum of
integrals contained as weight-function damped exponentials.

3. The Pulse Response Characteristic of the Liouville Semi-Derivative

By virtue of the linearity property of the fractional differentiation operator and the difference
kernel, expression (6) can be written as the Duhamel integral [14] (p. 142),

t
DY2x(t) = / x(Eh(t—t)dt, To<t<T, (8)
To

and this means that the fractional differentiation operator can be realized as a linear stationary FDF
with specified characteristics. The general requirements imposed on the filter are expressed by the
conditions (9) and (10).

Among the mandatory requirements is the condition of causality of the impulse response

h(t <0) =0, ©)

which has already been taken into account in its definition in Equation (8).

The specific form of the pulse response is determined by the method of specifying a fractional
derivative. In [3,4], the definition of a fractional Riemann-Liouville derivative was used. Here we
confine ourselves to its particular limiting case, the Liouville derivative [16]

The Liouville derivative (3) has more habitual and evident properties, such as the identity
vanishing of the derivative of a constant. The latter, as follows from Equation (8), implies another
condition on the pulse response

/h(t) dt = 0. (10)
0
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An explicit expression for the pulse response of the Liouville operator of a semi-derivative is
presented in [3,4]:

im0 1
o) =l | e 2@+@yﬂ“4- (11)

Here 4(t) is the Dirac function, and o(t) is the Heaviside function. Since this expression was
originally derived in an article in a hard-to-get edition [19], we reiterate its derivation below.

Definition 1. Let & > 0. Then the left-sided Liouville pre-derivative DY/? of order » is defined by

t
1 d x(t)dt’
DY 2x(t) = == | ——L—. 12
€ () \/Edtioo /t+€_t/ ( )
We call the real quantity € > 0 the parameter of the pre-derivative.
Definition 2. The Liouville fractional derivative of order V> (see Equation (3)) is then defined as the limit of
sequence of the Liouville pre-derivatives:
DY2 = limD}/2. (13)
e—0

Theorem 1. The pulse response of the Liouville operator of a semi-derivative (13) is given by Equation (11).

Proof. Differentiating the integral with a variable upper limit on the rhs of Equation (12) with respect to f,

-

DM2x(t) = L4 () dt _1{«(:)_;} (x(t’)dt’ }

mdt S ire—t T V| Ve tre—t)2 "
, 14
_ 1 tfox(t’)&(tft’)dt’ . 170 x(t) ar
V| L Ve 2 (te—t)y2 ’

and using the definition (6), we find an expression for the pulse response of the pre-derivative in

the form
1| B o(t)
helt) = \/E{ Ve 2(t+s)3/2} =

Passing to the limit ¢ — 0, we confirm that Equation (11) is satisfied.

4. Approximation of Operator Kernel of Fractional Pre-Derivative by Superposition of Damped
Exponentials

For the practical implementation of analog FDF, it is desirable to use the simplest technical means.
These are physical elements with pulse characteristics in the form of damped exponentials that are
the first-order astatic transfer elements [20]. The time of the pulse response decay 7 from the physical
point of view corresponds to the memory time of the physical element.

We construct the best approximation of the impulse response of a FDF of the order of %2 by a
linear combination of damped exponentials. We will take into account the fact that, in the practical
implementation of differentiating or integrating filters, one always has to have finite systems in which
there is a finite delay time e. The magnitude of the time delay e is sufficiently small and is determined
by the signal delay in the input circuits of the analog device. Usually it is a fraction of a microsecond,
which is commensurate with the clock interval of digital signal processing processors, and is small
when compared to the time of signal processing by the filter. As digital technology develops, the value
of ¢ will only decrease.
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Our task is to approximate the component of expression (15), which has the form of a damped

power function,
1

by a set of damped exponentials on the interval ¢ = [0, c0).
The direct Laplace transform of a function f(p),

F(E) = =2 (16)

[eS)

F@) = [ f(p)dp, 17)

0

is the expansion of a function F(¢) over an infinite set (continuum) of exponentials. The problem is
reduced to finding a quadrature formula containing a finite number of exponentials for an approximate
presentation of F(¢),
N
F(&)=Fn(@) +R= Y bre %% +R, (18)
k=1
instead of the true representation (the continuum of exponentials). Here, R is the remainder term, by,

the weight coefficients, and a;, the nodes of the approximating quadrature formula.
Let us change a variable. We introduce the function:

P
o(p) = /f(P’) dp'. (19)
0
Then, (17) can be rewritten in the form:
Pmax
F(&) = / e (@ dg, (20)
0

where p(¢) is the inverse of (19).
From the condition for the existence of the Laplace integral,

oo

/!f(P')\dP' <, (21)

0

and from definition (19), it follows that,
max = 4)(00) < 0o, (22)

and the variable ¢ itself is defined on the interval [0, ¢max]-

The maximum accuracy when approximating the integral (20) by a quadrature of type (18), as we
know, can be achieved using the Gaussian quadrature of the highest degree of accuracy [21]. To achieve
maximum accuracy, when integrating the integral over a finite interval with a fixed number of nodes N,
the quadrature formula follows ¢y as nodes, where a; = p(¢y); we take the nodes ¢y of the Legendre
polynomials, and by as weight coefficients and some functional combinations of them. In this case,
of course, it is necessary to transform the segment [—1, 1] on which the Legendre polynomials are
defined into a segment [0, ¢max]. The nodes and weight coefficients of the Gauss-Legendre quadrature
formulas can be found in the reference books [22].
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We note that the inverse Laplace transform,

c+ico
1
f0) = 5 [ EF@)dE, 23)
and the relation resulting from (19)
fip) = 220), 49

c+ico zp
fP(P):%/ %F(é)dé’. (25)

For F(&) in a particular form (16), the Laplace transform is known:
P] /2
S 2
) =1572)° (26)

Here, T'(x) is the gamma function. Integrating (24), we find:

b 1/2 .
(") _ Vmerf(,/p) —2,/pe” P
o/F( eV dp 21(3/2) =erflvp) = ffe ' &7

The function ¢(p) that is found increases monotonically from zero to the maximum value:
Pmax = 1. (28)

Unfortunately, the function p(¢) according to (27), although continuous on the interval [0, 1], is
non-smooth. When ¢ — 0 it behaves like p ~ (3/4)*°71/3¢%/3, 50 p(¢) does not even have the first
derivative. According to the standard estimate [22],

1

/e rie)dg — Zbke Sax

0

(N)*

(2N+ (2N 3 M, @)

where My is the majorant estimate of the absolute value of the derivative,

dZN
’ 9| < My, (30)

d (PZN

the Gauss-Legendre quadrature will not show rapid convergence with an increasing number of nodes.

5. Test Results

In numerical calculations, a harmonic signal with a constant amplitude and phase was considered
as a model. The accuracy of the approximation was estimated by the mean-square error:

Ry =

(F(@) — Fn(@))'de/ [ 1F(@)Pdz. Q)
0
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Figure 2 demonstrates on a logarithmic scale the approximated function F(&) (upper curve),
and approximating functions Fy (&), successively approaching F(&) at N = 6, 10, 14.

0 10 20 30 . 40 50 60 70 80 ¢
-2 -
-4 ]
-6 - Fy
. N=14
N=10
.10 4
121
N=¢
IgF
lg FN

Figure 2. Dependence of the approximated function F(&) and approximating functions Fy ().

The calculations show that Ry decreases with growth N, but its tendency to zero is relatively
slow because the exponents decrease faster than a polynomial of any degree. The same calculations
show that to achieve acceptable accuracy in radio engineering of 1% (i.e., Ryy = 0.01), it is necessary
to take N = 18 elements. It should be borne in mind that the elements making up a real filter include
errors due to the imperfection of their manufacture. In this case, in practice the error introduced by
each element will be accumulated separately and, therefore, it is not profitable to build a filter from
such a large number of elements (N = 18).

Consider the optimization of the number of elements N in more detail. Let each element be
characterized by a relative error p in the manufacture of the device. It is natural to expect the total error
introduced by N elements to be defined as a statistical error proportional to the root of the number of
elements. Then, the total error of the FDF approximation will be:

= | [IF@ - Fv@de/ [1F@)Pdz +pvN. )
0 0

Figure 3 presents the graphs of the total error ry. If the permissible error of the device is p = 0.01,
then, as follows from the figure, the minimum of the total error as a function of the number of elements
is reached approximately at N = 12. The minimum is thus flat, and this means that when decreasing
the number of elements, the error will change insignificantly. Hence it follows that for almost the same
accuracy of approximation it is economically more advantageous to use 6-8 elements to construct
the FDF.
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Figure 3. Graphs of functions of total errors 7. The lower curve corresponds to the rootmean-square error
Ry From the bottom up are the curves corresponding to the errors of the device p = 0.003, 0.01, 0.03, 0.1.

6. Conclusions

The radial velocity of fast asteroids that pose a danger to the Earth (speeds of tens of kilometers
per second) can be accurately measured by means of radar by estimating the centroid of the Doppler
signal spectrum.

An increase in the speed of the algorithm used for estimating the average frequency of the
spectrum of the Doppler signals in the time domain as the signal is received can be achieved by using
fractional differentiation without spectral processing. Thus, an accurate estimate of the centroid of the
signal spectrum can be obtained almost immediately after the arrival of the signal.

The approximation of the impulse response of an analog FDF by a quadrature of the highest
degree of accuracy is constructed in this paper. The kernel of the fractional pre-derivative operator is
approximated by the sum of the damped exponentials. The calculation is made for FDF, as composed
of the first-order astatic elements that are common in engineering, which greatly simplifies practical
implementation. Relations are obtained for the quadrature coefficients that determine the structure
of the FDE. The number of approximation nodes corresponds to the number of elements making
up the filter. There is convergence: with the increasing number of nodes used, the accuracy of
the approximation can be made arbitrarily high. The accuracy of the procedure for approximate
fractional differentiation, based on the use of an approximating quadrature on the example of a
function, is proved using the analytic expression of the Liouville semi-derivative for which it is known
(the harmonic signal).

The problem of optimizing the analog FDF circuit, composed of first-order astatic elements, has
been solved. In order to limit the number of elements used, and in order to achieve the specified
accuracy, an optimal number of elements is found for a given error of each. It is shown that to achieve
a precision characteristic in engineering of 99%, the optimal scheme is from N = 8 + 16 elements.

7. Patents

The method for estimating the mean frequency of Doppler signals reflected by fast maneuvering
targets in real time using fractional differentiation operations is protected by the Russian Federation
Patent [Zakharchenko V.D. Method for estimating the mean frequency of broadband Doppler
signals—RF Patent No. 2114440, 27.06.98].
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Abstract: In this paper, after a brief review of the physical notion of quality factor in viscoelasticity,
we present a complete discussion of the attenuation processes emerging in the Maxwell-Prabhakar
model, recently developed by Giusti and Colombaro. Then, taking profit of some illuminating plots,
we discuss some potential connections between the presented model and the modern mathematical
modelling of seismic processes.
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1. Introduction

The linear theory of viscoelasticity, despite its apparent simplicity, keeps having a striking impact
in geophysics, theoretical mechanics and biophysics; see, for example, [1-7]. Besides, fractional
calculus [8-10] has proven itself to be one of the fundamental languages for describing processes
involving memory effects, like the ones that are typically featured by viscoelastic systems. Concerning
the latter, it is also worth remarking on the pivotal role of the notion of complete monotonicity, which
was first (implicitly) hinted at by Gross [11] in 1953, and then brought to light by Molinari [12], in 1973.
These seminal studies were then followed by many other authors; see, for example, [10,13,14].

A simple generalization of the well-known fractional Maxwell model of linear viscoelasticity
was first introduced by Giusti and Colombaro in [15]. In this paper the authors provide an extension
of the classical model by replacing the Caputo fractional derivative with the Prabhakar one in the
constitutive equation. Concretely, if we denote with ¢, ¢, the stress and the strain for a given system,
respectively, and we further assume that these functions are both causal such that ¢,e € AC! (0, +0),
then the constitutive equation of the Maxwell-Prabhakar model [15] reads

o(t) +aCDZﬁ,Q o(t) = bCDZVﬁ,Q e(t), (1)

where a and b are two suitable real constants and provided thata,8,7,Q € R,a > 0and 0 < p < 1.
Here, CDZ, 5,0 Tepresents the regularized Prabhakar derivative [16], which is defined by

EDZ,/j,Q f(t) = ﬂE;,ngﬂ,Q f(m) (t), 2
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where
aE v, f(t) /t(t [) E U[/\ (t l) } f(l)dl
uyv,A a "

denotes the Prabhakar fractional integral [17] and Eﬁry (t) represents the Prabhakar function [18-21].
Furthermore, it is important to stress that the function #'~1 Efw(fﬁ’), for t > 0, is locally integrable
and completely monotone provided that0 < y < 1and 0 < pp < v < 1; see, for example, [22,23].

It is important to remark that the Prabhakar fractional calculus has been attracting much
attention in the mathematical community [15,17,18,23-26], particularly because of its connection
with the theoretical description of the Havriliak-Negami model [18,24,27,28]. Moreover, this growing
interest in Prabhakar’s calculus is also reflected by the increasing literature on the recently proposed
Maxwell-Prabhakar model, which was also kindly referred to as the Giusti-Colombaro model in [29].

In this paper we wish to analyze the important phenomena of storage and dissipation of energy in
linear viscoelastic media, with particular regard for the class of models emerging from the constitutive
equation in Equation (1). In viscoelasticity, as well as in electrical engineering, the process of dissipation
of energy is usually accounted for in terms of a dimensionless parameter, called the quality factor, that is
roughly defined as the ratio of the peak of energy stored in the system under a cycle of forced harmonic
oscillation to the total rate of change of the energy, per cycle, by damping processes. Therefore, the aim
of this paper is to compute and discuss the quality factor for the model defined in Equation (1).

2. Storage and Dissipation of Energy in Linear Viscoelasticity

In this section we wish to review the general theory, concerning the theoretical foundations,
that leads to the definition of quality factor for a viscoelastic system. In order to do so, we will mimic
the arguments presented in [10,30], unifying these formulations according to the notations employed
in this paper.

Let us consider a quiescent viscoelastic body for ¢ < 0. Then, under the hypothesis of sufficiently
well-behaved causal histories, its constitutive equation in the creep representation reads

ot rt
s(t):'/o ](t—'()da(r):a(0+)](t)+/0 J(t =) e(t)dr, @3)

where do(7) represents the Riemann-Stieltjes measure and J(t) is the so-called creep compliance of
the system, that in the Laplace domain is given by

E(s) =s](s)(s). O]
In order to consider the harmonic behavior of a linear viscoelastic material, we should assume
that a sufficient amount of time has elapsed since the original perturbation so that the effect of initial

conditions could be considered negligible. So, let us consider some harmonic excitation of the material,
which can be described in terms of the complex exponential representation, that is

o(t; w)=xexp(iwt), w>0, —co<t<oo, xeC. )

Clearly, a similar argument can be presented in terms of the relaxation representation, however we
will only focus on the creep one for sake of brevity.
If we now plug (5) into (3) we get
e(t; w) =iw (W) (xexp(iwt) =iw(w)o(t; w), (6)
where J(w) stands for the Fourier transform of J(t) that, the latter being a causal function,
ultimately reads
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f(w) = /Oooexp(—iwt)](t) dt.

Moreover, if we denote [*(w) = iwJ(w), as in [10], the constitutive equation, in the creep
representation, for a viscoelastic body subject to a harmonic stress excitation reduces to

e(t; w) = JH(w)o(t; w). 7)
The time rate of change of energy in the system is then given by
W =or(t; w)ég(t; w), 8)

where the subscript R indicates that we are considering the real part of the corresponding function.
Now, one can easily solve (7) for ¢ (t; w), then taking the real part of the resulting equation gives

er(t; w) Jg(w) —e(t; w) Ji (w)

[T*(w)[? '

UR(t; w) =

©)

where we denoted ¢ = og +i01, ¢ = eg +i¢y and [*(w) = Ji(w) — i Jf (w) for future convenience.
Besides, from (5) and (7) it is also easy to see that
&r(t; w)
t; =—-——"""7. 1
ey(t; w) o (10)
Hence, if we plug (9) into (8) and recall the result in (10), then after some simple manipulations
W reduces to

= ot |2 [P (w) P R =

211 B o] .1 Jiw)
e o e d

where we omitted the explicit dependence on t and w in the strain for sake of clarity.
Thus, it is easy to see that the total rate of change of energy over one cycle is accounted for by the
integral over the cycle of the second term on the right-hand side of (11), namely

AE T A 2
Cydle = /t W(t)dtr = ni\]*(wﬂz [xI7, (12)

with T = 271/ w the period of the cycle.

Due to the second law of thermodynamics, which requires that the total amount of energy
dissipated increases with time, one can further infer that J;(w) > 0.

However, despite defining a boundary term, the first piece of the right-hand side of (11) carries
a very important physical meaning. Indeed, it tells us that the peak energy stored during a cycle is
given by

_1 Jilw) 2
Pmax = 2 @) |xI= (13)
One can now define the specific attenuation factor, or quality factor (Q-factor), as a normalized

non-dimensional quantity defined by

AE/Cycle

1
71 =
Q= 27 Pmax

(14)
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Then, taking profit of the previous discussion it is easy to see that

R {iwf(w)} 5)
R {iwf(w)} ’

1 AE/Cycle _ Ji(w)

Jr(w)

-1 _
Q 27T Pmax

recalling that [ (w) = =S {J*(w)}.

If we combine the fact that the Fourier transform is equivalent to evaluating the bilateral Laplace
transform with imaginary argument s = i w, together with the assumption for which J(t) is a causal
function, one can conclude that J(w) = J(s) [s—i. This argument ultimately leads us to a very useful
expression for the Q-factor, namely

o 35T )
Q l(“’)—*m/ (16)

where we shall consider some positive real frequencies w.

3. Quality Factor in Prabhakar-Like Viscoelasticity
Let us now compute the Q-factor for the Maxwell-Prabhakar model. Recalling that the Laplace
transform of the Prabhakar integral kernel is given by

L {tﬂ_l EZ,/B(A t”‘)} =P (1- )\s_“)77 , 17)

where t € R, a,B,7,A € C and Re(B) > 0, then it is easy to see that the creep compliance, in the
Laplace domain, for a system described in terms of Equation (3) is therefore given by
~ a 1

sJ(s) = 5+7bsﬁ a—as (18)

Then, if we apply the replacement s = i w, the latter turns into

. = _a 1
] (w)—zw](w)—z+b(iw)ﬂ oG (19)

Let us define an auxiliary variable z(w) = 1 — Q (iw) *. Then, considering w € R*, one can
easily rewrite s = iw = w exp(i71/2), where |s| = w, that allows us to recast this new variable in the
exponential representation, that is

z2(w) = |z(w)] exp (i6:(w)) , (20)
with
Q2 20 am

\Z(w)|2 =1+ wza — J cos (7) ’ (21)

_ Q sin (a 71/2)
0-(w) = arctan {—w”‘ “Ocos(a 7'[/2)} . (22)

Then, plugging z(w) into Equation (18), one can easily infer that

S0 PR S— T L

r@ = + o o0 | (G re)] 3
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from which we can conclude that

. a 1 B
and
o~ [k _ 1 . B
S{J (w)}——m sin (T +762(w)) . (25)

Hence, the quality factor for a Maxwell-Prabhakar viscoelastic body is given by

. B
01(w) = sin (T + ’y@(w)) - 6)
awP |z(w)|7 + cos (ﬂTH + 79Z(w)>

4. Quality Factor for Some Specific Realizations of the Maxwell-Prabhakar Model

In this section we discuss the quality factor for different choices of the parameters of the
discussed model. Specifically, we will focus our discussion on four cases corresponding to two
well-known classical viscoelastic models and the viscoelastic analogue of the Havriliak-Negami model
for dielectric relaxation.

4.1. Fractional Maxwell Model

As argued in [15], it is easy to see that Equation (1) naturally reduces to the fractional Maxwell
model, namely

o(t) +aCDVo(t) = b°DVe(t), (27)

where €DV represents the Caputo fractional derivative, provided that the parameters are chosen
according to one of these two configurations:

i) v=0a>0b>0,p=v,Q€ckR;
(i) yeRa>0,b>0,=v,Q=0.

Here, it is trivial to infer that if = 0 then neither |z(w)| nor 0 (w) enter in the expression for the
Q-factor, whereas if () = 0 it is easy to see that |z(w)| = 1 and 6, (w) = 0. Hence, we get

Q0 (w) = sin (v7t/2)

" awY+cos(vit/2) @8)

Furthermore, it is also worth remarking that if we set v = 1 (ordinary limit), we explicitly recover
the Q-factor for the (ordinary) Maxwell model, that is, Q™' (w) = (aw)~! (see, for example, [10]).

4.2. Fractional Voigt Model

Again, following the analysis presented in [15], one has that Equation (1) reduces to the fractional
Voigt model, that is

o(t) = Me(t) + BCDVe(t), (29)

bysettingy=1,a=0,b=-B<0,a=p=v,Q0=-M/B <0.
Now, if we plug this choice of parameters into Equation (26), we get

Qfl(w) = % = tan (% + Gz(w)> , (30)
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with M 3 ( /2)
sin (v 7t
0:(w) = —arctan {fwv +(M/B) cos (vmt/2)| "

The latter, in the limit for v = 1, reduces to

1 _Bw 31)

Q (w) = tan (g +92(W)) = Tonb@) M

which corresponds to the quality factor for the (ordinary) Voigt model (see, for example, [10]).

4.3. Havriliak-Negami Model

The Havriliak-Negami relaxation is an empirical model which was first introduced in order to
describe the dielectric relaxation of certain types of polymers [24,25,31].

Now, it is very well known that a viscoelastic system can usually be mapped onto a class of
electrical ladder networks and vice versa; see, for example, [32,33].

Following this line of thought, it is easy to see that the constitutive equation for the
Havriliak-Negami viscoelastic model is given by [15]

o(t) +a“D’

a,uy,—A U(t) =0 CDV,Iw,f)\ g(t) ’ (32)

29

withp=ay, Q= —A, withA >0,and 0 < a, ¥y < L.
Then, following the procedure presented in Section 3, one finds that
sin [1 (5 +0.())]

w) = , 33
Q7w awhr [wza+A2+2/\w“c05(%)}7/2+c0s[’y(%+92(a)))] )

where

A sin (a71/2)

0. (w) = arctan “ @t A cos (a/2)

. (34)

5. Discussion and Conclusions

Attenuation effects represent one of the main fields of study in modern seismology,
and consequently the specific attenuation factor (or Q-factor, for simplicity) embodies one of the
key ingredients in geophysical sciences. Indeed, were it not for the damping capabilities of the soil,
the energy of past earthquakes would still be resonating within the earth’s interior.

In this paper, after a thorough review of the physical definition and meaning of the quality factor
Q, we have provided an analysis of the storage and dissipation of energy in viscoelastic material of the
Maxwell-Prabhakar class, namely, the one featured by a constitutive relation given by Equation (1).
Specifically, in Section 3 we have computed the Q-factor for the general Maxwell-Prabhakar model,
for which some interesting configurations of the parameters are shown in Figure 1. In Section 4 we have
further provided some explicit realizations of the Maxwell-Prabhakar theory, namely the fractional
Maxwell model, the fractional Voigt model and the viscoelastic equivalent of the Havriliak-Negami
model for dielectric relaxation, shown in Figures 2 and 3.

Let us pay particular attention to the cases displayed in Figure 1. Indeed, as argued in [34], there
exists much experimental evidence supporting the theses for which the Q-factor of homogeneous
materials is substantially independent of the frequency. In this respect, it is worth noting that the
Maxwell-Prabhakar class shows a very slow varying (almost constant) behaviour of the quality factor
for low frequencies, for certain choices of the parameters of the model (see Figure 1). This is quite
consistent with the results for the dumping of long-period teleseismic body waves and surface waves.
Furthermore, for high frequencies, the model shows a power law behaviour, namely, Q(w) ~ wF as
w — oo, which appears to be consistent with the experimental results concerning the attenuation of
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the coda of high-frequency teleseismic waves in Earth’s upper mantle [35]. Furthermore, it is rather
easy to prove that some very well-known constant-Q models are nothing but some specific realizations
of the model defined in Equation (1). Indeed, for example, the renowned Kjartansson model [36,37]
can be obtained from (18) by setting v = 0, = 2y with 7 € (0,1/2) and a = 0, which is nothing but
the Scott-Blair model [36]. In view of the last few comments, we believe that the Maxwell-Prabhakar
model of viscoelasicity can potentially provide some stimulating new insights into the mathematical
modelling of seismic processes and therefore is worthy of further studies.

| a) b) c)

p(«)
()
(@)

1
Qup
o
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Qe
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o
=

10° 10° 1010 10° 10° 1010 10° 10° 1010

Figure 1. Q-factor of the Maxwell-Prabhakar model for a = 0.01,Q) = —10. Model dependence on
«=01,02,...,1, =05,y = 0.3 (a); model dependence on f =0.1,0.2,...,1, 4 = 0.3,7 = 0.3 (b);
model dependence on vy =0.1,0.2,...,1, B = 0.5, & = 0.3 (c). Parameter value increasing from blue to
red. In all panels the dashed line corresponds tox = 0.3, = 0.5, = 0.3.

b,
10° 2 1010 )
10° 10°
3 3
o 2 w
10°° 10°
10710 107
10° 10° 1010 10° 10° 1010
Figure 2. Q-factor of fractional Maxwell model with a = 0.1 (a), fractional Voigt model with

M =103, B = 1 (b). Parameter value increasing from blue to red.

Q) (@)

Figure 3. Q-factor of Havriliak-Negami model for dielectric relaxation with a = 1,A = 1 and
«=0102...,1,y=05(@),ora=1,A=1and vy =0.1,02,...,1,a = 0.5 (b). Parameter value
increasing from blue to red. Decreasing a, the widths of the curves become wider, while increasing A,
the peak results are shifted to larger w for lower a.
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Abstract: The high gain free electron laser (FEL) equation is a Volterra type integro-differential
equation amenable for analytical solutions in a limited number of cases. In this note, a novel
technique, based on an expansion employing a family of two variable Hermite polynomials, is shown
to provide straightforward analytical solutions for cases hardly solvable with conventional means.
The possibility of extending the method by the use of expansion using different polynomials (two
variable Legendre like) expansion is also discussed.
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1. Introduction

The free electron laser (FEL) is a device capable of transforming the kinetic energy of a releativistic
electron beam into electromagnetic radiation.

The constituting elements of the device are a beam of high energy electrons, injected into an
alternating magnetic field where they emit laser like radiation whose growth is ruled by the following

integro differential equation [1-3]
(ret))?
2

T ; !
aTa:nrgo/ Te VT a(t—1') dt,
0

a(0) =1

)

where a represents the laser field amplitude, gg the small signal gain coefficient, v is linked to the laser
frequency and the coefficient ji, is a parameter regulating the effects of the gain reduction due to the
electrons’ energy distribution.

The FEL equation reported in (1) belongs to the Volterra integro-differential family. It has playd an
important role in the design of modern FEL devices, it is the most elementary version of the FEL linear
intensity growth equation. More elaborated versions include the e-beam transverse and longitudinal
distributions, the magnetic field inhomogeneities and so on. Equation (1) captures the essential features
of the FEL dynamics itself and more complicated expressions can be treated with the methods outlined
below [1-3]. The relevant kernel can be viewed as a memory operator, it is indeed associated with the
nature of the physics it describes, namely the amplification of a laser field.

The fractional derivative operators can be ascribed to the same category, they are indeed exploited
to represent phenomena implying dissipation of energy or damage [4-6].
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Following such a point of view the authors of references [7,8] have proposed a further definition
of fractional derivative without a singular kernel, defined as

Dexf(t) @

where m(a) is a normalization term and & constant.
Without entering into further discussion regarding the use of this derivative in applications,
we note that we can define the FEL fractional (temporal) derivative as

o- ("};e)z (

Drecf(t) = [ ef@)e ™ “rag ®)

which can be considered conceptually analogous to the Caputo- Fabrizio fractional derivative [7].
The analytical /numerical method developed in this paper to deal with the solution of Equation (1)
can be applied to problems involving derivatives of type (2), as discussed elsewhere.
We can write Equation (1) in a slightly different form, more suitable for our purposes

2 a=V(0)a
V(it)=i 7’-’30/ e—ivT—Tac—(mpe2T? 4)

The solution can accordingly be obtained by the iteration

dr an(T) = V"ag ®)
which can also be cast in the more familiar form [9,10]

2
) o—ivt— (mpet’)

BTunzircgo/ Te T, (t— 1) dr, ©

a0:1.

For later convenience we will call 7 the principal expansion index.

Even though the method is efficient and fast converging the integrals cannot be done analytically
but requires a numerical treatment, which increases the computation times when a larger number of
terms is involved.

2. Using the Hermite Expansion

A way out is the use of two variable Hermite polynomials defined as [11,12]

\_%J xMm=2ryr
XYy
= m!
- = (m—2r)!r! @)
and specified by the generating function
2 n(x,y) = e*tHve ®)
oo T 2
Ocn =178 Y. % /0 oy, (ﬂ‘v, 7%> ay,_1(t—7')dr, 9)
o mt.

The expansion index m is therefore nested into the principal index 7. The integration procedure is
now straightforward and we get
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1. First Order Solution

= H’"( g
m=ingy / i / r(m+1) (10)
m=0
which yields
m =i T &0 Z amlrm1+3,
"‘FOH (11)
my

fm = my!(my +2) (my +3)°

The arguments of the Hermite have been omitted to avoid cumbersome expressions.

2. Second Order Solution

ay = (i mgo)? / dt’ / 1m0, (¢ — ydr”, (12)

ny= 0

which after some algebra yields

0

— (i 2 my+my+6
ay = (1 7Tg0) 2 Xmy,my T 1mREe,
my,mpy=0

HES< my +3 ) (=1)*Hp,

(13)

Xy, my = Ky

s mp!(my + s+ 2) (my + my + 6) B

Hn, Hoy "1“3( my +3 > (=1)s

s=0

 matmy!(my +2) (my +3) (my +my +6) =

s (my+s+2)

We can use the previous two contributions to check whether the results we obtain concerning
e.g., the FEL gain agree with analogous conclusions already given in the literature.

It must be emphasized that further iterations are necessary, if one is interested to larger
gain values. The technicalities of the expansion will be discussed in the forthcoming sections.

3. Higher Order Solution

The interesting aspect of the present nested procedure is that the n-th order can be computed
in a modular way just looking at the symmetries of the expansion itself. The n-th order term
indeed reads

0

an = (i ngo)” Z "‘rm,..nln'f():;l:1 m,+3n),
my,.m, =0
14
(T m+3 (n-1)) 5 : m,+3(n71) " (14)
- " n
e el : i + 5 12) (T i 4 37)°

A pivotal quantity in FEL physics is the gain defining the fractional intensity growth at the
end of the interaction (7 = 1), namely

G(v,pte) = [la])* — 1. (15)
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In the forthcoming section we will discuss the relevant numerical integration and compare
the relevant results with those from a complete numerical integration.

3. Implementation and Comparison

The procedure has been implemented in Mathematica, but does not rely on its symbolic
capabilities and thus can been implemented in any computer language, unless the analytical result is
requested. In this case the calculation has to be done with a tool with symbolic capabilities.

The gain equation of order # is given from (15) combining solutions of (1) as

G(v, ) = ||ao + a1 + ag + .. + an|* — 1. (16)

It requires the calculation of the norm of the quadratic sum of # 4 1 terms, of which one is
constant (unity for ag) and n, according to the method outlined in previous section, are the Hermite
polynomials expansion as of in Equations (11), (13) and (14). The expansion has to be truncated for
computational resons and it is easy to implement, by the literal point of view, but the performance
is poor. The j-th expansion, in fact, requires the evaluation of M/ terms (if all expansions are truncated

n+1 _ 1

at the M-th term) for every j = 1...n, thatis Vo1

terms in total, which can be quite demanding.

Algorithmic optimizations are thus needed.

It can be noted that some Hermite polynomials are the same in different occurrencies, and could
be evaluated once and then stored for the next occurrencies.

The first optimization is to build a lookup table containing the Hermite polynomials or to define
functions that remember their own values (which is a feature offered by Mathematica to implement
transparently lookup tables).

The second optimization is to do index or exponent reordering with the aim to move factors in or
out of the summation to avoid repetitions of the calculus, like in the r.h.s of Equation (13).

The resulting code is very compact and can be viewed in Figure Al (Appendix A).

The comparison is reported in Figure 1 for a 2nd order gain function, where the present procedure
(at different truncation levels) is confronted with those from a complete numerical integration and no
differences are foreseeable. The truncation of the Hermite expansion obviously affects the speed and
the approximation of the gain curve.

&1
M =1
Topu [§) = 0.078

8 =5
M=15
Topu [s] = 0.12

@M=10 (b) M =15

Figure 1. Cont.
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Figure 1. Comparison with the complete numerical integration (blue dashed line) at different truncation
levels (M) and with no broadening effects (. = 0) and gy = 5. The CPU time used refers to an Intel I7
3 GHz processor.

The method allows also taking into account the broadening effect as shown in Figure 2. It has
to be noted that for higher broadening effects an higher truncation level is needed to achieve a good
approximation, as shown in Figure 3. In this case, the comparison is made with the expression

discussed in Appendix B.
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Figure 2. Comparison with analiytical expression (black dash-dotted line with different broadening
effect (y1¢)) and with the complete numerical integration (blue dashed line, which has no broadening
effect) and gp = 5. The CPU time used refers an Intel I7 3 GHz processor.
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Figure 3. Comparison with analiytical expression (black dash-dotted line) in the case of higher
broadening effects (4. = 0.7) for different truncation levels (M) and gy = 5. The CPU time used refers
to an Intel 17 3 GHz processor.

The Hermite expansion approach let the integrals found in Equation (6) become polynomials
and thus very easy to solve automatically. They are, of course, high in number but tractable also by a
symbolic processor.

It is therefore possible to obtain, with the same degree of approximation, but with longer
calculation times than the numeric case, also the full analytical expression for the curve.

The longer timings are then well payed back by the possibility to evaluate the curve on the fly
with any combination of parameter values.

In Appendix A it can be found the symbolic expression of the curve for M = 10 (which is
inaccurate, but compact enough to be checked by visual inspection and corresponding to that plotted
in Figure 1).

Tt is clear that in our procedure there are two levels of approximation, the first associated with
the principal index expansion 1, depending on the values of the small signal gain coefficient gy which
fixes how fast the laser intensity grows in time, the second is associated with the nested index m,, ,
depending on the values of the inhomogeneous parameter. It is worth noting that in actual FEL devices
n = 4 is largely sufficient and since yi¢ is not larger than 0.3 the index m;, is not required to exceed 30.

4. Conclusions

The method we have foreseen is general enough to be applied to Volterra type equations with
different kernels, provided that a corresponding expansion in terms of a suitable polynomial family
is allowed.

To clarify the previous statement we consider the equation
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T/

T
o o /
or a(t) = A./o 1T a7 T2 ﬁT’Za(T T)dt (17)

In this case the problem can be solved by the use of a two variable Legendre like polynomials

—

3]

_ (n _ r)!xnf2ryr
Pu(xy) = g) (n—2r)tr! (18)
with generating function
i t"Py(x,y) = ; (19)
= ’ 14+xt4yt?

The solution of the problem (17) looks, therefore, like the expression derived for Equation (1) with
the two variable Legendre polynomials replacing the Hermite polynomials, namely

Or ay(t) =AY, Py, (—a,—pB) /OT /g, (1= 1)dr. (20)

=0

In a forthcoming paper, dedicated to the physical aspects of the FEL, we will show how this family
of polynomials allows the inclusion in the FEL high gain equation of the gain detrimental effects due
to electron beam transverse and angular distributions.
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Appendix A

Wol fram Mathematica™ code snippet, actually used to generate the curvesin the figures.

(sHermite polynomialss)
Hn_, x_,y]:=
(1) % ((x"n/ (n1)) +Sum[(x" (n-28) +y"s) / (((n-28)1) % (s1)). {s, 1, Floor[n/2]}]);

(+lookup table for Hermite polynomials to be used in the expansions)
Htabular [order, v, mu] = Htabular [order_, v_, mu_] := H[order, IV, -1/2 % (PL+mu) *2];

(#first order solutions)
allv_, g0_, mu_, tau , M ] :=

I*Pi*gO*Sm[Ht;bular[n, v, m] +tau” (n+3) / ((n+3) (n+2) (nt)), {n, 0, M}];

(+second order solutions)
a2[v_, g0_, mu_, tau_, M ] :=
(I+P1+g0) "2+ tau” 6« Sum[tau”n+ (n+3) ! * (Htabular[n, v, m]) / (n! % (n+3) (n+2)) *
sum[tau”m+ (Htabular[m, v, mu]) / (m! % (n+m+6)) *
Ssum[1/ (r!* (n+3-1)!)* (-1) "t/ (r+m+2), {r, 0, n+3}], {m, O, M}], {n, O, M}];

(+gain function at a second order approximations)
gain2[v_, g0_, mu_, M_] := Simplify[Norm[1 +al[v, g0, mu, 1, M] +a2[v, g0, mi, 1, M]] "2 -1];

Figure Al. Working Mathematica code.

If the code is run in symbolic mode, then an analytical expression can be found, as that on below
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—1+Nom[l—;
6227020800

3.0 (~1037 836800 +10395mu*® % + 518918400 & v + 155675520 v2 - 345945604 v’ -
6177600 v + 926640 i v®+120120v® 13728 i v’ - 1404 v® + 1304 v® +11v*% +
945mu® 7* (-156 + 1304 v+ 55v?) + 630 mu® n° (2860 - 22884 v- 936 v2 42608 v’ +55v%) +
90 mut 7* (~205920+ 1544404 v+ 60060 v2 - 16 016 & v - 3276 v¥ + 546 5 v® + 77 v°) +
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9000 m® #° (28064726 097 408000 + 21 588250 844160000 i v + 8 481 098 545 920000 v* -
2261626 278912000 i v° - 459392 837 904000 v* + 54711400423 680 & v* +
5658685032000 v° - 5232004377604 v’ - 43336653360 v® + 32184838404 v° +
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Figure A2. Mathematica code for Hermite solution.

Appendix B

The comparison of the solution method with the case including the effect of the inhomogeneous
broadening has been done using as benchmark the following first order analytical solution, sufficient
for the range of parameters we have quoted in Figures 2 and 3.

' T 1 -2
"I G M (o)

where

2

i) 2 epe) { —ve + 803 ) [ =22 Erf

A=

_6
ﬁ(”l‘i)

+ {V‘S* - i(”ﬂS)z] Erfi — (7tpe)®v® + Erfi lv] (A2)
5= v — i

Higher order terms and the framing within the FEL theory will be discussed elsewhere.
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Abstract: Fractional calculus provides efficient physical models to quantify non-Fickian dynamics
broadly observed within the Earth system. The potential advantages of using fractional partial
differential equations (fPDEs) for real-world problems are often limited by the current lack of
understanding of how earth system properties influence observed non-Fickian dynamics. This study
explores non-Fickian dynamics for pollutant transport in field-scale discrete fracture networks (DFNs),
by investigating how fracture and rock matrix properties influence the leading and tailing edges of
pollutant breakthrough curves (BTCs). Fractured reservoirs exhibit erratic internal structures and
multi-scale heterogeneity, resulting in complex non-Fickian dynamics. A Monte Carlo approach is
used to simulate pollutant transport through DFNs with a systematic variation of system properties,
and the resultant non-Fickian transport is upscaled using a tempered-stable fractional in time
advection—dispersion equation. Numerical results serve as a basis for determining both qualitative
and quantitative relationships between BTC characteristics and model parameters, in addition to
the impacts of fracture density, orientation, and rock matrix permeability on non-Fickian dynamics.
The observed impacts of medium heterogeneity on tracer transport at late times tend to enhance the
applicability of fPDEs that may be parameterized using measurable fracture-matrix characteristics.

Keywords: fractional partial differential equations (fPDEs); discrete fracture networks (DFNs);
anomalous transport; fractional advection-dispersion equations

1. Introduction

Fractional calculus, defined by non-integer order derivatives and integrals, has been applied to
problems involving non-Fickian or anomalous dynamics for almost three decades [1,2]. Despite their
vast potential, both theoretical development and real-world applications of fractional partial differential
equations (fPDEs) have been commonly constrained by the lack of understanding of how earth
system properties influence non-Fickian transport dynamics, especially for the hydrologic sciences [3].
This major challenge has historically reduced fPDEs to curve-fitting mathematical exercises, instead of
routine hydrological modeling tools [4]. Intensive efforts are needed to link medium properties and
the fPDE model parameters, and the commonly used Monte Carlo approach is particularly suitable for
providing target dynamics for heterogeneous systems with well-controlled and definable properties.

Mathematics 2018, 6, 5; d0i:10.3390/math6010005 166 www.mdpi.com/journal /mathematics
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Applications of fPDEs in the hydrologic sciences have a relatively shorter history, compared to the
other stochastic hydrologic approaches, such as the single or multiple rate mobile-immobile models
used extensively in chemical engineering and hydrogeology [5,6]. Anomalous transport has been
observed in a variety of disordered systems in natural geological media, especially in heterogeneous
porous media and fractured formations [6-10]. After Benson et al. [11] first introduced the spatial
fractional advection—dispersion equation (fADE) to capture super-diffusive transport in sand tanks
and a relatively homogenous aquifer, the fADEs had been applied to model anomalous transport
in saturated, heterogeneous porous media [12-15] and Earth surfaces, such as natural rivers [16-18].
Applications of fADEs for flow and transport in fractured media are rather rare [19,20], although
fractures are ubiquitous in geologic systems. More than 90% of natural aquifers are fractured.

Fractured media exhibit erratic heterogeneity and scale-dependent dynamics for flow and
transport [21,22], challenging standard modeling tools and providing an ideal test case for fPDEs.
Accurate and efficient simulation of contaminant transport within a fractured rock mass is practically
important, since fractures play a large role in many natural and engineered processes, such as long-term
disposal of high-level radioactive wastes in a geologic repository [21,23-25]. Fracture properties of
natural rocks, such as fracture density, spatial location, length, aperture and orientation distributions,
account for medium heterogeneity and result in non-Fickian contaminant transport [26-29], where the
feasibility of fADEs and the potential correlation between fracture properties and fADE parameters
have not been fully understood (see pioneer work in [19,20]).

This study selected the fPDE to quantify pollutant transport through field-scale fractured
rock. Due to the prohibitive computational burden in mapping each individual fracture in
standard grid-based models [20], different transport models have been developed to describe and
predict complex transport behavior in fractured media at different scales [30-33]. For example,
the fractured medium was treated as an equivalent continuum and the advection-dispersion equation
(ADE) with ensemble averaged parameters was used to model contaminant transport [22,34].
However, the equivalent continuum assumption may only be valid for rocks with sufficiently high
fracture densities that approximate an equivalent porous medium [35]. This condition is rare in
natural fractured rock, while sparsely-fractured rock is more common, and favored for geological
disposal [35,36]. Unlike the advection-dispersion equation (ADE), which characterizes Fickian
diffusion at local scales, non-Fickian transport behaviors and asymmetric plumes, due to heterogeneity
in fractures, have been observed in both the laboratory experiments and field tests [7,31,37].
This provides our motivation to select a non-local fADE in this study, which can account for both
spatial and temporal nonlocal processes [38-41] in describing non-Fickian transport in fractured media.

The rest of the paper is organized as follows. In Section 2, we present the Monte Carlo approach
used to simulate multiple discrete fracture network (DFN) flow and transport scenarios. The DFN
is an efficient and conceptually robust numerical approach to simulate the dynamics of flow and
transport in fractured media with definable fracture properties. It assumes that the rock mass is
dissected by a network of discrete fractures, and that fluid flow and contaminant transport in a
low-permeability rock mass are controlled by geometric and hydraulic properties of interconnected
fractures of a network [42,43]. Results of the Monte Carlo simulations and applications of the fADE
are then shown in Section 3. In Section 4, we explore the emergence of anomalous transport and its
characterization, to gain insight into the effective solute dynamics and major mechanisms behind
the observed anomalous behavior. We focus on the impact of fracture density and orientation and
rock matrix permeability on non-Fickian dynamics and the fADE parameters. Section 5 draws the
main conclusions.

2. Monte Carlo Simulations and the Fractional Advection-Dispersion Equation

The Monte Carlo approach utilized in this study contains three major steps. First, we generated
multiple scenarios of stochastic fracture networks, with varying properties, using HydroGeoSphere
(HGS) software (v.111, Aquanty Inc., Waterloo, ON, Canada) [44], which is a multi-dimensional,

167



Mathematics 2018, 6,5

control-volume, finite element simulator designed to quantify the hydrologic cycle, including
simulating flow and transport in fracture networks embedded in a porous medium with the discrete
facture (DF) approach. Second, groundwater flow through the generated DFNs was modeled, which
was expected to lead to strongly non-Fickian dynamics for conservative tracer transport (see further
discussion below), providing the synthetic data to evaluate the influence of the fractured media
properties on non-Fickian dynamics. Third, pollutant transport, characterized by breakthrough curves
(BTCs), was then accounted for by a truncated power—-law distribution memory function embodied
in the fADE model. FracFit [41], a robust parameter estimation tool using a weighted nonlinear least
squares (WNLS) algorithm, was used to parameterize our fractional calculus model, which could
capture salient features of anomalous transport, such as skewness and power-law tails. Weights
assigned by WNLS [45] were proportional to the reciprocal of the measured concentrations. Therefore,
areas of lower concentration (representing low probability regions) received greater weight, which
was essential for capturing early arrivals and late time-tail characteristics.

2.1. Generating the Random Discrete Fracture Networks

The model geometry, shown in Figure 1, is 50 x 25 m? and represents a horizontal,
two-dimensional (2D) map view of the fractures, with unit thickness and uniform blocks (100 x 50)
along the x and z axes. One hundred 2D DEN realizations (for each scenario) were generated by
superimposing two different sets of fractures onto the grid, with links between the fracture elements
and matrix block elements, leading to realistic DFNs [46,47]. Each scenario represented the ensemble
average of 100 total individual DFN flow and transport realizations. Fracture locations, orientations,
lengths, and hydraulic conductivities were generated from predefined distributions obtained in
literature [32,48]:

(1)  Fracture location: distributed randomly over the entire domain, with a random seed selected for
each realization;

(2) Fracture orientation: two fracture sets followed mixed Gaussian distributions (each Gaussian
distribution is equally weighted and has its own mean and variance), with a mean and standard
deviation of 0° = 10° for the first set, and 90° 4 10° for the second set;

(3) Fracture length: log-normal distribution, with 10 length bins—the mean of the smallest length
bin is 2.5 m (which is 1/10 of the minimum length of the x and z domain sizes), and the mean of
the largest length bin is 25 m (which is the minimum length of the x and z domain sizes);

(4) Fracture aperture: exponential distribution, with 10 aperture bins—the mean of the smallest
aperture bin is 0.001 m, and the mean of the largest aperture bin is 0.0015 m.

Fracture permeability was calculated using the parallel plate law: kf = wfz/lz [7,49-51], which
relates aperture wy to permeability kr. In our DFNS, fractures were open and act as flow conduits.
Fracture permeability was dependent on aperture, and varied from 8.3 x 1078 m? to 1.9 x 10~ m?
given an exponential distribution. We tested the matrix hydraulic conductivity of 5 x 1078,
1 x 1077 and 1 x 107% m/s, with the corresponding permeability of 5.5 x 10713, 1.1 x 10~!* and
1.1 x 10713 m?, which are six to seven orders of magnitude smaller than the fracture permeability.
The matrix permeability was assumed to be isotropic and in the range of an un-fractured,
low-permeability rock, like a real silt medium ([1.15 x 10—16, 2.3 x 10—12] m?). One realization of
the DEN, with 100 fractures, is shown in Figure 1. A horizontal fracture with the length of 10 m and
aperture of 0.001 m was inserted into the middle of the left boundary, in order to inject a conservative
tracer. This zone provided a mobile source of pollutant, representing real-world contamination, where
a pollutant usually enters firstly the mobile region in aquifers before spreading downstream.
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Figure 1. Map of the fractured domain, showing flow geometry and boundary conditions.
Note that the discrete fractures are curved in the figure, after they are incorporated into the grid
by HydroGeoSphere (HGS).

2.2. Modeling Groundwater Flow and Pollutant Transport through the Discrete Fracture Networks

Steady-state groundwater flow through the confined aquifer generated above was then solved by
HGS. Parameters for the flow model, including the specific storage coefficient and porosity, are defined
in Table 1. Boundary conditions were chosen so that the main flow direction was from left to right,
with a general hydraulic gradient of approximately 0.2. The high hydraulic gradient was selected for
faster convergence, and decreased simulation times in this work (so that we could observe the late-time
behavior of solute transport, which is critical to identify the dynamics of sub-diffusive non-Fickian
transport). The left and right boundaries were set to be constant head boundary conditions, and had
values as 50 m and 40 m, respectively.

Table 1. Model parameters and initial and boundary conditions used in the simulations.

Parameter Symbol Value Unit
Matrix - - -
Hydraulic conductivity Kyx =Ky =Kz 5x107%,1077,10°¢ ms~!
Specific storage S 1073 m~!
Porosity 6 0.3 -
Longitudinal dispersivity ar, 0.01 m
Transverse dispersivity ar 0.001 m
Vertical_transverse dispersivity ay 0.001 m
Tortuosity T 1 -
Fractures - - -
Conductivity (computed) K¢ (pgwe?)/(12p) 2 ms~!
Specific storage (computed) sz PExw b-43x%x10° m!
Longitudinal dispersivity apf 0.01 m
Transverse dispersivity oty 0.001 m
Vertical_transverse dispersivity ayy 0.001 m
Solute - - -
Free-solution diffusion coefficient Dfree 10-° m?/s
Initial conditions - - -
Concentration Cizo 0 kg/ 'm3
Boundary conditions - - -
Inflow concentration Cy0 1 kg/ m?
Simulation Settings - - -
Tracer pulse Ttracer 10 s

a wy stands for aperture; i stands for fluid viscosity
b , stands for fluid compressibility - _
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Pollutant transport through the saturated DFN was then solved by HGS, using the same ILU
(Incomplete lower upper factorization)-preconditioned ORTHOMIN (an iterative method using
orthogonalization and minimization to achieve fast convergence) solver as is used for the flow problem.
Transport parameters are shown in Table 1. The longitudinal, transverse, and vertical transverse
dispersivities assigned to both the un-fractured rock matrix and rock fractures were 0.01, 0.001,
and 0.001 m, respectively, where the longitudinal dispersivity was one order of magnitude smaller
than the grid size, and the horizontal dispersivity was one order of magnitude smaller than that along
the longitudinal direction. Tortuosity was assumed to be 1, so that we could focus on the impact
of other measurable parameters (such as matrix permeability and porosity) on transport behaviors.
A 10 s pulse of one conservative solute, representing an example of sodium chloride, with a nominal
concentration of 1 kg/m3 was injected into the fracture, explicitly inserted at the middle of the left
boundary. The free solution diffusion coefficient was 1 x 1072 m?/s (which is on the same order of the
diffusion coefficient for hydrogen in water). The matrix porosity (0.30) was selected after referring
to literature [52,53] where a value of 0.25-0.27 was assumed for the matrix porosity. We also tested
a much smaller matrix porosity (0.05), and results (not shown here) revealed a tracer BTC (shifted
toward younger times, likely due to a higher diffusion rate) with the overall trend similar to that with
a porosity of 0.30.

The HGS transport time weighting factor was set to a fully implicit numerical scheme.
Fully implicit time weighting is less prone to exhibit oscillations than central and explicit time weighting.

The governing equation for subsurface flow in porous media used in the HGS was a modified
form of Richards’ equation [54]:

*V‘(wmq)“’zrexiQ:(ﬂm% 1)
where w;; [dimensionless] is the volumetric fraction of the total porosity occupied by the porous
medium, Ty [LPL73T71] represents the volumetric fluid exchange rate between the subsurface domain
and discrete fractures, Q [L3L=3T~1] represents a source/sink term to the porous medium system,
and 60, [dimensionless] is the saturated water content which is assumed equal to the porosity. The fluid
flux q [LT-in (1) is given by Darcy’s law:

q = —Kek,V(p+z) )

where K [LT~!] is hydraulic conductivity tensor, k, [dimensionless] represents the relative permeability
of the medium, ¢ [L] is the pressure head, and z [L] is the elevation head.

A fracture is idealized as the space between two-dimensional parallel surfaces, with the tacit
assumption that the total head is uniform across the fracture width. The equation for saturated flow in
a fracture of width/aperture wy [L] can be written by using the analogy of Richards Equation (1) for
the porous matrix. The governing two-dimensional flow equation in a fracture has the form [44]:

Y —wlf = wS i 3
o(wpqp) —wly = weSsp—- @)
where the fluid flux gy [LT~']is given by:

qf = —KpokyfV (5 +2) @)

where V is the two-dimensional gradient operator defined in the fracture plane, ks [dimensionless]
is the permeability of the fracture, yy and z¢ [L] are the pressure and the elevation heads within the
fracture, and S [L~1] is the specific storage coefficient for the fractures.

The saturated hydraulic conductivity of a fracture K¢ [LT~!] with a uniform aperture wris given
by: Kf = pgwf/lZ . Because it was assumed that the fractures were non-deformable and fluid-filled,
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there was no contribution to the storage term from fracture compressibility. Thus, the specific storage
coefficient for a fracture under saturated conditions was only related to the compressibility of water
ayp [LT2M1], according to: Sy = pgas.

Three-dimensional transport of solutes in a saturated porous matrix is described by the following
advection-dispersion equation [44]:

3(6:RC)

~ Vown(gC — 6.DVC) + [wondsRAC] + Y Qex £ Qe =wu[ =5,

+ 0;RAC] (5)
where C is the solute concentration [ML 3], R [dimensionless] is the retardation factor, Q [ML 3T 1]
represents the mass exchange rate of solutes per unit volume between the subsurface domain and
discrete fractures, and A is a first-order decay constant [L~]. Solute exchange with the outside of the
simulation domain is represented by Q. [ML=3T~1] which represents a source or a sink to the porous
medium system.

The equation for solute transport in a saturated fracture is:

— o, 26RCy)

where Cf is the concentration in a fracture [ML~?], Aris a first-order decay constant [L71], Dy is
the hydrodynamic dispersion tensor of the fracture [L2T~!], and Rf [dimensionless] represents
retardation factor.

2.3. Applying the Fractional Advection—Dispersion Equations to Quantify Transport

If the solute is initially placed in the mobile zone (i.e., a fracture along the main flow direction),
the corresponding fADE takes the form [55]:

acm d7Cyy _ — L
‘B at’Y - 7V [U Cm -D Ccm] - ,B Cm (X,t - 0) 1-'(1 _ 'Y) (7)
ac,m ﬁ zm:_v,[vc, —~DVCipy+ C (xtzo)i (8)
oty " " " r1-7)

where C,, and C;,, [ML™3] denote the solute concentration in the mobile and immobile phases,
respectively; v [dimensionless] (0 < y < 1) is the time index; [TY~1] s the fractional-order capacity
coefficient; v [LT~'] and D [L?T~!] are the effective velocity and dispersion coefficient, respectively;
and I'(-) is the Gamma function.

Meerschaert et al. [56] generalized the fADE (7) and (8) by introducing an exponentially-truncated
power-law function, which is an incomplete gamma function, as the memory function:

_ e 7)\575_7_]
sh=[ e Ty @ ©)

where A > 0 [T~!] is the truncation parameter in time. This modification leads to the tempered time
fADE (tt-fADE) [56,57]:

ac 97 o o
e S [ Cu] —BAY Cu =~V - [0Cu— D VCu] — B C), /t et oy 4T 0
+B 7M8t7 [ Cim] —BAY Cipy = =V - [0 Cipy — D VCiy] + Cp), ], e ﬁ dr (11)

where C?n = Cp(x,t = 0) denotes the initial source, located in the mobile phase or fractures. A few
parameters in the tt-fADE (10) and (11) including the effective velocity v and the dispersion coefficient
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D, may be determined by field experiments (i.e., monitoring wells) and laboratory experiments
(transport through fractured media), while the other parameters should be approximated given the
plumes observed in the field. The poor predictability of the fADE model motivated us to explore the
relationship between DEN properties and model parameters in Section 4.
At the late time
F<<1/A (12)

the tail of BTC for solutes in the mobile declines as a power-law function:
Co(x,8) o t7177 (13)
The tail of the total-phase BTC also declines as a straight line in a log—log plot with a rate:
Cx,t) ot 7 (14)

while at a much later time ¢t >> 1/A, the slope of the mobile/total-phase BTC reaches infinity (i.e.,
the late-time BTC tail declines exponentially). Therefore, the value of A controls the transition of the
BTC late-time tail from a power-law function to exponential function [57].

In the following sections, we try to link the time index 7 to characteristics of the fractured
porous media.

3. Results of Monte Carlo Simulations

The ensemble average of BTCs for all 100 realizations for each DFN scenario are shown in Figure 2,
along with the best-fit solutions using the tt-fADE model (10) and (11). Three scenarios of DFN were
considered, by setting the total number of fractures to 20, 60, and 80, and holding mean fracture set
orientations constant to 0° and 90°. An additional fourth scenario explored the impact of fracture
orientation on transport dynamics, by changing mean fracture set orientation to —45° and 45° for a
60 fracture DFN.

The best-fit parameters of the tt-fADE model (10) and (11) for all DENs are listed in Table 2.
The effective velocity v, dispersion coefficient D, and fractional-order capacity coefficient B increase
with an increasing fracture density. It is also noteworthy that § has the units of fractional-order in time,
which can be converted to a dimensionless capacity coefficient 8y = 8 ¥ A7~ (where By represents
the long-term ratio of immobile versus mobile mass). The other two parameters, including the time
index v and the truncation parameter A, first decrease and then increase as the number of fractures
increases. This trend implies that the DFN domain containing 60 fractures might exhibit higher degree
of heterogeneity, and therefore translate from non-Fickian to Fickian transport at a much later time,
compared to the DEN with 20 or 80 fractures. When the matrix hydraulic conductivity is set to be
10~7 m/s, the BTCs are more sensitive to fracture density. For example, when the number of fractures
is 20, the peak concentration appears at day 365, while the DEN with 60 (or 80) fractures has the peak
BTC at day 50 (or day 100). The truncation parameter A can be calculated by the reciprocal of the cutoff
time, representing the transition time from non-Fickian to Fickian transport; however, in this study,
the power-law portion of BTCs persisted and the transition time could not be identified directly.
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(a) BTC with 20 fractures in a log-log plot (b) BTC with 60 fractures with orientation 0°_90°
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Figure 2. Breakthrough curves (BTCs) at the control plane x = 50 m for three different fracture densities
(a—c); (b,d) have the same fracture density with different orientations. The BTC data (i.e., symbols) are
simulated by HGS. The red line is the solution of the tempered time fADE (tt-fADE) model (10) and
(11). The black line is a power law approximation to the late time decay in concentration. (e) shows the
empirical linear relationship between the slope of the power-law decay in concentration and the time
index 7 in the tt--fADE model (10) and (11).

Table 2. Best-fit parameters for the tt-fADE model (10) and (11) for discrete fracture networks (DFNs)
with different fracture densities and orientation scenarios. In the legend, v denotes the effective velocity,
D is the dispersion coefficient, 7 is the time/scale index, f§ is the fractional-order capacity coefficient,
A is the truncation parameter, and Sgrc stands for the late-time BTC slope in a log-log plot.

Fracture Numbers [m/flay] D [mz/day] B [dayy’ll -y [Dimensionless] A [day’l] Sprc [Dimensionless]
20 (0°~90°) 0.46 9.40 217 0.885 329 x 1010 ~2.088
60 (0°~90°) 10.53 40.36 5.46 0.667 3.76 x 10714 -1.712
80 (0°~90°) 12.11 93.84 27.66 0.827 1.75 x 1078 —1.965
60 (—45°~45°) 20.72 29.37 14.75 0.673 324 x 1078 —1.689

4. Discussion

4.1. Impact of Fracture Density on Non-Fickian Transport

The simulations indicated that fracture density dominates non-Fickian transport dynamics,
and therefore significantly affects tt--fADE model parameters. For example, a denser DFEN contains
more connected flow paths, leading to faster plume movement (i.e., a larger effective velocity v),
greater plume spreading in space (corresponding to a larger dispersion coefficient D), and more

173



Mathematics 2018, 6,5

fracture/matrix interaction (i.e., tracer particles have a higher probability of entering the surrounding
matrix, which correlates to a larger value of the capacity coefficient B). In addition, the complex
relationship between DFN density and other tt-fADE model parameters (time index -y and truncation
parameter A) can be explained by the hypothesis that moderately dense DFNSs (i.e., fracture scenario
with 60 fractures) maximize variations in matrix—fracture exchange rates, which leads to the heaviest
late-time BTC tail (i.e., the smallest time index y) and the persistent power-law BTC (i.e., the smallest
truncation parameter A). DFNs with a broader range of densities are needed in a future study to
further investigate the above hypothesis.

The dominant impact of fracture density on pollutant transport may be due to two reasons.
First, the number of fractures significantly affects the architecture of DFNs, including both the
interconnectivity of fractures and the thickness of surrounding matrix. It is well-known that the
interconnected fracture network forms the preferred flow paths in the formation [22,58,59]. These pathways
are “paths of least resistance”, where most of the flow and solute is concentrated [7,26,36,60], resulting in
early arrivals. Matrix block size, which is typically characterized using fracture spacing, affects trapping
time and influences late-time tailing in BTCs. Second, networks containing higher fracture densities may
yield a broader distribution of apertures [61], resulting in a larger variation of advective velocities in
the system. Flow in the fracture is constrained to the two-dimensional domain of the fracture aperture,
where average flux at any location within a fracture is proportional to the cube of the aperture [35,50,62].
Small variations in the aperture (which is 1 x 103~1.5 x 10° um in this study), therefore, can cause
large, non-linear variations in advective velocity.

4.2. Impact of Fracture Orientation on Non-Fickian Transport

Fracture orientation has a complex impact on pollutant transport behavior. The DEN with mean
fracture set orientations of —45° and 45° (where the overall flow direction is along 0°) provides two
major directions for pollutant particles to move, while the DFN with mean fracture set orientations
of 0° and 90° offers horizontally dominant motion for pollutants. Hence, the former has a relatively
larger effective velocity and less spatial spreading (i.e., a smaller dispersion coefficient). Mean fracture
set orientations of —45° and 45° also enhance the movement of solute particles into matrix blocks,
resulting in a greater immobile mass (and hence a larger capacity coefficient ) than that for the cases
with mean fracture set orientations of 0° and 90°. It is noteworthy, however, that the BTC peak occurs
at a time determined by both the effective velocity v and the capacity coefficient . The larger for
v and/or the smaller for B, the earlier for the BTC peak. Although the DFNs with mean fracture
orientations of —45° and 45° have a relatively larger v, the ensemble BTC peak appears later (at day
100) than that for the DFNs with mean fracture orientations of 0° and 90° (BTC peak occurs at day 50),
because the DFNs with mean fracture orientations of —45° and 45° have a much larger 8, which acts as
part of the retardation coefficient (1 + ) when 7 = 1. The DFNs with mean fracture orientations of —45°
and 45° might also produce more tortuous pathways, which lead to greater transverse dispersion than
the DFNs with mean fracture orientations of 0° and 90° [19]. Finally, regardless of fracture orientation,
late-time BTCs exhibit similar slopes, and therefore the similar time index -, if the DFNs have the same
density and a constant distribution of fracture length. The latter impact (caused by the fracture length
distribution), however, cannot be reliably investigated in this study, due to the field-scale DENs (with
a relatively small domain size). In a future study, we will increase the model domain size (to regional
scale) and systematically explore the impact of fracture length distributions on non-Fickian dynamics.

The above analysis implies that the fracture density is more important than the fracture orientation
in affecting the power-law late-time tailing of the BTC, while both properties can affect the plume mean
displacement (captured mainly by the velocity in the tt-fADE model (10) and (11)), plume spreading
(captured by the dispersion coefficient in model (10) and (11)), and fracture-matrix mass exchange
ratio (captured by the capacity coefficient in (10) and (11)).
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4.3. Impact of Matrix Permeability on Late-Time BTC

Rock matrix permeability may affect the late-time behavior of chemical transport. To explore
this potential impact, here we conducted additional Monte Carlo simulations using different matrix
permeability: (1) increasing matrix permeability by 10 times (from 1.1 x 107 m? to 1.1 x 10713 m?)
and (2) decreasing matrix permeability by 2 times (from 1.1 x 1071 m? to 5.5 x 107! m?). Results are
shown in Figure 3. We did not select the smaller value for matrix permeability, because preliminary
numerical tests showed that if matrix permeability was smaller than 1.1 x 107'% m?, the numerical
iteration (in the flow model) could not converge.

(a) BTC with 20 fractures in a log-log plot (b) BTC with 60 fractures
g o Data
'é = power law tail
% tt-fADE
2 &= Data2
8 = power law tail 2

tt-fADE 2

10° 10° ) 10* 10° 10° 10° 10 10°
Time (day) Time (day)

Concentration

10” 10° 10° 10°
Time (day)

Figure 3. BTCs at the control plane x = 50 m for three different fracture densities (a—c) with matrix
permeability of 1.1 x 10713 m?2 (red lines and circles) and 5.5 x 10715 m?2 (green lines and crosses).
The BTC data (i.e., symbols) are simulated by HGS. The red/green line is the solution of the tt-fADE
model (10) and (11). The black/blue line is a power-law approximation to the late time decay
in concentration.

The BTC declines faster at the late time with an increasing matrix permeability. This is because
the matrix domain with higher permeability leads to shorter trapping times for chemical particles.
Contrarily, the average velocity is smaller for a rock matrix with smaller permeability, resulting in
heavier late-time tailing in the BTC.

4.4. How to Approximate the Time Index <y Given the Limited Late-Time BTC

Although the transport time considered by our Monte Carlo simulation is very long (about
5000 years), we could not observe the transition in the BTC from persistent non-Fickian to Fickian
transport behaviors (in the Monte Carlo simulations performed in this study, the total modeling time
could not be longer than 2 x 10° days, since the concentration at the outlet after 2 x 10° days is so small
that HGS generates negative BTCs). It is common that the measured BTC cannot last long enough
to cover the whole power-law portion and its transition in the BTC at late times, due to the usually
limited sampling period, as well as the low concentration at the late time, which might be below the
detection limit. The time index <y cannot be directly estimated when the power-law portion of the BTC
at the late time cannot be identified.
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One possible way to solve the above challenge is to approximate -y using the BTC’s recession
limb. In this study, the recession limb of each measured BTC exhibits a straight line in a log-log
plot (Figure 2), which indicates prolonged non-Fickian or anomalous transport. There is a linear
relationship between the slope of the BTC recession limb (whose absolute value is denoted as | Sgrc )
and the time index 7y in the tt-fADE model (10) and (11):

v =0.5618 x |Spgrc| — 0.2837 (15)

where the corresponding coefficient of determination is 0.9933 (i.e., strong correlation). Since | Sprc |
can be measured easily (here “easily” means that one can use the observed BTC, shown for example
in Figure 2, to directly obtain the slope of the BTC, which is the negative value of |Sgrc |), the above
linear relationship might be practically useful. However, this approximation will be ineffective if the
power-law portion of the BTC is too short to observe (which represents a fast transfer from non-Fickian
to Fickian diffusion), or the data contains apparent noises (which can be common for the measurement
of low concentrations at the BTC tails in the field).

4.5. Subdiffusive Transport Shown by Plume Snapshots

We further explored the spatial distribution of a chemical in the DFNSs, by depicting plume
snapshots at different times for a single realization, and the ensemble average of the Monte Carlo
results (Figures 4 and 5).

t=1 day t=2000 years

(b) ©

Figure 4. One realization of plume snapshots for the first time step (t = 1 day) for the three different
fracture densities: (a) the DFNs with 20 fractures; (b) 60 fractures; and (c) 80 fractures. The 13th time
step (t = 2000 years) for the three different fracture densities: (d) 20 fractures; (e) 60 fractures;
and (f) 80 fractures.
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We chose the first time step (t = 1 day) to show the early arrivals for the three different fracture
densities with matrix permeability of 1.1 x 1071 m?. All the three cases show that chemical particles
move along the preferential flow paths. With increasing fractures in the DFNs, the plume spreads
to a wider area in the vertical direction with a more uniform moving front. For the 13th time step
(t =2000 years), the snapshots exhibited apparent retention and sequestration (meaning that the
surrounding low-permeable matrix trapped chemical particles, especially near the source [39,63])
in the least-dense fractured network. Competition between channeling and sequestration leads to
persistent non-Fickian dynamics. Fast- and slow-moving chemical particles are counterbalanced,
and the effective velocity becomes larger for the DFNs with more fractures.

| t=1day t=2000 years
207 L 1E+0 207 L
*b 1e5
107 r 10 L
1E-10
0 T T T T 0 T T T T
0 10 20 30 40 50 0 10 20 30 40 50
(a) (d)
20+ - 20+ -
104 + 10 +
0 T 7 7 T 0 7 ' 7 7
0 10 20 30 40 50 0 10 20 30 40 50
(b) (e)
20+ - 20+ -
10 = 10| L
Y T T T T 0 T T T T
0 10 20 30 40 50 0 10 20 30 40 50
(©) ()

Figure 5. Monte Carlo results of plume snapshots for the first time step (t = 1 day) for the three different
fracture densities: the DFNs with (a) 20 fractures; (b) 60 fractures and (c) 80 fractures. The 13th time
step (t = 2000 years) for the three different fracture densities: (d) 20 fractures; (e) 60 fractures and
(f) 80 fractures.

5. Conclusions

This study aims to explore the relationship between real-world aquifer properties and non-Fickian
transport dynamics, so that the fractional partial differential equations built upon fractional calculus
can be reliably applied with appropriate hydrogeologic interpretations. We use the Monte Carlo
approach to generate field-scale DFNs where the fracture properties change systematically, and then to
simulate groundwater flow and pollutant transport through the complex DFENs. For a point source
located initially in the mobile phase or fracture, the late-time behavior for the BTCs simulated by the
Monte Carlo approach is then explained by the tempered-stable time fractional advection—dispersion
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equation. We build the relationship between medium heterogeneity and transport dynamics through
the combination of numerical experiments and stochastic analysis. The following five primary
conclusions were found.

First, the DFN density is the major factor affecting non-Fickian transport at the late time,
since (1) the number of fractures significantly affects the internal structure of DFNs; and (2) DFNs
containing a higher fracture density may yield broader distribution of apertures, resulting in greater
variation of advective velocities. A moderate dense DFN (filled with 60 fractures) results in the most
heterogenous domain and the heaviest late-time tail in the BTCs, implying that there might exist a
potential threshold of fracture density for non-Fickian dynamics when both the domain size and the
fracture length distribution remain unchanged.

Second, for the DFNs with the same density and different mean orientations, the late time tailing
behavior is affected by the ratio of fractures along different directions. More longitudinal fractures
aligned with the overall flow direction will lead to an increase in earlier arrivals, while more transverse
fractures, with flow deviating from the general flow direction, will enhance chemical particles to
interact with the rock matrix, resulting in a greater immobile mass (a larger f in the tt-fADE) and a
heavier late-time tailing. The BTC peak time is determined by both the effective velocity and capacity
coefficient  (representing the immobile mass ratio). The time index and the slope of the late-time BTC,
however, are similar for the DFNs with the similar density and different mean orientations, since the
fracture density dominates the distribution of the mass exchange rate between fracture and matrix
(and therefore defines the index of the time fractional derivative in the tt-fADE model).

Third, a rock matrix with higher permeability will lead to a relatively more homogeneous domain
with a larger time index and a steeper slope in the late-time BTC, since the trapping times in rock
matrix becomes relatively shorter.

Fourth, the DFN properties can be quantitatively linked to the slope of the recession limb of the
BTC. Particularly, the time index 7 in the tt-fADE model has a simple, linear empirical expression
with the power-law slope of the BTC recession limb, which can help estimate the index «y in practical
applications where the chemical transport time is usually not long enough to cover the full range of
late-time transport behavior.

Fifth, plume snapshots show that all the three fracture densities built in this study exhibit early
arrivals and sequestration effects. The denser DFNs can produce more early arrivals, due to more
preferential flow paths, while the sparse DFNs tend to show heavier sequestration near the source.
Therefore, competition between the channeling effect (in relative high-permeable fractures or the
mobile phase) and the trapping effect (in the surrounding rock matrix or immobile domains) results in
complex prolonged non-Fickian characteristics in chemical transport. With predictable parameters,
the fractional partial differential equations can be used as an efficient upscaling tool to address
real-world contamination problems.

Acknowledgments: This work was funded partially by the National Natural Science Foundation of China under
grants 41628202 and 41330632, and the University of Alabama (RGC). This paper does not necessarily reflect the
views of the funding agencies.

Author Contributions: The results are part of Bingging Lu’s dissertation under Yong Zhang’s supervision.
Donald M. Reeves, HongGuang Sun and Chunmiao Zheng contributed to manuscript preparation and revision.

Conflicts of Interest: The authors declare no conflict of interest.

References

1.  Gorenflo, R.; Mainardji, F. Fractional Calculus. In Fractals and Fractional Calculus in Continuum Mechanics;
Mainardi, F.,, Ed.; Springer: Vienna, Austria, 1997; pp. 223-276.

2. Metzler, R;; Klafter, J. The random walk’s guide to anomalous diffusion: A fractional dynamics approach.
Phys. Rep. 2000, 339, 1-77. [CrossRef]

3. Zhang, Y,; Sun, H.G,; Stowell, H.H.; Zayernouri, M.; Hansen, S.E. A review of applications of fractional
calculus in Earth system dynamics. Chaos Solitons Fractals 2017, 102, 29-46. [CrossRef]

178



Mathematics 2018, 6,5

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

Fogg, G.E.; Zhang, Y. Debates—Stochastic subsurface hydrology from theory to practice: A geologic
perspective. Water Resour. Res. 2016, 52, 9235-9245. [CrossRef]

Coats, K.H.; Smith, B.D.; van Genuchten, M.T.; Wierenga, P.J. Dead-End Pore Volume and Dispersion in
Porous Media. Soil Sci. Soc. Am. ]. 1964, 4, 73-84. [CrossRef]

Haggerty, R.; McKenna, S.; Meigs, L.C. On the late-time behaviour of tracer breakthrough curves.
Water Resour. Res. 2000, 36, 3467-3479. [CrossRef]

Klepikova, M.V.; Le Borgne, T.; Bour, O.; Dentz, M.; Hochreutener, R.; Lavenant, N. Heat as a tracer for
understanding transport processes in fractured media: Theory and field assessment from multiscale thermal
push-pull tracer tests. Water Resour. Res. 2016, 52, 5442-5457. [CrossRef]

Becker, M.W.; Shapiro, A.M. Tracer transport in fractured crystalline rock: Evidence of nondiffusive
breakthrough tailing. Water Resour. Res. 2000, 36, 1677-1686. [CrossRef]

Kang, PK.; Le Borgne, T.; Dentz, M.; Bour, O.; Juanes, R. Impact of velocity correlation and distribution on
transport in fractured media: Field evidence and theoretical model. Water Resour. Res. 2015, 51, 940-959.
[CrossRef]

Becker, M.W.; Shapiro, A.M. Interpreting tracer breakthrough tailing from different forced-gradient tracer
experiment configurations in fractured bedrock. Water Resour. Res. 2003, 39. [CrossRef]

Benson, D.A.; Wheatcraft, S.W.; Meerschaert, M.M. Application of a fractional advection-dispersion equation.
Water Resour. Res. 2000, 36, 1403-1412. [CrossRef]

Chang, EX.; Chen, J.; Huang, W. Anomalous diffusion and fractional advection-diffusion equation.
Acta Phys. Sin. 2005, 54, 1113-1117.

Huang, G.; Huang, Q. Zhan, H. Evidence of one-dimensional scale-dependent fractional
advection-dispersion. J. Contam. Hydrol. 2006, 85, 53-71. [CrossRef] [PubMed]

Green, C.T,; Zhang, Y.; Jurgens, B.C.; Starn, J.J.; Landon, M.K. Accuracy of travel time distribution (TTD)
models as affected by TTD complexity, observation errors, and model and tracer selection. Water Resour. Res.
2014, 50, 6191-6213. [CrossRef]

Garrard, RM.; Zhang, Y.; Wei, S.; Sun, H.; Qian, J. Can a Time Fractional-Derivative Model Capture
Scale-Dependent Dispersion in Saturated Soils? Groundwater 2017, 55, 857-870. [CrossRef] [PubMed]
Schumer, R.; Meerschaert, M.M.; Baeumer, B. Fractional advection-dispersion equations for modeling
transport at the Earth surface. J. Geophys. Res. Earth Surf. 2009, 114, 1-15. [CrossRef]

Drummond, J.D.; Aubeneau, A.F; Packman, A I Stochastic modeling of fine particulate organic carbon
dynamics in rivers. Water Resour. Res. 2014, 50, 4341-4356. [CrossRef]

Sun, H.G.; Chen, D.; Zhang, Y.; Chen, L. Understanding partial bed-load transport: Experiments and
stochastic model analysis. J. Hydrol. 2015, 521, 196-204. [CrossRef]

Reeves, D.M.; Benson, D.A.; Meerschaert, M.M.; Scheffler, H.P. Transport of conservative solutes in simulated
fracture networks: 2. Ensemble solute transport and the correspondence to operator-stable limit distributions.
Water Resour. Res. 2008, 44, 1-20. [CrossRef]

Zhang, Y.; Baeumer, B.; Reeves, D.M. A tempered multiscaling stable model to simulate transport in
regional-scale fractured media. Geophys. Res. Lett. 2010, 37, 1-5. [CrossRef]

Berkowitz, B. Characterizing flow and transport in fractured geological media: A review. Adv. Water Resour.
2002, 25, 861-884. [CrossRef]

Neuman, S.P. Trends, prospects and challenges in quantifying flow and transport through fractured rocks.
Hydrogeol. ]. 2005, 13, 124-147. [CrossRef]

Zhao, Z.; Rutqvist, J.; Leung, C.; Hokr, M.; Liu, Q.; Neretnieks, I.; Hoch, A.; Havlicek, J.; Wang, Y.;
Wang, Z.; et al. Impact of stress on solute transport in a fracture network: A comparison study. ]. Rock
Mech. Geotech. Eng. 2013, 5, 110-123. [CrossRef]

Zhao, Z.; Jing, L.; Neretnieks, I.; Moreno, L. Numerical modeling of stress effects on solute transport in
fractured rocks. Comput. Geotech. 2011, 38, 113-126. [CrossRef]

Selroos, J.; Walker, D.D.; Strém, A.; Gylling, B.; Follin, S. Comparison of alternative modelling approaches
for groundwater flow in fractured rock. J. Hydrol. 2002, 257, 174-188. [CrossRef]

Mukhopadhyay, S.; Cushman, ].H. Monte Carlo Simulation of Contaminant Transport: II. Morphological
Disorder in Fracture Connectivity. Transp. Porous Media 1998, 31, 183-211. [CrossRef]

Outters, N. A Generic Study of Discrete Fracture Network Transport Properties Using FracMan/MAFIC;
SKB-R-03-13; International Atomic Energy Agency (IAEA): Vienna, Austria, 2003.

179



Mathematics 2018, 6,5

28.

29.

30.

31.

32.

33.

34.
35.

36.

37.

38.

39.

40.

41.

42,

43.

44.

45.

46.

47.

48.

49.

50.

51.

Gustafson, G.; Fransson, A. The use of the Pareto distribution for fracture transmissivity assessment.
Hydrogeol. ]. 2006, 14, 15-20. [CrossRef]

Liu, R.; Li, B.; Jiang, Y. A fractal model based on a new governing equation of fluid flow in fractures for
characterizing hydraulic properties of rock fracture networks. Comput. Geotech. 2016, 75, 57-68. [CrossRef]
Zhang, Y.; Benson, D.A.; Meerschaert, M.M.; Labolle, E.M.; Scheffler, H.P. Random walk approximation of
fractional-order multiscaling anomalous diffusion. Phys. Rev. E Stat. Nonlinear Soft Matter Phys. 2006, 74,
1-10. [CrossRef] [PubMed]

Cortis, A.; Birkholzer, J. Continuous time random walk analysis of solute transport in fractured porous
media. Water Resour. Res. 2008, 44, 1-11. [CrossRef]

McKenna, S.A.; Meigs, L.C.; Haggerty, R. Tracer tests in a fractured dolomite: 3. Double porosity,
multiple-rate mass transfer processes in convergent flow tracer tests. Water Resour. Res. 2001, 37, 1143-1154.
[CrossRef]

Cook, P.G. A Guide to Regional Groundwater Flow in Fractured Rock Aquifers; CSIRO: Canberra, Australia, 2003;
p. 107.

Bear, J. Dynamics of Fluids in Porous Media; Dover Publications: New York, NY, USA, 1972; ISBN 0-486-65675-6.
Painter, S.; Cvetkovic, V. Upscaling discrete fracture network simulations: An alternative to continuum
transport models. Water Resour. Res. 2005, 41, 1-10. [CrossRef]

Lei, Q. Characterisation and Modelling of Natural Fracture Networks: Geometry, Geomechanics and Fluid
Flow. Ph.D. Thesis, Imperial College London, London, UK, 2016.

Bakshevskaia, V.A.; Pozdniakov, S.P. Simulation of Hydraulic Heterogeneity and Upscaling Permeability
and Dispersivity in Sandy-Clay Formations. Math. Geosci. 2016, 48, 45-64. [CrossRef]

Kang, PK.; Dentz, M.; Le Borgne, T.; Juanes, R. Anomalous transport on regular fracture networks: Impact of
conductivity heterogeneity and mixing at fracture intersections. Phys. Rev. E Stat. Nonlinear Soft Matter Phys.
2015, 92, 1-15. [CrossRef] [PubMed]

Zhang, Y.; Benson, D.A.; Baeumer, B. Predicting the tails of breakthrough curves in regional-scale alluvial
systems. Ground Water 2007, 45, 473-484. [CrossRef] [PubMed]

Zhang, Y.; Benson, D.A.; LaBolle, EM.; Reeves, D.M. Spatiotemporal Memory and Conditioning on Local
Aquifer Properties; DOE/NV /0000939-01, Publication #45244; Desert Research Institute: Las Vegas, NV, USA,
2009; p. 64.

Kelly, J.E; Bolster, D.; Meerschaert, M.M.; Drummond, J.D.; Packman, A.I. FracFit: A robust parameter
estimation tool for fractional calculus models. Water Resour. Res. 2017, 53, 2559-2567. [CrossRef]

Cacas, M.C.; Ledoux, E.; de Marsily, G.; Tillie, B.; Barbreau, A.; Durand, E.; Feuga, B.; Peaudecerf, P. Modeling
fracture flow with a stochastic discrete fracture network: Calibration and validation: 1. The flow model.
Water Resour. Res. 1990, 26, 479-489. [CrossRef]

McClure, M\W.; Mark, W.; Horne, R.N. Discrete Fracture Network Modeling of Hydraulic Stimulation:
Coupling Flow and Geomechanics; Springer: Berlin, Germany, 2013; ISBN 3319003836.

Therrien, R.; McLaren, R.G.; Sudicky, E.; Panday, S.M. HydroGeoSphere a Three-dimensional Numerical Model
Describing Fully-integrated Subsurface and Surface Flow and Solute Transport; Groundwater Simulations Group,
University of Waterloo: Waterloo, ON, Canada, 2010; p. 429.

Chakraborty, P.; Meerschaert, M.M.; Lim, C.Y. Parameter estimation for fractional transport:
A particle-tracking approach. Water Resour. Res. 2009, 45. [CrossRef]

Geiger, S.; Cortis, A.; Birkholzer, ].T. Upscaling solute transport in naturally fractured porous media with the
continuous time random walk method. Water Resour. Res. 2010, 46. [CrossRef]

Long, J.C.S.; Remer, ].S.; Wilson, C.R.; Witherspoon, P.A. Porous media equivalents for network of
discontinuous fractures. Water Resour. Res. 1982, 18, 645-658. [CrossRef]

Fiori, A.; Becker, M.W. Power law breakthrough curve tailing in a fracture: The role of advection. |. Hydrol.
2015, 525, 706-710. [CrossRef]

Klimczak, C.; Schultz, R.A; Parashar, R.; Reeves, D.M. Cubic law with aperture-length correlation:
Implications for network scale fluid flow. Hydrogeol. ]. 2010, 18, 851-862. [CrossRef]

Keller, A.A.; Roberts, P.V.; Blunt, M.]. Effect of fracture aperture variations on the dispersion of contaminants.
Water Resour. Res. 1999, 35, 55-63. [CrossRef]

Zhao, Z.; Li, B; Jiang, Y. Effects of fracture surface roughness on macroscopic fluid flow and solute transport
in fracture networks. Rock Mech. Rock Eng. 2014, 47, 2279. [CrossRef]

180



Mathematics 2018, 6,5

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

Edery, Y.; Geiger, S.; Berkowitz, B. Structural controls on anomalous transport in fractured porous rock.
Water Resour. Res. 2016, 52, 5634-5643. [CrossRef]

Callahan, T.J.; Reimus, PW.; Bowman, R.S.; Haga, M.]. Using multiple experimental methods to determine
fracture/matrix interactions and dispersion of nonreactive solutes in saturated volcanic tuff. Water Resour. Res.
2000, 36, 3547-3558. [CrossRef]

Therrien, R.; Sudicky, E. Three-dimensional analysis of variably-saturated flow and solute transport in
discretely-fractured porous media. J. Contam. Hydrol. 1996, 23, 1-44. [CrossRef]

Schumer, R.; Benson, D.A.; Meerschaert, M.; Baeumer, B. Fractal mobile/immobile solute transport.
Water Resour. Res. 2003, 39. [CrossRef]

Meerschaert, M.M.; Zhang, Y.; Baeumer, B. Tempered anomalous diffusion in heterogeneous systems.
Geophys. Res. Lett. 2008, 35, 1-5. [CrossRef]

Zhang, Y.; Green, C.T.; Baeumer, B. Linking aquifer spatial properties and non-Fickian transport in
mobile-immobile like alluvial settings. J. Hydrol. 2014, 512, 315-331. [CrossRef]

Moreno, L.; Tsang, C.F. Multiple-Peak Response to Tracer Injection Tests in Single Fractures: A Numerical
Study. Water Resour. Res. 1991, 27, 2143-2150. [CrossRef]

Gerke, H.H. Preferential flow descriptions for structured soils. J. Plant Nutr. Soil Sci. 2006, 169, 382—400.
[CrossRef]

Reeves, D.M.; Parashar, R.; Pohll, G.; Carroll, R.; Badger, T.; Willoughby, K. Practical guidelines for horizontal
hillslope drainage networks in fractured rock. Eng. Geol. 2013, 163, 132-143. [CrossRef]

Neuman, S.P. Multiscale relationships between fracture length, aperture, density and permeability.
Geophys. Res. Lett. 2008, 35, L22402. [CrossRef]

Hirthe, E.M.; Graf, T. Fracture network optimization for simulating 2D variable-density flow and transport.
Adv. Water Resour. 2015, 83, 364-375. [CrossRef]

LaBolle, EM.; Fogg, G.E. Role of Molecular Diffusion in Contaminant Migration and Recovery in an Alluvial
Aquifer System. Transp. Porous Media 2001, 42, 155-179. [CrossRef]

® © 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution
BY

(CC BY) license (http://creativecommons.org/licenses /by /4.0/).

181



. mathematics m\n\py

Atrticle
Analysis of PFG Anomalous Diffusion via Real-Space
and Phase-Space Approaches

Guoxing Lin

Carlson School of Chemistry and Biochemistry, Clark University, Worcester, MA 01610, USA; glin@clarku.edu;
Tel.: +1-50-8793-7594

Received: 12 December 2017; Accepted: 22 January 2018; Published: 29 January 2018

Abstract: Pulsed-field gradient (PFG) diffusion experiments can be used to measure anomalous
diffusion in many polymer or biological systems. However, it is still complicated to analyze
PFG anomalous diffusion, particularly the finite gradient pulse width (FGPW) effect. In practical
applications, the FGPW effect may not be neglected, such as in clinical diffusion magnetic resonance
imaging (MRI). Here, two significantly different methods are proposed to analyze PFG anomalous
diffusion: the effective phase-shift diffusion equation (EPSDE) method and a method based on
observing the signal intensity at the origin. The EPSDE method describes the phase evolution
in virtual phase space, while the method to observe the signal intensity at the origin describes
the magnetization evolution in real space. However, these two approaches give the same general
PFG signal attenuation including the FGPW effect, which can be numerically evaluated by a direct
integration method. The direct integration method is fast and without overflow. It is a convenient
numerical evaluation method for Mittag-Leffler function-type PFG signal attenuation. The methods
here provide a clear view of spin evolution under a field gradient, and their results will help the
analysis of PFG anomalous diffusion.

Keywords: pulsed-field gradient (PFG) anomalous diffusion; fractional derivative; nuclear magnetic
resonance (NMR); magnetic resonance imaging (MRI)

1. Introduction

Anomalous dynamic behavior exists in many polymer or biological systems [1-6]. These systems
often consist of various molecules such as macromolecules and small penetrant molecules like water.
These molecules often demonstrate anomalous dynamics behavior: their rotational motion time
constants usually obey a stretched exponential distribution, namely, the Kohlrausch-Williams-Watts
(KWW) function distribution [7,8], and their translational diffusion jump time and jump length could
follow power law distributions [2]. Nuclear magnetic resonance (NMR) is one of the important
techniques used to detect these anomalous dynamic behaviors. For instance, anomalous diffusion can
be detected by pulsed-field gradient (PFG) NMR experiments.

PFG diffusion NMR [9-15] has been a powerful tool for measuring normal diffusion. The history
of using a field gradient to measure diffusion can be tracked back to Hahn, who first observed the
influence of the molecule diffusion under a gradient magnetic field upon echo amplitudes in 1950 [9].
PFG diffusion measurements have broad applications in NMR and magnetic resonance imaging
(MRI) [13-16]. For instance, the water diffusion difference in different parts of the brain can be used
as an important contrast factor to build imaging of acute strokes [16]. The PFG technique, being
an ultra-valuable tool for normal disunion, could play an increasingly important role in monitoring
anomalous diffusion occurring in many polymer and biological systems.

PFG anomalous diffusion [17-23] is different from PFG normal diffusion. Unlike normal
diffusion, anomalous diffusion has a non-Gaussian probability distribution [2,24], and its mean square
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displacement is not linearly proportional to diffusion time [2]. These non-Gaussian characteristics
make it complicated to analyze PFG anomalous diffusion. Although PFG anomalous diffusion can
be approximately analyzed by traditional methods such as the apparent diffusion coefficient method,
PFG theories based on the fractional derivative could not only improve the analysis accuracy on the
diffusion domain size, diffusion constant, and other variables [17,18,25-28], but also yield additional
information such as the time derivative order & and space derivative order § that are related with
diffusion jump time and jump length distributions determined by material properties.

Much effort has been devoted to studying PFG anomalous diffusion based on fractional calculus,
which includes the propagator method [29], the modified Bloch equation method [17,25,30,31],
the effective phase-shift diffusion equation (EPSDE)method [18], the instantaneous signal attenuation
method [26], the modified-Gaussian or non-Gaussian distribution method [27], etc. Additionally,
PFG anomalous diffusions in restricted geometries such as plate, sphere, and cylinder have been
investigated [28]. These theoretical methods analyze PFG anomalous diffusion from different angles.
Therefore, each of them can have its own advantages in handling certain types of PFG anomalous
diffusion. To better apply the PFG technique to studying anomalous diffusion, it is still valuable to
develop new theoretical treatments for PFG anomalous diffusion.

In this paper, two methods based on the fractional derivative [1,2,6,32-34] are proposed to give
general analytical PFG signal attenuation expressions for anomalous diffusion. The first method
is the recently developed EPSDE method [18]. This method describes the spin phase evolution by
an effective phase diffusion process in virtual phase space [18]. Solving the EPSDE gives valuable
information about the phase evolution process such as the phase probability distribution function and
the moment of mean phase displacement. Meanwhile, other conventional methods render it difficult
to get this phase information, and usually assume an approximate phase distribution such as Gaussian
phase distribution [13]. In this paper, it will be shown that a solvable PFG signal attenuation equation
can be derived by applying a Fourier transform to the effective phase-shift equation. The second
method is to observe the signal intensity at the origin, and is an ultra-simple new method. For a
homogeneous diffusion spin system, although the magnetization amplitude attenuates because of the
gradient magnetic field effect, the phase of magnetization keeps constant at the origin of the gradient
field. Such a specific phase property is employed to derive a PFG signal attenuation equation in this
paper. The above two methods give the same signal attenuation equation, from which the general PFG
signal attenuation expression can be derived by the Adomian decomposition method [35-39]. Besides
the Adomian decomposition method, a direct integration method was proposed for the numerical
evaluation of the PFG signal attenuation, which is a fast and simple method. The results include the
finite gradient pulse width (FGPW) effect [13-15], namely, the signal attenuation during each gradient
pulse application period. Theoretically, during a short gradient pulse, the PFG signal attenuation can be
neglected; nevertheless, the gradient pulse used in a clinical MRI is usually long [16,40]. Additionally,
a longer gradient pulse allows the measuring of slower diffusion under the same gradient maximum
intensity, which matters in the study of polymer and biological systems where the molecule diffusion
is often slow. Therefore, we need to consider the FGPW effect in many real applications. The two
methods here give the same results in terms of the FGPW effect. These results agree with reported
results from some other methods [18,26,27] and the continuous time random walk simulation [26,29].
Furthermore, PFG anomalous diffusion of intramolecular multiple quantum coherence (MQC) is
also discussed [27]. The MQC effect has the benefit of enhancing the gradient effect on PFG signal
attenuation [41]. The two methods provide complementary views of PFG anomalous diffusion from
both the real space and phase space.
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2. Theory

2.1. The Phase-Space Method: The Effective Phase-Shift Diffusion Method

For the sake of simplicity, only one-dimensional anomalous diffusion is considered in this paper.
In PFG experiments, the field gradient pulse results in a time- and space-dependent magnetic field
B(z,t) = By + g(t) - z, where By is the exterior magnetic field, z is the position, and g(t) is the
time-dependent gradient [13-15]. The magnetic field exerts a torque on each spin moment. The torque
changes the spin angular momentum direction, which leads the spin to precess about the magnetic field
with Larmor frequency w(z,t) = —B(z,t). In a rotating frame with angular frequency wy = —vBjy,
a diffusing spin at position z(#') has a time-dependent angular frequency g (#') - z(#'), and its phase
accumulated along the diffusion path is [13-15,19]

#(0) == [ g(t) -2, )

where ¢(t) is the net-accumulating phase. The range of ¢(t) is —co < ¢(t) < oo rather than
—1t < ¢(t) < 7, and cos(¢(t)) is the projection factor of the spin magnetization to the observing
coordinate axis. The PFG signal comes from the ensemble contribution from all spins by averaging
over all possible phases [13-15]:

S(t) = 5(0) [ z P(¢, ) exp(+id)dp, )

where 5(0) is the signal intensity at the beginning of the first gradient pulse, S(t) is the signal intensity
at time ¢, and P(¢, t) is the accumulating phase probability distribution function. In a symmetric
diffusion system, Equation (2) can be further written as

5(5) = 50) [ Plg.)cos(g)dg. ©

Because the NMR signal comes from numerous spins, the percentage of spins with potentially
infinite ¢(t) is very small, and can therefore be neglected. Additionally, —1 < cos(¢(t)) < 1; therefore,
0 < |S(t)] < 5(0), and S(¢) is a finite quantity that can be measured in NMR experiments. A possibly
infinite “mean square phase displacement” <|(,i>(t)|'8 > is not necessarily an obstacle in PFG NMR
measurement, although it may have a significant effect in other academic fields. The PFG signal
attenuation can be obtained based on Equation (2) or (3), but the phase evolution process based on
the phase path integral Equation (1) is complicated. Nevertheless, the recently developed EPSDE
method provides a simple way to describe the phase evolution based on an effective phase diffusion
process [18]. In the following, the effective phase diffusion equation method [18] will be briefly
reintroduced. Additionally, a general solution including the FGPW effect will be given that has not
been reported in [18].

For simplicity, only diffusion with a symmetric probability distribution is studied here.
The self-diffusion process can be described by a random walk, which consists of a sequence of
independent random jumps with waiting times Aty, Atp, Ats, ... , At,, and corresponding displacement
lengths Az, Azp, Azs, ..., Az,. Based on the random walk, Equation (1) can be rewritten as [18]

O(tor) = 7_; yALg(H) - ( 21 Az, +zo>
= n n "= m—1 n
== Zl {ZAtZ‘g(t,‘) — Z Atig(t,‘):| -AZm — ’}'YZ] Atig(t,') *Zp
m=1Li i i=

S é] [K(f) = K(bw_1)] - Dzm — K(t) - 20

- él [K(£) — K(tw)] - Az — K(8) - 20

@)
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where ,
= [ asar 5)

is the wavenumber [13-15]. In Equation (4), K(ty) =~ K(t,—1) is used because [K(ty) — K(ty—1)] - Az
is negligible, and the temporal and spatial summation orders are interchanged because At;g(t;) and
Az, are often noncorrelated. In most PFG experiments, K(t;¢) = 0 where t;, is the time at the end of
the rephasing gradient pulse, so Equation (4) can be further simplified to [18]

P(ttor) ZK tm) - Dz (6)

The —Y_ K(t) - Azy, term in Equation (6) is an effective phase random walk with a jump length
m

—K(tm) - Azy, and a jump waiting time At,, The phase random walk can be treated as an effective phase
diffusion, and can be obtained from the corresponding spin diffusion in the real space by scaling the
jump length Az(t) by a factor —K(t). Because <|Az\’5>/<At"‘) o« Dyand <|K(t)Az\ﬁ>/<At“) o Dyerr(t),
the effective phase diffusion constant is Dy, ¢f(t) = KB(t)D ¢ (oftentimes K(t) > 0) [18], where Dy and
Dyeff(t) are the fractional diffusion coefficients for the real-space diffusion and the effective phase
diffusion, respectively, and their units are mf /s* and radP /s*. As both the effective phase diffusion
and the real spin particle diffusion belong to the same type of diffusion, they should obey the same
type of diffusion equation. The one-dimensional real-space diffusion equation based on the fractional
derivative is [6,31-34]

Pl
tDEMuy(z,1) = Dy~ Muyy(,t), %)
9|z

where Myy(z,t) is the spin magnetization in PFG experiments, and ;Df is the Caputo fractional
derivative defined as [6,31-34]

TG S
(DEF(E) = { o do g Mo lsasm

drm

8
(t), a=m ®

and Ia 7 is the space fractional derivative [6,31-34] defined in Appendix A. By replacing coordinate z

with ¢, and Dy with Dy, ¢f(t), respectively, from real-space diffusion Equation (9), the effective phase
diffusion equations can be obtained [18] as

tDEP(¢, 1) = KP(H)D iP(sb,t). ©)
Talpl?

As E{f(x,t)} = f(g,t) and ﬁ{%f(x,t); } = —qPf(q) [31-34] where g is the wavenumber,
applying a Fourier transform F{f(x)} = [~ f(x) exp(+igx)dx to both sides of Equation (9) gives
tD%P(q,t) = —KP(t)qPDP(q, 1), (10)

which is a g-space phase diffusion equation. Here, q is the wavenumber dedicated to the above
Fourier transform, which differs from the field gradient pulse-induced wavenumber K(t) defined by
Equation (5). When g =1, P(g,t) in Equation (10) equals the attenuated signal amplitude because,
in PFG experiments, the signal attenuation can be calculated based on Equation (2) as [18]

S(t) = 5(0)/;0; P(¢, 1) exp(+i)dp = P(1, t). (11)
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The normalized value of S(0) equaling 1 will be used and dropped out throughout this paper.
Substituting Equation (11) and g = 1 into Equation (10), we get

tDS(t) = —DsKP(1)S(t), (12)

which is the PFG signal attenuation equation.
The solution of Equation (12) will be given in Section 2.3 as the same equation will be obtained by
observing the signal intensity at the origin in the subsequent section.

2.2. Observing the Signal Intensity at the Origin in Real Space

For a nondiffusing spin in a rotating frame with angular frequency wy = —7By, its precession
phase can be described as [13-15]

P(z,t) = (w —wp)t = —K(t) - z, (13)

where (z, t) is the precession phase, which is different from the accumulated phase ¢(t) described
by (1). The nondiffusing spin system has a time- and space-modulated magnetization, which can be
described as

Myy(z,t) = S(t) exp(—iK(t) - z), (14)

where S(t) is the magnetization amplitude, which can be referred to as signal intensity,
and exp(—iK(t) - z) is the phase term. For a pulsed gradient spin echo (PGSE) or pulsed gradient
stimulated echo (PGSTE) experiment with a constant gradient, as shown in Figure 1, the wavenumber is

v8t, 0 <t <6, dephasing gradient
K(t) = 786, 6 <t <A (15)
Yg(A+6—1t), A<t <A+4, rephasing gradient

where 0 is the gradient pulse length, and A is the diffusion delay starting from the beginning of the
first dephasing gradient pulse to the beginning of the last rephrasing gradient pulse. Because of the
two counteracting gradient pulses—a dephasing pulse and a rephasing pulse—K(t) returns to 0 at the
end of the rephasing pulse, and the phase of nondiffusing spins will be refocused. Therefore, the signal
of the nondiffusing spin system does not attenuate when the T relaxation is neglected.

For the spin diffusion in a homogeneous sample, its magnetization still can be described
by Equation (14), Myy(z,t) = S(t)exp(—iK(t) -z). At a random position z, the possibilities
of spins diffusing to opposite directions z + Az are equal [26]. The opposite movements yield
exp(—iK(t) - (z+ Az)) + exp(—iK(t) - (z — Az)) = cos(K(t) - Az) exp(—iK(t) - z), and have no effect
on the phase, exp(—iK(t) - z), but do make the signal intensity decay by a factor of cos(K(t) - Az) for
these spins. By substituting My, (z,t) = S(t) exp(—iK(t) - z) into diffusion Equation (7), and applying
% exp(—iK(t) -z) = —KP(t) exp(—iK(t) - z), we have

(DY[S(t) exp(—iK(t) -2)] = ~DKP (1) [S(¢) exp(—iK(t) - 2)]. (16)
At the origin, z =0, iygz = 0, exp(—iK(t) - z) = 1, and S(t) exp(—iK(t) - z) = S(t); we thus have
tDYS(t) = —DKF(1)S(t). 17)

Equation (17) is identical to Equation (12) obtained previously by the EPSDE method in Section 2.1.
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Figure 1. (a) Pulsed gradient stimulated echo (PGSTE) pulse sequences; (b) pulsed gradient spin echo
(PGSE) pulse sequence. The gradient pulse width is J, and the diffusion delay is A. The time-dependent
behavior of wavenumber K(t), diffusion constant Dy, and the effective phase diffusion constant
Dyesr(t) = KA(HD ¢ are also demonstrated below the PGSE pulse sequence.

This method of observing the signal intensity at the origin could be understood in another way:
if only the signal intensity or amplitude is observed from a selected position at different diffusion times
tj, 1=1,2,3--- in a PFG anomalous diffusion experiment, the observed signal intensity or amplitude
shall still obey Equation (17) regardless of whether the phase is observed or not. It is reasonable
that both ways can give the same signal attenuation expression, because the signal amplitude is
homogeneous throughout the sample at each instant, and selecting the origin at a random position in
the sample does not affect the result.

2.3. Analytical Solution by the Adomian Decomposition Method

The same equation as Equation (12) or (17) has been obtained by the fractional integral modified
Bloch equation method. The three different methods get the same PFG signal attenuation equation.
Reference [30] employed the Adomian decomposition method to give a general analytical solution to
Equation (12). In the following, the general solution from the Adomian decomposition will be given in
more detail for the cases of normal diffusion and general anomalous diffusion.

2.3.1. Normal Diffusion

First, the signal attenuation equation—Equation (12) or (17)—can be used to obtain the PFG signal
attenuation expression for normal diffusion, which is a specific case of anomalous diffusion with « =1
and f = 2. When « = 1 and 8 = 2, Equation (17) reduces to

d

ZS() = —KA(1)DS(1), (18)

where D is the diffusion constant of normal diffusion. The solution of Equation (18) is
t
S(t) = exp (7/ DKz(t’)dt’>, (19)
0

which is the PFG signal attenuation expression for normal diffusion. The same result as expression (19)
was obtained in [42]. For PGSE or PGSTE experiments, the PFG signal attenuation calculated based
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on Equation (19) is exp (fD f’yz 262 (A -5/ 3)) , which is a routinely used expression for PFG normal
diffusion [13-15].

2.3.2. General Anomalous Diffusion

Second, the PFG signal attenuation for general anomalous diffusion can be obtained. The same
equation as Equation (17) and its solution have been obtained by the modified Bloch equation method
in [30]. According to [30], Equations (12) or (17) can be written equivalently as

m—1

k
— Yy s® (0*)% +a(D)S(), m—1 < a < m (20)
k=0 :

where
—(1gt)fDp, 0<t <o
a(t) = 7K/5(t)Df = _(78‘5)ﬁDf, S<t<A 1)
—(18)f(A+6—t)PDs, A<t <A+4.

Based on the Adomian decomposition method [35-39], the solution of Equation (20) is [30,31]

S(t) =Y Su(t), (22a)
n=0
where
m—1 ¢ fk
So(t) = k—ZOS( >(O+)H’ m—1<a<m (22b)
and

Su(t) =]*(a(t)Su-1(t))
7—ftf DKﬁ()nl(r)dr
0

. DKB(1)S,_y (1)d(t-1)"
*f fT

0

(22¢)

In PGSE or PGSTE experiments, the time ¢ can be separated into three periods: 0 < t < 4,
§<t<A,and A <t < A+ 6. If the initial condition, V) (07) =0, is used [31-34] for free diffusion
in a homogeneous sample, we can get the following:

(a)  PFG signal attenuation under short gradient pulse (SGP) approximation: § is short enough and the
diffusion inside each gradient pulse can be neglected. We get

[}

S(8) = Y- Su(A) = Ea (~DyKscrPA") , Kscp = 185, 23)
n=0
_ _ (~DyKspfa®)"
where Sg(A) =1,and 5,(A) = e Equation (23) replicates the SGP approximation

result obtained in references [18,26,27].

(b)  Single pulse attenuation: This is an ideal situation—the first gradient pulse is regular, but the
second gradient pulse is infinitely narrow and has the purpose of counteracting the first gradient
pulse. We get

n n
s = Esw-1e £ (cooere) it
= E"‘Hﬁ/aﬁ/vz( Wg)ﬁt“”‘)
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nn 1a i

where So(t) =1, Su(t) = (—Df(“rg)ﬁt“ﬁ) i bl and Eoyq (x) = x endeo =1,
= n=

n—1

= kn «%Ylﬁiim is a Mittag-Leffler-type function [43]. Equation (24) is consistent with the

results obtained by the modified Bloch equation proposed in [25].

(c)  General PFG signal attenuation: The PGSE or PGSTE experiment includes three periods: 0 < t; <4,
0 <tp <A,and A < t3 < A+ 4. The integration in Equation (22c) during these three periods is
tedious, but can be calculated with computer assistance. Nevertheless, we can get the first and
second terms of Equation (22a) as the following:

So(t) =1 (25a)

D B
51(6) = 1 (a(1500)) = — 7 DK (e =~

at*tPB(B+1, oc) 0<t g s
at* P [B(B+1,0) — B(§;B+1,0)| —oF(t—0)", s <t <A (25b)
{oct‘“’ﬁ [B(/H 1,0) — B(2; B+ 1,0()} — 8P[(t— )" — (t— A)"] } — A<E<A+S
fAt a(t—7) N (A 46— 1)fdr
where B(x,y) and B(a;x,y) are the Beta function and incomplete Beta function, respectively. When
t = A+ 6, Equation (25b) gives

S1(A+08) = J*(a(t)So(t))
A4S

a—1
- Of 7<A+§( T)> D¢KP(t)dt (26)

D p at+p
= L a(a+0) P B(B+1,0) — B(5ls B+ La)] +88(a — %) + 227 ],

Equation (26) agrees with the signal attenuation expression S(t) = E,1 (— fot DfKﬁ (¥ )dt’a>
obtained by the instantaneous signal attenuation method [26]. At small signal attenuation,
S(t) = Eap (—fot DfK/j(t’)dt’“> can be approximately expanded as

S(0) = Eua (—Jy DyIP(1)4e")

~1 Dy(g)

, . 27)
P {8 +6) P [Ba, B+1) — B(syia, B+ 1) +P(A% — o) + 252 ],

Equation (27) is the same as that given by the combination of Equations (25a) and (26)
(note that B(x,y) = B(y,x) and B(a;x,y) = B(1 — a;y,x)); however, at large signal attenuation,
Eq1 (— fot DfKﬁ (' )dt’“) may deviate from the combination of Equations (25a) and (26) as the
higher-order terms in the expansion cannot be omitted. This agreement can be explained by the
following: in typical PGSE or PGSTE experiments, both the gradient intensity and pulse length
of the dephasing pulse and the rephrasing pulse are identical, |g1| = |g2| and 6; = Jy; thus,
K(A + 6 — 1) = K(7), which results in

Ats A+s
)% ! A5 — T/:\—l
,b[ %DfKﬁ( yar T Tzfof WDfKﬁ(AJr(SfT’)dT’
K(b+6—7)=K(t)) A1 a1
5 fof Ca DK ()T

(28)
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When 0 < & <2, B = 2, the general anomalous diffusion reduces to time-fractional diffusion and
Equation (25b) can be further calculated as

Dy (18)*
Sl(A+5) = 7ﬁ>< 29)
o2 52 2 24a _ A2 2 Al 2
{855 + (8% = %) + Gy [(6+ 077 — a%H] = 2yattes — pcs2 ).
When &« = 1, 0 < B < 2, the general anomalous diffusion reduces to space-fractional

diffusion. Equation (22) reduces to S(t) = exp (— fot D fK/B(t’ )dt' ), which is the same as that obtained
by [18,26,30,31].

2.4. Numerical Evaluation of Mittag-Leffler Function-Based PFG Signal Attenuation by the Direct
Integration Method

Although the Adomian decomposition method can be used to numerically evaluate the PFG
signal attenuation, its calculation speed is slow and it could cause overflow at large signal attenuation.
References [30,31,44] proposed an alternative method: a direct integration method that can give the
same numerical results, but with a much faster speed and without overflow. From Equation (20), if we

m—1 k
set ¥ SM(0%)E =1, we have [44]
k=0 :

t .
S()=1- / =" G)s(oydr, (30)
/T
where G(t) = KF(t)Dy. If we denote E, 1 () (—t) = S(t), Equation (30) can be further written as [44]

t _
Eunin (-0 =1 [ TG0 Eu 0 (- G1a)
0

When G(t) = 1, Eyq,6()(—t) = Eg1(—t*), which is a Mittag-Leffler function (MLF); when
G(t) =c, ¢>0,Ey; g (—t) = Eg1(—ct"). Hence, we have [44]

t a1
Eaa(-#) =1- [ %Em(fﬂ)dn (31b)
0
t a—1
Epp(—ct®) =1- / %CE%](7CT“)11T. (310)
0

Equation (30) can be rewritten in a discrete form as [44]
J
S(t)) =1—=Y a(t)S(t—1) [(t — tx—1)" — (4 — £)"] /T(1 +a), (32)
k=1

j
where t; = ) Aty. Based on Equation (32), the PFG signal attenuations S(t1), S(t2), ..., S(t,) canbe
k=1
calculated step by step starting from S(#;) through to S(t,). Similarly, the Mittag-Leffler-type function

and its derivative can be numerically evaluated by [44]

j
Eu160)(—t) = 1= Y G(t)Enn,6(n) (—te—1) [(4 — tk—1)" = (¢ — 1) ] /T(1 + a), (33)
k=1
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(ct) = Ex16(n (=) _Afa,l,G(t)(_tjfl). b
j

This method is simple, and there is no overflow issue in the calculation.

Eq 160

3. Continuous-Time Random Walk (CTRW) in a Lattice Model

Random walk simulation is a powerful numerical method that employs a stochastic jump process
to model normal and anomalous diffusion in physics, chemistry, biology, and many other disciplines.
It can be used to simulate the PFG signal attenuation in mathematically tractable or intractable systems.
In this paper, the continuous-time random walk (CTRW) simulation method developed in [26] is
used to verify the theoretical results; it is based on two models: the CTRW model [45] and the
Lattice model [46,47]. In the simulation, a sequence of independent random waiting time and jump
length combinations (Aty, AG1), (Aty, Alr), (Atz, AC3), ..., (Aty, Ay) is produced by the computer
program. The individual waiting time Af and jump length A are given according to [26] by the
following expressions:

At = —1 logU(% —cos(oﬂr))i (35)
and
_ —log U cos(P) 17%sin(/5<1>)
A= Z( cos((1—p)P) ) cos(P) (36)

where #; and 7, are scale constants, ® = 77(V —1/2),and U, V € (0,1) are two independent random
numbers. The CTRW simulation based on the above waiting time and jump length satisfies the
time—space fractional diffusion equation under the diffusive limit, providing a simple way to simulate
anomalous diffusion in various research areas, such as physics and economics [45].

Although continuous waiting time and jump length are used in the simulation, the accumulating
spin phase associated with the diffusion path is recorded in a discrete manner. Such a discrete phase
recording manner is convenient and reasonable. The simulation can be viewed as a numerical PFG
experiment, whose observables such as phase can be observed in a discrete time selected by an
experiment observer; the observing or recording manner will not affect the fundamental numerical
experiment process, namely the production of the continuous random walk sequence (At;, AGy),
(Aty, AGn), (Ats, AC3) , ..., (Aty, ACy). The spin phase was recorded by the lattice model developed
in [46,47], which has been applied to simulate PFG diffusion in polymer systems [48]. The spin phase
in the simulation is

1
¢(ty) = Y 18(4)EH)AL +98(t)E () (ty — 1), t <ty <ty (37)
j=1

1 1
where t; = ). At;, ¢(t) = ¥ Agj, and t}, is the discrete record time, which takes place between the /th
j=1 j=1

and (I + 1)th steps of the random walk. The second term 'yg(t;, )E(ta1) (t}, — 1;) on the right-hand side
of Equation (37) corresponds to the partial phase evolution of the (I + 1)th jump step that needs to be
recorded at the time #/,. The PFG signal attenuation in the simulation can be obtained by averaging
over all the walkers in the simulation [26,47,48]:

Nuyalks

Y. cos[ei(t)], (38)

Nupalks i=1

5(t) = (coslgi(t)]) =

where N, iks is the total number of walks. The total number of walks used in each simulation
is 1,000,000.
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Because the CTRW model proposed in [25] is only for subdiffusion, the simulation here is limited
to the subdiffusion. Please refer to references [26,30,45-48] for more detailed information.

4. Results and Discussion

This paper uses two different methods to describe PFG anomalous diffusion: the EPSDE
method [18] and the method of observing the signal intensity at the origin. The major results in
this paper are summarized in Table 1. The EPSDE method [18] uses an effective phase diffusion
process to describe the phase evolution, while observing the signal intensity at the origin only
monitors the real-space signal amplitude change at the origin where the phase of the magnetization
remains constant. Each of these two approaches has its unique advantages. The EPSDE method can
directly obtain the phase distribution, which greatly simplifies PFG diffusion analysis [18]; in contrast,
the traditional methods often need to get the real-space spin particle probability distribution first,
which is then used to obtain the phase distribution. The ultra-simple method of observing the signal
intensity at the origin obtains the signal attenuation equation by substituting the magnetization
Myy(z,t) = S(t) exp(—iK(t) - z) directly into the diffusion equation and using the phase property
exp(—iK(t) - z) = 1 and iygz = 0 at the origin. These two approaches view the spin evolution process
from two different spaces—the real space and the phase space—providing a clear picture of spin
dynamics in PFG diffusion experiments.

Table 1. Comparison of pulsed-field gradient (PFG) anomalous diffusion results by the effective
phase-shift diffusion method, the observing the signal intensity at the origin method and other methods.

Virtual Phase-Space Diffusion Real-Space Spin Diffusion

Effective phase-shift diffusion equation [18] Observing the signal intensity at the origin

Diffusion equations:

(DEP(, 1) = Kﬁ(t)Dfﬁp@, £) [18] {DA My (z,t) = Dfﬁmxy@,t) [32]

Solving methods:

Fourier transform Substitute My (z,t) = S(t) exp(—iK(t) - z) into equation

PFG signal attenuation equation*:
(DES(t) = —DyKE()S(H),

m—1
or equivalently S(t) = ¥ S(k>(0+)]t7k, +J%a(t)S(t)), m—1<a<m
k=0 ’
PFG signal attenuation expression by the Adomian decomposition method [30,31]*:
S(t)= X Su(t),
n=0

(t=0" 'DKF(0)S, 1 (1)dT

-1 . t
where Sy (t) = mZ 5 (0*)%, m—1<a<mandS,(t)=—[ )
k=0 ’ 0

Under short gradient pulse (SGP) approximation: S(A) = E, (—DfKSGPﬁA“) , Ksgp = vgo
At small attenuation: S(t) =~ Eqn (7f0t DfKﬁ(t’)dt’“)
Other methods:
1) S(t) = Ex14p/up/a (—Wﬂt‘”ﬁf\s -ylPm(dy) | [25]
&

@) Eur[-irgr(t/0)"] expl-B(t/7)"], B = TERETET [17)
() S(t) ~ Eqs (7 N DfKﬁ(t')dt'“) [26]
@) S(A) = Eu1(~DyKscpPA®) , Ksp = 718 [18,26,27]

* The PFG signal attenuation equation and expression obtained in this paper are the same as that obtained by the
integral modified Bloch equation method [30].

These two methods agree with each other. They get the same PFG signal attenuation Equation (11)

or (16), which can be solved by the Adomian decomposition method. The solution gives PFG signal
attenuation expressions (21a)-(21c), which include the FGPW effect. Understanding the FGPW effect
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is important as clinical MRI applications often use a long gradient pulse. Additionally, using long
gradient pulses allows researchers to monitor slower diffusion in polymer or biological systems where
the molecules or ions often diffuse slowly. The consistent results from two different methods help us
better understand the FGPW effect.

Additionally, the two methods agree with other methods. First, the PFG signal attenuation
Equation (17) obtained here is the same as that obtained by the integral modified Bloch equation
method [30,31]. Second, the results agree with the CTRW simulation as shown in Figure 2. In Figure 2a,
the fractional diffusion constant Dy = 6.6 X 10~ mP/s* was obtained from fitting the curve of
mean square displacement versus ¢ by equation |z|P > = 2Dst*/T(1 + w). Figure 2b shows the
PFG signal attenuation of anomalous diffusion obtained by Equations (22a)—(22c) based on the
Adomian decomposition method, Equation (32) based on the direct integration method, and the
CTRW simulation. Other parameters used in Figure 2 arex = 0.5,  =2,¢=0.1T/m, A — ¢ equaling
0 ms, 20 ms. Interested readers can refer to [30] for additional comparisons between the theoretical
prediction and the CTRW simulation. Third, the PFG signal attenuation expressions (22a)-(22c) are
also consistent with those obtained by various approximation methods such as the non-Gaussian phase
distribution (nGPD) method [27] and the instantaneous signal attenuation method [26]. The same SGP
approximation results, Equation (23), can be obtained by all these five different methods: the EPSDE
method [18], the instantaneous signal attenuation method [26], the nGPD method [27], the method to
observe the signal intensity at the origin, and the modified Bloch equation method [30]. Moreover,
Equation (27), S(t) = E4 1 (— fof D fKﬁ (t)dt' “) , can be approximately obtained in this paper; this agrees
with the result obtained from the instantaneous signal attenuation method [26].

The numerical evaluation of PFG signal attenuation by Equation (20) or (30) can be conveniently
performed by the direct integration method. Figure 2b shows that the results of the direct
integration method agree with those obtained from the Adomian decomposition method. Compared
to the Adomian decomposition method, the computing speed of the direct integration method
improves by orders of magnitudes. The speed improvement is because in the direct integration
method, each S(¢;) in Equation (32) is only a single time integration, while in the Adomian

(o]
decomposition method, S(t;) = Zo Sn(tj) is a superposition of many terms of time integration.

Additionally, from Equations (33r)'_amd (34), the direct integration method can be used to calculate
Mittag-Leffler-type functions and their derivatives. Figure 3 shows that the MLF calculated from
the direct integration method agrees with that calculated by other methods in [49,50]. The Pade
approximation method in [50] is only for subdiffusion. Because the direct integration method does not
cause overflow, it can be a useful method for calculating Mittag-Leffler-type functions. The Fortran
code for MLF calculation by the direct integration method can be obtained from the following
link: https://github.com/GLin2017 /Mittag-Leffler-function-calculated-by-Direct-Integration. Matlab
code for calculating the MLF function by other methods to a desired accuracy can be found at
www.mathworks.com/matlabcentral/fileexchange /8738-mittag-leffer-function, 2005. This direct
integration method will be a great help to the application of current theoretical results to PFG
anomalous diffusion in NMR and MRI.

In the current results, only PFG anomalous diffusion of single quantum coherence is considered.
The results here can be easily extended to handle PFG anomalous diffusion of intramolecular
MQC [27,40]. As the gradient field-induced phase evolution of an n-order intramolecular MQC
is n times faster than the corresponding single quantum coherence, the PFG signal attenuation of
intramolecular MQC is the same as that of single quantum coherence with an effective gradient
intensity ng [42]. Therefore, for intramolecular MQC in PGSE or PGSTE experiments, the PFG signal
attenuation equation is

m—1 k
S(t) = ¥ sW(0)  + I (amoc()S(), m—1 < <m, (39)
k=0 :
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where
fnlg('ygt)ﬁDf, 0<t<o

amqc(t) = ~KuocP(t)Dy = —nP(1g0)PDp, s <t <A (40)
—nP(1g)P(A+5—-1)Dy, A<t < A+0.

From Equation (40), it is obvious that the apqc(t) in the MQC equals nfa(t).
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Figure 2. Comparison of the PFG signal attenuation from theoretical predictions with continuous-time
random walk (CTRW) simulation: (a) mean square displacement from CTRW simulation; (b) PFG signal
attenuation from different methods: the Adomian decomposition method with Equations (22a)—(22c),
the direct integration method with Equation (32), and the CTRW simulation. The parameters used are
a=05p=2,D5=66x10""mP/s¥ and g=0.1T/m.

Numerical Evaluation of Mittag-Leffler Function
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Figure 3. Comparing the Mittag-Leffler function (MLF) calculated by different methods: Equation (33)
from the direct integration method, the Pade approximation method [50], and the method used in [49].

This paper only considers the spin self-diffusion that can be described by the time-space fractional
diffusion equation based on the fractional derivative. In general, the two methods used in this paper
can be applied to other types of anomalous diffusions such as that described by the time—space diffusion
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equation based on the fractal derivative [51], etc. Additionally, only the symmetric anomalous diffusion
in homogeneous spin systems is studied here. In real applications, the anomalous diffusion can take
place in complicated systems such as inhomogeneous systems, restricted geometries [28], anisotropic
systems [44], nonsymmetric systems, etc. Additionally, the gradient field may be nonlinear [52].
The current methods may face challenges in these complicated situations, which reminds us that much
effort is required for the study of PFG anomalous diffusion.

Conflicts of Interest: The author declares no conflicts of interest.

Appendix A. Definition of the Fractional Derivative

The definition of the space fractional derivative [6,32-34] is given by

oP _ 1 B 8
z[f  2cos(%) [7°°DZ +2De (AD
where . - )
o (1" @ sy
ZDEOf(Z):F(T—‘B)dzi'"/Z (Z_y)m,ﬁ>0,m—l<ﬁ<m. (A3)
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