
www.mdpi.com/journal/electronics

Special Issue Reprint

Unmanned Aircraft Systems 
with Autonomous Navigation 

Edited by 
Umberto Papa, Marcello Rosario Napolitano,  
Giuseppe Del Core and Salvatore Ponte



Unmanned Aircraft Systems with
Autonomous Navigation





Unmanned Aircraft Systems with
Autonomous Navigation

Editors

Umberto Papa
Marcello Rosario Napolitano
Giuseppe Del Core
Salvatore Ponte

MDPI • Basel • Beijing • Wuhan • Barcelona • Belgrade • Manchester • Tokyo • Cluj • Tianjin



Editors

Umberto Papa

Department of Science

and Technology,

University of

Naples “Parthenope”,

Naples, Italy

Marcello Rosario Napolitano

Department of Mechanical

and Aerospace Engineering,

West Virginia University,

Morgantown, WV, USA

Giuseppe Del Core

Department of Science

and Technology,

University of

Naples “Parthenope”,

Naples, Italy

Salvatore Ponte

Department of Engineering,

University of Campania

“L. Vanvitelli”,

Aversa, Italy

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal Electronics

(ISSN 2079-9292) (available at: https://www.mdpi.com/journal/electronics/special issues/UAS

electronics).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Volume Number,

Page Range.

ISBN 978-3-0365-8052-4 (Hbk)

ISBN 978-3-0365-8053-1 (PDF)

Cover image courtesy of Umberto Papa.

© 2023 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license, which allows users to download, copy and build upon

published articles, as long as the author and publisher are properly credited, which ensures maximum

dissemination and a wider impact of our publications.

The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons

license CC BY-NC-ND.

 https://www.mdpi.com/journal/electronics/special_issues/UAS_electronics
 https://www.mdpi.com/journal/electronics/special_issues/UAS_electronics


Contents

About the Editors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Umberto Papa
Unmanned Aircraft Systems with Autonomous Navigation
Reprinted from: Electronics 2023, 12, 1591, doi:10.3390/electronics12071591 . . . . . . . . . . . . . 1

Georgia Koukiou and Vassilis Anastassopoulos
UAV Sensors Autonomous Integrity Monitoring—SAIM
Reprinted from: Electronics 2023, 12, 746, doi:10.3390/electronics12030746 . . . . . . . . . . . . . 5

Ahmad Riyad Firdaus, Andreas Hutagalung, Agus Syahputra and Riska Analia
Indoor Localization Using Positional Tracking Feature of Stereo Camera on Quadcopter
Reprinted from: Electronics 2023, 12, 406, doi:10.3390/electronics12020406 . . . . . . . . . . . . . 17

Roland Pfeiffer, Gianluca Valentino, Sebastiano D’Amico, Luca Piroddi, Luciano Galone,
Stefano Calleja, et al.
Use of UAVs and Deep Learning for Beach Litter Monitoring
Reprinted from: Electronics 2023, 12, 198, doi:10.3390/electronics12010198 . . . . . . . . . . . . . 31

Angela Amphawan, Norhana Arsad, Tse-Kian Neo, Muhammed Basheer Jasser and Athirah
Mohd Ramly
Post-Flood UAV-Based Free Space Optics Recovery Communications with Spatial Mode
Diversity
Reprinted from: Electronics 2022, 11, 2257, doi:10.3390/electronics11142257 . . . . . . . . . . . . . 49

Yifei Song , Liang Zeng, Zhe Song, Jie Zeng and Jianping An
Cross-Layer Optimization Spatial Multi-Channel Directional Neighbor Discovery with Random
Reply in mmWave FANET
Reprinted from: Electronics 2022, 11, 1566, doi:10.3390/electronics11101566 . . . . . . . . . . . . . 69

Angelo Lerro, Piero Gili and Marco Pisani
Verification in Relevant Environment of a Physics-Based Synthetic Sensor for Flow Angle
Estimation †

Reprinted from: Electronics 2022, 11, 165, doi:10.3390/electronics11010165 . . . . . . . . . . . . . 89

Lanh Van Nguyen, Manh Duong Phung and Quang Phuc Ha
Lanh Van Nguyen 1,*, Manh Duong Phung 1,2 and Quang Phuc Ha 1

Reprinted from: Electronics 2021, 10, 2474, doi:10.3390/electronics10202474 . . . . . . . . . . . . . 111

Renshan Zhang, Su Cao, Kuang Zhao, Huangchao Yu and Yongyang Hu
A Hybrid-Driven Optimization Framework for Fixed-Wing UAV Maneuvering Flight Planning
Reprinted from: Electronics 2021, 10, 2330, doi:10.3390/electronics10192330 . . . . . . . . . . . . . 133

Gennaro Ariante, Salvatore Ponte, Umberto Papa and Giuseppe Del Core
Estimation of Airspeed, Angle of Attack, and Sideslip for Small Unmanned Aerial Vehicles
(UAVs) Using a Micro-Pitot Tube
Reprinted from: Electronics 2021, 10, 2325, doi:10.3390/electronics10192325 . . . . . . . . . . . . . 159

Isaac S. Leal, Chamil Abeykoon and Yasith S. Perera
Design, Simulation, Analysis and Optimization of PID and Fuzzy Based Control Systems for a
Quadcopter
Reprinted from: Electronics 2021, 10, 2218, doi:10.3390/electronics10182218 . . . . . . . . . . . . . 179

v





About the Editors

Umberto Papa

Umberto Papa was born in Caserta, Italy, in 1986. He received his bachelor’s and master’s

degrees in aerospace engineering from the Parthenope University of Naples, Naples, Italy, in 2008

and 2012, respectively. He received his Ph.D. degree in applied science on sea, environment, and

territory from Parthenope University of Naples in 2017. In 2014, he joined the University of Naples

Parthenope as a Research Fellow. Since 2016, he has been an Honorary Fellow in Flight Mechanics

at Department of Science and Technology of Parthenope University of Naples. He is currently an

Aerospace Engineer with Leonardo Company—Aircraft Division, Pomigliano d’Arco, Naples. His

current research interests include flight mechanics, navigation, and guidance of small UASs, Dr.

Papa was a recipient of the “Leonardo Innovation Award” in the Ph.D. student category in 2015.

Marcello Rosario Napolitano

Marcello Rosario Napolitano received a Ph.D. in Mechanical Engineering from Oklahoma State

University, Stillwater, Oklahoma (1989), and an M.S. in Aeronautical Engineering from University of

Naples, Naples, Italy (1985). He is a Professor at the Dept. of Mechanical and Aerospace Eng. (MAE),

WVU (2001–Present). Previously, he held the positions of Associate Professor (1996–2001) and

Assistant Professor (1990–1996) in the same department. He was PI or Co-PI for approx. 60 projects

sponsored by NASA, DOD, and other agencies. He is the author of the book “Aircraft Dynamics:

From Modeling to Simulation”.

Giuseppe Del Core

Giuseppe Del Core was born in Naples, Italy. He is currently an Associate Professor of flight

mechanics with the Department of Sciences and Technologies, University of Naples Parthenope,

Naples, Italy. He has taught in the area of flight mechanics, airplane design, flight testing, and

aircraft systems at the Universities of Palermo, Caserta “Luigi Vanvitelli”, and Salento, Italy. His

current research interests include experimental aerodynamics, flight performance, airplane design

optimization, UAVs design, and fault diagnosis.

Salvatore Ponte

Salvatore Ponte received a Ph.D. in Aerospace Engineering from University of Naples Federico

II, Naples, Italy (1995). Since 1995, he has been an Assistant Professor at Department of Aerospace

and Mechanical Engineering at Università della Campania, Aversa.
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1. Introduction

Unmanned aerial systems play an increasingly remarkable role in widely diffused
application fields, from military defense programs and strategies to civil and commercial
utilization. UAS are usually involved in dull, dirty, and dangerous (DDD) scenarios,
which require reliable, extended-capability, easy-to-use, and cost-effective fixed-wing or
rotary-wing platforms. Therefore, it is important to provide onboard systems capable of
recognizing the environment around the aerial vehicle, detecting and avoiding obstacles,
implementing path planning and management strategies, defining safe landing areas, and
achieving full autonomy, especially for BVLOS (beyond visual line-of-sight) missions. The
technical and economic challenges implied by the issues related to autonomous navigation
range from hardware (sensors, platforms, controllers, etc.) to software (data processing
and filtering techniques, optimal control, state estimation, innovative algorithms, etc.), and
from modeling to practical realizations.

The aim of this Special Issue is to seek high-quality contributions that highlight
novel research results and emerging applications, addressing recent breakthroughs in UAS
autonomous navigation and related fields, such as flight mechanics and control, structural
design, sensor design, etc.

The topics of interest are as follows:

• Two-dimensional and three-dimensional mapping, target detection, and obsta-
cle avoidance;

• The active perception of targets in cluttered environments (foliage, forests, etc.);
• Vision-based and optical flow techniques;
• Sensors and sensor fusion techniques;
• Design models for guidance and controlled flight;
• State estimation, data analysis and filtering techniques (KF, EKF, particle filtering,

fuzzy logic, etc.);
• Path planning and path management;
• Optimal control and strategies (neural networks, fuzzy logic, reinforcement learning,

evolutionary and genetic algorithms, AI, etc.);
• Navigation in GPS-denied environments;
• Autolanding and safe landing area definition (SLAD);
• Environmental effects on UAVs (wind, etc.);
• Autonomous UAV or MAV swarms, and distributed architectures;
• BVLOS autonomous navigation.

2. Review Papers

Isaac S. Leal et al. [1] present a comprehensive approach for the dynamic modeling,
control system design, simulation, and optimization of a quadcopter. The main objective
is to study the behavior of different controllers when the model is working under linear
and/or non-linear conditions, and, therefore, to define the possible limitations of the
controllers. Five different control systems are proposed to improve the control performance,
mainly the stability of the system. Additionally, a path simulator was also developed with
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the intention of describing the vehicle’s movements and hence to detect faults intuitively.
The proposed PID and fuzzy-PD control systems showed promising responses to the tests
which were carried out. The results indicated the limits of the PID controller over non-linear
conditions, and the effectiveness of the controllers was enhanced by the implementation of
a genetic algorithm to autotune the controllers in order to adapt to changing conditions.

Ariante G. et al. [2] propose a practical method for the estimation of true and calibrated
airspeed, angle of attack (AOA), and angle of sideslip (AOS) for small unmanned aerial
vehicles (UAVs, up to 20 kg mass, 1200 ft altitude above ground level, and airspeed of
up to 100 knots) or light aircraft, for which weight, size, cost, and power-consumption
requirements do not allow solutions used in large airplanes (typically, arrays of multi-hole
Pitot probes). The sensors used in this research were a static and dynamic pressure sensor
(“micro-Pitot tube” MPX2010DP differential pressure sensor) and a 10 degrees of freedom
(DoF) inertial measurement unit (IMU) for attitude determination. Kalman and complemen-
tary filtering were applied for measurement noise removal and data fusion, respectively,
achieving the global exponential stability of the estimation error. The methodology was
tested using experimental data from a prototype of the devised sensor suite, in various
indoor-acquisition campaigns and laboratory tests under controlled conditions. AOA
and AOS estimates were validated via a correlation between the AOA measured by the
micro-Pitot and vertical accelerometer measurements, since lift force can be modeled as a
linear function of AOA in normal flight. The results confirmed the validity of the proposed
approach, which could have interesting applications in energy-harvesting techniques.

Zhang R. et al. [3] propose in their paper a novel hybrid-driven fixed-wing UAV
maneuver optimization framework, inspired by apprenticeship learning and nonlinear
programing approaches. The work consists of two main aspects: (1) identifying the model
parameters for a certain fixed-wing UAV based on the demonstrated flight data per-
formed by human pilot. Then, the features of the maneuvers can be described by the
positional/attitude/compound key frames. Eventually, each of the maneuvers can be
decomposed into several motion primitives. Formulating the maneuver planning issue into
a minimum-time optimization problem, a novel nonlinear programming algorithm was
developed, which was unnecessary to determine the exact time for the UAV to pass by the
key frames. The simulation results illustrate the effectiveness of the proposed framework
in several scenarios, as both the preservation of geometric features and the minimization of
maneuver times were ensured.

Nguyen L.V. et al. [4] present a novel iterative learning sliding mode controller (ILSMC)
that can be applied to the trajectory tracking of quadrotor unmanned aerial vehicles (UAVs)
subject to model uncertainties and external disturbances. Here, the proposed ILSMC is
integrated in the outer loop of a controlled system. The control development, conducted
in the discrete-time domain, does not require a priori information of the disturbance to
be bound as with conventional SMC techniques. It only involves an equivalent control
term for the desired dynamics in the closed loop and an iterative learning term to drive
the system state toward the sliding surface to maintain a robust performance. By learning
from previous iterations, the ILSMC can yield a very accurate tracking performance when
a sliding mode is induced without control chattering. The design is then applied to the
attitude control of a 3DR Solo UAV with a built-in PID controller. The simulation results and
experimental validation with real-time data demonstrate the advantages of the proposed
control scheme over the existing techniques.

Lerro A. et al. [5] in their paper aimed to describe the verification in a relevant environ-
ment of a physics-based approach using a dedicated technological demonstrator. The flow
angle synthetic solution is based on a model-free, or physics-based, scheme and, therefore,
it is applicable to any flying body. The demonstrator also encompasses physical sensors
that provide all the necessary inputs to the synthetic sensors to estimate the angle-of-attack
and the angle-of-sideslip. The uncertainty budgets of the physical sensors are evaluated to
corrupt the flight simulator data with the aim of reproducing a realistic scenario to verify
the synthetic sensors. The proposed approach for the flow angle estimation is suitable for
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modern and future aircraft, such as drones and urban mobility air vehicles. The results pre-
sented in this work show that the proposed approach can be effective in relevant scenarios,
even though some limitations can arise.

Song Y. et al. [6] propose a two-way neighbor discovery algorithm based on a spatial
multi-channel through cross-layer optimization. First, they provide two boundary condi-
tions of the physical (PHY) layer and media access control (MAC) layer for a successful
link establishment of mmWave neighbor discovery and to provide the optimal pairing of
antenna beamwidth in different stages and scenarios using cross-layer optimization. Then,
a mmWave neighbor discovery algorithm based on a spatial multi-channel is proposed,
which greatly reduces the convergence time by increasing the discovery probability of
nodes in the network. Finally, a random reply algorithm is proposed based on dynamic
reserved time slots. By adjusting the probability of reply and the number of reserved time
slots, the neighbor discovery time can be further reduced when the number of nodes is
larger. Simulations show that as the network scale is 100 to 500 nodes, the convergence
time is 10 times higher than that of the single channel algorithm.

Amphawan A. et al. [7] in their paper discuss the deployment of unmanned aerial
vehicles (UAVs) for free space optical communications. In particular, a critical challenge
to this is maintaining an acceptable signal quality between the ground base station and
UAV-based free space optics relay. This is largely unattainable due to rapid UAV propeller
and body movements, which result in fluctuations in the beam alignment and frequent link
failures. To address this issue, linearly polarized Laguerre–Gaussian modes were leveraged
for spatial mode diversity to prevent link failures over a 400 m link. Spatial mode diversity
successfully improved the bit error rate by 38% to 55%. This was due to a 10% to 19%
increase in the predominant mode power from spatial mode diversity. The time-varying
channel matrix indicated the presence of nonlinear deterministic chaos. This opens up new
possibilities for research on state space reconstruction of the channel matrix.

Pfeiffer R. et al. [8] present important foundational blocks that can be expanded into an
autonomous monitoring-and-retrieval pipeline based on drone surveys and object detection
using deep learning. Drone footage collected on the islands of Malta and Gozo in Sicily
(Italy) and the Red Sea coast was combined with publicly available litter datasets and used
to train an object detection algorithm (YOLOv5) to detect litter objects in footage recorded
during drone surveys. Across all classes of litter objects, the 50–95% mean average precision
(mAP50-95) was 0.252, with the performance on single well-represented classes reaching
up to 0.674. We also present an approach to geolocate objects detected by the algorithm,
assigning latitude and longitude coordinates to each detection. In combination with beach
morphology information derived from digital elevation models (DEMs) for path finding
and identifying inaccessible areas for an autonomous litter retrieval robot, this research
provides important building blocks for an automated monitoring-and-retrieval pipeline.

Firdaus A.R. et al. [9] in their paper consider indoor navigation applications using the
ZED2 stereo camera for the quadcopter. To use the ZED2 camera as a navigation sensor, we
first transformed its coordinates into the north, east, and down (NED) system to enable
the drone to understand its position and maintain stability in a particular position. The
experiment was performed using a real-time application to confirm the feasibility of this
approach for indoor localization. In the real-time application, we commanded the quad-
copter to follow triangular and rectangular paths. The results indicated that the quadcopter
was able to follow the paths and maintain its stability in specific coordinate positions.

Koukiou G. et al. [10] propose a sensor autonomous integrity monitoring (SAIM)
methodology to enhance the sensors’ failures in a collision avoidance system (CAS) field.
The configuration of the sensors and their interaction is based on a fusion procedure that
involves a total of five sensors. Accordingly, the performance of each one of the sensors
is continuously checked against the combined (fused) operation of the other four. A com-
plementary experiment with a total of four sensors, one of which had a low performance,
was also conducted. The experimental results reveal a reliable approach for sensor au-
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tonomous integrity monitoring (SAIM). The method can be easily extended to a larger
number of sensors.

Funding: This research received no external funding.

Acknowledgments: We would like to take this opportunity to appreciate and thank all authors for
their outstanding contributions and the reviewers for their fruitful comments and feedback. Special
appreciation should also be paid to Ariante Gennaro, Alberto Greco, and to the Electronics Editorial
Office staff for their hard and precise work in maintaining a rigorous peer-review schedule and
timely publication. A special thanks also to the Editorial Board of MDPI’s Electronics journal for the
opportunity to guest edit this Special Issue.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Leal, I.S.; Abeykoon, C.; Perera, Y.S. Design, simulation, analysis and optimization of PID and fuzzy based control systems for a

quadcopter. Electronics 2021, 10, 2218. [CrossRef]
2. Ariante, G.; Ponte, S.; Papa, U.; Del Core, G. Estimation of airspeed, angle of attack, and sideslip for small unmanned aerial

vehicles (UAVs) using a micro-pitot tube. Electronics 2021, 10, 2325. [CrossRef]
3. Zhang, R.; Cao, S.; Zhao, K.; Yu, H.; Hu, Y. A hybrid-driven optimization framework for fixed-wing uav maneuvering flight

planning. Electronics 2021, 10, 2330. [CrossRef]
4. Nguyen, L.V.; Phung, M.D.; Ha, Q.P. Iterative Learning Sliding Mode Control for UAV Trajectory Tracking. Electronics 2021, 10,

2474. [CrossRef]
5. Lerro, A.; Gili, P.; Pisani, M. Verification in Relevant Environment of a Physics-Based Synthetic Sensor for Flow Angle Estimation.

Electronics 2022, 11, 165. [CrossRef]
6. Song, Y.; Zeng, L.; Liu, Z.; Song, Z.; Zeng, J.; An, J. Cross-Layer Optimization Spatial Multi-Channel Directional Neighbor

Discovery with Random Reply in mmWave FANET. Electronics 2022, 11, 1566. [CrossRef]
7. Amphawan, A.; Arsad, N.; Neo, T.-K.; Jasser, M.B.; Mohd Ramly, A. Post-Flood UAV-Based Free Space Optics Recovery

Communications with Spatial Mode Diversity. Electronics 2022, 11, 2257. [CrossRef]
8. Pfeiffer, R.; Valentino, G.; D’Amico, S.; Piroddi, L.; Galone, L.; Calleja, S.; Farrugia, R.A.; Colica, E. Use of UAVs and Deep

Learning for Beach Litter Monitoring. Electronics 2022, 12, 198. [CrossRef]
9. Firdaus, A.R.; Hutagalung, A.; Syahputra, A.; Analia, R. Indoor Localization Using Positional Tracking Feature of Stereo Camera

on Quadcopter. Electronics 2023, 12, 406. [CrossRef]
10. Koukiou, G.; Anastassopoulos, V. UAV Sensors Autonomous Integrity Monitoring—SAIM. Electronics 2023, 12, 746. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

4



Citation: Koukiou, G.;

Anastassopoulos, V. UAV

Sensors Autonomous Integrity

Monitoring—SAIM. Electronics 2023,

12, 746. https://doi.org/

10.3390/electronics12030746

Academic Editor: Cecilio Angulo

Received: 19 December 2022

Revised: 13 January 2023

Accepted: 30 January 2023

Published: 2 February 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

electronics

Article

UAV Sensors Autonomous Integrity Monitoring—SAIM
Georgia Koukiou * and Vassilis Anastassopoulos *

Electronics Lab., Physics Department, University of Patras, 26504 Patras, Greece
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Abstract: For Unmanned Aerial Vehicles (UAVs), it is of crucial importance to develop a technically
advanced Collision Avoidance System (CAS). Such a system must necessarily consist of many sensors
of various types, each one having special characteristics and performance. The poor performance
of one of the sensors can lead to a total failure in collision avoidance if there is no provision for
the performance of each separate sensor to be continuously monitored. In this work, a Sensor
Autonomous Integrity Monitoring (SAIM) methodology is proposed. The configuration of the sensors
and their interaction is based on a fusion procedure that involves a total of five sensors. Accordingly,
the performance of each one of the sensors is continuously checked against the combined (fused)
operation of the other four. A complementary experiment with a total of four sensors, one of which
had low performance, was also conducted. Experimental results reveal a reliable approach for Sensor
Autonomous Integrity Monitoring (SAIM). The method can be easily extended to a larger number
of sensors.

Keywords: sensor integrity; collision avoidance; sensor fusion; unmanned vehicles

1. Introduction

Unmanned Aerial Vehicles (UAVs) are employed for operations where pilots’ lives
may be at risk [1,2]. Research on UAVs for numerous applications is currently carried
out [3–5]. UAVs embody various sensors for monitoring the environment and performing
real-time decision-making [6]. Due to the fact that UAVs are intended to operate in haz-
ardous environments, the most important issue is planning the path of their mission [7].
Accordingly, the need arises for on-board sensors to avoid collisions with any type of
obstacle even with other UAVs [8,9]. Thus, sophisticated Collision Avoidance Systems
(CASs) are of primary importance for the efficient performance of a UAV [10].

The collision avoidance procedure incorporates two stages [1]: the perception of the
environment and, after that, the probable required action. Perception is carried out using
various sensors, passive or active, while the required actions for collision avoidance are
categorized as [1]:

• Geometric;
• Force-field;
• Optimized;
• Sense and Avoid.

The capability of having many sensors on board increases the possibility of improving
the performance of a CAS system, but, on the other hand, it makes the UAV heavier and the
required data processing time-consuming [11]. A high-performance CAS system should
incorporate the monitoring of each of the sensors for optimal performance. Thus, a kind of
Sensor Autonomous Integrity Monitoring (SAIM) is required in correspondence with the
Receiver Autonomous Integrity Monitoring (RAIM) systems [12].

During the last decades, a procedure has been developed to assess the integrity of the
global positioning system (GPS) signals recorded with a GPS receiver system. The technique
is called Receiver Autonomous Integrity Monitoring (RAIM) [12–15]. The integrity of the
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GPS receiver signals is of crucial importance in GPS applications, such as in aviation or
marine navigation, which are characterized as safety critical. The GPS system does not
incorporate any technical procedure to correct possible inaccurate information transmitted
by its systems. Simultaneously, a receiver of the GPS signals cannot be aware of this
inaccurate information and will not try to correct its navigational capabilities. For GPS
receivers, RAIM availability usually is tested when fewer than 24 GPS satellites are available
by employing mathematical prediction approaches implemented at ground stations.

Currently, Time-Receiver Autonomous Integrity Monitoring (T-RAIM) algorithms
assess the reliability of the timing solution provided by a Global Navigation Satellite
System (GNSS) timing receiver. A potential T-RAIM approach developed in a multi-
constellation context is described in [12]. In this work, measurements from several GNSS
constellations provide increased redundancy at the cost of increased system complexity.
Integrity requirements for the airborne use of GPS are reviewed in [13]. This is followed
by the description of a baseline fault detection algorithm which is shown to be capable of
satisfying tentative integrity requirements. Preliminary performance results for the baseline
fault detection algorithm are presented in [14] along with the potential of RAIM techniques
for achieving GPS integrity. The focus of the paper in [15] is to implement a fault detection
and exclusion algorithm in a software GPS receiver in order to provide timely warnings to
the user when it is not advisable to use the GPS system for navigation. Several GPS-related
systems also provide integrity signals separate from the GPS. Among these is the Wide
Area Augmentation System (WAAS) [16], which is an air navigation aid developed by
the Federal Aviation Administration to augment the GPS with the goal of improving its
accuracy, integrity, and availability.

A cooperative integrity monitoring (CIM) algorithm is proposed in [17] which can
be applied to many existing multi-sensor cooperative positioning algorithms. In [18], an
integrity monitoring framework is proposed that can assess the quality of multimodal
data from exteroceptive sensors. The problem of fault detection, isolation, and adaptation
(FDIA) is addressed in [19] for navigation systems on board passenger vehicles.

In this paper, a method for monitoring the operational integrity of each one of the
sensors on board the UAV is proposed. It is assumed that five sensors of the same type are
employed on the UAV in order to combine their decisions regarding the physical quantities
such as distance and angle required to assess the collision parameters. The method is based
on comparing the decision of the sensor under inspection with the decision obtained after
fusing the decisions of the other four sensors, the operation of which is assumed to be
normal. The proposed Sensor Autonomous Integrity Monitoring (SAIM) approach in fact
employs the property which emerges from decision fusion methods [20,21], which states
that at least three sensors give a decision that is more reliable than the most reliable sensor
of the three used in the fusion procedure. If the inspected sensor is assessed to convey
poor or unreliable information, its decision is ignored or otherwise, the sensor is gated. A
complementary experiment with a total of four sensors, one of which has low performance,
was also conducted.

This manuscript is organized as follows. In Section 2, the basics of UAV collision
avoidance sensors are given. The RAIM essentials are presented in Section 3. The proposed
SAIM method for UAVs is analyzed in Section 4. The experimental results are presented in
Section 5, while the conclusions are drawn in Section 6.

2. Basics of UAV Collision Avoidance Sensors

In order for an unmanned vehicle to be able to navigate autonomously avoiding
obstacles, a series of procedures are necessary such as the detection of the obstacle, its
avoidance, planning continuously the path to be followed, localization, and control systems
management [22]. In general, the environment in which a UAV is operating is dynamic,
and there are limitations for the on-board payload, which, however, is very crucial for the
operation of the UAV. Furthermore, severe weather conditions can dramatically reduce
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the operational capabilities of the UAV. Obstacle detection and collision avoidance become
more challenging tasks if multiple UAVs or multiple moving obstacles are considered [11].

The collision radius Rc determines the minimum distance from a UAV which is
adequate to avoid a collision (Figure 1). The detection range is much larger (Figure 1), and
the larger its length is, the better the UAV can resolve, detect, and avoid a collision.
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A collision avoidance system (CAS) for a UAV is responsible for ensuring that no
collisions with any obstacle will happen whether moving or stationary. In this work, we
take advantage of the available information given for each sensor to sense the obstacle,
and then we improve the detection phase of the system trying to assess the risk. Based
on this, the collision avoidance module performs the necessary calculations to compute
the amount of deviation needed from the original path to avoid the potential collision.
Collision avoidance algorithms are categorized in [1] into the following major methods:

(1) Geometric methods, which work by computing the distance between the UAV and
the obstacle.

(2) Force field methods, in which the main idea is inspired by attractive or repulsive
electric forces that exist among charged objects. In a swarm of drones, each UAV node
is considered a charged particle.

(3) Optimization-based methods, which aim at finding the optimal or near-optimal solu-
tions for path planning.

(4) Sense-and-avoid methods, which mainly focus on reducing the computational cost with
a short response time.

In this work, the geometric approach is followed. Geometric approaches rely on
computing the time to collision by utilizing the distances between the UAVs and their
velocities. In [23], the authors studied geometry-based collision avoidance strategies for a
swarm of UAVs. The proposed approach uses line-of-sight vectors in combination with
relative velocity vectors while considering the dynamic constraints of a formation. By cal-
culating a collision envelope, each UAV can determine the available direction for avoiding
a collision and decide whether the formation can be kept while avoiding collisions. In [24],
the authors presented a new methodology of the Fast Geometric Avoidance Algorithm
(FGA) based on kinematics, the probability of collisions, and navigational limitations by
combining geometric avoidance and the selection of start time from critical avoidance. In
a multiple obstacles scenario, instead of avoiding the obstacles simultaneously, FGA can
assign different threat levels to obstacles based on the critical time for avoidance and avoid
them sequentially and, hence, increase the avoidance success rate.

In the scenario of this work, the sensors are considered to be distributed in a very
small space in the UAV. Usually, each sensor is of a different type from the others and
monitors a different and complementary region. In our scenario, we assume that a
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specific region outside the UAV is monitored periodically by four or five active sensors
simultaneously of different types (Radar, Lidar, Near-Infrared). Accordingly, all the
sensors can be considered active, so that they will operate in any environmental and
weather conditions. Furthermore, it is assumed that their quality characteristics are similar.
The variation in the quality characteristics is mainly due to the different types of sensors
(Radar, Lidar, Near-Infrared, etc.).

3. RAIM Essentials

Receiver Autonomous Integrity Monitoring (RAIM) approaches provide monitoring
for the integrity of GPS signals which are employed in numerous aviation applications.
In order to achieve integrity monitoring of the signals of a sensor, a minimum of five
satellites visible to the sensor with satisfactory geometry must be utilized. The sensor
or receiver sends a signal to the pilot regarding its integrity. It is very important for
aviation receivers to possess RAIM capabilities to support safety issues. First of all, the
receiver availability is a function of the geometry of the satellite constellation as well as
the environmental conditions.

An enhanced version of RAIM employed in some receivers is known as fault detection
and exclusion (FDE). It uses a minimum of six measurements which can be achieved
with six satellites or five satellites with baro-aiding to not only detect a possible faulty
satellite. The goal of fault detection is to detect the presence of a positioning failure. GNSS
differs from traditional navigation systems because the satellites and areas of degraded
coverage are in constant motion. Therefore, if a satellite fails or is taken out of service for
maintenance, it is not immediately clear which areas of the airspace will be affected, if any.
The location and duration of these deficiencies can be predicted with the aid of computer
analysis and reported to pilots during the pre-flight planning process.

Because RAIM operates autonomously, that is without the assistance of external
signals, it requires redundant pseudo-range measurements. To obtain a 3D position solution,
at least four measurements are required. To detect a fault, at least five measurements
are required, and to isolate and exclude a fault, at least six measurements are required.
However, often more measurements are needed depending on the satellite geometry.
Typically, there are seven to twelve satellites in view. The test statistic used is a function of
the pseudo-range measurement residual (the difference between the expected measurement
and the observed measurement) and the amount of redundancy. The test statistic is
compared with a threshold value, which is determined based on the requirements for the
probability of false alarm (Pfa) and the expected measurement noise. In aviation systems,
the Pfa is fixed at 1/15,000.

Various attempts have been made in the past to support autonomous integrity moni-
toring of sensors employed for collision avoidance. The cooperative integrity monitoring
(CIM) algorithm proposed in [17] can fully exploit the global navigation satellite system
(GNSS) data and inter-vehicle measurements data to improve the detection and isolation of
faulty measurements due to multipath or non-line of sight (NLOS). An integrity monitoring
framework that can assess the quality of multimodal data from exteroceptive sensors has
been proposed in [18]. The proposed multisource coherence-based integrity assessment
framework is capable of handling highway as well as complex semi-urban and urban sce-
narios. The work in [19] addresses the problem of fault detection, isolation, and adaptation
(FDIA) in navigation systems on board passenger vehicles. It succeeds to prevent malfunc-
tions in systems such as advanced driving assistance systems and autonomous driving
functions that use data provided by the navigation system. The integrity of the estima-
tion of the vehicle position provided by the navigation system is continuously monitored
and assessed.

4. Proposed SAIM in UAVs

Sensor Autonomous Integrative Monitoring is crucial for the effective operation of the
collision avoidance system of the UAV. In a similar manner as in RAIM, each sensor in the
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UAV must check itself for the reliability of the decisions taken. If the decisions taken by a
sensor are not reliable, then the specific sensor is to be deactivated. The reliability of the
sensor is accessed by comparing its characteristics Pd and Pf with the performance at the
fusion center.

The Sensor Autonomous Integrity Monitoring (SAIM) method proposed in this work
is explained in four distinctive stages. It is assumed that five different sensors are on board
to assess the distance and the relative movement of the obstacle with respect to the UAV. A
complementary simulation experiment with a total of four sensors, one of which has low
performance, was also conducted.

4.1. Performance Characteristics of Each Separate Sensor

Each separate sensor is measuring the geometric attributes of speed and distance of
the obstacle while it is operating under specific quality characteristics. These characteristics
are uniquely selected in this work to be the probability of detection Pdi

and the probability
of false alarm Pfi

for the measured quantities. Consequently, we consider that we have
a two-hypothesis testing problem with H1 corresponding to obstacle presence and H0 to
obstacle absence (free space). There is no knowledge of a priori probabilities, so they are
not taken into consideration, or otherwise, they are assumed equal.

4.2. Fusion Performance in Parallel Configuration

A Fusion Center (FC) operates on board and is responsible for two different tasks:

a. Implement a Neyman–Pearson (N-P) test using all five decisions except one (the k-th,
k = 1 to 5).

b. Decide for gating the k-th sensor if a specific condition reports the k-th sensor as
being unreliable.

Let uj be the decision of the j-th sensor having considered all the observations regard-
ing the obstacle distance and velocity. If the decision of the j-th sensor favors hypothesis
H1, then uj = +1, otherwise, uj = 0. All five decisions are transmitted to the Fusion Center
and are available for processing. Let (Pf j

, Pdj
) be the operating characteristics or otherwise

the quality of the decision of the j-th sensor. The Fusion Center implements the N-P test
using all four of the five decisions based on the Likelihood Ratio (LR) test:

Λ(u) =
P(u1, u2, u3, u4|H1)

P(u1, u2, u3, u4|H0)

H1
≷
H0

t (1)

where u = (u1, u2, u3, u4) is a 1× 4 row vector with entries being the decisions of the
four individual sensors (one is excluded), and t the threshold to be determined with the
desirable probability of false alarm at the Fusion Center P f c

F , [20], i.e.,

∑
Λ(u)>t∗

P(Λ(u)|H0) = P f c
F (2)

Since the decisions of each sensor are independent from those of the other sensors, the
LR test from (1) gives

Λ(u) =
N

∏
i=1

P(u1|H1)

P(u1|H0)

H1
≷
H0

t (3)

For the implementation of the N-P, the computation of P(Λ(u)|H0 ) is required. Taking
into consideration the independence of the sensors, we obtain, for easier evaluation, the
distribution P(logΛ(u)|H0 ) which can be expressed as the convolution of the individual
P(logΛ(ui)|H0).

9



Electronics 2023, 12, 746

Accordingly, the LR Λ
(

Pdi

)
assumes two values. Either

1 – Pdi
1 – Pfi

, when ui = 0 with

probability 1 – Pfi
under hypothesis H0 and probability 1 – Pdi

under hypothesis H1, or
Pdi
Pfi

, when ui = 1 with probability Pfi
under hypothesis H0 and probability Pdi

under

hypothesis H1.
At the Fusion Center, the probability of false alarm is obtained as

P f c
F = ∑

Λ(u)>t
P(Λ(u)|H0) (4)

where t is a threshold chosen to satisfy (4) for a given P f c
F . Similarly, the probability of

detection at the Fusion Center is

P f c
D = ∑

Λ(u)>t
P(Λ(u)|H1) (5)

We are interested to know if a configuration of four sensors can provide, by means of
the N-P test, a

(
P f c

F , P f c
D

)
pair such that

P f c
F ≤ min

i∈1,...,4

{
Pfi

}
and P f c

D > max
i∈1,...,4

{
Pdi

}
(6)

In [20], it is proved, in the form of a theorem, that the condition (6) can be satisfied if
the number of sensors N is greater than two, and all the sensors are characterized by the
same

(
Pf , Pd

)
pair.

Theorem 1 ([20]). In a configuration of N similar sensors, all operating at the same
(

Pf , Pd

)
=

(p, q) , the randomized N-P test at the Fusion Center can provide a(P f c
F , P f c

D ) satisfying (15)
if N ≥ 3.

More precisely, forN ≥ 3, the randomized N-P test can be fixed so that

P f c
F = Pf = p and P f c

D > Pd = q (7)

4.3. Conditions for a Sensor Gating

According to the previous theorem, if the Fusion Center is employing four sensors,
it can give a probability of false alarm at the Fusion Center P f c

F smaller than that of the

probability of false alarm Pf5 at the fifth sensor under testing, and simultaneously a P f c
D

larger than that of the probability of detection Pd5 at the fifth sensor under testing. In this
case, this fifth sensor can be considered as unreliable and be gated (excluded) for evaluating
the Fusion Center performance.

4.4. Total Configuration of the SAIM Method

The configuration approach for applying the proposed SAIM method for each of the
available sensors is as follows:

a. Each of the five sensors is excluded, and the performance of the Fusion Center is
evaluated by employing the other four sensors. It is required that:

P f c
F = min Pfi

and P f c
D > max Pdi

i = 1, . . . , 4

b. Procedure a. is repeated for all five sensors.
c. In the case of dissimilar sensors, we have to record the performance of the Fusion

Center when the k-th sensor is excluded.
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d. The SAIM configuration leads the specific k-th sensor among the five sensors to be
autonomously disabled with a special signal for its participation in the decision of
the Fusion Center when this sensor finds out that:

P f c
F = Pfk, and the corresponding Pdk

<< P f c
D , i = 1, . . . 4 (8)

This means that the k-th sensor cannot contribute significant information to the Fusion
Center if its characteristic probability of false alarm is larger or equal to that achieved
by the Fusion Center with four sensors while its probability of detection is well below
the achieved corresponding probability of detection at the Fusion Center of the UAV. If
condition (8) is not valid for any one of the five sensors, then all available sensors are
employed to contribute to the Fusion Center for its final decision.

5. Experimental Results

The SAIM procedure is demonstrated experimentally by means of the numerical evalu-
ation of the performance at the Fusion Center. For this purpose, five sensors are considered
on board the UAV having the quality characteristics (Pfi

and Pdi
) as depicted in Table 1. As it

was previously stated, the evaluation of the distribution P(logΛ(u)|H0 ), given the indepen-
dence of the sensors, can be expressed as the convolution of the individual P(logΛ(ui)|H0 ).
Accordingly, the distribution P(logΛ(u)|H0 ) is graphically depicted in Figure 2. Only the
first to fourth sensors have been considered for evaluating P(logΛ(u)|H0 ). In a similar way,
the distribution of P(logΛ(u)|H1 ) can be expressed as the convolution of the individual
P(logΛ(ui)|H1 ), and this is graphically depicted in Figure 3. In this case as well, only the
first to fourth sensors have been considered for evaluating P(logΛ(u)|H1 ). In Table 2 are
given analytically all possible threshold positions at the Fusion Center and the achieved
P f c

F and P f c
D .
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Table 1. Quality characteristics (Pfi
and Pdi

) for each of the five sensors on board a single UAV.

Sensor Sensor Probability
of Detection

Sensor Probability
of False Alarm

1st 0.95 0.05
2nd 0.92 0.08
3rd 0.89 0.11
4th 0.86 0.14
5th 0.83 0.17

Table 2. Detection performance at the Fusion Center on board the specific UAV with only four of the
five sensors in Table 1 being active. The fifth sensor was excluded.

Threshold
Number

Threshold
Abscissa

Threshold
Abscissa (log)

Cumulative Probability
of Detection

Cumulative
Probability of
False Alarm

1 10859.733 4.035819 0.6689596 6.1600 × 10−5

2 287.79175 2.459078 0.77786 00 0.0004400
3 165.89165 2.219825 0.8605404 0.0009384
4 82.115189 1.914423 0.9187108 0.0016468
5 30.082365 1.478312 0.9539192 0.0028172
6 4.3962633 0.643084 0.9673788 0.0058788
7 2.1761191 0.337683 0.9768484 0.0102304
8 1.2543792 0.098429 0.9840380 0.0159620
9 0.7972070 −0.09843 0.9897696 0.0231516

10 0.4595336 −0.33768 0.9941212 0.0326212
11 0.2274658 −0.64308 0.9971828 0.0460808
12 0.0332420 −1.47831 0.9983532 0.0812892
13 0.0121780 −1.91442 0.9990616 0.1394596
14 0.0060280 −2.21983 0.9995600 0.2221400
15 0.0034747 −2.45908 0.9999384 0.3310404
16 9.2083 × 10−5 −4.03582 1.0000000 1.0000000
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The achieved P f c
F and P f c

D for each threshold are evaluated by summing all the terms
from the threshold position to the right of the distributions in Figures 2 and 3, respectively.
According to the results in Tables 1 and 2, the quality characteristics of the fifth sensor are
far exceeded by the performance of the Fusion Center, which employs the other four sensors
(first to fourth). The 13th threshold, which is equal to 0.012, gives a P f c

F = 0.139, which is

smaller than the Pf 5 = 0.17. Simultaneously, for the same threshold, the P f c
D = 0.999, which

is very high in contrast to the Pd5, which equals 0.85. The results in Table 2 were obtained
considering the fifth sensor in Table 1 as inactive.

Mathematic evaluations are carried out using simulation software built in MATLAB.
In an attempt to assess the information contribution of the fifth sensor to the final

decision of the Fusion Center, this sensor was considered together with the other four to
evaluate the P f c

F and the P f c
D . As depicted in Table 3, the fifth sensor does not add any

significant information to the Fusion Center since at the threshold No. 28, the P f c
F = Pf5

while the achieve P f c
D , which is 0.9997, was reached using only the first four sensors (Table 2,

threshold 13). Thus, the fifth sensor must be ignored since the information it conveys
regarding the specific incident is poor or unreliable.

Table 3. Detection performance at the Fusion Center on board the specific UAV based on all five
sensors in Table 1. The fifth sensor does not contribute to the Fusion Center performance.

Threshold
Number

Threshold
Abscissa

Cumulative Probability
of Detection

Cumulative
Probability of
False Alarm

25 0.0294309 0.9991558 0.0760108
26 0.0169648 0.9994699 0.0945239
27 0.0068086 0.9996689 0.1237469
28 0.0024942 0.9997893 0.1720283
29 0.0012346 0.9998740 0.2406530
30 0.0007116 0.9999384 0.3310404
31 0.0004495 0.9999895 0.4447635
32 1.8860432 1 1

In order to further strengthen the reliability of the proposed SAIM method, another
example is presented proving that a sensor with low performance has to be ignored in the
decision fusion procedure in the Fusion Center. In this example, a total of four sensors are
employed assuming that one of them has quite poor performance concerning its Pf and
Pd. Accordingly, in Table 4 are given the operating characteristics of the four sensors with
the fourth one being poorly-operating. In Table 5, the only threshold suitable for operating
the Fusion Center with performance better than the best of the sensors is threshold No. 4.
As it is shown in Table 6, the fourth poorly-operating sensor cannot add any important
threshold discrimination capabilities since the eighth threshold is the same as the fourth
one in Table 5, and it is equivalent to the ninth threshold.

Table 4. Quality characteristics (Pfi
and Pdi

) for each of the four sensors on board a single UAV. The
fourth is poorly operating.

Sensor Sensor Probability
of Detection

Sensor Probability of
False Alarm

1st 0.95 0.05
2nd 0.92 0.08
3rd 0.89 0.11
4th 0.60 0.40
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Table 5. Detection performance at the Fusion Center on board the specific UAV with only three of the
four sensors in Table 4 being active. The fourth sensor was excluded.

Threshold
Number

Threshold
Abscissa

Cumulative Probability
of Detection

Cumulative
Probability of
False Alarm

1 1767.86363 0.77786 0.00044
2 27.00561 0.87400 0.00400
3 13.36758 0.94164 0.00906
4 4.89712 0.98258 0.01742
5 0.20420 0.99094 0.05836
6 0.07480 0.99600 0.12600
7 0.03702 0.99956 0.22214
8 0.00056 1 1

Table 6. Detection performance at the Fusion Center on board the specific UAV based on all
four sensors in Table 4. The fourth sensor does not contribute to the Fusion Center performance.

Threshold
Number

Threshold
Abscissa

Cumulative Probability
of Detection

Cumulative
Probability of
False Alarm

1 2651.79545 0.46671 0.00017
2 1178.57575 0.77786 0.00044
3 40.50842 0.83554 0.00186
4 20.05138 0.87612 0.00388
5 18.00374 0.91458 0.00602
6 8.91172 0.94164 0.00906
7 7.34569 0.96620 0.01240
8 3.26475 0.98258 0.01742
9 0.30630 0.98759 0.03379
10 0.13613 0.99094 0.05836
11 0.11221 0.99397 0.08541
12 0.05554 0.99611 0.12387
13 0.04987 0.99813 0.16445
14 0.02468 0.99956 0.22214
15 0.00084 0.99982 0.53328
16 0.00037 1 1

6. Conclusions

In this paper, the SAIM method for monitoring the operation integrity of each one of
the sensors on board the UAV was presented. The assumed navigation scenario included
the involvement of five sensors for monitoring collision avoidance. The five sensors have
similar quality characteristics, and their decisions regarding the physical quantities such
as the distance and angle required to assess collision parameters are combined at the
Fusion Center of the UAV. The quality characteristics of each sensor is monitored against
the performance at the Fusion Center when it employs the decision of the other four
sensors. Experimental results reveal a reliable approach for Sensor Autonomous Integrity
Monitoring. The method can be easily extended to a larger number of sensors.

According to the analyzed results in Tables 1 and 2, the quality characteristics of the
fifth sensor are far exceeded by the performance of the Fusion Center, which employs
the other four sensors (first to fourth). The information contribution of the fifth sensor,
if it is taken into consideration in the final decision of the Fusion Center, is proved to
be negligible due to the poor or unreliable performance of this specific sensor. This is
evident from the comparison of the results in Tables 2 and 3, where the fifth sensor does
not add any significant information to the Fusion Center and thus it must be ignored. A
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complementary experiment with a total of four sensors, one of which has low performance,
was also conducted and resulted in similar conclusions as demonstrated in Tables 4–6.

The important requirement for applying the proposed SAIM method is that the Fusion
Center on board the UAV must be continuously updated with the quality characteristics
(probability of false alarm and probability of detection—(Pf j

, Pdj
)) of each separate sensor.

Thus, each sensor must transmit this information frequently to the Fusion Center. The
quality characteristics of a specific sensor can be estimated based on the results of the
sensor’s monitoring with respect to the Fusion Center decisions.
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Abstract: During the maneuvering of most unmanned aerial vehicles (UAVs), the GPS is one of
the sensors used for navigation. However, this kind of sensor cannot handle indoor navigation
applications well. Using a camera might be the answer to performing indoor navigation using its
coordinate system. In this study, we considered indoor navigation applications using the ZED2 stereo
camera for the quadcopter. To use the ZED 2 camera as a navigation sensor, we first transformed
its coordinates into the North, East, down (NED) system to enable the drone to understand its
position and maintain stability in a particular position. The experiment was performed using a
real-time application to confirm the feasibility of this approach for indoor localization. In the real-
time application, we commanded the quadcopter to follow triangular and rectangular paths. The
results indicated that the quadcopter was able to follow the paths and maintain its stability in specific
coordinate positions.

Keywords: quadcopter; ZED 2 stereo camera; indoor localization; real-time application

1. Introduction

Research into unmanned aerial vehicles (UAVs), for example, the quadcopter type,
has various purposes, including military applications [1], wildlife monitoring [2], agricul-
ture [3], civilian purposes, for example, for the delivery of payload [4], or the recording of
unreachable scenery [5]. With respect to configuration, a quadcopter can be categorized
as “+” and “x” [6]. Even if the configuration is different, the quadcopter’s performance
is the same. To control this kind of UAV, researchers have introduced different types of
control methods, including Fuzzy+PID, to control the attitude of an octocopter with the
same configuration as a quadcopter [7], sliding mode control-based interval type-2 fuzzy
logic [8], linear quadratic regulators (LQR) [9], fuzzy logic [10], H∞ control [11], adaptive
control [12], gain scheduling [13], backstepping control [14], and PID control [15].

When a quadcopter has been controlled for the attitude and altitude, it can be ordered
to maneuver by following a path or self-localizing in indoor or outdoor applications.
For example, [16] used a GPS sensor to decentralize the localization to detect multiple
quadcopters. Another localization method is the SLAM, which utilizes a Lidar sensor to
reconstruct a 3D scene [17], or uses a camera to extract feature-based direct tracking and
mapping (FDTAM) information to reconstruct a 3D scene in a real-time application [18].
Moreover, for indoor localization, [19] introduced the method called the time of arrival
(ToA) or the time difference of arrival (TDoA), eliminating noise using a Gauss—Newton
approach. This method resulted in a good precision. However, it generated acoustic noise.
Another method, described in [20], introduced visual odometry by utilizing stereo vision;
however, the visual odometry employed was sensitive to lights.

In [21], a hybrid acoustic was used based on time-code division multiple access (T-
CDMA) and an optical module of a time-of-flight (TOF) camera for indoor positioning;
however, the method uses an acoustic module to perform a 3D multilateration to estimate
the position of the drone, which involves a significant calculation. To reduce the calculation
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involved for estimating the object coordinate, a ZED 2 stereo camera [22] can be used
as this camera is equipped with positional tracking coordinates. Based on this feature
provided by the stereo camera, in this investigation, we used a stereo camera to perform
indoor localization. We evaluated the method used through experiments using real-time
applications with different path patterns.

2. Related Work

The development of UAV navigation systems has been investigated for both outdoor
and indoor applications. For outdoor applications, the global positioning system (GPS)
sensor can be relied on to understand the environment surrounding the UAV during nav-
igation. In [23], a GPS sensor was used to track waypoints based on a robot operating
system (ROS) along with autopilot sensors, and a dense optical flow algorithm which were
integrated for hovering and tracking in an outdoor environment. In [24], inertial devices
and a satellite navigation system were combined to improve the fusion positioning, accu-
racy, and robustness. Another investigation used the Global Navigation Satellite System
(GNSS) for an outdoor navigation system [25,26]. With respect to indoor applications, the
GPS sensors are not able to transmit their position signal through a building; therefore,
many investigators have introduced indoor localization methods utilizing several sensors.
In [27], the fusion of a Marvelmind ultrasonic sensor and a PX4Flow flow camera was used
to measure the position and optical flow for indoor navigation based on a robotic operation
system (ROS).

Furthermore, in [28], an optical flow and Kalman filter were used to estimate the
camera’s position, then semantic segmentation was performed based on deep learning to
determine the wall position in front of the drone. The authors of [29] employed the RFID
received signal strength and sonar value to perform a localization in indoor applications, in
cooperation with a vision system for landing procedures. In [30], a LIDAR-based 2D SLAM
was used to enable the drone to understand the environment surrounding it in a simulation
using MATLAB. Other investigators have sought to combine a stereo camera and ultrasonic
sensor to detect a surrounded object and extract three-dimensional (3D) clouds for path
planning. However, this method involves a limited field of view when handling the
UAV movement; the system needs to change the heading before moving side-to-side or
backwards, and, in addition, potentially requires heavy computational resources [31].

In contrast to [31], the present investigation was performed using only a single ZED 2
stereo camera to perform an indoor localization or navigation based on the features given
by the camera. To use the stereo camera for an indoor localization, we first transformed the
coordinates from the camera into a NED coordinate system. Then, we used this coordinate
to estimate the position and maintain the stability of the UAV during hovering.

3. Materials and Methods

This section will describe the materials and methods used in this work in two parts:
the coordinate transformation and the system architecture. The coordinate transformation
will explain how to convert the coordinate from a rigid body perspective to the camera
coordinate system. Then, the system architecture will explain the architecture of the drone
to achieve an indoor localization, which consists of the stabilization control mode and the
pose estimation system.

3.1. The Coordinate Transformation

In this work, we utilized the ZED 2 camera to help our quadcopter to maintain its
position in a particular coordinate. One of the features of the ZED 2 camera is positional
tracking, consisting of an IMU sensor. The positional tracking coordinate provided by the
ZED 2 camera has the opposite direction as the quadcopter. We have to transform the
camera coordinate into the NED system of the quadcopter. To convert this coordinate,
first we need to derive it from the rigid body of the quadcopter. The rigid body rotation
illustrated in Figure 1 represents the distance between two points, the indicate point and
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the total point the quadcopter has, as presented in Equation (1); to obtain the displacement
orientation point, we set this output of this equation with a constant number. Additionally,
we can assume the position in the 3D coordinate (X, Y, Z) as presented in Figure 2.
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In order to determine the position in 3D coordinates, we set the frame of the reference
as {O} and the body frame was represented as {B}. Because the body frame of the drone
will change during the flight, the position can be obtained by comparing the body frame
to the reference frame, as illustrated in Figure 3. In developing the quadcopter, we need
to understand its orientation due to the rotation movement of the drone. We can describe
the direction of a 3D rigid body by using the rotation matrix and Euler angle. The rotation
matrix of the drone derives from Equations (2)–(4), and if we transpose the matrix using
the left-hand rule, the equation becomes Equation (5).

∣∣∣rp[i]

∣∣∣ = rp[i] = constant (1)
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Another, in developing the quadcopter, we need to understand its orientation due
to the rotation movement of the drone. We can describe a 3D rigid body’s orientation
using the rotation matrix and Euler angle. The rotation matrix of the drone is derived from
Equations (2)–(4), and if we transpose the matrix using the left-hand rule, the equation is
represented as Equation (5).

Rx(θ) =




1 0 0
0 cos θ − sin θ
0 sinθ cos θ


 (2)

Ry(θ) =




cos θ 0 sin θ
0 1 0

− sin θ 0 cos θ


 (3)
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Rz(θ) =




cos θ − sinaθ 0
sin θ cos θ 0

0 0 1


 (4)

Rx(θ)
T=




1 0 0
0 cos θ sin θ
0 − sin θ cos θ


 (5)

From Equations (2)–(4), we can represent the orientation using the Euler angle rotation
matrix. The Z, Y, and X transformed into α, β, and γ, derived from the ZYX Euler angle in
Equation (6); therefore, the rotation matrix in each axis is represented in Equations (8)–(10),
where Equation (7) denotes the identity matrix.

R(α, β, γ) = I Rot
(→

z , α
)
·Rot

(→
y , β

)
·Rot

(→
x , γ

)
(6)

I =




1 0 0
0 1 0
0 0 1


 (7)

Rot
(→

z , α
)
=




cos a − sina 0
sin a cos a 0

0 0 1


 (8)

Rot
(→

y , β
)
=




cos β 0 sin β
0 1 0

− sinβ 0 cos β


 (9)

Rot
(→

x , γ
)
=




1 0 0
0 cos γ − sinγ
0 sin γ cos γ


 (10)

This section aims to obtain the coordinate transformation from the camera view to the
NED system, illustrated in Figure 4. In this work, we transform the coordinate using the
homogeneous transformation, represented in Equations (11)–(13).

H =

[
R d
0 1

]
(11)

R =




ix jy kz
ix jy kz
ix jz kz


 (12)

d =
[
dx, dy, dz

]T (13)
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3.2. The System Architecture

The system architecture of our proposed method is illustrated in Figure 5. In this
work, we utilized the ZED 2 stereo camera, which is equipped with the positional tracking
feature. We also employed the Jetson Nano onboard computer to process the coordinate
transformation, detect the object, and send the coordinate estimation to the flight controller.
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The Pixhawk Cube Blank has been chosen as the flight controller to control the quadcopter
orientation. This flight controller provided the ground control system software to witness
the data transmission from the quadcopter movement and the camera input.
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Figure 5. The system architecture of indoor localization.

In order to estimate the pose and let the quadcopter achieve a self-localization indoors,
the camera will first detect the white square paper on the floor. Then, we collect the posi-
tion, orientation, and confidence level from this sample image. Then, all this information
collected from the camera will be sent to the Jeston Nano to process the coordinate trans-
formation. The orientation and position data from the camera sent consists of 6 degrees
of freedom: x, y, and z for the position vector and w, x, y, and z for the orientation. The
process of transforming the camera coordinate into the NED frame is illustrated in Fig-
ure 6. This process was carried out on the onboard computer, where the number (2) from
Figure 6 denoted the pose and confidence level data which is generated by the camera.
Numbers (3) and (1) represented the offset configuration of the camera towards the flight
controller to estimate the distance. To convert the camera coordinate into the NED frame,
we utilized the homogenous transformation matrix, as presented in equation (11), by multi-
plying the value of offset camera configuration (1) and (3) with the pose and confidence
level data.
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The results of this calculation are the rotation and translation of the quadcopter, which
is represented in number (4).

When the coordinate transformation is ready, the data will be sent to the flight con-
troller to activate the stabilization mode control. Because the flight controller is already firm
regarding the attitude, we only send the camera’s position and orientation. The altitude
will be held at a particular position, which depends on the position data. In addition to the
mode control, this data has also been used in the pose estimation. To make the drone follow
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the white square paper path on the floor, we combined the mode control stabilization and
the pose estimation on the flight controller to ensure that the drone could move according
to the path given.

4. Results

The experiment in this work was carried out in a real-time application. At first, we did
experiments to understand how stable our system was when we pushed the drone using a
rope. Then, we performed the indoor localization to follow the square and triangular paths.
All the coordinates given in this experiment were measured in meters and were plotted in
the cartesian mode.

4.1. The Stability Experiments

In the scheme for verifying the stability performance, we commanded the drone
to remain hovering in some coordinates and to land at the same place after the remote
control was released. In this experiment, the drone should stay at coordinate (0, −0.5)—this
experiment’s illustration is presented in Figure 7. As shown in Figure 7, first, we flew the
drone using a remote control and commanded the drone to stay hovering at a specific
position. After we released the remote control, the drone moved to the left and landed at
the end of the track. This movement indicates that the drone cannot hover in the same
place for some time.
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Figure 7. The drone movement without activating the stability mode control.

The result of this experiment is represented in Figure 8. As seen in Figure 8, the graph
was divided into three parts. The first graph was the drone position while hovering, printed
in cartesian view, where the green line represented the track of the drone while hovering,
the blue dot represented the take-off position, and the red dot denoted the landing position.
The second one was the average error of X and Y generated by the drone movement, the
red line represented the error on the X dan Y position, and the orange one indicated the
average error of both positions. Additionally, the last was the time response of the X dan Y
during the flight in a certain position, which has a blue line for the time response of the X
and Y movement, and the orange represents the setpoint.
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Figure 8. The response results from drone movement without activating the stability mode control.

From Figure 8, we can see that the drone was first taken off at the coordinate 0 m on the
X-axis and about−0.5 m on the Y-axis. However, it dodged from the original position to the
coordinates of 2.5 m on the X-axis and −1.4 m on the Y-axis. Additionally, then, the drone
landed at these coordinates. From this movement, the average error produced is about 1 m
on the X-axis and 0.2 m on the Y-axis. For the response system, the drone can only stay at
coordinate 0 on the X-axis for about 2.4 s and the Y-axis for around 7 s. In this experiment,
the drone failed to maintain its position if we turn off the control position mode.

Another stability experiment was conducted when the stability mode control was
activated. In this experiment, we did the same scheme as presented in Figure 7, only in
this experiment the coordinate position is about (0.08, −0,2) and lets the drone hover in
this position. The result of this experiment is illustrated in Figure 9, where the drone was
able to maintain its position, depicted on the first graph in Figure 9. The average error
generated by the drone’s movement is about 0.05 m for both the X- and Y-axes. The results
of the time response position on the X and Y coordinate can be seen on the last graph,
where the response results show that the drone was able to maintain its position with an
acceptable error.
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Figure 9. The response results from drone movement when activating the stability mode control.

To ensure our proposed position control worked well, we also compared the response
results when we pulled the drone with the rope, as illustrated in Figure 10. In this exper-
iment, we first flew the drone at some height in a particular coordinate. After the drone
hovered, we pulled the rope to the right, as presented with the blue arrow, and the drone
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followed the rope path afterward; however, it landed away from its original position to the
left. As for the response result represented in Figure 11, the original coordinate before the
drone was pulled out is (0,0), yet after pulling out, the drone moved away from its original
position and performed the angular path before landing at coordinate (0.5, −1).
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Figure 11. The response result from adding disturbance during hovering without stability mode control.

In comparison, we activated the stability mode control while pulling the drone during
hovering, as presented in Figure 12. As we can see in Figure 12, the drone first flew at
a certain height using the remote control. Then, after the remote was released in a few
seconds, the drone was pulled on the Y-axis until the body tilted to the right; the drone
condition after pulling the rope is depicted in the figure by the blue arrow. After a few
seconds on the tilt condition, the drone succeeded in fixing its position to the original
position. The graph response results are represented in Figure 13, where from the graph
result, the drone was able to maintain its position after the disturbance given to it and
survived the disturbance given.
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4.2. The Indoor Localization Experiments

Before conducting the indoor localization experiments, we first commanded the drone
to move in certain positions and stay hovering several times by activating the stability
mode control or without any activated stability mode control. Without activating the
stability mode control, we commanded the drone to move from coordinate (0, 0.5) to
coordinate (5, 0) and let the drone hover several times. The result of this experiment is
represented in Figure 14, where we can see from the graph that the drone could move from
the original point to the destination; however, it failed to stay hovering in the destination
coordinate. The drone flew away from the end point coordinate and landed at the coor-
dinate (8, −2.5); the average error generated at the X-axis is about 1.5 m and at Y-axis is
approximately 1.8 m.
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Figure 14. The response result of the simple indoor navigation without activating the stability mode control.

After activating the stability mode control, the drone can move from its original
position to the destination as the system commands. On this occasion, we commanded the
drone to move from coordinate (0, 1) to (5, 0.2). As seen in Figure 15, at first, the drone took
off from its original position at coordinate (0, −1), then it tried to move to the destination at
coordinate (5, 0.2) and stayed hovering in this end-point coordinate. Judging by the result
given in Figure 15, it can be concluded that the drone was able to maintain its position
due to the results of the average error at the X- and Y-axes at about 0 m and the drone
remained hovering in this coordinate stably at a particular time. After ensuring that the
drone can maintain its stability during hovering, the indoor localization practical can be
verified. In this experiment, we ordered the drone to follow the rectangle and triangular
path in a real-time application. To ensure that the drone moved accordingly to the path, we
took the white rectangular paper with dimensions of about 40 cm × 40 cm and scattered it
on the floor to resemble the triangular and rectangular path.
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Figure 15. The response result of the simple indoor navigation by activating the stability mode control.

The rectangular path experiment is presented in Figure 16; in this experiment, we set
the rectangular path as 5 m × 5 m using white paper indoors and let the drone be stopped
and continued to hover in a particular coordinate, in this case, coordinates (0, 0), (5, 0), (5, 5),
and (0, 5). As seen in Figure 16, a light spot above each white rectangular indicated that the
ZED camera recognized the coordinate and commanded the drone to hover above the white
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rectangular. The response of this movement is represented in Figure 17; where the blue line
denotes the path generated by the drone, the orange lines show the response system, and
the red one presents the error during the maneuver. As for the response towards time for
the X- and Y-axis, at first, the drone will remain hovering at coordinate (0, 0), then move to
coordinate (5, 0), then coordinate (0, 5), and land at coordinate (0, 0) as the original position.
Besides following the rectangular path, we resembled the triangular path using the same
paper, which can be seen in Figure 18. The coordinates for the triangular path are (0, 0),
(5, −4), (5, 4), and (0, 0) as the original position. The response system for this navigation is
represented in Figure 19, where the graph produced errors which were almost the same as
those of the rectangular path.
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5. Conclusions

This paper discussed alternative solutions to an indoor localization by using the fea-
tures provided by the stereo camera. At first, we transformed the input camera coordinate
into the NED system before performing the indoor localization, which aimed to control
the drone’s stability before being commanded to complete an indoor localization. All the
experiments in this work have been done in a real-time application. The first experiment
described that the drone could maintain its stability even if it added some disturbance.
Moreover, for the next experiment, the drone succeeded in following both the rectangular
and triangular path. However, following the path generated the error or oscillated it in
particular coordinates. Therefore, in the future, we will focus on eliminating the oscillation
which occurred during hovering to minimize the error.
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Abstract: Stranded beach litter is a ubiquitous issue. Manual monitoring and retrieval can be cost
and labour intensive. Therefore, automatic litter monitoring and retrieval is an essential mitigation
strategy. In this paper, we present important foundational blocks that can be expanded into an
autonomous monitoring-and-retrieval pipeline based on drone surveys and object detection using
deep learning. Drone footage collected on the islands of Malta and Gozo in Sicily (Italy) and the
Red Sea coast was combined with publicly available litter datasets and used to train an object
detection algorithm (YOLOv5) to detect litter objects in footage recorded during drone surveys.
Across all classes of litter objects, the 50%–95% mean average precision (mAP50-95) was 0.252, with
the performance on single well-represented classes reaching up to 0.674. We also present an approach
to geolocate objects detected by the algorithm, assigning latitude and longitude coordinates to each
detection. In combination with beach morphology information derived from digital elevation models
(DEMs) for path finding and identifying inaccessible areas for an autonomous litter retrieval robot,
this research provides important building blocks for an automated monitoring-and-retrieval pipeline.

Keywords: beach litter; object detection; drone surveys; unmanned aerial vehicles (UAVs); deep
learning; yolov5; geolocation; litter monitoring; beach cleaning; digital elevation models; unmanned
aircraft systems

1. Introduction

Marine litter has been identified as a ubiquitous issue [1–4] with ecological [5] and so-
cioeconomic impacts [6–9]. Marine litter is increasing in amount and results in a number of
negative effects on marine flora and fauna [5], and research suggests more than 250,000 tons
of plastic litter can be found in the world’s oceans [1]. It follows various pathways, with
one final sink for litter being the seafloor [10,11], where litter might accumulate either in
its original form or in smaller pieces, which may result in the creation of microplastics
due to fragmentation (or when already at a small initial size as primary microplastics) [12].
Alternatively, if the buoyancy of the litter remains high enough, it can accumulate along
beaches and coastlines [13].

Monitoring and cleaning large areas repeatedly requires a substantial availability
of personnel and a large number of person hours [14,15] and might not be possible in
hard-to-reach areas. Therefore, airborne monitoring and the automatic retrieval of litter
are important steps to streamline detection and mitigation efforts, reduce personnel costs
and cover different types of terrain. This research was conducted within the scope of the
BIOBLU project (“Robotic BIOremediation for coastal debris in BLUE Flag beach and in
a Maritime Protected Area”), one part of which consisted of research establishing and
evaluating the necessary components for a pipeline that automates these steps, while
focusing on the aspects of litter detection using artificial intelligence and the geolocation of
the detected items. This paper presents three essential components of this approach: drone
surveys, object detection and geolocation of detected litter objects.

Electronics 2023, 12, 198. https://doi.org/10.3390/electronics12010198 https://www.mdpi.com/journal/electronics
31



Electronics 2023, 12, 198

Drones or “unmanned aerial vehicles” (UAVs) can record footage at a much higher
resolution than what can be achieved using aeroplane- or satellite-based surveys, as flights
are conducted at a low altitude with high-resolution RGB cameras (20–48 MP). Therefore,
UAV surveys can capture smaller objects that are usually not detected by aeroplane- or
satellite-based surveys. In addition, UAV-based surveys can drastically cut costs when
compared with these methods, but they come at the cost of lower coverage [16].

2. Materials and Methods
2.1. Artificial Intelligence for Object Detection

Object detection is the task of detecting the type as well as location (and maximum
extent) of objects on an image [17]. Object detection algorithms (or models) can be binary
(only detecting one type of object, e.g., “car”) or multiclass (detecting multiple object
categories, e.g., “person”, “car”, “traffic light”).

One type of artificial intelligence algorithm commonly used for object detection tasks is
the Convolutional Neural Network (CNN) [17]. A CNN consists of a series of convolutional
and max pooling layers, which can extract features from images. These features are then
typically passed on to a fully connected network. In order to train the object detection
algorithm for the task of automatically detecting the objects of interest, a labelled dataset
is required—i.e., a set of images in which the objects of interest have been labelled with
rectangular boxes (“bounding boxes”) corresponding to the object category.

In order to evaluate the performance of the trained model, this dataset is usually
split into three parts: a training set, validation set and test set. The training set is used to
train the model, and the performance of the trained model is then evaluated against the
validation set. Depending on the training setup, the validation set may be used multiple
times, and therefore the test set serves as a reference to evaluate the algorithm performance
against data that it has never encountered before during training or validation. This gives
an overview of how well the algorithm is able to “generalise”—i.e., to apply the behaviour
learned during the training phase to new, unseen instances. If the performance on the test
set is lower than that on the validation set, the algorithm suffers from “overfitting”, which
occurs when the model has been optimised to cater too closely to the characteristics of the
validation data, and therefore struggles with new data that does not exhibit these same
characteristics.

2.2. Object Detection Training Dataset Creation

The dataset used in the course of this research contained images from a variety of
sources. Footage from drone surveys conducted on beaches in Malta and Gozo, Sicily, as
well as along the Red Sea coast were used (see Figure 1 and Table 1) in addition to versions
of existing datasets, including the TACO dataset [18] with manually adjusted classes and
manually labelled versions of Kaggle datasets [19,20], as well as litter objects manually
photographed by the authors using a Nokia X10 mobile phone with a 48 MP camera [21].
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(Malta, Gozo, Red Sea) or video (Italy). A 3D model of the survey site at Ramla Bay (Gozo) 
can be found at [24]. 

Figure 1. Main drone survey sites on Malta/Gozo (red dots) and Sicily (green dots), as well as survey
locations of additional drone footage used for algorithm training that was recorded by [22] along the
Red Sea coast (Coordinate Reference System: WGS 84 (EPSG:4326), background shapefile provided
by [23]).

Table 1. Locations of survey sites (coordinates in WGS 84 (EPSG:4326)).

Location Latitude Longitude Region Reference/Source

Paradise Bay 35.981757 14.33372 Malta Survey
Gnejna Bay 35.920815 14.344291 Malta Survey
Ramla Bay 36.061839 14.284407 Malta Survey
Tono Mela 38.185146 15.211505 Italy Survey
Mortelle 38.273681 15.613148 Italy Survey

Catania Campus 37.5369902 15.0698772 Italy Survey
Station 21 27.785 35.1792 Red Sea Martin et al. [22]
Station 23 25.7008 36.8118 Red Sea Martin et al. [22]
Station 30 20.7501 39.4539 Red Sea Martin et al. [22]
Station 40 18.5069 40.663 Red Sea Martin et al. [22]

Surveys in Malta and Gozo (see Figure 2) were conducted using a DJI Phantom 4 Pro
2.0 (P4P2) drone equipped with a 20 MP RGB camera. Surveys in Italy were conducted
using a DJI Mavic 2 Enterprise Advanced (M2EA) drone, equipped with a 48 MP RGB
camera, and surveys at the Red Sea coast were conducted using a DJI Phantom 4 Pro [22].
Surveys were flown at a 10 m altitude, and footage was recorded in the form of still images
(Malta, Gozo, Red Sea) or video (Italy). A 3D model of the survey site at Ramla Bay (Gozo)
can be found at [24].
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Figure 2. Setting up the DJI Phantom 4 Pro 2.0 (P4P2) drone for surveys in Ramla Bay (Gozo).

Since YOLOv5 requires images for training, still frames were extracted from drone
survey videos at an interval of 1 image per second. In cases where multiple images showing
the same location with little or no difference (e.g., when the drone was travelling at a slow
speed), only one of those images was used in training in order to avoid duplicates.

Image Processing and Labelling

As using the drone survey images at full resolution for training initially exceeded
the memory limits of the graphics processing unit (GPU) used for training, the images
obtained from the drone surveys were cut into six square or near-square tiles (two rows,
three columns of tiles) so that the resolution did not need to be reduced in the training
process. The tile aspect ratio depends on the aspect ratio of the original image, and the
maximum tile edge length was 1824 pixels.

Images were manually screened, and litter objects were labelled using the labelme
software [25]. In addition, objects that were not litter but still prominent in the images
were labelled as well to reduce ambiguity during training. In total, 67 classes were used for
categorising labels. A table containing all 67 classes can be found in the Supplementary
Materials in Table S1. For simplification and visualisation purposes, metaclasses were
assigned based on their material and common waste separation schemes, and categories
not aligning with these groups were classified as “Other”. Instances that occurred in less
than 10 images in the total dataset were assigned the metaclass “N img < 10”. Grouped
instance counts of different litter types can be seen in Figure 3. The number of annotations
and images per class can be found in the Supplementary Materials in Table S1.
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Figure 3. Number of annotations (i.e., instances) per material group. Bars depict meta groups that
the 67 label classes were assigned to based on litter materials. Classes that were not litter objects were
categorised as “Other”, and small classes that were present on fewer than 10 images were labelled
“N img < 10”.

After image selection and labelling, the dataset consisted of a total of 4126 images and
10,611 annotations, with 1154 images showing no litter objects (“background images”). The
dataset was split into a training, validation and test portion of the proportions of 0.6, 0.2
and 0.2, respectively. For the number of images and annotations in each set, see Table 2.

Table 2. Annotation and image counts for the training, validation and test set.

Set Images Annotations Background Images

Training 2476 6124 701
Validation 825 2190 229

Test 825 2297 224
TOTAL 4126 10611 1154

2.3. Object Detection Algorithm Training

Common algorithms for object detection tasks are Convolutional Neural Networks
(CNNs). In this paper, the YOLOv5 [26] architecture was used (derived from the original
YOLO algorithm developed in 2016 [27]), as its single-stage architecture allows for faster
detection speeds than other commonly used two-stage detectors (e.g., Faster R-CNN) [28].
Two-stage detectors first produce region proposals indicating regions of interest, and
then they conduct object detection on those regions in a second step, while single-stage
detectors perform both tasks in one neural net. The YOLO algorithm—instead of using
region proposals—handles the full image, covers it with a grid and lets each cell handle
those predictions whose BBOX centres fall within that cell [27]. The YOLOv5 network
uses a CSP-Darknet53 as the backbone network, i.e., a Darknet53 Convolutional Neural
Network following a Cross Stage Partial (CSP) Network strategy [26]. This backbone
part of the algorithm is mainly used for extracting features from the input image. The
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next stage, the neck of the YOLOv5 algorithm, aggregates the features and allows the
algorithm to generalise well across different scales, and uses fast Spatial Pyramid Pooling
(SPPF) and CSP-PAN, i.e., a Cross Stage Partial Path Aggregation Network (PAN) with
BottleneckCSP [26]. The last part of the YOLOv5 network—the head—uses a YOLOv3
head and is responsible for producing the final output of the predictions: the predicted
classes, the corresponding bounding boxes, and the confidence per prediction [26]. For an
overview of the general YOLOv5 architecture, see Figure 4.
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Figure 4. General architecture of the YOLOv5l network. The backbone consists of a Cross Stage
Partial Darknet53 Convolutional Neural Network (CSP-Darknet53), responsible mainly for feature
extraction. Spatial Pyramid Pooling (SPPF) provides feature pyramids that are used in the neck by
a Cross Stage Partial Path Aggregation Network for feature aggregation. The head consists of a
YOLOv3 head and provides the final output of the detector: the prediction classes, bounding boxes
and confidence values.

Training was conducted on a cluster node running Ubuntu 20.04 LTS, CUDA version
11.4, NVIDIA driver version 470.141.03, utilising a NVIDIA A100 GPU with 80 GB GPU
memory. For training, the yolov5l6.pt pretrained weights were used. The maximum num-
ber of epochs was set to 5000, the batch size was set to 16 and the image size was set to
1856 pixels, which allowed for the efficient use of the available GPU memory. All other set-
tings were left at default values (specified in the YOLOv5 file “hyp.scratch-low.yaml” [26]).

The performance of the detection was measured in terms of precision (P), recall (R)
and mean average precision (mAP). P is a measure of the likelihood of a detected object
to have been detected correctly (i.e., is a measure of the accuracy of the predictions). R
describes the proportion of objects that have been detected out of all objects that should
have been detected (i.e., gives an estimate of the coverage of the algorithm).

P and R are calculated using ratios of True Positive (TP), False Negative (FN) as well
as False Positive (FP) values (see Equations (1) and (2)). TP describes the proportion of
correctly detected litter objects, FN describes the proportion of objects that were erroneously
classified as the background (i.e., “missed” objects) and FP describes irrelevant background
features that were erroneously detected by the algorithm.

P = TP/(TP + FP) (1)

R = TP/(TP + FN) (2)
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Usually, P decreases with an increasing R [29]. If P is plotted as a function of R (a
so-called precision–recall curve), the area under the curve (AUC) is a useful metric of
assessing P over increasing R. In order to assess the performance of multiple classes, the
average AUC across classes is calculated, resulting in the mAP metric. mAP values depend
on the threshold of the overlap between the prediction and the ground truth box. This
overlap is calculated using the Intersection-over-Union (IoU) ratio. IoU is calculated as
depicted in Equation (3), where A and B are the ground-truth box and the prediction box,
respectively.

IoU(A, B) = A∩B/A∪B (3)

Predictions with bounding boxes that have an IoU value above a set threshold are
regarded as correctly capturing the object, while boxes with an IoU below the threshold are
considered FP. In this paper, we used the mAP metric of mAP@50-95 (average of mAPs
of thresholds from 50% to 95%, in steps of 5%) to compare the performance of different
classes.

A single metric that combines both P and R values is the F1 score, which is the
harmonic mean between P and R and is calculated using Equation (4) [17]. As such, the
F1 score is also a measure of whether P and R are both similarly high and penalises high
differences between P and R [17].

F1 = 2/((1/P) + (1/R)) (4)

2.4. Geolocation of Object Detections

In order to deliver useful information to a robot for debris retrieval, predictions
made by the YOLOv5 algorithm need to be geolocated so that their coordinates can be
communicated to the robot. In order to be able to retrieve coordinates for the predictions,
the original footage needs to come with the GPS coordinates of the drone at the time of
recording either embedded in the metadata (in case of image footage) or contained in a
metadata-subtitle file (.srt, in the case of video footage).

After running the predictions, the results can then, in combination with the GPS
information from the image metadata or video subtitle file, be georeferenced so that every
prediction comes with a corresponding GPS coordinate. The geolocation of prediction
boxes incorporates the following steps:

1. Calculation of pixel size of the footage.
2. Calculation of the distance (in m) between Meridians and Parallels at the latitude of

recording.
3. Calculation of the horizontal and vertical distance of the prediction box centre from

the image centre.
4. Transformation of the prediction distance to the real-world distance and the calcula-

tion of the prediction coordinates.

2.4.1. Pixel Size

A calculation of the real-world pixel size of the footage, also named the ground
sampling distance (GSD), was conducted using Equation (5) provided by [30], which
incorporates the drone camera’s sensor width in millimetres (Sw), the flight altitude in
metres (a), the focal length of the camera in millimetres (f, real focal length, not 35 mm
equivalent) as well as the width of the recorded image in pixels (imW):

GSD = (Sw · a · 100) (f · imW) (5)

2.4.2. Distance between Meridians and Parallels

The distance between the Meridians and Parallels depends on the latitude, due
to the spheroid shape of the Earth. Calculations for the geolocation are based on the
WGS84 spheroid [31] with a semimajor axis of 6,378,137.0 metres (a) and first eccentricity
of 8.1819190842622 × 10−02 (e). From these values, the radii of curvature in metres along
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the Meridians (M) and Parallels (N) at latitude φ can be calculated using Equations (6) and
(7), respectively, provided by [32]:

M = (a(1 − e2))/(1 − e2 · sin2 Φ)(3/2) (6)

N = a/(1 − e2 · sin2 Φ)(1/2) (7)

From these, the distance in metres between Meridians (dlon) and Parallels (dlat) can be
calculated using Equations (8) and (9), respectively:

dlon = (N · π)/180 (8)

dlat = (M · π)/180 (9)

2.4.3. Latitude and Longitude of Prediction Box

The horizontal and vertical offset in pixels of the prediction box centre (which is pro-
vided with the prediction from the algorithm) from the image centre along the latitude and
longitude directions can be calculated using trigonometry, Euclidean distance calculations
as well as dlat, dlon and GSD values (see Figure 5). For a visualisation of the workflow
outlined above, see Figure 6.

Electronics 2023, 12, x FOR PEER REVIEW 8 of 17 
 

 

Meridians (M) and Parallels (N) at latitude ϕ can be calculated using Equations (6) and 
(7), respectively, provided by [32]: 

M = (a(1 − e²))/(1 − e² · sin² ɸ)(3/2) (6)

N = a/(1 − e² · sin² ɸ)(1/2) (7)

From these, the distance in metres between Meridians (dlon) and Parallels (dlat) can be 
calculated using Equations (8) and (9), respectively: 

dlon = (N · π)/180 (8)

dlat = (M · π)/180 (9)

2.4.3. Latitude and Longitude of Prediction Box 
The horizontal and vertical offset in pixels of the prediction box centre (which is pro-

vided with the prediction from the algorithm) from the image centre along the latitude 
and longitude directions can be calculated using trigonometry, Euclidean distance calcu-
lations as well as dlat, dlon and GSD values (see Figure 5). For a visualisation of the workflow 
outlined above, see Figure 6. 

 
Figure 5. Schematic description of calculation of the location of the centre (Cp, red dot) of the pre-
diction BBOX (red rectangle). The coordinates of the image centre (Ci, green dot) are known from 
image metadata. Horizontal and vertical offset of the prediction box centre (black dashed line) 
within the image are calculated from Cp and the image dimensions. Real-world offset of the BBOX 
centre along latitude and longitude (red dashed lines) is calculated using the Euclidean distance 
between Cp and Ci, the angle (β) of the Euclidean distance combined with the angle of drone yaw 
(⍺) and the previously calculated GSD-, dlat- and dlon values. 

Figure 5. Schematic description of calculation of the location of the centre (Cp, red dot) of the
prediction BBOX (red rectangle). The coordinates of the image centre (Ci, green dot) are known from
image metadata. Horizontal and vertical offset of the prediction box centre (black dashed line) within
the image are calculated from Cp and the image dimensions. Real-world offset of the BBOX centre
along latitude and longitude (red dashed lines) is calculated using the Euclidean distance between
Cp and Ci, the angle (β) of the Euclidean distance combined with the angle of drone yaw (α) and the
previously calculated GSD-, dlat- and dlon values.
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Figure 6. Visualisation of the general workflow with the two main pipelines of training (red) and
prediction (green). For training, image footage from unmanned aerial vehicle (UAV) surveys was
used (either as separate images or as frames from video file), and a subselection of image files was
used to avoid objects appearing on multiple images. Images were subsequently labelled manually,
and the algorithm was trained on the dataset, leading to a trained model. For prediction (green),
this trained model could then be used on UAV survey footage (images or video footage) to predict
litter objects. The predictions were then geolocated, leading to a set of geolocated predictions that are
ready to be used in automated retrieval operations.

3. Results

Regarding the validation of the trained YOLOv5 algorithm against the test set of the
labelled dataset, the performance metrics of the trained network across all classes were
precision = 0.695, recall = 0.288, mAP50 = 0.314 and mAP50-95 = 0.252. Figure 7 provides a
breakdown of the results, grouped by common waste separation categories. The overall F1
score of the trained algorithm was 0.32 at a confidence of 0.235.

Considering that small classes are prone to overfitting [17] and the fact that we there-
fore focused on more abundant classes that appeared in more than 100 images, the top ten
classes on which the algorithm performed most reliably were the categories “plastic bottle”
(mAP50-95: 0.674), “metal can” (“mAP50-95: 0.516), “plastic bottlecap” (mAP50-95: 0.483),
“plastic container” (mAP50-95: 0.447), “shoe” (mAP50-95: 0.43), “cardboard” (mAP50-95:
0.369), “pop tab” (mAP50-95: 0.366), “rope & string” (mAP50-95: 0.337), “wood” (mAP50-
95: 0.324) and “glass bottle” (mAP50-95: 0.317). For the precision, recall and mAP50 values
for these as well as the other classes, see Table S1 in the Supplementary Materials.
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Figure 7. Mean average precision across intersect-over-union thresholds between 50% and 95%
(mAP50-95) scores for grouped litter classes. Original classes were assigned metaclasses based on
common waste separation protocols. Classes that were not common litter classes were grouped into
“Other”. Classes that occurred on fewer than 10 images in the dataset were assigned the metaclass
“N img < 10”.

For comprehensive, per-class mAP50-95 values, see Figure 8. Additionally, a table
with the corresponding values can be found in the Supplementary Materials in Table S1.
The per-class confusion matrix from the validation against the test set confirmed the above
mentioned results and showed that the majority of the mislabelled objects were found in the
“background” category, indicating False Negatives during the prediction (see Figure S1).

After the detections were geolocated, each detection was associated with latitude and
longitude values. For an example of geolocated predictions from an image set recorded at
Paradise Bay, see Figure 9.
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Figure 8. Per-class performance in subplots for each metaclass (A–G). X axes depict class name, y
axes depict mean average precision across intersect-over-union thresholds between 50% and 95%
(mAP50-95). Classes that were not litter objects were categorised as “Other”, and small classes that
were present on fewer than 10 images were labelled “N img < 10”.
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Figure 9. Geolocated object detections, colour-coded by their corresponding class, on Paradise Bay,
at the northwestern coast of Malta. Coordinate Reference System: WGS 84 (EPSG:4326), overview
shapefile provided by [23].

4. Discussion

The object detection and geolocation approach outlined in the sections above provides
essential information that can be used for automatic retrieval. High-performance metrics
were observed for classes that were frequent but also for some that were infrequent in the
dataset. Since deep learning algorithms require large amounts of training data in order to
be reliable and able to generalise [17], a recommendation would be to increase the amount
of training data to bring classes that have a small number of images and/or instances in
the training dataset to an even level compared to the larger classes. This would also make a
comparison between the (previously imbalanced) classes more informative.

While drone surveys are mostly unaffected by ground morphology (except when
encountering cliffs, for example, or flying at very low altitudes), automatic retrieval via
robots requires detailed information about beach morphology, and in order to conduct
ground surveys in a safe way, it is essential to identify those areas which are accessible to
the robot and to distinguish them from inaccessible ones. This includes features such as
boulders or rocky terrain, runoff channels or break-off edges due to erosion. Since these
features can be subject to change over time, due to seasonality, weather events or long-
term topography changes [33,34], it is important to collect up-to-date beach morphology
information before deploying a robot for automatic retrieval missions.

UAVs are a useful platform for collecting beach morphology information. Common
UAV-based methods include Lidar [35], a laser-based technique that has been shown to
perform well for beach morphology monitoring and constructing digital elevation models
(DEMs) [36,37], as well as Structure-from-Motion (SfM) photogrammetry, which utilises
RGB images to recreate the 3D structure of the surveyed area and is commonly used for
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beach landform analyses and has been shown to perform well in comparison to aeroplane-
based Lidar surveys by building high-resolution digital elevation models (DEMs) [38].
Furthermore, photogrammetry allows researchers to generate a high-resolution ortho-
mosaic alongside the DEM, which facilitates the correct interpretation of the latter (see
Figure 10).
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Figure 10. Examples of orthomosaics (A) and digital elevation models (B). Complete overviews on
the left and zoomed-in sections on the right. Footage was collected in Ramla Bay Beach, Gozo.

The correct interpretation of the DEM is crucial when deploying autonomous robots
for litter retrieval. The output derived from SfM photogrammetry can be used to detect
inaccessible and/or impassable areas and optimise their path [36,37,39]. In addition, when
surveys are repeated over time, DEMs and orthomosaics can be used to analyse beach
morphology changes over time and assess local trends such as net losses or gains.

One example of using SfM photogrammetry for beach monitoring is a study by Colica
et al. [38]. They used a DJI Phantom 4 Pro drone, equipped with a camera with a resolution
of 20 Megapixels and 1” Exmor R CMOS image sensor, to create a high-resolution DEM of
Ramla Bay beach (Gozo). The acquisition interval of the images and the flight plan were
programmed through the DJI Ground Station app, and the set parameters were an 85%
forward and 70% side overlap of the images with a pixel resolution of 5472 × 3648 acquired
at a flight altitude of about 60 m above sea level. The dataset includes 1021 nadiral
images that were processed using the commercial software Agisoft Metashape [40], which
allows one to set different parameters to control the photogrammetric reconstruction
process including the accuracy parameter during image alignment, which controls the
size and resolution of the images on which the software will detect the key points that
are useful to the image alignment. In this phase, with the accuracy parameters set to the
highest, a “sparse” point cloud containing approximately 722,000 points was produced.
Subsequently, the 56 Ground Control Points (GCPs) measured with the Topcon HiPer HR
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DGNSS receivers [41] in a Base + Rover configuration showed a horizontal accuracy of 3 mm
± 0.1 part per million and a vertical accuracy of 3.5 mm± 0.4 part per million. Subsequently,
the dense point cloud (about 94 million points) and depth maps with ultrahigh quality
and mild filtering mode were calculated. From these, the DEM was then generated with a
resolution of 1.47 cm/px and the orthomosaic with a resolution of 1.37 cm/px.

From the DEM, accessibility to a ground robot can be derived, e.g., by conducting a
traversability analysis and providing a 2D costmap [39]. The costmap can be fed into a
path-planning algorithm such as a D* algorithm [42] and then provide a series of waypoints
to cover the accessible areas of interest as efficiently as possible (at a minimum cost, based
on the cost map), as demonstrated by [39]. In addition, when surveys are repeated over
time, DEMs should be constructed repeatedly as well in order to account for beach topology
changes and identify newly inaccessible areas, for example. These repeatedly collected
DEMs can also be used to analyse beach morphology changes over time and assess local
trends such as net losses or gains.

Geolocating single frames from video footage or overlapping images from an image
set will result in multiple detections of the same objects, as YOLOv5 does not natively allow
for the tracking of objects. One possible approach to remedy these “double detections” is
to cluster the geolocated points, e.g., by using clustering algorithms such as OPTICS or
DBSCAN clustering [43,44], but clustering might not be possible on beaches where a high
density of litter objects is present. In this case, using an algorithm that is capable of tracking
objects across different images or video frames might be a worthwhile approach.

Clustering should also be considered when running object detection on drone video
footage where the GPS recording frequency is not matched to the framerate of the recorded
footage, as a mismatch of recording frequencies between the GPS and camera can distort
GPS positioning along the UAVs flight direction.

5. Conclusions and Outlook

The object detection algorithm trained in the context of this paper performed well on
recognising common beach litter categories such as plastic bottles, metal cans and plastic
bottle caps, and the geolocation provided necessary information for later automatic retrieval
when merged with additional information about accessibility derived from DEMs. For
further improvement of the performance and reliability of the algorithm, more instances
should be added to the classes that were underrepresented in the current dataset to reach a
more balanced number of annotations and images per class. In order to reduce the number
of double detections on overlapping footage, clustering and/or object tracking algorithms
should be explored.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/electronics12010198/s1, Table S1: Name, number of annotations
per class, number of images in which each class occurs, precision, recall, mean average precision at
50% intersect-over-union (IoU) threshold (mAP50) and at 50% to 95% IoU (in 5% steps, mAP50-95)
values per class. Empty fields indicate classes that did not appear in the test set due to the low
number of images available in the training set and the metaclass; Figure S1: Confusion matrix from
the validation against the test set. The x-axis represents the actual categories of objects, while the
y-axis represents the categories of the detections as predicted by the algorithm. Values in the matrix
represent the proportion of predictions for detections of each category. Perfect predictions with no
misclassifications will lead to a single line of 1.0 values running across the matrix from the top left to
the bottom right. The fact that many misclassifications have been predicted as “background” and are
therefore accumulating at the bottom of the matrix indicates False Negative (FN) predictions (i.e.,
missed objects that should have been detected).
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Abstract: The deployment of unmanned aerial vehicles (UAVs) for free space optical communications
is an attractive solution for forwarding the vital health information of victims from a flood-stricken
area to neighboring ground base stations during rescue operations. A critical challenge to this is
maintaining an acceptable signal quality between the ground base station and UAV-based free space
optics relay. This is largely unattainable due to rapid UAV propeller and body movements, which
result in fluctuations in the beam alignment and frequent link failures. To address this issue, linearly
polarized Laguerre–Gaussian modes were leveraged for spatial mode diversity to prevent link failures
over a 400 m link. Spatial mode diversity successfully improved the bit error rate by 38% to 55%.
This was due to a 10% to 19% increase in the predominant mode power from spatial mode diversity.
The time-varying channel matrix indicated the presence of nonlinear deterministic chaos. This opens
up new possibilities for research on state-space reconstruction of the channel matrix.

Keywords: free-space optical communication; spatial mode diversity; unmanned aerial vehicle;
emergency recovery communications; floods

1. Introduction

The risk of floods is rising worldwide, due to an increase in the intensity and frequency
of rainfalls as a consequence of global warming [1]. Floods cause fatalities, damage to
buildings, deterioration of health conditions, severe economic losses, losses of livelihood,
and disruption of global trade [2]. Globally, it is estimated that floods have directly affected
2.3 billion people and caused USD 662 billion in damages between 1995 and 2015 [3]. In
Malaysia, destructive floods occur frequently in the three eastern states of the peninsular
during the seasonal monsoon between October and March, affecting more than 4.8 million
people annually [4]. In the recent December 2021 massive nationwide flood, as many as
eight states were struck by a 1-in-a-100-year heavy rainfall spanning two weeks, which
displaced thousands of residents and strained emergency services [5–7]. The aftermath
of the floods also witnessed unscheduled water cuts and disruptions to the electricity
supply [8,9]. In addition, telecommunication base stations were severely damaged, leading
to the disruption of communication services [10,11]. This prevented the exchange of
situational awareness and hampered the coordination of search and rescue operations.

To connect emergency responders to flood rescue centers and to victims, several recov-
ery communications technologies are being explored, as shown in Figure 1. To compensate
for flood-impaired ground radio base stations, satellites have been considered due its large
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capacity and wide coverage. This requires the design of satellite constellations comprising
multiple satellites across several countries for reliable coverage in the flood-stricken area,
and to backhaul unflooded cells via satellite [12–14]. High-altitude platforms (HAPs) such
as airships, aerostats, and balloons have been used to ferry antennas in the affected area, for
relaying data to neighboring ground base stations to a large number of users [15]. HAPs are
located in the stratosphere, enabling a wide coverage and accommodating a large number
of users [16]. Compared to satellites, HAPs provide a higher area throughput and resource
utilization [15]. HAPs can also distribute the recording of the orbital paths of satellites
and monitor the probability of a collision between satellites [17]. Data transmission from a
HAP involves the control of the HAP flight trajectory and the transmit power of the HAP
antenna [18–20].
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Recently, the deployment of unmanned aerial vehicles (UAVs) during natural disasters
has become increasingly prevalent for forwarding information from the affected area to
undamaged ground base stations during rescue operations [21]. UAVs generally have
limited onboard energy [22]. Typically, several UAVs are connected in topologies such as
a mesh, star, or cluster. UAVs are linked to each other in order to reach the undamaged
ground base station, in conjunction with routing and positioning algorithms [23–26].

The remainder of the paper organized as follows. Section 2 provides an overview
of free space optics (FSO) for post-flood recovery communications and related work on
spatial mode diversity using FSO. Section 3 elucidates the novelty and contributions of the
paper. Section 4 describes the design of a UAV-based spatial mode diversity FSO system
for post-flood recovery communications. Section 5 reports on the performance analysis of
the proposed system.

2. Free Space Optics for Post-Flood Recovery Communications

Free space optics is an attractive solution during floods when conventional base
stations spanning several cities have been damaged, providing connectivity to the flood-
stricken area and ensuring minimal disruption in unaffected areas. Free space optics
provides a high data bandwidth and rapid deployment, without spectrum licensing
costs [27,28]. In addition, the light signals can penetrate easily through water droplets [29].

Although satellites and HAPs cover a larger area, the deployment time is longer [30].
Motivated by the rapid deployment and agility of UAVs for recovery communications [22,30],
a UAV-based FSO is proposed as a wireless access technology for rapid recovery communica-
tions during floods.

Several UAV-based FSO strategies have previously been developed for recovery com-
munications between base stations for recovery communications, focusing on downlink
scheduling [31], and the placement of FSO transceivers [32,33], divergence angle [34], or
hybrid radio frequency (RF)/FSO links [35,36]. An unveiled challenge to UAV-based FSO
systems is to maintain a high SNR between the base station and UAV-based FSO relay. This
is largely unattainable due to minute but rapid UAV propeller and body movements, which
result in swift fluctuations in the beam alignment and water scattering from flood waters.
Consequently, this would lead to frequent link failures. To address this issue, spatial mode
diversity is proposed for improving the resilience of the system from UAV movements.

Harnessing spatial modes as independent information carriers using space division
multiplexing (SDM) techniques has recently gained traction for tackling the impending
data capacity crunch [37]. Spatial modes provide an additional degree of freedom in
wireless communications. Characteristically, in a SDM system, independent data-carrying
beams are structured on distinct spatial modes that can be multiplexed at the transmitter
aperture for co-transmission and demultiplexed at the receiver aperture, with minimal
interference [37].

To increase the resilience of an FSO system, multiplexing in the amplitude, frequency,
polarization, and time domains have been employed. Recently, a new degree of freedom
based on spatial modes is being explored. The simultaneous transmission of several spatial
modes can be realized without the separation between apertures, thus reducing the device
footprint. Individual spatial modes encounter different refractive index perturbations from
atmospheric turbulence, despite propagating in the same path [38,39]. Spatial modes may
be leveraged for transmission of independent data streams to improve link reliability and
prevent network interruption.

Several approaches have been demonstrated for spatial mode diversity in FSO systems.
In [40], spatial mode diversity was employed in conjunction with multiple transmitter-
receiver aperture pairs to improve FSO link reliability under atmospheric turbulence.
Three aperture pairs were used and each aperture pair utilized a Gaussian beam and
an OAM beam in the uplink and downlink direction simultaneously for carrying the
same data stream. In [41], spatial mode diversity from a three-mode photonic lantern
coupling FSO receiver was designed in conjunction with a digital maximal ratio combining
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to enhance the worst signal-to-noise ratio (SNR) by more than 10 dB and to mitigate the
interruption probability under atmospheric turbulence. In [42], the three-mode diversity
reception in free space optical links from low-Earth orbital satellites to a ground terminal
was demonstrated by mode coupling to a few-mode fiber for tracking power variations
under different elevation angles. In [43], to reduce the outage probability, aperture diversity
was realized through several transmitter apertures transmitting the same data stream on
fundamental Gaussian beams whilst mode diversity was realized through multiple receiver
apertures that decompose the incoming beam to several orbital angular momentum (OAM)
modes, in conjunction with digital signal processing. In [44], OAM modes were used for
spatial mode diversity through a 2 km FSO link to improve the link resilience and system
capacity. The overall channel capacity was maximized by selecting optimal OAM mode
numbers at each value of the SNR and turbulence strength. Spatial mode diversity has
also been demonstrated using photonic crystal fibers [45–48]. Another approach for spatial
mode diversity was demonstrated using Hermite-Gaussian (HG) and Laguerre-Gaussian
(LG) modes of identical size [39]. This was shown to improve the bit error rate by up
to 54% without an increase in the total transmit power or radius of the receive aperture.
Unmanned aerial vehicle (UAV)-based FSO strategies have been explored for improving
coverage between base stations for emergency communications during natural disasters,
focusing on downlink scheduling [31] and the placement of FSO transceivers [32,33] and
hybrid RF/FSO links [35,36].

3. Contributions

The disastrous aftermath of floods has reinforced the need for complementary access
networks for critical recovery communications from the flood-stricken area to unaffected
areas [21]. In the event where many conventional base stations spanning several cities are
damaged, unlicensed, high-bandwidth wireless access technology is required for comple-
mentary post-flood recovery communications, to expedite communications to the flood-
stricken area. Connecting first responders and healthcare workers to flood victims and
hospitals is an integral part of recovery communications. Several UAV-based FSO strategies
have previously been developed for recovery communications between base stations for
recovery communications, focusing on downlink scheduling [31], the placement of FSO
transceivers [32,33], divergence angle [34], or hybrid RF/FSO links [35,36]. An unveiled
challenge to UAV-based FSO systems is to maintain a high SNR between the base station
and UAV-based FSO relay. This is largely unattainable due to minute but rapid UAV
propeller and body movements, which result in swift fluctuations in the beam alignment
and water scattering from flood waters. Consequently, this would lead to frequent link
failures. To address this issue, spatial mode diversity is proposed using linearly polarized
modes for improving the resilience of the system from UAV movements.

4. Methods

The proposed UAV-based spatial mode diversity FSO system for post-flood recovery
communications is illustrated in Figure 1. Four vertical cavity surface-emitting lasers
(VCSELs) generating continuous-wave optical signals on the fundamental modes at wave-
lengths of 850 nm, 880 nm, 910 nm, and 940 nm were structured into eight distinct linearly
polarized Laguerre–Gaussian beams, LP lm, where l = 0, 1, 2, 3, 4 and m = 1, 3. The LG
beams were intensity-modulated at 20 Gbps by pre-processed binary data collected from
individual sensors on their respective channels. The LP modes and wavelengths used for
the respective channels are shown in Table 1. The ground transmitter was enclosed in a
case for protection from rain.

52



Electronics 2022, 11, 2257

Table 1. Channel Characteristics.

Channel/Mode, i Mode,
LP lm Signal Type Wavelength

1 LP 01 Sensor 1 Primary 850 nm
2 LP 03 Sensor 1 Backup 850 nm
3 LP 11 Sensor 2 Primary 880 nm
4 LP 13 Sensor 2 Backup 880 nm
5 LP 21 Sensor 3 Primary 910 nm
6 LP 23 Sensor 3 Backup 910 nm
7 LP 31 Sensor 4 Primary 940 nm
8 LP 33 Sensor 4 Backup 940 nm

LP lm modes were generated from the first diffraction order in the Fourier plane using
the binarized electric field displayed on individual liquid crystal gratings, as follows. It is
known that the Fourier transform of a linear translation is a complex phase shift [49]. Thus,
to produce a translation in the Fourier plane, the transverse modal field is first multiplied
by a complex phase shift:

exp[j(τxx + τyy)] (1)

where τx and τy are linear tilt constants in the horizontal and vertical directions, respectively.
The complex tilted field of the LP mode, a + jb, is binarized such that, in regions

represented by (
b± 1

2

)2
+ a2 ≥ 1

4
, a ≤ 0 (2)

an expanded laser beam is transmitted through a liquid crystal display, and in other
regions, no light passes through. The binarized beam may be expressed as a Fourier series
expansion [45–48,50]:

g(x1, y1) = mo +
4
π

∞

∑
n=1

mn cos
{

n [ξ(x1, y1) + τxx1 + τyy1]
}

(3)

where mo is the constant term and n is the n-th diffraction order. In the Fourier plane, the
diffraction orders are translated linearly and separated:

G(x2, y2) = Mo(x2, y2) +
∞

∑
n=1

[Mn(x2 + nτx, y2 + nτy) + M∗n(nτx − x2, nτy − y2)] (4)

where x2 and y2 are spatial coordinates in the Fourier plane, * is the complex conjugate, and
Mn (x2, y2) is the n-th diffraction order in the Fourier plane.

Each binarized field was then Fourier transformed by a 400 cm focal-length achromatic
convex lens, and the linearly polarized Laguerre–Gaussian mode, LP lm, was extracted
from the first diffraction order in the Fourier plane, M1.

The transverse modal field distribution of a linearly polarized LP lm mode is expressed
as [51]:

E = Rl Ll
m−1(VR2) exp

(
−VR2/2

)
cos φ (5)

where R is the normalized radius, φ is the azimuthal angle of the transmitted transverse
modal field, V is the normalized frequency, Ll

m−1 is the generalized Laguerre polynomial
whereby l is the azimuthal mode number, and m is the radial mode number.

For channel diversity, each sensor transmitted data on two LP modes so that they
experience distinct refractive index fluctuations and modal power coupling. For any data
stream, the first mode was used as the primary channel, and a second mode was used as the
backup channel during adverse weather conditions, such as rain. Different combinations
of the azimuthal mode number and radial mode numbers were used for various primary
and backup channels, as shown in Table 1. The backup channels operated on different LP
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modes from the primary channels, thus experiencing distinct refractive index fluctuations
and mode coupling.

The optical signals from all channels were then amplified, multiplexed, aligned, and
transmitted to the UAV, which was flown at a height of 7 m above ground, in a straight
line toward the ground receiver, located 40 m away from the transmitter. The horizontal
distance travelled and height of the flying drone is shown in Figure 1. Following this, the
optical beams are reflected from the UAV to the ground receiver. System parameters are
provided in Table 2. The beam waist is the location along the propagation direction where
the beam radius is minimum. The Rayleigh length is the distance from the beam waist,
in the direction of beam propagation, where the beam radius is increased by a factor of
the square root of 2. The beam divergence is an angular measure of the increase in beam
diameter or radius with distance from the grating. The photodetector responsivity is a
measure of optical-to-electrical conversion efficiency of a photodetector.

Table 2. Systems Parameters.

Parameter Value

Beam waist 0.025 m
Operating wavelengths 850 nm, 880 nm, 910 nm and 940 nm

Rayleigh range 0.5 m
Propagation distance 400 m

Transmitted beam diameter 3 mm
Beam divergence 0.5 mrad

Photodetector responsivity 0.6 A/W
Focal lengths of transmitter lens 40 cm

The transverse electric field of the set of eight LP modes used for the transmission may
be modeled as:

X = [X1 X2 X3 . . . X8]
T (6)

where Xi is the transverse electric field of the transmitted i-th mode and T is the transpose
of the matrix. The estimated received electric field after propagating through the FSO
channel is

Y = [Y1 Y2 Y3 . . . Y8]
T , (7)

where Yi is estimated electric field of the i-th received mode and T is the transpose of the
matrix. Y is related to the channel matrix, H by [52]

Y = HX + N, (8)

where the channel matrix H contains the power coupling coefficients,

hi,j, i, j ∈ [1, N] (9)

A charge-coupled device was used to collect the intensity distribution of the received
optical signals. The power coupling coefficients were computed for all channels using a
modal decomposition method [53].

Multiplicative slow fading and inter-symbol interference from adjacent modes i 6= j
were assumed. N is additive noise from the surroundings.

The received electric field of the i-th mode may be estimated as the summation of the
individual components of the transmitted electric field, Xj [54]:

Yi = ∑
j

hi,jXj + N (10)
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The power coupling coefficient hi,j is the overlap integral between the received trans-
verse electric field, Yi, and transmitted transverse electric field, Xj [55]:

hi,j =

∣∣∣∣∣
∫
A

Yi(x, y) · Xj
∗(x, y) dA

∣∣∣∣∣

2

∫
A
|Yi(x, y)|2dA

∫
A

∣∣Xj(x, y)
∣∣2dA

(11)

where A is the plane of the transverse electric field. When the set of modes propagate
through the atmosphere, it encounters spatially and temporally varying refractive indices,
due to random pressure temperature variations. Spatial modes individually experience
different refractive index perturbations, even when propagating in the same path [39]. This
causes unique random wavefront aberrations and power spreading for each mode into
adjacent modes, evident by the degradation of power coupled into the original mode hi, j.
Under atmospheric turbulence, these power fluctuations are slowly time-varying and vary
significantly slower than the signal [56,57].

The Kolmogorov model for turbulent flow is the basis for many contemporary theories
and models for emulating atmospheric turbulence for spatial modes [52,58–60]. However,
these models of turbulence typically only provide statistical averages for the random
variations of the atmosphere. Thus, they may be considered insufficient to represent
temporal intensity fluctuations and modal crosstalk for a UAV-based system. Hence, in our
work, in order to demonstrate the performance of mode diversity for maintaining the signal
quality for composite channels, the time-varying optical signal-to-interference-and-noise
ratio (SINR) was evaluated under various weather conditions over a time interval of 30 min
and sampling interval of 1 s. The optical SINR for the i-th channel is given by:

SINRi =
Pi

Ii+N

=
|hi, j=i|2
|hi, j 6=i|2+N

(12)

where Pi is the received power from the i-th desired mode (j = i), either in the primary
channel or the backup channel. The measured interference power Ii arises from crosstalk
from undesirable spatial modes (j 6= i). The measured additive noise power, N, constituting
thermal noise, ambient light from sunlight, and surrounding objects is minimal compared
to the interfering modal power.

For optimal signal detection, the ground receiver requires knowledge of the current
channel matrix, H. The main challenge lies in the alignment between the ground transmitter
to the UAV and the alignment between the UAV to the ground receiver, in order to prevent
tip-tilt errors, despite a line-of-sight link between the ground transmitter and ground
receiver. To address this issue at the ground transmitter, the conjugates of a known sequence
of complex LP mode fields was transmitted toward the UAV and then reflected back to the
ground transmitter to determine the optimum angle for pointing the optical beam from
the ground transmitter toward the UAV. Adjustments to the pointing angle were made on
the ground transmitter using a rotating shaft, translation stages, and goniometers until the
exact LP mode was acquired on the reflected optical signal. Similarly, at the ground receiver,
beam tracking of the signals was performed to avoid tip-tilt errors using a rotation shaft,
translation stages, and goniometers. Using the conjugate of a known LP mode, the direction
of arrival of the received optical beam was determined for maximizing spatial acquisition.
After the optimal angles were determined, the pointing angle and angle of arrivals were
fixed, as the UAV travelled in a straight line from the initial point. An alternative method
for beam tracking is to measure the displacement offsets of the arriving at the detector,
which translate into angles of arrival variations [61].
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The SINR threshold SINRγ was set at the minimum level for turbulence-free transmis-
sion under heavy rain, such that:

SINRγ =

8
∑

i=1
Pi

ri
(13)

where ∑8
i=1 Pi refers to the sum of the transmitted power in all desired modes and ri is the

average receiver noise power per mode. The calculated SINRγ value was 25 dB.
As shown in Table 1, two different LP modes were used, for the primary channel

and backup channels, under the same weather condition. The time-varying primary and
backup channels were used for obtaining the composite channel, with the aid of a micro-
electromechanical systems (MEMS) optical switch for temporal switching between the
two channels. The MEMS switch is controlled dynamically using an algorithm designed
LabVIEW software by National Instruments (Austin, TX, USA), for automated switching
between the two channels based on the comparison of the current SINR to the threshold
SNR value, SINRγ. While the received SINR of the primary channel is equal to greater
than SINRγ, the received data from the primary channel are forwarded to the composite
channel by the MEMS switch. On the other hand, when the received SINR of the primary
channel is less than SINRγ, the received data from the backup channel is forwarded to the
composite channel by the MEMS switch.

A key parameter for indicating the strength of the atmospheric turbulence is the re-
fractive index structure parameter, C2

n, which was evaluated by transmitting the concerned
mode and then calculating the scintillation index at the receiver using the intensity profile
measurements from a charge-coupled-device camera. The scintillation index is given by
the Rytov variance [62]:

σ2 ≈
〈

I2〉− 〈I〉2

〈I〉2
(14)

where I is the on-axis beam intensity and the angle brackets <> denote the ensemble average.
The approach for measuring the scintillation index is similar to that in [61]. The refractive
index structure parameter C2

n is then evaluated by substituting the scintillation index into:

σ2 = 1.23C2
nk7/6L11/6 (15)

where wave number k = 2π/λ and L is the link distance. Using Equation (13) to Equation (14),
the C2

n values were computed for various weather conditions based on the data transmission
experiments using the designed FSO transceiver. The turbulence strength and turbulence
fluctuation are indicated by C2

n and the Rytov variance σ2, respectively. The values of C2
n in

the atmosphere are typically in the range from 10−17 m−2/3 for weaker turbulence strength
to 10−13 m−2/3 for stronger turbulence strength. The value of σ2 is typically related to the
refractive index inhomogeneities C2

n, optical wavelength λ, and the propagating distance
L. A higher value of σ2 generally represents stronger turbulence fluctuation [62]. Weak
turbulence is associated with σ2 < 1, and moderate fluctuation conditions are characterized
by σ2 ≈ 1. Strong fluctuations are associated with σ2 > 1 [62].

5. Results and Discussion

To evaluate the effectiveness of spatial mode diversity using linearly polarized modes
for maintaining the signal quality of a UAV-based free space optical system, the time-
varying SINR of the primary, backup, and composite channels were measured under
various weather conditions: (i) light rain, (ii) medium rain, (iii) heavy rain, (iv) clear
day. The rain level was classified as ‘light’, ‘medium’, and ‘heavy’ for precipitation rates
of accumulation of about 0 to 2 mm per h, 2 to 10 mm per h, and 10 to 50 mm per h,
respectively [63]. For each weather condition, the minimum and maximum C2

n values were
computed to determine the range of turbulence strengths.
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Although the signals were received at 20 Gbps, the acquisition and evaluation of the
channel matrix and interfering modes at high data rates were computationally intensive
and required time. Thus, the SINR was sampled at 1 Gbps. In addition, the hovering time
of the UAV was 45 min, so a 30 min interval was selected to give the UAV sufficient time to
return to the ground station.

For each case, the time-varying SINR is plotted for the primary channel, backup
channel, and the composite channel. The composite channel comprises various temporal
segments of data from the primary channel and the backup channel such that when the
SINR is equal to or more than the threshold value of 25 dB, the received data from the
primary channel are forwarded to the composite channel. On the other hand, when the
SINR on the primary channel drops below 25 dB, the received data from backup channel
are forwarded to the composite channel instead.

Figure 2 shows typical plots of the SINR versus time under light rain. The average
SINR was 28.5 dB, with a standard deviation of 5.6 dB. Channel 1 was the primary channel
(first graph) and Channel 2 was the backup channel (second graph), utilized when the signal
in Channel 1 declined below 25 dB. The third graph in Figure 2 shows that the utilization
of Channel 2 as a backup channel successfully prevented the SINR from dropping below
25 dB, especially between 1157 s and 1172 s.
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Figure 2. SINR versus time under light rain. Green line shows SINRγ value of 25 dB.

Figure 3 shows a typical plot of the SINR versus time under medium rain. The average
SINR was 27.5 dB, with a standard deviation of 6.0 dB, underlining deeper variations
in the SINR as compared to those under light rain. Channel 3 was the primary channel
(first graph) and Channel 4 was the backup channel (second graph), utilized when the
SINR in Channel 3 decreased below 25 dB. The third graph in Figure 3 illustrates that
employing Channel 4 as a backup channel successfully prevented the composite signal
from depreciating below an SINR of 25 dB, preventing link failures to the cloud, especially
between 670 s and 701 s, and 1352 s and 1396 s.
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Figure 4 shows typical plots of the SINR versus time under heavy rain. The average
SINR was 25.9 dB, with a standard deviation of 6.5 dB, showing more pronounced fluctua-
tions in the SINR as compared to those under medium rain. Channel 7 was the primary
channel (first graph) whilst Channel 8 was the backup channel (second graph). The number
of regions with compromised SINR in heavy rain was higher than that under medium
rain. The SINR for the composite channel, the third plot in Figure 4, shows that leveraging
Channel 7 as a backup channel successfully alleviated a large portion of the composite
signal from deteriorating below 25 dB, including during a predominant dip between 667 s
and 710 s.
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Figure 4. SINR versus time under heavy rain. Green line shows SINRγ value of 25 dB.
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On a clear day, the average SINR was 30.4 dB. Thus, the backup channel was not
required, as the SINR remained above 25 dB, as shown in Figure 5.
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Figure 5. SINR versus time on a clear day.

Uplink and downlink transmissions demonstrated similar SINR characteristics. Over-
all, a significant improvement in the SINR and outage performance was observed due to
spatial mode diversity.

At the receiver, the received optical beam for each channel is demultiplexed to separate
spatial modes. It is well-established that refractive index fluctuations in clouds from
pressure and temperature fluctuations cause rain [64]. This leads to aberration of the beam
wavefront from random power and phase perturbations [65]. This results in the signal
initially launched in a particular mode to spread to other modes [66]. The amount of
spreading is influenced by the strength of the atmospheric turbulence.

On a clear day, C2
n values were found to be between 7× 10−16 m−2/3 and 4× 10−15 m−2/3,

peaking in the afternoon. On a clear night, the C2
n values were found to be lower, between

8× 10−17 m−2/3 and 1 × 10−16 m−2/3. For light rain, the C2
n values were in the range of

4× 10−16 m−2/3 to 7 × 10−16 m−2/3. For moderate rain, the C2
n values were slightly higher,

in the range of 6 × 10−16 m−2/3 to 9 × 10−16 m−2/3, and for heavy rain, the C2
n values were

higher, in the range of 8× 10−16 m−2/3 to 2× 10−15 m−2/3
. The C2

n values were found to vary
more on a clear day than during rainfall.

The power coupling coefficients were computed for all channels using a noninter-
ferometric modal decomposition method [53], under various weather conditions, at the
minimum and maximum C2

n values. With knowledge of the power coupling coefficients,
the modal crosstalk matrices were constructed, without and with spatial mode diversity.
The power coupling coefficients were normalized to the total received optical power for
the set of modes present.

Samples of inter-modal crosstalk matrices before mode diversity are shown in Figures 6
and 7, at the minimum and maximum C2

n values, respectively. Samples of inter-modal
crosstalk matrices after mode diversity are shown in Figures 8 and 9. For clear weather
conditions in the day and at night, the power in the dominant mode was more than 75%.
Under rain, power from the transmitted mode leaked into adjacent modes. The heavier the
rain, the more substantial the spreading of power into adjacent modes due to increased
atmospheric turbulence.

Under light rain, the power in the dominant mode was in the range of 68% to 75%
before channel diversity reception and 79% to 83% after mode diversity and power were
successfully maintained in the dominant modes through the switch to the backup channels
during SINR dips. Under medium rain, the power in the dominant mode was in the range
of 64% to 68% prior to mode diversity and improved to 75% to 78% in the presence of mode
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diversity. Under heavy rain, the power in the dominant mode was approximately 56% to
63% without mode diversity reception and increased to 71% to 75% with mode diversity
reception. Uplink and downlink data transmissions demonstrated similar power coupling
coefficient characteristics, whereas uplink and downlink data transmissions demonstrated
similar power coupling coefficient characteristics.
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Figure 8. Variation in normalized power coupling coefficients on LP01 mode after spatial mode
diversity reception: (a,f) clear night, (b,g) clear day, (c,h) light rain, (d,i) medium rain, (e,j) heavy rain.
Top panel (a–e) shows the power coupling coefficients for primary channel at low-refractive-index
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structure values. Color legend of normalized power coupling coefficients for all plots is on the bottom
right corner.
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diversity: (a,f) clear night, (b,g) clear day, (c,h) light rain, (d,i) medium rain, (e,j) heavy rain. Top panel
(a–e) shows the power coupling coefficients for primary channel at low-refractive-index structure
values, and the bottom panel shows (f–j) those for backup channel at high-refractive-index structure
values. Color legend of normalized power coupling coefficients for all plots is on the bottom
right corner.

Overall, 25% to 44% of power was leaked to other modes during rainfall, prior to mode
diversity. The power leakage was more significant for adjacent modes to the dominant
modes and gradually decreased for modes further away from the dominant modes. With
increased turbulence strength, the crosstalk was more prevalent and the power distribution
of the modes was more dispersed. After mode diversity reception, an increase of 10% to 19%
in the dominant mode power was observed. A larger amount of power was successfully
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maintained in the dominant modes through the switch to the backup channels during
SINR dips.

The inter-modal crosstalk matrices for the primary channel, secondary channel, and
composite channel after mode diversity is shown Figure 10. The power in the dominant
mode of each channel was improved under all weather conditions. Without the mode
diversity scheme, there were interruptions in the data transmission from sensors. By
incorporating mode diversity, uninterrupted data transmission from sensors was observed,
even under heavy rain due to the backup channels on different LG modes experiencing
different channel degradations from the primary channels.
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Figure 10. Inter-modal crosstalk matrices for primary channel and secondary channel before mode
diversity, and composite channel after mode diversity. The transmitted mode number and received
mode number, i, are given in Table 1. The color legend shows the normalized power coupling coefficient.

The average diversity gain from spatial mode diversity was 0.97 dB. The average
bit error rate (BER) versus SINR for all channels under various weather conditions was
measured and compared, without and with spatial mode diversity, as shown in Figure 11.
It was observed that spatial mode diversity successfully enhanced the BER by 38% to
55% from the original BER. After spatial mode diversity, a satisfactory BER below the
7% forward error correction (FEC) limit of 3.8 × 10−3 was attained, at SINRs higher than
20 dB, under all levels of rain. An FEC of 7% was used to provide a 0.3 dB coding gain to
better mitigate atmospheric turbulence.
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Through UAV-FSO spatial diversity, despite mobility restrictions due to floods, vital
health statistics from injured flood victims could be forwarded to a patient cloud-based
health monitoring system accurately and timely, for hospitals to make critical preparations
for relevant medical treatment upon the victims’ arrival.

To verify the experimental measurements, the average values of C2
n were computed

using [67]:
C2

n = 3.8× 10−14w + 2.0× 10−15T − 2.8× 10−15W
+2.9× 10−17W2 − 1.1× 10−19W3 − 2.5× 10−15S
+1.2× 10−15S2 − 8.5× 10−17S3 − 5.3× 10−13

(16)

where T is the average air temperature, W is the average relative humidity, S is the average
wind speed from the local weather station, and w is a scaling coefficient. The average
values of C2

n using [67] were 3 × 10−15 on a clear day, 1 × 10−16 on a clear night, 6 × 10−16

under light rain, 8 × 10−16 under moderate rain, and 2 × 10−15 under heavy rain. This
concurred with earlier experimental values computed using the scintillation index within
1 × 10−15. The refractive index structure parameter C2

n was in the range of 1 × 10−15 to
1 × 10−13. Based on the turbulence strength classification in [62], this indicated weak to
moderat turbulence.

A probability distribution function of the C2
n values from the experiment could be

computed to determine if this adhered to relevant channel probability distribution functions
for FSO spatial mode diversity and FSO aerial communications such as Malaga, log normal,
Gamma-Gamma, Nagakami, and others [68–72]. Log normal and Gamma-Gamma channel
models are considered as special cases of the Malaga channel model, for weak turbulence
and moderate-strong turbulence, respectively [72].

Nevertheless, comparison of the time-varying SINR plots from the experiment with
existing channel models do not provide accurate time-varying error analysis, as existing
channel models are probabilistic [73]. Existing channel models only provide the statistical
averages for the random variations and do not describe the evolution of the channel
characteristics with time. In simulations modelling the FSO channel, the time-varying
atmospheric turbulence is typically emulated by continuously upgrading the random phase
patterns to model random irradiance fluctuations, based on a known channel probability
distribution function. This is only valid when the atmospheric turbulence is stationery
during the laser pulse width [74]. Expanding on the previous work, we performed the
false-nearest-neighbors algorithm on the measured time-varying channel matrix, which
revealed that the fraction of false nearest neighbors converged to 0. This indicated the
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presence of nonlinear deterministic chaos. This opens up new possibilities for research on
state-space reconstruction and the dynamic attractor for modeling the nonlinear FSO-UAV
channel matrix.

6. Conclusions

A 4× 2-channel UAV-based spatial mode diversity FSO system was developed for post-
flood recovery communications, achieving 2.4 Mbps for a distance of 400 m, under various
weather conditions. Spatial mode diversity was realized by using distinct linearly polarized
spatial modes in the primary and backup channels. Backup channels were used when the
SINR in the primary channels declined below 25 dB. SINR plots from the composite channel
showed that dips in the SINR from atmospheric fluctuations were successfully mitigated
through spatial mode diversity. The power in the dominant modes increased by 10% to
19% through temporal switching to backup channels during SINR dips in the primary
channels. Hence, this provided uninterrupted transmission, even under heavy rain. The
spatial mode diversity scheme improved the BER by 38% to 55% compared to the original
BER. In the future, the number of modes used for spatial mode diversity may be extended
in conjunction with the maximal-ratio combination for better signal quality. The UAV-
based spatial mode diversity FSO system is valuable for rapid recovery communications
after natural disasters, especially when conventional ground base stations are damaged.
Further analysis of nonlinear time-varying deterministic channel characteristics would be
valuable for emulating atmospheric turbulence under various weather conditions, toward
the implementation of more efficient turbulence compensation approaches.
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Abstract: MmWave FANETs play an increasingly important role in the development of UAVs tech-
nology. Fast neighbor discovery is a key bottleneck in mmWave FANETs. In this paper, we propose a
two-way neighbor discovery algorithm based on a spatial multi-channel through cross-layer optimiza-
tion. Firstly, we give two boundary conditions of the physical (PHY) layer and media access control
(MAC) layer for successful link establishment of mmWave neighbor discovery and give the optimal
pairing of antenna beamwidth in different stages and scenarios using cross-layer optimization. Then,
a mmWave neighbor discovery algorithm based on a spatial multi-channel is proposed, which greatly
reduces the convergence time by increasing the discovery probability of nodes in the network. Finally,
a random reply algorithm is proposed based on dynamic reserved time slots. By adjusting the
probability of reply and the number of reserved time slots, the neighbor discovery time can be further
reduced when the number of nodes is larger. Simulations show that as the network scale is 100 to
500 nodes, the convergence time is 10 times higher than that of the single channel algorithm.

Keywords: flying ad-hoc network (FANET); millimeter-wave (mmWave); neighbor discovery;
unmanned aerial vehicle (UAV)

1. Introduction

Unmanned aerial vehicles (UAVs) are aircrafts that are controlled by a remote radio
or an autonomous program without a human onboard [1]. In recent years, with the fast
improvement of technologies such as artificial intelligence and the Internet of Things,
UAVs have entered a rapid development stage, whose variety is more abundant, and their
application scenarios have further expanded from the military field to major national
application fields such as urban anti-terrorism and disaster relief [2]. Taking emergency
disaster rescue as an example, its typical disaster rescue scenario is shown in Figure 1.
In rescue operations, UAVs can provide a variety of functions through large-scale, long-
term persistence, and multi-level deployment, including but not limited to, providing
real-time information acquisition as the final sensor, expanding the search range as a
network communication relay, and providing relief materials as an execution platform [3].
With the continuous development of UAV technology, the types of tasks involved in specific
applications such as disaster relief will become more extensive, and the role it will play is
expected to become more important [4].

A multi-UAV system organized in a meshed manner is referred to as a flying ad-hoc
network (FANET), where multiple UAVs can collaboratively carry out complex missions [1].
FANETs have the advantages of no fixed facilities required, flexible self-organization, and a
mobile platform, which is the information basis of a drone swarm to complete real-time
sharing and collaborative work [5], and is one of the most important technologies of UAVs.
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Figure 1. The important role of drones in disaster relief.

FANETs for drone swarm need to bear the various output mission-related data of
different sensors [6]. As the resolution of onboard sensors becomes higher and the tasks
become more strenuous and arduous, the data traffic of mission-related UAV is rapidly
growing [7]. For the frequency bands sub-6 GHz which is occupied in a large amount by
mobile communications and other services, the traditional wireless services have occupied
a large percentage of the available spectrum, and have been unable to meet the rapidly
developing communication needs of the UAV business. The mmWave frequency band has
the advantages of a wide available bandwidth, an antenna aperture which is small and
easy to install, beam flexibility among other advantages [8], which makes FANETs based
on mmWave a research hotspot in recent years [9–11].

A recognized challenge in the research of FANETs based on mmWave is how to
perform fast neighbor discovery [1]. This is due to the following reasons:

• In FANETs, neighbor discovery is the basis for self-organization, as well as a precondi-
tion for routing and resource allocation. In FANETs, each UAV node needs to discover
its neighbors in a 3D space. This brings difficulties to discover neighbors in itself;

• In contrast to lower communication frequencies, the path loss in the mmWave band is
much higher at the same distance. To ensure the connectivity of the links, the antenna
major lobe beam with the mmWave band tends to be narrower for D2D (Device-to-
Device) communication at the same communication distance;

• The two reasons above bring up that the neighbor discovery algorithm of FANETs
based on mmWave needs to solve the problem of scanning a larger spatial range
with a narrower beam. This makes the neighbor discovery process inevitably slower,
especially in asynchronous FANETs.

As shown in Table 1, neighbor discovery methods are mostly IEEE 802.11-based with
an omnidirectional antenna. The “hidden terminal” and “deafness” problems are more
challenging in directional transmission [12,13]. Mostly directional neighbor discovery algo-
rithms are proposed based on TDMA. Neighbor discovery with omnidirectional antenna
assistance has been proposed in [13,14]. However, the different communication distances
between omnidirectional antennas and directional antennas may result in different neigh-
bor sets. To eliminate the reliance on omnidirectional antennas, ref. [15–18] assume time
synchronization, which can ensure that all nodes are synchronized when switching anten-
nas. However, this requires equipment, such as GPS, which will increase the overhead of
node hardware. There are also some works that use asynchronous systems, such as [19,20].
The authors let the node enter the transmission mode with probability p and send the
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HELLO packet, and then, enter the reception mode with probability 1 − p to monitor
the channel. This probability-based neighbor discovery method is simple, but it has the
following disadvantages. First, the probability-based neighbor discovery method cannot
guarantee the time of neighbor discovery, and some neighbors may not be discovered.
Using the scan-based method [17,21,22], the upper bound of the neighbor discovery time
can be guaranteed. Second, some methods such as the 1-way neighbor discovery in [20],
only receive HELLO messages but do not reply. This results in that only the receiving
node knows the existence of the sending node, while the sending node still does not know
the existence of the receiving node, that is, after the sole node discovery process, there is
still no bidirectional communication link. Therefore, a 2-way handshakes mechanism is
necessary [22–24].

Table 1. Related Works.

Algorithm Feature Years Reference

BD-SBA
The link layer is based on IEEE 802.11. Carrier sense of the BD-SBA algorithm is
performed in the first broadcast step which can reduce the collision of broadcasting the
scanning request frames.

2019 [12]

MDND Use the 2.4-GHz band with the omnidirectional antennas.The data transmissions are
performed by using the 60-GHz band with directional antennas. 2015 [13]

Gossip-Based
Algorithm

Nodes gossip about their neighbors’ location information to accelerate the discovery.
However, the synchronous algorithms need additional hardware or GPS support. 2005 [19]

1-way ND
Each device periodically transmits advertisement messages to announce its neighbors.
When the neighbors receive the advertisement information, it determines that the
neighbor discovery is successful.

2015 [20]

2-way ND Once a device receives an advertisement message, it provides an active response to its
neighbor. This allows neighbor nodes to discover each other. 2015 [20]

I-SBA An extra mode named ‘idle’ is added in every time slot. When the node receives a new
advisement information successfully, it will not always respond but with probability p. 2012 [25]

PRA
Send HELLO packets with probability p at the beginning of each time slot in a ran-
dom direction, which makes all nodes transmit and receive in different directions that
decreases the collision probability.

2008 [15]

This paper also tries to solve the problem of fast neighbor discovery in the mmWave
FANETs network from our point of view. The main contributions of this paper are listed below:

• A 3D spatial scanning method combining the PHY layer and MAC layer is proposed.
Under the condition of a closed physical layer link, the matching mode of mmWave
antenna beamwidth is optimized, and the spatial scanning time is fully reduced
through cross-layer optimization design.

• A space division multi-channel reply mechanism based on mmWave narrow beam
is proposed. By increasing the number of reply channels existing at the same time
in 3D space, the efficiency of the neighbor discovery algorithm is improved and the
neighbor discovery time is greatly shortened.

• Furthermore, two different reply mechanisms of fixed reply and random reply are
given, the average convergence time of neighbor discovery time under the two reply
mechanisms is derived, and the optimization strategies under different conditions
are given.

The rest of this paper is arranged as follows: In Section 2, we will give the PHY layer
and MAC layer joint modeling method of the mmWave FANETs. In Section 3, we will
introduce our neighbor discovery algorithm in detail, including two steps: optimizing
paired spatial scanning and space division multi-channel reply. Section 4 will give the
performance comparison and simulation of the algorithm. The simulation shows that our
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algorithm has great superiority in average time for neighbor discovery. Section 5 provides
a conclusion.

2. System Model
2.1. Network and Node Model

The antenna 3D-model of a UAV is shown In Figure 2. The beam of the antenna can
be viewed as a spherical cone. The width of the beam is the solid angle of the spherical
cone, which is denoted by θ. The angle between the beam and the x-axis is denoted by γ.
The angle between the beam and the z-axis is denoted by φ. The surface cap area A, on a
unit radius sphere centered at the cone apex, of a spherical cone of angular width θ, is

A =
∫ 1

cos( θ
2 )

2πdx = 2π(1− cos(
θ

2
)) (1)

and the area of a unit radius sphere is denoted as S. The number of the beams is denoted
by K. To cover the whole sphere with a fixed K non-overlapping cones, the solid angle
without overlapping denoted as θno_overlap can be obtained from the following equation by
considering only the numerical value of the area.

K =
S
A

=
4π

2π(1− cos(
θno_overlap

2 ))
=

2

1− cos(
θno_overlap

2 )
(2)

θ
ϕ

γ x

z

y

Figure 2. The 3D model of the direction antenna.

In fact, it is impossible to cover the whole sphere with K non-overlapping cones.
Considering the overlapping, the whole sphere can be coverd with 12 pentagons simply
when K is 12 [26,27]. The solid angle with overlapping denoted as θoverlap is

θoverlap = ε · θno_overlap (3)
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in which the ε is a coefficient greater than 1 because of the overlapping. The ε is not a fixed
constant which varies with K. The relationship between K and θoverlap is

K =
2

1− cos(
ε·θoverlap

2 )
(4)

While in the planar case the beamwidth increases linearly with the increase of the
inverse of K, with 3D beams this increase is proportional to (1− cos( θ

2 )).
We discuss the flying ad hoc with a cluster head as shown in Figure 3. Assuming

that the number of nodes in the network is N, each node in the network has a unique ID.
Let node 0 be the cluster head, and node 1 to node N − 1 are cluster members, which is
denoted with n ∈ [0, N − 1]. It is assumed that all cluster members in the network are
one-hop reachable to the cluster head.

Successful
Discovery

Cluster Head

UAV 1

UAV 2

UAV 3

Range of Communication Beam of Transmission

Unmanned Aerial Vehicles Beam of Reception

Figure 3. Neighbor discovery in sector model.

Both the cluster head node and the cluster members work in the mmWave frequency
band, and the common frequency band is 24 GHz∼32 GHz. As mentioned above, the free
space loss is relatively large because of the mmWave frequency band. The node needs to
be equipped with a mmWave directional antenna with variable beamwidth, and the need
for long-distance wireless communication can be achieved through a very narrow antenna
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beam. This will cut the coverage of the node into sectors. In Figure 3, the cluster head and
node 1 can discover each other because of the alignment of sectors. Node 2 points at the
cluster head but the cluster head does not. They cannot discover each other. The cluster
head and node 3 cannot discover their neighbor because of the misalignment.

We use a directional graph G = (V, E) to express the network link relationship, where
V represents a node, and E represents a directional link. For example, if there is a directed
link between node i and node j, then (i, j) ∈ E.

Therefore, the condition for successful neighbor discovery in FANETs with a cluster
head is that the cluster head node can successfully discover all neighbor nodes, that is, a two-
way link establishment is completed between the cluster head node and all cluster members.
The convergence time of the neighbor discovery algorithm is the interval from the start of
the discovery process from the cluster head node to the time of successful completion of a
two-way link establishment between the cluster head and each cluster member.

2.2. Bi-Directional Communication Conditions

Based on the above model, this section discusses the link establishment conditions
of two nodes i and j. It is assumed that each node works in half-duplex mode, that is,
the transmission and reception cannot be performed at the same time. Pt, Gt, Gr and Pr_ min
represent the transmit power, the transmit antenna gain, the receive antenna gain and
the receiving sensitivity, respectively. Kt is the number of transmitting antennas and Kr is
the number of receiving antennas. Each node in the network is equipped with multiple
mmWave antennas with variable beamwidths or adjustable beamwidths, each antenna
can be used for transmitting and receiving. θt, θr ∈ [0, 2π] represent the beamwidth of the
transmit antenna and the beamwidth of the receive antenna, respectively. For a specific θt
and θr, Kt and Kr beam for transmission and reception are required to cover the entire space,
respectively. According to the basic knowledge of the antenna, the transmit antenna gain
Gt ∝ 1

θt
, the receive antenna gain Gr ∝ 1

θr
, Kt ∝ 1

θt
and Kr ∝ 1

θr
. It can be further known that

Gt ∝ Kt, Gr ∝ Kr. That is to say, the antenna gain is proportional to the number of sectors.
According to the relationship of Kt and Kr, there are three cases as follows:

• Wide transmission and narrow reception (Kt < Kr).
The larger Kr is, the more time is needed for a node to scan the same area, in order to
ensure that the receiving node has enough time to receive a complete beacon frame.

• Narrow transmission and wide reception (Kt > Kr).
The larger Kt is, the more sectors are needed to scan when sending node broadcasts
the packets.

• Symmetric transmission and reception (Kt = Kr).
Although both Kt and Kr are smaller than the above, there is the problem that nodes
need more time to point at each other in neighbor discovery.

From the above, the successful link establishment of a pair of nodes with IDs i and j
requires two conditions of the PHY layer and the MAC layer to be satisfied at the same time:

∗ PHY layer: Considering the symmetric channel, the two links of the transmit node
i and the receive node j(i → j), as well as the transmit node j and the receive node

i(j→ i). Taking (i→ j) as an example, it needs to satisfy: Pr_j =
Pt_j∗Gt_i∗Gr_i

Lp
≥ Pr_ min,

where Lp is the path loss between node i and node j. The formula above indicates that
the physical layer link establishment condition of node i and node j is that the receive
power must be greater than the receiving sensitivity requirement.

∗ MAC layer: If nodes i and j want to successfully establish a link between them in
both directions i→ j and j→ i, it is necessary for node i and node j to use the correct
transmit and receive antennas pointing at each other, as shown in Figure 4a. Figure 4b
shows that the MAC layer also needs to solve the multi-node collision problem within
the same coverage area, because of the fact that all cluster members in the network are
one-hop neighbor nodes after passing through the cluster head as described above.
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Figure 4. Link established cases.

2.3. Cross-Layer Optimization Method

Considering the above two conditions comprehensively, any pair of nodes with IDs i
and j can obtain different transmit and receive antenna gains by adjusting the beamwidth of
the transmit and receive antennas to meet the link establishment conditions of the physical
layer; at the same time, the adjustment of the beamwidth will also affect the difficulty of
two nodes pointing at each other in the airspace and the probability of collision problem
caused by multiple nodes. For qualitative analysis, the narrower the node beamwidth,
the higher the antenna gain, and the easier it is to meet the physical layer link establishment
conditions; but at the same time, the more beam positions that need to be scanned, the more
difficult it is for two antennas to point at each other. Therefore, cross-layer optimization of
the PHY layer and MAC layer is needed to optimize the neighbor discovery time of the
whole network. We adopt the joint optimization method as shown in the figure below to
carry out the study. The longest communication distance between cluster members and
cluster heads of the whole network is obtained from the application layer and provided to
the PHY layer, the number of network nodes is obtained from the application layer and
provided to the MAC layer. The PHY layer calculates the required gains of the transmit and
receive antennas according to the link establishment condition (1), and provides it to the
MAC layer at the same time; the MAC layer, taking the shortest neighbor discovery time of
the whole network as the optimization goal, calculates the transmit and receive beamwidth
that the node needs to use in the scanning and ACK phases, respectively, and feeds it
back to the PHY layer according to the number of nodes in the network and the gain
requirements of the transmit and receive antennas. Subsequent sections of this paper will
quantitatively analyze the influence of the transmit and receive antenna beamwidth on the
neighbor discovery time.

On this basis, we can further reduce the neighbor discovery time to adapt to sce-
narios with very strict requirements on time, such as rescue operations. The concept of
a multi-receive channel is further considered, that is, allowing a single node to have M
receivers at the same time when it has Kr receiving beam positions, as shown in Figure 5.
The quantitative analysis of the influence of different numbers of receivers on neighbor
discovery time will be given in the following sections.

Note that in the process discussed in this paper, we consider that the nodes are not
motive. Besides, all nodes have the following features:

• Time is divided into time slots, but it does not mean that all nodes have perfect time
synchronization;

• Communication is in half-duplex mode, which means a node cannot transmit and
receive simultaneously;

75



Electronics 2022, 11, 1566

• The node does not rotate since the pointing relation of directional antennas of two
nodes will be greatly changed when the nodes rotate.
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Figure 5. Multi-channel model.

3. Cross-Layer Based Spatial Multi-Channel Directional Neighbor Discovery with
Random Reply (CSM-RR) Algorithm

Initially, the nodes boot up in a fast scan mode, in which they switch sectors in turn
counterclockwise for reception, with each sector residing for one communication time slot.
When the cluster head switches on, the neighbor discovery process begins, and the whole
process can be divided into two steps:

• Beacon dispatch based on the scan.
• Random reply mechanism based on the dynamic reserved slot.

3.1. Beacon Dispatch Based on Scanning

Before the cluster head starts the neighbor discovery, the cluster members need to
align their activated sectors to the cluster head and lock them first. In the initial phase,
all nodes are in fast scan mode switching sectors and waiting for beacon frames sent by
the cluster head. As shown in Figure 6, when the cluster head switches on, it stays in
each sector for Kr time slots and sends beacon frames to ensure that all cluster members in
this sector can receive the beacon frame after a fast scan. When a cluster member receives
a beacon frame, it would stop the sector switching immediately and lock its own beam
pointing. The cluster head will broadcast beacon frames several times in all sectors.

To describe more easily, the beam model is simplified to a 2D sector in the following
example. Take the beacon dispatch for a single sector as an example in Figure 7. In the
beginning, all cluster members in Figure 7a are in fast scan mode. In Figure 7b, the cluster
head starts to send beacon frames in the first sector. After a beacon frame is received by
cluster member 1, it locks the sector pointing to the cluster head immediately and enters the
waiting state. Cluster member 2 is also in the sector where the beacon frame is sent, but the
receiving sector which is activated by cluster member 2 does not point to the cluster head,
hence no beacon frame is received. In Figure 7c,d, cluster member 2 is still in fast scan mode,
switching its own receiving sector. The cluster head sends beacon frames continuously
until cluster member 2 switches to the sector pointing to the cluster head. After a beacon
frame is received by cluster member 2, it locks the sector and answers the waiting state,
as shown in Figure 7d,f.
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Figure 7. An example of beacon dispatch. (a) All cluster members are in fast scan mode. (b) The
cluster head starts to send beacon frames in the first sector. (c) Cluster member 1 has locked the sector.
(d) The cluster head sends beacon frames continuously until cluster member 2 switches to the sector
pointing to the cluster head. (e) Cluster member 2 has pointed at the cluster head. (f) Cluster member
2 has locked the sector.

3.2. Random Reply Mechanism Based on Dynamic Reserved Slot

When beacon dispatch is over, it can be considered that all cluster members point at
the cluster head and lock it. At this time, the cluster head starts to broadcast the HELLO
packet once in each sector, and when the cluster members receive the HELLO packets, they
reply according to the protocol agreement in the subsequent reply phase. When the cluster
head receives all the replies, it is considered that all cluster members have been discovered.
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Subsequently, an end packet of neighbor discovery is broadcasted in each sector, at which
point the neighbor discovery process ends.

The HELLO packet contains three pieces of information, which are:

1. The start time of the reply phase by cluster members;
2. The number of time slots reserved for the reply phase of cluster members of the

current round;
3. The number of cluster members that have been discovered.

Then the random reply mechanism based on the dynamic reserved slot is proposed
here for neighbor discovery. The cluster head broadcasts HELLO packets on each sec-
tor after beacon dispatch and then starts waiting for replies from the cluster members.
After receiving the HELLO packet, cluster members can choose whether to reply to the
HELLO message in this round with probability Preply, which can reduce the collision of
reply packets. When choosing to reply to the HELLO packets in this round, the cluster
member will select a time slot to reply randomly for reducing the collision of two reply
packets. If two nodes choose the same time slot to send reply packets, a collision occurred
and neither of their reply packets could be received correctly by the cluster head. Once the
cluster head receives a reply message from a cluster member, it adds the cluster member to
the neighbor list. When the number of discovered neighbors cannot reach the number of
nodes (Naccessed 6= N), the cluster head starts a new round of neighbor discovery process
until all cluster members are discovered.

When there are few nodes, the reply time slot of each node is very easy to plan.
As shown in Figure 8, it is called the fixed reply mechanism when the number of the
reserved slot (Nreserved) is set to a constant equal to N− 1 and the probability of reply Preply
is set to 1 After receiving the HELLO packet, the cluster member just selects the time slot
with the same index as its own ID to reply in the reply phase. The replies from cluster
members will not collide because the sufficient time slots are reserved.

Beacon Broadcast

Sector 0~Sector 
nchannel−1

Sector nchannel~
Sector 2*nchannel−1 ··· Sector Kr−nchannel~

Sector Kr−1

0 1 2 ··· 0 1 2 ··· ··· 0 1 2 ···
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HELLO

Sector 1 ··· Sector Kt−1

HELLO ··· HELLO

HELLO Broadcast N
−

2

N
−

2

N
−

2

Figure 8. Fixed reply mechanism.

The analysis for neighbor discovery with fixed reply is as follows. Since the cluster
head has the ability of multi-channel reception, it can receive data packets from Nchannel
aerials at the same time. When Nchannel = Kr, the whole reply phase of cluster members
only lasts for N − 1 time slots. The duration of the neighbor discovery process of the fixed
reply mechanism, excluding the beaconing phase, can be expressed as:

tdiscovery = 2Kt · tHello +
Kr

Nchannel
· (N − 1) · treply (5)

in which tdiscovery is the time for replying, tHello is the duration of the HELLO packet, Kt
is the number of transmitting sectors, Kr is the number of receiving sectors, treply is the
duration of the REPLY packet.
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The overall duration of the discovery process with the fixed reply mechanism, includ-
ing the beaconing phase, can be expressed as:

tall = talign + tdiscovery = Kt · Kr · tbeacon + 2Kt · tHello +
Kr

Nchannel
· (N − 1) · treply (6)

in which tall is the time for cluster head finding all neighbors, talign is the time for dispatch,
tbeacon is the duration of the beacon frame.

As shown in Algorithms 1 and 2, the random reply mechanism is different from the
fixed reply mechanism. The nreserved and preply are not fixed in each round of neighbor
discovery. These two parameters are adjusted continuously with r, the number of rounds
of the neighbor discovery. The duration of the neighbor discovery process of the random
reply mechanism, excluding the beaconing phase, can be expressed as:

tdiscovery = 2Kt · tHello +
r

∑
i=0

(
Kr

Nchannel
· nreserved(i) · treply) (7)

The overall duration of the discovery process with the random reply mechanism,
including the beaconing phase, can be expressed as:

tall = talign + tdiscovery = Kt · Kr · tbeacon + 2Kt · tHello

+
r

∑
i=0

(
Kr

Nchannel
· nreserved(i) · treply)

(8)

in which r is the number of the replying round.

Algorithm 1 Random reply algorithm in cluster head

During the dispatch stage:
n = 0
while n < Kt do

select the nth sector
broadcast the beacon for Kr slots
n ++

end while
During the randomly reply stage:
r = 0
while r < threshold do

if present−mode = transmission then
Nreserved(r) = β× Nreserved(r− 1)
n = 0
while n < Kt do

select the nth sector
encapsule the neighbor list into HELLO packet
encapsule the Nreserved(r) into HELLO packet
broadcast the HELLO packet for 1 slot
n ++

end while
end if
if present−mode = reception then

if received a REPLY packet then
add the identity to the neighbor list

end if
r ++

end if
end while
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Algorithm 2 Random reply algorithm in cluster member

During the dispatch stage:
while has not received the beacon do

change the active sector
listening

end while
point at the cluster head and lock the sector
During the randomly reply stage:
if has received the HELLO packet then

if neighbor list has self-identity then
return

else
s = random(0, Nreserved)
transmit the REPLY packet in s slot with probability preply(r)
preply(r) = α× preply(r− 1)

end if
end if

Take the topology in Figure 7 as an example, and assume nreceiver = Kr. Figure 9
shows the neighbor discovery process for N = 6. In round = 0, the cluster head broadcasts
HELLO packets and specifies the number of reserved time slots is nreserved(0) in this
round. After the cluster members receive HELLO packets, node 1 and node 2 select time
slot 2 to reply simultaneously, then collision occurs. Node 3 does not reply in this round
according to the probability. Node 4 selects time slot 0 and node 5 selects time slot 1 to
reply, the cluster head receives their REPLY packets successfully and adds node 4 and
node 5 to the neighbor list. In round = 1, the cluster head broadcasts HELLO packets and
the neighbor list including node 4 and node 5, and specifies the reserved time slot in this
round is nreserved(1). Node 2 selects time slot 2 to reply and the cluster head receives REPLY
packets successfully. Both node 1 and node 3 select time slot 0 to reply, and the reason why
the cluster head also receives REPLY packets successfully is that the cluster head has the
ability of multi-channel reception, and node 1 and node 3 are in different sectors of the
cluster head, thus, the REPLY packets do not collide.
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Figure 9. Neighbor discovery with random reply mechanism (N = 6).
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4. Simulation Results and Discussion

Here, we conduct the performance comparisons of CSM-RR with other directional
neighbor discovery algorithms under different numbers of nodes and sectors. Firstly, we
compare the CSM-RR with the scanning-based algorithm. Then we compare the CSM-
RR with the probabilistic algorithm. Finally, we show how the various control parameters
(K, Nchannel, α, β, and distribution of position) affect the performance of the CSM-RR protocol.

4.1. Comparison with Existing Methods

In order to verify the CSM-RR protocol, we implement it with the OMNeT++ sim-
ulation IDE. For comparative research, we also implemented other neighbor discovery
algorithms based on the directional antenna, including the Pure Random Algorithm (PRA)
proposed in the literature [15], the Improved Scan-based Algorithm (I-SBA) discussed in the
literature [25], and the 1-way neighbor discovery algorithm (1-way) and 2-way neighbor
discovery algorithm (2-way) proposed in the literature [20]. None of these directional
neighbor discovery methods need the assistance of an omnidirectional antenna, and all of
them divide the time into time slots. According to the way they respond, these algorithms
can be divided into two categories: deterministic reply and probabilistic reply.

PRA and 1-way both send HELLO packets with probability p at the beginning of
each time slot and enter the reception with probability 1− p. The difference is that after
receiving the HELLO packet, PRA immediately replies to the REPLY packet, while 1-way
does not reply to the REPLY packet.

Furthermore, 2-way sends the HELLO packets with probability p at the beginning of
each time slot and enters receiving state with probability 1− p. At the beginning of the
time slot, I-SBA not only selects transmission or reception, but also has the probability to
enter the idle state. After receiving the HELLO packet, both methods reply to the REPLY
packet with a probability, which is not certain.

In Figure 10, we compare the performance of the PRA, 1-way algorithm, and the fixed
reply mechanism proposed in this paper under different numbers of nodes. The discovery
time of a fixed mechanism, even with only the single channel, is much less than the PRA
and 1-way algorithm. The fixed mechanism has almost no collisions because the reply slot
of the cluster member is fixed. In addition, when adopting multi-channel, the time required
for CSM-RR is much shorter.
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Figure 10. Comparison between neighbor discovery algorithm with fixed reply (K = 4).
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In Figure 11, we compare the performance of the I-SBA, 2-way algorithm, and the
random reply mechanism proposed in this paper under different numbers of nodes. The ran-
dom mechanism takes less time to discover the same number of neighbors. When the
number of nodes is large, the discovery time for I-SBA and 2-way algorithm increases to a
large extent because of the collision. Moreover, the use of multi-channel neighbor discovery
can further reduce the time of neighbor discovery.

50 100 150 200 250 300 350 400 450 500

Number of Nodes (N)

1

2

3

4

5

6

7

8

E
x
p

e
c
te

d
 t

im
e

 s
lo

t 
fo

r 
d

is
c
o

v
e

ri
n

g
 (

lo
g

1
0
(t

a
ll))

Random Reply with 1 Channel

Random Reply with 2 Channel

Random Reply with 4 Channel

2-way

I-SBA

Figure 11. Comparison between neighbor discovery algorithm with random reply (K = 4).

In Figure 12, we compare the performance of 1-way, 2-way and CSM-RR protocols
under different numbers of sectors. With the increase in the number of sectors, the neighbor
discovery time of CSM-RR with the fixed reply mechanism and 1-way algorithm increases.
Because the number of sectors increases, the number of transmission sectors that need to be
scanned during transmission need to increase, which results in an increase in the neighbor
discovery time. However, the neighbor discovery time of 2-way decreases gradually with
the increase of the number of sectors. That is because, with the increase in the number of
sectors, the number of neighbors in each sector will be reduced, which reduces the number
of collisions when the nodes reply to the REPLY packet. In the CSM-RR algorithm with a
random reply mechanism, when the number of sectors decreases, the neighbor discovery
time decreases with the increase of the number of sectors. This is because the increase of
sectors effectively reduces the collision of the REPLY packets when the number of nodes
goes large, so that the probability of cluster members being discovered increases. When the
number of sectors continues to increase, the time spent broadcasting the HELLO packet
by scanning all sectors becomes the main factor affecting the neighbor discovery time,
resulting in a longer neighbor discovery time.
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4.2. Ablation Experiment

In Figure 13, we set the Kt and Kr to be unequal. When the system has the multi-
channel capability, the antennas’ collection of “wide transmission and narrow reception”
works better. Neighbor discovery time decreases along receiving antennas with the same
receiving channels. However, when the number of receiving antennas increases, the number
of receiving channels also increases, which will greatly improve the neighbor discovery
time. When the multi-channel capability is certain, the lower number of receiving antennas
occupies a certain advantage.
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Figure 13. Symmetric Kr and Kt with different numbers of receivers.

83



Electronics 2022, 11, 1566

In Figure 14, we set different α in the CSM-RR protocol. All cluster members reply to
the HELLO packet with p = 1, so that the time of neighbor discovery can be minimum.
In order to receive as many REPLY packets as possible in the next round, it needs to improve
preply(0), which is preply(r) = (1 + α) · preply(r− 1).
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Figure 14. Discovery time vs. preply.

In Figures 15 and 16, we demonstrate how different β affects the performance of the
CSM-RR. A suitable β (β = 0.32) can guarantee both the short neighbor discovery time
and the neighbor discovery ratio. Since the cluster head will find new cluster members
in each round of neighbor discovery, the number of undiscovered cluster members will
be reduced in each round. In order to avoid the waste of reserved time slots in the reply
phase, nreserved should be reduced accordingly in each round, which is nreserved(r) =
(1− β) · nreserved(r− 1). However, the decrease in the reserved time slots will cause a large
number of collisions of the REPLY packet. Thus, there are two conditions for the end of
the neighbor discovery. The first one is that the cluster head discovers all cluster members,
and the other is that the number of rounds of the neighbor discovery process is greater than
200, which is r > 200. If either of these conditions are satisfied, the neighbor discovery ends.
However, when the neighbor discovery ends with r > 200, some of the cluster members
may not be found. Once β < 0.32, the cluster head can find all cluster members. On the
other hand, some neighbor nodes cannot be found when β > 0.32. This is because the large
β leads to nreserved which is far less than that of undiscovered cluster members, resulting in
a large number of collisions in the reply packet of cluster members.

In addition to the above parameters, the position distribution of cluster members
relative to the cluster head will also have a great impact on the performance of the proto-
col. Figure 17 shows the impact of different location distributions of cluster members on
neighbor discovery time. The PMF of location distribution is shown in Figure 18. In dis-
tribution 1, distribution 2, and distribution 3, the cluster members are concentrated in
different sectors. It can be seen that the different distribution of the location of cluster
members will deteriorate the neighbor discovery time of the CSM-RR protocol. When
the location of cluster members follows the uniform distribution, the neighbor discovery
performance of the CSM-RR protocol is the best.
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Figure 15. Time for discovery vs. β.
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Figure 18. PMF of location distribution.

Through the simulation results from Figures 13–18, we have a good understanding of
the parameter optimization of CSM-RR:

• The antennas’ collection of “wide transmission and narrow reception” works better
with multi-channel.

• It is necessary to increase the reply packets sent by each round of cluster members as
much as possible under a certain collision probability, which is preply = 1.
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• On the premise of ensuring the neighbor discovery rate, it is necessary to reduce
nreserved in each round as much as possible. According to the above simulation results,
the time required to discover all cluster members is the shortest with β = 0.32.

• The distribution of nodes also affects the protocol proposed in this paper. When
the distribution of cluster members obeys uniform distribution, the efficiency of the
random reply mechanism is the highest.

5. Conclusions

In this paper, we have proposed a neighbor discovery algorithm based on directional
antennas called CSM-RR. Based on the design of our algorithm and the numberical results,
we have the following key conclusions.

• The CSM-RR does not need to use the 2.4-GHz band with the omnidirectional in
neighbor discovery. Therefore, the UAVs do not need additional transceivers and
antennas, which will not cause link asymmetry due to different antenna gains.

• It also does not require a perfect time synchronization system to achieve initial syn-
chronization of time slots during beacon dispatch. The UAVs do not need additional
hardwares or GPS support thus reducing hardware complexity.

• The “Hidden terminal” and “deafness” problems do not arise because the CSM-RR is
TDMA based.

• In addition to using the fixed reply mechanism in the case of few nodes, the CSM-RR
adopts the random reply mechanism. When there are few nodes, the reply time slot of
each node is very easy to plan. Therefore, the collisions do not occur.

• Since the CSM-RR uses a digital receiver, multiple channels can be used for simultaneous
reception without adding additional hardware overhead. Without adding additional
hardware, the CSM-RR greatly improves the efficiency of neighbor discovery.

• By optimizing Nchannel, α, preply, β, K, the neighbor discovery time can be further
reduced when the number of nodes is large. Simulations have shown that as the
network scale is 100 to 500 nodes, the convergence time is 10 times higher than that of
the single channel algorithm.

Consequently, the CSM-RR can be used to improve the neighbor discovery perfor-
mance of FANETs. In this paper, we only consider the expected time slot for neighbor
discovery as the performance. In our future work, other metrics such as the exchange of
information and the number of control packets will be investigated.
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Abstract: In the area of synthetic sensors for flow angle estimation, the present work aims to describe
the verification in a relevant environment of a physics-based approach using a dedicated technological
demonstrator. The flow angle synthetic solution is based on a model-free, or physics-based, scheme
and, therefore, it is applicable to any flying body. The demonstrator also encompasses physical
sensors that provide all the necessary inputs to the synthetic sensors to estimate the angle-of-attack
and the angle-of-sideslip. The uncertainty budgets of the physical sensors are evaluated to corrupt the
flight simulator data with the aim of reproducing a realistic scenario to verify the synthetic sensors.
The proposed approach for the flow angle estimation is suitable for modern and future aircraft, such
as drones and urban mobility air vehicles. The results presented in this work show that the proposed
approach can be effective in relevant scenarios even though some limitations can arise.

Keywords: air data system; flow angle; angle-of-attack; angle-of-sideslip; flight dynamics; flight
testing; synthetic sensor; analytical redundancy; model-free; physics-based

1. Introduction

Following the recent aircraft crashes that occurred with the Boeing 737-MAX, the
European Union Aviation Safety Agency (EASA) has become open to the use of synthetic
sensors to estimate the flow angles [1]. The objective is to improve the reliability of
redundant flow angle measurements, even using soft techniques starting with modern
aircraft. To accommodate future applications of alternative solutions for flow angle
estimations, a working group is defining the new standard AS7984 “Minimum Performance
Standards, for Angle of Attack (AoA) and Angle of Sideslip (AoS)” to cover the various
sensor technologies used to measure flow angles [2].

The flow angle synthetic sensor provides the same measurements as an equivalent
physical sensor but without the use of dedicated equipment for this purpose. Generally
speaking, a synthetic sensor, in fact, merges flight data already available on board in
order to provide an additional measurement of one or more flight parameters. Therefore,
a synthetic sensor can be used in replacement or combined with a conventional (physical)
sensor with clear benefits from the point of view of: (i) reduction of weights and volumes;
(ii) energy efficiency; (iii) dissimilarity with respect to conventional solutions.

In the field of synthetic sensors, different categories and examples are available in the
literature [3–6], whereas the MIDAS project’s output [7] aims to be certified. The majority
of the synthetic sensors developed so far, including those of the MIDAS project, suffer from
common issues: (i) they can only be used on the aircraft where calibrated; (ii) they should
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be tuned on the aircraft’s current configuration and flight conditions; (iii) they require a
tuning phase based on flight data.

State-of-the-art air data sensors are typically probes and vanes protruding externally
from the aircraft fuselage, able to provide a direct measurement of air data, mainly pressures,
flow angles and air temperature. In the era of digital avionics, synthetic sensors can be
added to physical (or mechanical) sensors in order to analytically increase the system
redundancy [8,9]. Another potential application is to use synthetic sensors to monitor
physical sensors and to accommodate possible failures [10,11]. The concurrent use of
dissimilar sources of the same air data (physical and synthetic ones) can be beneficial
for solving some issues related to common failure modes or incorrect failure diagnosis of
modern air data systems [12–14]. Moreover, synthetic sensors can be used to overcome some
issues towards certification related to next generation air vehicles, for example, unmanned
aerial vehicles (UAVs) [15] and urban air mobility (UAM) aircraft [16] without any limitations
to the application domain [17–19].

Some examples of the synthetic estimation of flow angles can be found in [20–26].
Model-based (e.g., Kalman filter) and data-driven (e.g., neural networks) are the approaches
commonly used to estimate flow angles that are designed ad hoc for a particular aircraft
and, therefore, they are affected by changes of configuration and flight regime. A model-free,
or physics-based, nonlinear scheme, named ASSE—Angle-of-Attack and Sideslip Estimator—is
proposed in [27] and aims to have a general validity and to therefore be independent from
the aircraft application or flight regime.

In fact, ASSE deals with an analytical approach that is able to provide a generic
synthetic sensor for flow angle estimation applicable to any flying body independently from
the flight configuration and without the need to be calibrated. ASSE is based on an analytical
formulation (or scheme) that, compared to the state-of-the-art, is better suited to be certified
for civil aviation. The present work is part of the project SAIFE [28]—Synthetic Air Data
and Inertial Reference System—where a demonstrator of the ASSE technology is designed
and manufactured to verify the Technology Readiness Level (TRL) 5. The technological
demonstrator is based on “all-in-one” air data and inertial system (commonly known as
ADAHRS) able to provide multiple information to pilots or to automatic control systems,
partially based on synthetic sensors that are used for flow angle estimation. The proposed
approach for flow angle estimation does not require dedicated physical sensors but at the
same time guarantees, under recognisable circumstances, the same reliability of flow angle
vanes (or probes) in order to optimise the efficiency of on board avionics for both modern
and future aircraft.

The main aim of the current work, as part of the project SAIFE, is to verify the TRL 5
of the ASSE technology. For this goal, a technological demonstrator is conceived and fully
characterised in order to evaluate the uncertainty budgets related to all physical sensors
feeding the synthetic sensors. Therefore, results of the present work describe the flow
angle estimation performance of the ASSE scheme in a relevant simulated scenario. It is
worth underlining that results presented in this work have a general validity as the flight
simulator is only used to generate coherent and, hence, the proposed ASSE scheme can
be applied to any flying body to estimate the flow angles. Moreover, the technological
demonstrator is equipped with all necessary components to be ready for flight tests for
future validation in real environments.

The SAIFE project’s demonstrator concept is introduced in Section 2 with a focus on
the architecture and its physical sensors. The ASSE scheme is briefly presented in Section 3
in order to highlight the necessary inputs and to discuss some practical limitations emerged
from the present work. The characterisation tests of the physical sensors and the consequent
sensor’s noisy models are defined in Section 4, whereas the approach for TRL 5 verification
and results are presented in Section 5 before concluding the work.
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2. The ASSE Technological Demonstrator Concept

The ASSE technological demonstrator is depicted in Figure 1a along with: (a) external
power supply to be connected both to the aircraft power bus or to domestic plug; (b)
global navigation satellite system (GNSS) antenna; (c) magnetometer antenna; (d) pitot
boom with AoA and AoS vanes. The ASSE demonstrator, encompassing both air data,
inertial and heading reference systems (ADAHRS) is able to provide the following direct
measurements:

• from the Air data System (ADS):

1. Dynamic pressure qc (or, as alternative, total pressure);
2. Absolute pressure p∞;
3. Ambient temperature T;
4. Angle-of-attack AoA (as a reference value);
5. Angle-of-sideslip AoS (as a reference value);

• from the Attitude and Heading Reference System (AHRS):

6. 3-axis angular rates;
7. 3-axis linear accelerations;
8. 3-axis magnetometer;
9. 2-axis inclinometer;
10. GNSS position and velocity;

The output rate is 100 Hz. In order to provide ADS outputs, the demonstrator shall be
interfaced with at least an external probe (e.g., a Pitot probe) able to measure the dynamic
and absolute pressure and a temperature probe (e.g., outside ambient temperature, OAT).
Whereas, for AHRS outputs, common equipment (described in Section 2.3) is used that can
be installed inside the fuselage. From the aforementioned direct measurements, several
parameters can be calculated, such as the attitude angles, the heading and the true airspeed,
whereas, the flow angles are estimated using the ASSE technology (described in Section 3.1).
Therefore, the only probes protruding externally from the fuselage are related to pressure
and temperature measurements.

(a) (b)

Figure 1. ASSE demonstrator design. (a) A view of the ASSE technological demonstrator developed
under the SAIFE project, (b) Arrangement design. Courtesy of SELT Aerospace & Defence.

2.1. State-of-the-Art of Air Data System Sensors

As far as low speed (Mach number below 0.3) air vehicles are concerned, the air
temperature is commonly measured with OAT, which is able to directly measure the
ambient static temperature with a sensing element exposed to the external airflow.

As far as the pressures are concerned, two probe technologies are available: (1) the
single-function probes; and (2) the multi-function probes. The conventional pressure
probes (or single-function probes, SFP) considered here are total tubes (for the total
pressure measurement), Pitot-static (or simply Pitot) probes (for static and total pressure
measurements) or static ports (for static pressure measurement). In the majority of the
examples, the conventional pressure probes are not equipped with pressure transducers, so
that they have to be connected pneumatically to dedicated air data modules (ADMs), an
air data computer (ADC) or a vehicle management computer (VMC). On the other side,
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a multi-function probe (MFP) is a probe with enhanced capabilities able to provide at least
two pressure measurements and one flow angle measurement. The pressure measurements
are usually related to static and total pressures, whereas the flow angle is referred to a local
flow angle and only a combination of at least two MFPs can provide both AoA and AoS
calculation. In the MFP category, the optical air data sensors could be considered even
though there is no certified product at the moment because some issues still remain to be
solved [29], for example, turbulence, vortex and wind gusts can affect the accuracy.

Considering the state-of-the-art of the current technologies, three realistic architectures
for air data and inertial reference system are compared in Figure 2. An ADS based on SFP
leads to a high number of LRUs to be installed protruding outside from the A/C fuselage
as schematically represented in Figure 2a with a consequent increase of weight and power.
However, the SFPs are mature and available worldwide. Whereas, MFPs are available only
from three manufacturers [30] but it can assure a reduced number of LRUs and the absence
of pneumatic tubes as represented in Figure 2b. In Figure 2c, a possible ADS based on flow
angle synthetic sensors is presented. Along with the chance to use SFP probes, the other
main advantages of an ADS based on flow angle synthetic sensors are: (i) a reduced number
of LRUs with a consequent reduction of weights and volumes; (ii) no power required for
anti-icing systems improving the overall ADS energy efficiency; (iii) improved safety due
to dissimilarity with respect to other conventional flow angle vanes/probes.

(a) SFP-based (b) MFP-based (c) SS and SFP-based

Figure 2. Generic three realistic simplex air data sensing architectures able to provide a complete set
of air data. The dashed lines of AoS sensors indicate that they could not be mandatory.

It is worth underlining that the realistic sensing architectures presented in Figure 2
can provide the same air dataset in a simplex configuration. As some flight parameters
can be safety critical; according to safety studies, a suitable redundancy should be assured,
for example, for airspeed and AoA. Therefore, some external probes should be duplicated,
or even triplicated, to satisfy the safety requirements. Although the system redundancy
on board large airplanes does not represent an issue, the same can lead to some obstacles
to UAVs or UAM vehicles due to the reduced fuselage surface suitable for air data probe
installation. Therefore, the solutions based on fewer external LRUs can be more attractive
for those categories.

2.2. Demonstrator’s Architecture

The ASSE demonstrator is based on the TEENSY 4.1 board that is able to manage
digital and analog interfaces as described in Figure 3. It is designed to be interfaced with
AHRS sensors (described in Section 2.3), air data transducers (described in Section 2.4) and
a ground computer. It is worth highlighting that the ADS is also equipped with AoA and
AoS common vanes because during the demonstration they are used as reference values
during actual flight tests.
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Figure 3. The architecture of the ASSE technological demonstrator. The black arrows represent data
bus connections, the blue arrows represent pneumatic connections.

The AHRS and ADC are installed in a single unit (or LRU) as described in Figure 1b.
The reason behind a two-layer board is to keep the center of gravity as close as possible to
the gyroscope and the accelerometers.

The aircraft heading and attitudes during dynamic manoeuvres are evaluated using
ad hoc Kalman filters exploiting available data from the gyroscope, accelerometers,
magnetometers and GNSS. For the scope of the present work, the attitude angles are
unnecessary and they are replaced with inclinometer information for integration tests.

2.3. Attitude, Heading and Reference Sub-System

The ASSE demonstrator is based on fibre optic gyroscope (FOG), a solid state
accelerometer unit, a GNSS receiver and a 3-axis magnetometer as represented in Figure 3.

2.4. Air Data Sub-System

The ASSE demonstrator also includes an air data sub-system comprising an ADC
with pressure transducers, calibrated interfaces for OAT and flow angle vanes. The ADC is
calibrated to work in the airspeed range [0 kn, 174 kn] in the altitude range [−1800 ft, 35,000 ft].

3. Nonlinear ASSE Scheme

In this section, the ASSE scheme is presented in order to give some crucial information
about the proposed technology.

Two reference frames are considered: the inertial reference frame FI = {XI , YI , ZI}
and the body reference frame FB = {XB, YB, ZB} as described in Figure 4. The vector
transformation from the inertial reference frame FI to the body frame FB is obtained
considering the ordered sequence 3-2-1 of Euler angles: heading, elevation and bank
angles. As the vector subscript denotes the reference frame where the vector is represented,
the relationship between the inertial velocity vI , the relative velocity vB and the wind
velocity wI can be written as:

vI = CB2IvB + wI , (1)

where CB2I is the direction-cosine matrix to calculate vector components in the inertial
reference frame from the body reference frame [31]. It is worth recalling that the inverse
transformation is CI2B = CT

B2I , that is, the direction-cosine matrix to calculate vector
components in the body reference frame from the inertial reference frame [31]. The relative
velocity vB can be expressed as function of its module and flow angles, α and β, as

vB = V∞ îWB = V∞

(
cos β cos αîB + sin β ĵB + cos β sin αk̂B

)
, (2)

where V∞ is the magnitude of the relative velocity vector, or true airspeed (TAS), îB, ĵB and
k̂B are the three unit vectors defining the body reference axes and îWB is the unit vector of
vB depending only on α and β.
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Recalling that ΩB is defined as the body angular rate matrix [32], the coordinate
acceleration aB can be written as:

aB = CI2BaI = v̇B + ΩBvB + CI2BẇI = aXB îB + aYB ĵB + aZB k̂B. (3)

Figure 4. Representation of inertial and body reference frames with positive flow angles (α, β), linear
relative velocities (u, v, w), angular rates (p, q, r) and the velocity triangle between inertial velocity vI ,
the relative velocity vB and the wind velocity wI .

3.1. The ASSE Synopsis

As known, the time-derivative of the relative velocity’s magnitude can be expressed as:

V̇∞ =
vT

Bv̇B

V∞
⇒ V̇∞V∞ = vT

B(aB −CI2BẇI), (4)

where all terms are measured at the same time instant. Moreover, the relative velocity
vector vB at time t can be expressed starting from vB at a generic time τ, with t ≥ τ, as

vB(t) = vB(τ) +
∫ t

τ
v̇B(T ) dT . (5)

Henceforth, in order to ease the notation, the independent variable of the integrand
function is omitted and the time of the measurement is reported as subscript. For example,
the relative velocity evaluated at time τ is denoted as vB,τ .

Recalling Equation (3), Equation (5) can be rewritten as:

vB,t = vB,τ +
∫ t

τ
(aB −ΩBvB −CI2BẇI) dT (6)

and

vB,τ = vB,t −
∫ t

τ
aB dT +

∫ t

τ
ΩBvB dT +

∫ t

τ
CI2BẇI dT . (7)

Replacing vB,τ with Equation (7), Equation (4) can be written at time τ as:

V∞,τV̇∞,τ =

[
vB,t +

∫ t

τ
ΩBvB dT

]T
(aB −CI2BẇI)τ , (8)

where all terms depending on vB, and hence on the flow angles, are collected on the right
hand side.

The ASSE scheme based on the zero-order approximation [27] assumes that the integral
term

∫ t
τ ΩBvB dT of Equation (8) is constant in the generic time interval [τ, t], therefore

∫ t

τ
ΩBvB dT = (ΩBvB)t∆t, (9)
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where ∆t = t− τ. Considering the latter expression, Equation (8) can be rewritten as:

V∞,τV̇∞,τ +

[∫ t

τ
aB dT −

∫ t

τ
CI2BẇI dT

]T
(aB − ẇBCI2BẇI)τ =

=V∞,t îT
WB,t(I−ΩB,t∆t)(aB −CI2BẇI)τ .

(10)

Equation (10) is denoted in [27] as the basic expression of the zero-order ASSE scheme
referred to the generic time τ where the flow angles, α(t) and β(t), are the only unknowns
and all other terms are supposed to be measured. For the latter reason, the unknown
variables are always referred to as current time t, henceforth, the flow angles are represented
without subscripts related to time.

Considering the previous notations, Equation (10) can be presented as:

nτ = îT
WB,tmτ , (11)

where

nτ = V∞,τV̇∞,τ +

[∫ t

τ
aB dT −

∫ t

τ
CI2Bẇ dT

]T

(aB −CI2Bẇ)τ (12)

and
mτ = V∞,t(I−ΩB,t∆t)(aB −CI2BẇI)τ = hτ îB + lτ ĵB + mτ k̂B. (13)

It is worth underlining that, in Equation (13), all parameters are referred to as time
τ, whereas the true airspeed V∞,t is always referred to as time t and, hence, AoA and
AoS as well. Rewriting Equation (11) back in time starting from t to n-th generic τi with
i ∈ [0, 1, . . . , n] where τ0 ≡ t and AoA and AoS are always referred to at the same time t.
Therefore, the following system of n + 1 nonlinear equations, or ASSE scheme, is obtained:





nt = îT
WB,tmt

nτ1 = îT
WB,tmτ1

...
nτn = îT

WB,tmτn ,

(14)

where the AoA and AoS at time t are assumed to be the only unknowns, the wind
acceleration ẇ is considered to be negligible in the time interval and all other parameters
can be measured. Therefore, the flow angle estimation based on the ASSE scheme requires
direct measurements of: (1) TAS; (2) body angular rates p, q and r and (3) coordinate
acceleration vector aB. It is worth highlighting that the AHRS does not measure the
coordinate acceleration vector but it can be calculated from the inertial acceleration directly
measured by the AHRS in addition to the aircraft attitudes (or Euler angles).

Equation (14) is the generic form of the proposed zero-order ASSE scheme based
on n + 1 equations. In this work, an expansion in the past is considered (τi+1 < τi).
The most suitable solver can be adopted to solve the system of Equation (14) for AoA and
AoS estimation.

3.2. Practical Implementation

As discussed in [33], solving the ASSE nonlinear scheme can be challenging dealing
with real signals that are affected by uncertainties mainly related to random noise, bias,
drift of the sensors. In fact, more robust solvers can be considered to solve the ASSE scheme
that are more tolerant to the input noise. In this work, the nonlinear ASSE scheme [34] with
200 time steps (or equations) is adopted to validate the ASSE demonstrator. The number
of equations indicates that the ASSE scheme is applied considering a 2 s time observation.
The latter choice is based on the experience gained with the present project to improve
the ASSE performance characteristics in the presence of noisy input with respect to results
presented in [33]. In this work, the system of nonlinear equations is solved using an
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iterative method based on the Levenberg–Marquardt algorithm [35]. The first guess in
iteration methods is crucial but it is hardly realistic considering a reliable first guess in
practical applications; therefore, the proposed scheme is applied, adopting null values as
the initial condition.

As known from [27], the ASSE scheme can be applied only during dynamic flight
conditions. Moreover, from [34], the linear formulation can lead to understanding where ASSE
can be applied or not. In order to introduce the reliability criteria, the linearised ASSE scheme
is discussed. Considering Taylor series expansions of trigonometric functions, the versor of
Equation (2) can be approximated at first order (i.e., cos(x) ≈ 1 and sin(x) ≈ x) as:

îWB,t ≈ ĩWB,t = [1, β, α]T . (15)

Therefore, writing Equation (14) for time t and a generic previous time τ (with τ < t),
the following system of two linear equations is obtained:

{
nt = îT

WB,tmt ≈ ht + ltβlin + mtαlin

nτ = îT
WB,tmτ ≈ ĩT

WB,tmτ = hτ + lτ βlin + mταlin.
(16)

Moreover, considering that the wind acceleration vector ẇ is negligible, for example, if
the two observed time steps are sufficiently close to consider the wind vector constant in
the time interval [τ, t], Equation (16) can be rewritten as:





αlin,ẇ≈0 =
aY,t(V̇∞,τ−aX,τ)−aY,τ(V̇∞,t−aX,t)

Dẇ≈0

βlin,ẇ≈0 =
aZ,τ(V̇∞,t−aX,t)−aZ,t(V̇∞,τ−aX,τ)

Dẇ≈0
,

(17)

where
Dẇ≈0 = lt,ẇ≈0mτ,ẇ≈0 −mt,ẇ≈0lτ,ẇ≈0 (18)

is the determinant of the system evaluated with negligible wind accelerations and it shall
be nonzero to guarantee the existence of the closed-form solution.

In order to evaluate possible flight conditions leading to a null determinant, it is worth
noting that the determinant Dẇ≈0 does not depend on the time derivative of the airspeed
but only on the true airspeed, body accelerations and angular rates; the latter weighted by
the chosen time interval ∆t. In fact, when the time interval tends to zero, the m vector of
Equation (13) can be approximated as mτ = [hτ , lτ , mτ ]

T ≈ V∞,t[aX,τ , aY,τ , aZ,τ ]
T yielding

to the following determinant approximation:

Dẇ≈0,∆t→0 = V2
∞,t(aY,taZ,τ − aZ,taY,τ). (19)

Along with the existence condition discussion presented in [34], from Equation (19)
it emerges that a null simplified determinant could lead to very large errors. Therefore,
some thresholds are defined according to a trial and error approach where the nonlinear
ASSE scheme would lead to very large errors (larger than 5°). The proposed values can be
possible values for real applications even though they should be verified in an extended
flight envelope. In this work, the following thresholds are considered:

1. vertical/lateral inertial acceleration:

• aZ > athr = 0.5 m s−2 for AoA estimation
• aY > athr = 0.5 m s−2 for AoS estimation

2. determinant of Equation (18): D̃ > Dthr = 0.2 m4/s6,

where the determinant Dẇ≈0 of Equation (18) is denoted henceforth as D̃ for simplicity of
notation. The latter conditions are used to drive the integration tests of the demonstrator’s
algorithms. In fact, even in the case of larger time intervals (i.e., ∆t > 0), if lateral or vertical
inertial accelerations are very small (i.e., aY → 0 or aZ → 0, respectively) the determinant
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tends to zero and the condition number will be very large leading to a very noise-sensitive
scheme. It is worth underlining that, in this work, the thresholds do not influence the
results because they are only applied after the ASSE solution is computed.

Moreover, considering that there are no metrological standards to evaluate the synthetic
sensor performance [36], some criteria are defined to evaluate the flow angle estimation
performed by the nonlinear ASSE scheme. In this work, the flow angle estimations
are analysed using the mean, maximum, 1σ and 2σ errors. The latter choice, inspired
by industrial experience, is useful for providing an overall overview of the flow angle
estimation performances. In the present work, 1σ and 2σ intended the value such that
the probability Pr(−σ ≤ X ≤ σ) = 68.3% and Pr(−2σ ≤ X ≤ 2σ) = 95.4% also in the case
the error is not normally distributed. If the mean error can be easily removed from the
synthetic sensor estimations, the maximum and the 2σ errors should be specified according
to their operative scopes. In fact, if AoA and AoS are used for monitoring or displaying
purposes, maximum absolute errors up to 5° could be accepted, whereas, for control and
navigation applications the performance requirements could be more demanding. However,
considering the stage of the present project, the following thresholds are considered in the
current work:

• maximum absolute error < 5°
• 2σ error < 2°.

4. Characterisation of the ASSE Demonstrator’s Sensors

The section introduces the methods and results of the characterisation activities for
the ASSE demonstrator’s sensors. Calculated uncertainties are used to corrupt simulated
flight data with realistic errors that are added to reproduce a relevant testing scenario as
defined in this section.

The three-axes gyroscope and the three-axes accelerometer are tested separately to
verify their performances independently from manufacturer’s data sheets using a rotating
platform to verify the angular rates, whereas tilting and sliding platforms are used to verify
the linear acceleration performances. Once the AHRS sensors are installed in the ASSE
demonstrator, the same characterisation tests are performed to verify possible misalignment
issues. For the sake of clarity, the characterisation presented in this section is related to the
technological demonstrator.

In more detail, three dedicated facilities are used to calibrate the inertial sensor at
the best accuracy level. The fibre optic gyroscope (FOG) is calibrated against a rotating
platform. The platform is based on a precision air-bearing table driven by a microstep
motor. The platform is able to generate smooth and accurate rotation ranging from fractions
of a degree per second to the full range of the device, which is greater than 400 ° s−1.

The FOG is mounted in three orthogonal positions in order to calibrate the three
axes and to check for the orthogonality of the measurement axis. The accuracy of the
orthogonality is checked by a precision autocollimator and the accuracy of the rotating
table is checked by comparison with the National Angle Standard (REAC) [37].

The accelerometers, or the inertial measurement unit (IMU), is calibrated for very
low accelerations with a tilt table platform where the projection of the acceleration gravity
vector parallel to the platform is used as a reference acceleration. The technique has
been already used for the calibration of the accelerometers on board the ESA spacecrafts
BepiColombo and JUICE with destinations of Mercury and Jupiter [38]. For higher
accelerations, the device is calibrated using a facility built to the purpose making use
of dynamic laser interferometry having an accuracy of at least 1× 10−4 m s−2. In this case,
the accelerometers are also calibrated at the three orthogonal axes.

The ADS is stimulated using the pressure test bench. Thanks to suitable probe adapters,
the air data probe is connected pneumatically to the pressure test bench that is able to
generate both the static and the total pressures. Moreover, the pressure test bench is able to
simulate both constant and dynamic flight conditions according to predefined steps that can
be set by the user. The temperature sensor is connected and left to the ambient temperature.
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4.1. Gyroscope

The FOG is tested to characterise the uncertainties on the measurement for several
constant angular rates and periodic angular rates with several frequencies in order to
evaluate both steady-state and dynamic errors and, hence, to evaluate the FOG’s expanded
uncertainty. An example of the steady-state gyroscope measurements is represented in
Figure 5a with respect to the reference values on the Z-axis. From the Figure 5a it is clear
that at 0 Hz, the gyroscope is characterised by a linear behaviour; in fact, the regression
slope is 1.00 and the R2 = 1.00. Moreover, a cross-coupling between the three axes is visible
even though it is less than 0.05 %. Including dynamic analysis, the expanded uncertainty on
the angular rates measured by the ASSE demonstrator is evaluated as Q(0.05, 5× 10−4ν).
The notation Q(0.05, 5× 10−4ν) is intended to be the quadratic sum of two terms: the first is
the constant, the second is proportional to the measured value ν. For example, for 100 ° s−1,

the uncertainty is U =
√

0.052 +
(
100 · 5× 10−4)2

=
√

0.0025 + 0.0025 ≈ 0.071 ° s−1. If the
error distribution is normal, the U = 2σ. In this work, the latter assumption is adopted.
Therefore, the single axis gyroscope measurements, p, q, r, are corrupted with a white noise
whose 1σ depends on the measurement itself. For example, the pitch rate q is corrupted

using a white noise with 1σ calculated as q1σ = 1
2

√
0.052 + q2

(
5× 10−4)2 ° s−1.
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Figure 5. Example of AHRS data analysis. (a) Constant angular rate on the Z-axis, (b) Dynamic
accelerations at 80 Hz.

4.2. Inertial Measurement Unit

The IMU is tested to characterise the uncertainties on the measurement for several
constant accelerations and periodic accelerations with several frequencies in order to
evaluate both steady-state and dynamic errors and, therefore, to evaluate the expanded
uncertainty. An example of dynamic measurements with periodic reference accelerations
at 80 Hz are represented in Figure 5b. From the Figure 5b it is clear that at 80 Hz, the
inertial measurement unit loses accuracy. In fact, even though the linearity is maintained,
because with a linear regression R2 = 1.00, the slope is 0.941, whereas for very low
frequencies (less than 5 Hz) the regression slope is 1.00 for each of the three axis. This
particular behaviour is taken into account with a very large expanded uncertainty of
Q(0.007, 0.02ν) up to 10 g and up to 80 Hz. It is worth underlying that for realistic aircraft
applications, limiting the frequency to 10 Hz as discussed in Section 4.8, the expanded
uncertainty can be recalculated as Q(0.007, 1× 10−3ν). In this work, the largest values
are considered for conservative reasons. The single axis acceleration measurements, aX,
aY, aZ, are corrupted with a white noise whose 1σ depends on the measurements itself.
For example, the longitudinal accelerations aX are corrupted using a white noise with 1σ

calculated as aX,1σ = 1
2

√
0.0072 + a2

X0.022 m s−2.
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4.3. Inclinometer

The two-axes inclinometer is tested to characterise the uncertainties on the measurement
for several constant inclinations in order to evaluate the steady-state errors and, therefore,
to evaluate its expanded uncertainty. As the inclinometer is only used for initialisation
purposes, it is not considered in the uncertainty chain for the ASSE scheme. In fact,
the attitude angles are calculated with a dedicated algorithm but they are not involved in
the verification activities of the present work. However, the inclinometer is used to verify
the ASSE algorithm during integration tests where the attitude angle is used to derive the
inertial acceleration a from the proper acceleration a + g measured by the IMU, where the
vector g is the gravity vector. The measured expanded uncertainty is Q(0.2, 0.01ν) in the
range [−60°, 60°].

4.4. Calibrated Airspeed

Some airspeed profiles are simulated in terms of velocity and altitude using the
pressure test bench. As said before, the pressure test bench has two independent pressure
ports to provide both static and dynamic pressures. The air data probe is connected
pneumatically to the pressure test bench using a suitable probe adapter. With the latter
experimental setup, the air data test set is able to stimulate the ADC with predefined
airspeed and pressure altitude according to a predefined rate that can be programmed by
the user. Preliminarily, the ADC of the ASSE demonstrator is calibrated using reference
values of airspeed generated using the pressure test bench.

The 2nd order calibration polynomial is derived fitting the error measured during the
bench tests at ambient temperature as represented in Figure 6a. The residual maximum
error after the calibration is about 0.05 m s−1 as can be noted in Figure 6a.
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(a) (b)

Figure 6. Calibrated airspeed analysis. (a) Measured and calibration of the IAS calculated by the
ASSE demonstrator, (b) Noise on the CAS measurement.

A high-pass filter with 1 Hz cutoff frequency is used to evaluate the random noise on
the CAS measurement. From Figure 6b, it is clear that the noise on the measurement of the
CAS is less than 1.3× 10−3 m s−1.

The air data test set can maintain a constant value of airspeed with internal controllers
with a total uncertainty of 0.26 m s−1. This leads to the assumption that the CAS measurement
uncertainty is dominated by unknown bias errors and less influenced by the random noise
on the measurement. Therefore, the uncertainty of the CAS measurement is modelled
as the sum of: (1) a bias not depending on the CAS itself calculated as the sum of the
residual error after the calibration plus the contribution of the reference values generated;
(2) white noise whose 1σ value is derived from the maximum of Figure 6b to be conservative.
Therefore, in this work, the realistic CAS (or the CAS with uncertainties) is obtained using
CASbias = 3.1× 10−2 m s−1 and CAS1σ = 1.3× 10−3 m s−1.
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As far as the dynamic pressure error is concerned, the main uncertainty can be

evaluated considering the sole CASbias as qc,bias =

√
1
2 ρSL

∣∣∣(CAS±CASbias)
2 −CAS2

∣∣∣,
where ρSL = 1.225 kg/m3.

4.5. Altitude

Some constant altitudes are simulated in terms of static pressure using the pressure
test bench. As said before, using suitable probe adapters, the air data probe is connected
pneumatically to the pressure test bench that is able to stimulate the ADC’s absolute
pressure transducer. As a first step, the ADC of the ASSE demonstrator is calibrated using
reference values of static pressure (or altitudes) generated using the pressure test bench.

A linear regression is used to fit the error measured during the bench tests at ambient
temperature as represented in Figure 7a. The residual maximum error after the calibration
is about 3 Pa, as can be seen from Figure 7a.

(a) (b)

Figure 7. Altitude and vertical speed uncertainty analysis. (a) Static pressure, (b) Vertical speed.

Considering 30 s time windows, the random noise is allocated to the 1σ error of the
measured static pressure. The noise on the measurement of the static pressure is less than
0.1 Pa and it is practically constant if compared with the mean errors. For conservative
reasons, the latter value is used in this work.

From the latter analysis, the static pressure measurement uncertainty is dominated
by unknown bias errors and less influenced by the random noise of the measurement.
Therefore, adopting the same model of the CAS presented in Section 4.4, the uncertainty on
the static pressure measurement is modelled as the sum of a constant bias and white noise.
Therefore, the uncertainty model of the static pressure is obtained using p∞,bias = 3.0 Pa
and p∞,1σ = 0.1 Pa. Applying the proposed static pressure error model in a realistic altitude
range between −500 m and 3000 m for ultralight aircraft applications, the maximum
uncertainty is enclosed in ±3 Pa (or ±0.36 m) as can be noted from Figure 7a. It is
worth underlining that the latter result is related to the sole ASSE demonstrator without
considering any position errors due to the aircraft installation.

4.6. Vertical Speed

In this section, the vertical speed uncertainty is evaluated even though it is not used
in the ASSE scheme. In fact, it is reported here to provide some additional information
of the ADC performance. Some constant vertical speeds are simulated in terms of static
pressure using the pressure test bench connected to the ADC using suitable probe adapters.
Results are presented in Figure 7b and it is clear that the VS uncertainty is dominated by
the random noise. Therefore, the calculated expanded uncertainty for the vertical speed is
Q(−0.00551, 0.00518ν).
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4.7. True Airspeed

The same uncertainty model of the CAS can be applied to the TAS measurement with
higher values due to uncertainty related to the temperature and pressure uncertainties.
In fact, the error in terms of the TAS calculation can be estimated as:

TAS =

√
2(qc ± qc,bias)R(T ± ∆T)

p∞ ± p∞,bias
= V∞ + TASbias, (20)

where R = 287.06 J kg−1 K−1 is the air specific gas constant. The quantity ∆T = ±2.5 °C,
whereas qc,bias and p∞,bias are the largest bias error calculated according to models presented
in Section 4.4 and Section 4.5 respectively. Therefore, in this work, the resulting
TASbias = ±0.47 m s−1, whereas TAS1σ = CAS1σ.

4.8. Time Derivative of the Airspeed

The airspeed time derivative is a crucial measurement for ASSE applications. As the
direct measurement cannot be taken, several schemes [39] are considered in this work:
(i) backward two point 1st order; (ii) backward three point 2nd order; (iii) backward four
point 3rd order; (iv) backward five point 4th order; (v) backward six point 5th order;
(vi) backward seven point 6th order; (vii) centred three point 2nd order; (iix) centred five
point 4th order. The numerical derivative is denoted as ˜̇y. In order to evaluate the numerical
estimation error at several frequency of several derivative schemes, a linear increasing
frequency cosine function and its exact derivative are defined as

y = cos 2π f t

ẏ = −4π fmax
t

tend
sin 2π f t,

(21)

where t ∈ [0, tend] is the time in seconds and f = fmax
t

tend
is the increasing frequency and

fmax = 10 Hz is the maximum frequency. The maximum frequency is chosen considering
the target application of the ASSE demonstrator during flight trials. In fact, as an ultralight
motorised aircraft is chosen for flight tests, the highest dynamic mode frequencies are
not greater than 5 Hz. The same can be applicable for UAV, UAM, general aviation and
civil aircraft. Considering a constant sampling time, the absolute error | ˜̇y− ẏ| is reported
in Figure 8a as a function of the frequency for several schemes. It is clear that: (1) the
lower the frequency, the lower the error; (2) the higher the scheme order, the lower the
error. The same conclusions can be obtained from another analysis that are summarised in
Figure 8b. In the latter analysis, only five frequencies are selected (1 Hz, 2.5 Hz, 5 Hz, 7.5 Hz
and 10 Hz) and the 1σ error (i.e., ˜̇y− ẏ) is calculated over an entire period. As noted before,
the 7-point backward scheme shows the best performance among the backward schemes
with comparable performances to those achieved with the 5-point centred scheme.

(a) (b)

Figure 8. Error estimation of the numerical derivative estimation of Equation (21) at different frequencies.
(a) Numerical derivative estimation at different frequencies, (b) 1σ error for different frequencies.
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The 1σ error analysis reported in Figure 8b is very important to build the error model
for the airspeed time derivative as shown at the end of the current section.

Although the best solution could be a centred derivative scheme, in this work,
the backward schemes are preferred as the refresh rate of the estimated flow angles is
considered aligned to all other parameters. Of course, other implementations with one or
two step delays (i.e., 3-point and 5-point centred schemes respectively) can be accepted
according to the specific final application (e.g., if it does not affect the control logics).
However, the choice of the differential scheme is not made at the moment as the objective
of the present analysis is to characterise the numerical derivative uncertainty.

The ASSE demonstrator’s sampling rate is not constant due to the hardware
implementation of several devices with different output rate and computational load.
In fact, the ASSE demonstrator sampling rate is 0.01 s ± 0.002 s as experienced in a log file
record of more than 2 min.

Using the pressure test set, constant airspeed rates are generated at a constant altitude
in order to avoid interference of the total and static pressure controllers. However, from the
frequency analysis of Figure 9a, it emerged that the positive airspeed rates are affected
by the pressure test set’s controller (between 0.5 Hz and 20 Hz), whereas the negative
rates are only dominated by high frequency dynamics as can be seen from Figure 9b.
Therefore, only the negative airspeed rates are considered in order to isolate the effect of
the derivative scheme.

(a) (b)

Figure 9. Frequency analysis of the numerical airspeed time derivative using the backward
three-point scheme. (a) Positive TAS rate, V̇∞ = 0.50 m s−2, (b) Negative TAS rate, V̇∞ = −0.51 m s−2.

Thirty second time windows with constant airspeed rates are considered in order to
evaluate the numerical errors of the airspeed time derivative with respect to the scheme
adopted. As can be noted in Figure 10, the more points that are considered in the numerical
scheme, the higher the errors. The latter phenomenon is due to the sampling time of the
ASSE demonstrator that is not perfectly constant as mentioned before.

(a) (b)

Figure 10. Airspeed time derivative using different numerical schemes. (a) Null TAS rate,
V̇∞ = 0.01 m s−2, (b) Negative TAS rate, V̇∞ = −0.51 m s−2.
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In Table 1 the error distributions for all the schemes considered in this work are reported.

Table 1. Numerical error analysis using different numerical schemes for airspeed time
derivative calculation. With 1σ, 2σ and 3σ is intended the value such that the probability
Pr(−σ ≤ X ≤ σ) = 68.3%, Pr(−2σ ≤ X ≤ 2σ) = 95.4% and Pr(−3σ ≤ X ≤ 3σ) = 99.7% also in
case the error is not normally distributed.

Mean
V̇∞

Error
(m s−2)

5 Point
Backward

4 Point
Backward

3 Point
Backward

2 Point
Backward

5 Point
Centred

3 Point
Centred

0.01 m s−2

σ
0.12 0.08 0.06 0.04 0.03 0.03

−0.51 m s−2 0.35 0.28 0.21 0.13 0.11 0.09
−1.00 m s−2 0.69 0.56 0.40 0.25 0.23 0.18
0.01 m s−2

2σ
0.23 0.17 0.12 0.08 0.07 0.06

−0.51 m s−2 0.67 0.51 0.37 0.23 0.20 0.17
−1.00 m s−2 1.15 0.91 0.72 0.46 0.41 0.35
0.01 m s−2

3σ
0.35 0.25 0.18 0.12 0.11 0.09

−0.51 m s−2 1.52 1.21 0.95 0.58 0.38 0.31
−1.00 m s−2 3.11 2.55 2.00 1.24 0.76 0.62

Overall, in order to establish the optimal scheme and, hence, the related uncertainty
model, a trade-off between static performance (reported in Table 1) and dynamic performance
(described in Figure 8) should be carried out. As far as the backward schemes are concerned,
the lowest numerical errors are obtained with the 5 point stencil considering the 1σ error
due to the frequency effects of Figure 8b but it shows the largest errors when applied to the
ASSE technological demonstrator (Figure 10) for the reasons mentioned before. On the other
hand, the 2 point stencil shows the opposite performance: the best performance during
steady derivative conditions (Figure 10) and the worst with dynamic derivative conditions
(Figure 8). As the present characterisation aims to define an uncertainty budget for the
airspeed time derivative, the numerical scheme selection is out of the scope. However,
considering the backward schemes, the 3 point backward scheme can be a good compromise
between steady state error (≈0.4|V̇∞|) from Table 1 and the dynamic error (≈0.073 m s−2

at 10 Hz) from Figure 8b. Therefore, the total 1σ uncertainty of the time derivative of the
airspeed can be approximated as 1σV̇∞

= 0.073 + 0.4|V̇∞|.
The frequency limit of 10 Hz is applicable to the majority of modern aircraft, whereas

higher frequencies are only limited to very high performance aircraft (e.g., military ones)
that should be investigated separately. Moreover, the use of a low-pass filter would also
be beneficial to reducing the steady state errors but, at the same time, it would introduce
higher delays during dynamic manoeuvres. As said before, the best trade-off should be
studied but the latter analysis is out of the present work’s scope.

5. TRL 5 ASSE Verification

As both accelerometers and gyroscope sensors cannot be excited at the same time,
the TRL 5 verification of the proposed flow angle synthetic estimator is made up of two
complementary activities: (1) integration verification stimulating the accelerometers or the
gyroscope along with the air data reproduction, aiming to verify the correct implementation
of all necessary algorithms; (2) flight simulations using corrupted data to feed the flow
angle synthetic estimator according to noise characterisation introduced in Section 4.

5.1. Integration Verification

The integration verification, or single point verification, aims to verify the correct
implementation of all necessary routines and mainly to verify the correct communication
interface between the ASSE software module and all other physical sensors. To this purpose,
the linearised ASSE scheme of Equation (17) is used because more adequate to the scope.
The nonlinear scheme would have required longer time histories of flight manoeuvres that
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are not feasible in the laboratory environment. In fact, the nonlinear ASSE scheme is tested
using flight simulations as reported in Section 5.2.

The test points are designed according to criteria presented in Section 3.2. A first test
dataset is conceived, exploiting both the inertial acceleration and the angular rate at the
same time as reported in Table 2. The value reported in Table 2 shall be considered as
reference values and, therefore, the test results are reported according to the mean values
recorded for 1 s in order to limit the effect of the measurement noise. Moreover, when the
flow angle is denoted as N/A it means that the linear scheme of Equation (17) leads to
unrealistic values.

Comparing the reference values and the measured values of the flow angles, it is
clear that the estimations are implemented correctly even though a residual error can be
noted. The latter errors mainly arise because of the deviation from the reference values and
those actually realised during the integration tests. For example, considering the test case
1, the value of the reference airspeed time derivative is 1 m s−2 whereas the mean value
obtained during the test with the pressure test set is 0.96 m s−2 because of the limitation of
the experimental setup itself. The deviation of 4% on the V̇∞ leads to the 0.2° error on the
AoS measurement. On the other hand, the acceleration and the angular rates are affected
by very low error as described in Section 4.

Table 2. Numerical ASSE estimation exciting both the accelerometer and the gyroscope with steady
state values.

Test # TAS(
m s−1)

V̇∞(
m s−2)

a
[aX , aY , aZ]

T

(g)

ω

[p, q, r]T

(◦ s−1)

Flow Angle Ref.
(AoA, AoS)

(◦)

Flow Angle Meas.
AoA, AoS

(◦)

1 10 1 [0, 1, 0]T [0.707,−0.707, 0]T N/A, 5.80 N/A, 5.6
2 10 2 [0, 1, 0]T [0.707,−0.707, 0]T N/A, 11.6 N/A, 11.3
3 10 2.5 [0, 1, 0]T [0.707,−0.707, 0]T N/A, 14.6 N/A, 14.0
4 10 1.5 [0, 1, 0]T [0.707,−0.707, 0]T N/A, 8.8 N/A, 8.4
5 10 −0.5 [0, 0, 1]T [−0.707,−0.707, 0]T −2.92, N/A −3.1, N/A
6 10 0.25 [0, 0, 1]T [−0.707,−0.707, 0]T 1.46, N/A 1.3, N/A
7 10 1 [0, 0, 1]T [−0.707,−0.707, 0]T 5.84 , N/A 5.84, N/A

A second test dataset is prepared, exploiting both the inertial acceleration and the
attitudes at the same time as reported in Table 3. The attitudes are generated using a single
axis tilting table. As mentioned before, the main errors arise from the deviation between
the air data reference values (TAS and its time derivative) and those actually realised in
the laboratory.

Table 3. Numerical ASSE estimation exciting the accelerometer with steady state values.

Test # TAS
(m s−1)

V̇∞

(m s−2)

Attitudes
(Pitch, Roll)

(◦)

Flow Angle Ref.
(AoA, AoS)

(◦)

Flow Angle Meas.
AoA, AoS

(◦)

8 10 0.25 96 , 0 N/A, 14.3 N/A , 13.7
9 10 −0.5 102, 0 N/A, −14.3 N/A , −15.7
10 10 0.5 114, 0 N/A, 7.16 N/A, 6.9
11 10 0.25 0, 84 14.4, N/A 13.0, N/A
12 10 −0.5 0, 78 −14.2, N/A −15.1, N/A
13 10 0.5 0, 66 7.39, N/A 7.7, N/A

Considering the results obtained and reported in Tables 2 and 3, the communication is
correctly implemented between the ASSE software module and all other physical sensors.

5.2. Verification by Simulation

Flight simulated data are obtained using a coupled 6 degree of freedom nonlinear
(ultralight) aircraft model equipped with nonlinear aerodynamic and thrust models designed
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accordingly to flight test results and the engine data sheet. The simulation is run using the
explicit Euler scheme with a fixed time step of 10 ms and, therefore, τ1 = t− 10 ms aiming
to simulate the ASSE demonstrator output rate. As the simulator does not implement any
sensor noise, all simulated signals are noise-free and synchronised. In order to evaluate
preliminarily the ASSE sensitivity to noise, the input signals are corrupted using error
models described in Section 4.

A stall manoeuvre, described in Figure 11a, is performed to excite the AoA up to
maximum values. After a short dive, the stall manoeuvre is performed producing initially
an increase of airspeed and then a smooth deceleration leading to high angle-of-attack,
as can be seen in Figure 11a, with limited changes in angle-of-sideslip and lateral acceleration
aY. The angle-of-sideslip sweep manoeuvre is performed, exciting the angle-of-sideslip in
a large range whereas the angle-of-attack is almost constant as can be seen in Figure 11b as
well as the vertical acceleration aZ.

(a) (b)

Figure 11. Verification manoeuvres. The shaded areas indicate the regions where the corresponding
inertial acceleration modules are below the predefined threshold athr and dotted areas indicate where
the determinant is below a predefined threshold Dthr. (a) Stall manoeuvre, (b) AoS sweep manoeuvre.

In Figure 11 those flight conditions where the ASSE is not reliable or applicable are
indicated. As presented in Section 3.2, some thresholds exist where the analytical ASSE
solution cannot be reliable. The criteria of Section 3.2 are sequentially applied. If the
absolute value of the inertial acceleration is below the threshold athr, the ASSE scheme
leads to unrealistic solutions characterised by very large errors (higher than 5°). The latter
condition is represented using dark shaded areas in the Figure 11. Whereas, if aY > athr
and/or aZ > athr, the determinant D̃ is evaluated: if the determinant absolute value is
below the threshold Dthr, the ASSE scheme leads to unreliable solutions where errors up to
5° can be produced. This latter condition is represented using dotted areas in Figure 11. In
order to guarantee the flow angle estimation during dynamic manoeuvres, each criteria
is considered satisfied only if it is verified for at least 100 consecutive samples, that is,
equivalent to 1 s in this work.

From Figure 11a, it is clear that the AoS cannot be estimated during the stall manoeuvre
using the ASSE scheme because the lateral acceleration is below the defined threshold athr
and the AoS is around the null value. Whereas, the AoA can be estimated using the ASSE
scheme in the time window [5 s, 34 s]. As far as the AoS sweep manoeuvre is concerned,
the AoA can be estimated in the time window [6 s, 17 s]. On the other hand the AoS could
be estimated in the time window [5 s, 45 s] but accepting less reliability from 21 s onwards.

Results of the AoA and AoS estimations using the nonlinear ASSE scheme are presented
in Figure 12. First of all, it can be noted that the sign of the CAS bias does not play a significant
role as both the dashed red (TASbias = 0.47 m s−1) and blue (TASbias = −0.47 m s−1) lines are
not distinguishable.
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(a) (b)

(c) (d)

Figure 12. AoA and AoS estimation using the nonlinear ASSE scheme during the verification
manoeuvres. The shaded areas indicate the regions where the corresponding inertial acceleration
modules are below the predefined threshold athr and the dotted areas indicate where the determinant
is below a predefined threshold Dthr. (a) AoA estimation during the stall manoeuvre, (b) AoS
estimation during the stall manoeuvre, (c) AoA estimation during the sweep manoeuvre, (d) AoS
estimation during the sweep manoeuvre.

As said before, during the stall simulation, the AoS cannot be estimated using the
nonlinear ASSE scheme as can be observed in Figure 12b. In fact, except for a very limited
time range between 12 s and 20 s where the error estimation is below ±5°, the error is not
acceptable. On the other hand, the AoA is estimated with adequate accuracy in the time
window [5 s, 34 s] as the error is always below ±2.5°. However, the AoA estimation is less
accurate at the beginning of the manoeuvre (time ≈ 5 s) where the determinant criteria
are not satisfied even if the acceleration criteria are satisfied. These latter considerations,
as also observed in [27], limit the application of the ASSE scheme at the beginning of
the manoeuvre because the scheme relies on previous time steps (related to steady-state
conditions) and, hence, not significant equations are considered in the scheme to be solved.
Therefore, a preliminary conclusion leads to consider the determinant condition crucial,
that is, as important as the acceleration criteria, when the manoeuvre begins.

As far as the AoS sweep manoeuvre is concerned, the vertical acceleration aZ is small,
even though it is beyond the threshold in the time window [6 s, 17 s] where the ASSE
scheme is used to estimate the AoA as in Figure 12c. Even though the estimation is not very
accurate, the error is bounded in ±2.5°, which is acceptable for the scope of the present
work. On the other hand, the AoS estimation can be performed with the nonlinear ASSE
scheme for the entire manoeuvre except for the initial steady state conditions where the
acceleration criteria are not met. However, from ≈22 s the determinant criteria are not
met and, in fact, large errors (up to ±5°) can be noted. It is worth noting that, when the
D̃ > Dthr the AoS estimation is biased with respect to the true value.
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The error analysis proposed in Table 4 does not have a general validity on the
performance of the ASSE scheme for AoA and AoS estimation because it would require
the simulation of a whole flight envelope that is practically impossible. Moreover, a better
strategy should be defined to take into account the conclusions of the present work. In fact,
the proposed error analysis is intended to provide an overview of the ASSE possible
performance in a realistic simulated environment (as required for TRL 5 validation) along
with the integration verification tests.

At first sight, the OR condition between the determinant and the acceleration criteria
would lead to more accurate results only because the ASSE scheme is applied to less flight
data where the conditions are more suitable. However, it should be noted that the very
large AoA maximum error is mainly due to the transition at the beginning of the stall
manoeuvre (Figure 12a). On the other hand, the large AoS maximum error is experienced
when the AoS values are quite constant and null as can be noted in Figure 12d, leading to a
large 2σ as well.

Therefore, from the proposed results and error analysis, the OR condition should be
preferred to achieve very low errors (2σ < 2°). Moreover, more stringent performance
requirements on the flow estimation would require other solvers as mentioned before,
rather than an iterative approach to solve the nonlinear ASSE scheme.

Table 4. ASSE estimation error analysis of the mean, absolute maximum, 1σ and 2σ errors.
With 1σ and 2σ the value is intended such that the probability Pr(−σ ≤ X ≤ σ) = 68.3% and
Pr(−2σ ≤ X ≤ 2σ) = 95.4% also in case the error is not normally distributed.

Flow Angle ASSE Exclusion
Criteria

Mean Error
(°)

Max Abs.
Error (°)

1σ Error
(°)

2σ Error
(°)

AoA
D̃ < Dthr OR aY,Z < athr -0.19 3.02 0.60 1.66

aY,Z < athr 0.18 3.02 0.61 1.67

AoS
D̃ > Dthr OR aY,Z > athr 0.04 2.52 0.41 1.74

aY,Z > athr -0.52 5.80 2.11 4.73

6. Conclusions

Within the scenario of flow angle synthetic estimators, the project SAIFE’s scope is to
design and manufacture a suitable technological demonstrator in order to verify at TRL 5 a
model-free approach for flow angle estimation. The proposed approach is based on the
rearrangement of classical flight mechanic equations in order to obtain a set of nonlinear
equations, or the ASSE scheme. As the proposed scheme is only applicable when the aircraft
is manoeuvring, practical thresholds are used to identify the flight conditions where the
flow angle estimation is more reliable. The technological demonstrator is able to provide
all necessary inputs to the ASSE scheme: true airspeed, angular rates, inertial accelerations
and aircraft attitudes. In the present work, the inputs provided by physical sensors are
characterised in order to evaluate the uncertainty budget on the performed measurements.
This latter aspect is crucial for testing the nonlinear ASSE scheme in a realistic scenario for
the TRL 5 verification. Firstly, the technological demonstrator is tested in the laboratory
both to evaluate the uncertainty budget of the physical sensors and to verify the correct
implementation of the required algorithms. Secondly, the ASSE scheme is tested using
flight simulations data that are corrupted with realistic uncertainties. In order to tolerate
the uncertainties of the input signals, 200 nonlinear equations are used to define the ASSE
scheme, that is, data collected for 2 s. The latter choice highly depends on the physical
sensors used and, therefore, on the particular aircraft application. The numerical results
show low errors with 2σ < 2° both for AoA and AoS that are within the initial objectives.
It is worth noting that results of the present work can be applied to any flying body to
estimate the flow angles as the proposed ASSE scheme is model-free. On the other hand,
the proposed setup relies on iterative methods to solve a scheme of 200 nonlinear equations
and is unlikely to fit with a practical implementation. Further investigations are required
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to solve the ASSE scheme using alternative solvers that, for example, may contribute to
reducing the number of nonlinear equations.
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Abbreviations
The following abbreviations are used in this manuscript:

A/C Aircraft
ADAHRS Air Data System, Attitude and Heading Reference System
AHRS Attitude and Heading Reference System
ADC Air Data Computer
ADS Air Data System or Sub-system
AoA Angle-of-Attack
AoS Angle-of-Sideslip
ASSE Angle-of-Attack and -Sideslip Estimator
CAS Calibrated Airspeed
FOG Fibre Optical Gyroscope
GNSS Global Navigation Satellite System
IMU Inertial Measurement Unit
LRU Line Replaceable Unit
MFP Multi-Function Probe
OAT Outside Air Temperature
SAIFE Synthetic Air Data and Inertial Reference System
SFP Single-Function Probe
SL Sea level
SS Synthetic Sensor
TAS True Airspeed
TAT Total Air Temperature
TRL Technology Readiness Level
UAM Urban Air Mobility
UAV Unmanned Aerial Vehicles
VMC vehicle management computer
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Abstract: This paper presents a novel iterative learning sliding mode controller (ILSMC) that can be
applied to the trajectory tracking of quadrotor unmanned aerial vehicles (UAVs) subject to model
uncertainties and external disturbances. Here, the proposed ILSMC is integrated in the outer loop of a
controlled system. The control development, conducted in the discrete-time domain, does not require
a priori information of the disturbance bound as with conventional SMC techniques. It only involves
an equivalent control term for the desired dynamics in the closed loop and an iterative learning term
to drive the system state toward the sliding surface to maintain robust performance. By learning from
previous iterations, the ILSMC can yield very accurate tracking performance when a sliding mode
is induced without control chattering. The design is then applied to the attitude control of a 3DR
Solo UAV with a built-in PID controller. The simulation results and experimental validation with
real-time data demonstrate the advantages of the proposed control scheme over existing techniques.

Keywords: iterative learning; sliding mode control; unmanned arial vehicles; trajectory tracking

1. Introduction

In recent years, the interest in developing and utilizing unmanned aerial vehicles
(UAVs) has been growing, with numerous applications in practice, such as mapping [1,2],
inspection, search and rescue [3,4], construction automation [5], and agricultural surveil-
lance [6]. When a quadrotor drone performs a desired trajectory, accurate tracking is
highly necessary. In trajectory tracking control, feedback linearization (FL) has been widely
used [7,8]. This control method works well under the assumption of known system dynam-
ics. When faced with large uncertainties and disturbances, FL-based approaches may lead
to poor tracking performance, and other advanced control laws are required. An adaptive
feedback linearization controller was applied in [9], allowing for adjustments of the control
parameters to enhance control performance. Robust control methods were also developed
to improve control performance [10]. A backstepping controller was introduced in [11]
to improve the tracking accuracy and robustness of UAVs’ attitude control, wherein the
external disturbances are estimated using a nonlinear disturbance observer.

Sliding mode control (SMC), a well-known control method for improving system
robustness, has been successfully applied to various control systems [12,13] in general and
particularly to UAVs [14,15]. However, information on disturbance bounds is required
in these techniques. Adaptive SMC was developed to overcome this requirement [16].
This approach still reveals the main disadvantage of SMC, i.e., control signals usually
present a chattering behavior, especially when dealing with large uncertainties and distur-
bances, which often require excessively high control gains. Various techniques have been
suggested as a remedy, mostly using an approximation of the sign function to avoid or
reduce chattering with some trade-offs with system robustness for control signal smooth-
ing. Deep-learning-based techniques with convolutional neural networks have recently
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shown promise in learning systems that are subject to highly complex and time-varying
uncertainties, for example, in vision-based applications such as in robust face tracking [17].
For control in robotic manipulators, a deep convolutional neural network was developed
to integrate learning schemes into a fractional-order terminal sliding-mode controller for
enhancing tracking accuracy [18]. Although the deep learning methods can achieve high-
quality performance with continuous control signals, a major disadvantage is the high
computational cost incurred for implementing a deep neural network.

Iterative learning control (ILC) is an effective technique for dealing with repetitive
tasks. It allows for learning from system data to update the control input repeatedly to
improve system performance [19]. Through trial-based learning, ILC is able to achieve
highly accurate tracking performance even with large model uncertainties and disturbances.
Unlike nonlearning control techniques, the system in ILC is reset to zero after the system
reaches the final time, and then repeatedly follows the same reference again. Thereby, the
control input can be adjusted through the repetitions to result in perfect tracking. Since ILC
can learn from the system response to provide feedforward control in the iteration domain,
it is more robust and can effectively compensate for model uncertainties and unknown
disturbances, particularly iteration-invariant disturbances [20].

The application of iterative cybernetics, first proposed in [21], has emerged for iterative
learning control in robotic systems [22], later developed for industrial control [23]. In the
past decades, ILC has become an effective tool in various control systems, such as robot
arm manipulators [24], chemical batch processes [25], wafer scanner systems [26], and
video-rate atomic force microscopy [27]. Unlike other learning techniques such as artificial
neural networks, which obtain the inverse dynamics from a training set [28] or adaptive
controller, which tunes the control parameters [29,30], requiring a time-consuming process,
ILC updates the control input from the information from previous executions and can
hence converge quickly after a limited number of repetitions [19]. Moreover, as ILC does
not require a system model, it is quite beneficial in practical applications that deal with
unknown characteristics.

In this paper, integrating the learning capacity of ILC with the strong robustness of
SMC, we propose a novel iterative learning sliding mode controller (ILSMC) to achieve
high-accuracy trajectory tracking for UAVs while retaining strong robustness as well as
alleviating control chattering. In terms of iterative control, several existing techniques have
been introduced for UAVs. In [31], a plug-in controller was designed and implemented
in aerial robots. Although the average tracking error is reduced for periodic reference
trajectories, the technique does not concern the effect of disturbances. In [32], fuzzy PID-
typed ILC was introduced; where fuzzy logic is used to tune the control parameters,
high-accuracy tracking performance is hard to attain in comparison to other rigorous
control strategies. In [33], optimization-based ILC was developed to improve the UAV
trajectory tracking performance. In this approach, learning and filtering schemes are
formulated into convex optimal problems. Although the two-step convex optimization
problem can be solved using software, it involves high computational complexity.

The proposed ILSMC offers a simpler design, and thus is more robust and effective.
The main contributions of this work include (i) the comprehensive development of an
iterative learning term with fast convergence after several iterations to compensate for
system uncertainties and unknown disturbances, and (ii) the integration of ILC and SMC
schemes to a built-in PID controller in cascade to yield high performance for quadcopter
trajectory tracking.

This paper is structured as follows: The control development of ILSMC is presented in
Section 2. The convergence and stability analysis of the proposed learning algorithm is also
provided in this section. Next, Section 3 presents system modeling, including kinematic
and quadcopter dynamics. Then, the integration of ILSMC with PID control for the UAV
is described in Section 4. Section 5 provides numerical simulation results, and Section 6
presents experimental validation with real-time data. Finally, a conclusion is drawn in
Section 7.
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2. Iterative Learning Sliding Mode Control

Iterative learning control (ILC) is a tracking control strategy for systems performing
repetitive tasks, which are commonly required in industry. This technique aims to generate
a feedforward control signal so that the system can learn from the previous responses to
improve tracking performance and repeatedly eliminate disturbance after each iteration.
The basic structure of an ILC is depicted in Figure 1 for an iteration number j. At this
iteration, the input u(j)(k) and the deviation e(j)(k) between the reference yd(k) and the
output y(j)(k) are stored to compute the control signal for the next iteration, with k starting
from an initial time instant (k = 0). In this section, an iterative learning sliding mode
control scheme is designed to deal with large uncertainties and disturbances.

Figure 1. Basic structure of ILC.

2.1. ILSMC Design

Consider the following general discrete-time control system:




x1(j)
(k + 1) = x1(j)

(k) + ∆tx2(j)
(k),

x2(j)
(k + 1) = f (x(j)(k)) + ∆tB

[
u(j)(k) + d(j)(k)

]
,

(1)

where k is the time instant and ∆t is the sampling period. The subscript j denotes the
iteration index, also called trial, run, cycle, or repetition in the ILC literature. The system

state vector is x(j)(k) =
[

x1(j)
(k) x2(j)

(k)
]T
∈ R2m, where m is the dimension of state

x1(j)
(k), x2(j)

(k) is its derivative, u(j)(k) ∈ Rm is the control signal, B ∈ Rm×m is a positive
definite matrix, and f (.) is a vector function. The influence of parameter variations and
loading conditions, model uncertainties and external disturbances can be lumped into
a vector d(j)(k). In each iteration, the input and state variables comprise an N-sample
sequence each, where N is a finite number of samples.

Definition 1. At iteration j, an exogenous input δ(j)(k) is called iteration-invariant if it occurs
repeatedly over iterations, or persistent within the iteration domain, that is, δ(1)(k) = δ(2)(k) =
. . . = δ(j)(k) for all k = {0, 1, ..., N − 1}.

To proceed with the ILC methodology, the following assumption [20,27,34] is made:

Assumption 1. In this paper, the lumped disturbance d(j)(k) is assumed to be iteration-invariant.

In this paper, an ILSMC law is developed aiming to drive the tracking error asymptoti-
cally to zero from any initial condition and under external disturbances d(j)(k). The control
algorithm consists of two steps. The first step is to induce a desired sliding surface to drive
a learning sliding function to zero after some iterations regardless of external disturbance
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and system uncertainties. In the second step, the tracking error of the system is driven to
zero in the sliding mode associated with the control sliding function. Instead of using a
discontinuous gain as in the conventional SMC methodology, here, an iteration learning
process is involved; hence, a priori information of the disturbance bound is not required,
and chattering is fully alleviated.

The control design is initiated by considering the tracking error in an iteration as

e(j)(k) =
[
e1(j)(k) e2(j)(k)

]T
= x(j)(k)− xd(k), (2)

where xd(k) =
[
x1d(k) x2d(k)

]T is the desired trajectory vector, which is also iteration-
invariant during the execution of repetitive tasks.

Let us define the control sliding function as:

σ(j)(k) = e2(j)(k) + ce1(j)(k), (3)

where c = diag(ci) ∈ Rm×m, ci > 0.
By denoting

∆σ(j)(k) =
[
σ(j)(k + 1)− σ(j)(k)

]
∆−1

t , (4)

we have from (3):

σ(j)(k + 1) = e2(j)(k + 1) + ce1(j)(k + 1)

= x2(j)(k + 1)− x2d(k + 1) + ce1(j)(k + 1).
(5)

Substituting (1), (3), and (5) into (4) yields:

∆σ(j)(k) =
[

f (x(j)(k)) + ∆tB
[
u(j)(k) + d(j)(k)

]
− x2d(k + 1)

+c
[
e1(j)(k + 1)− e1(j)(k)

]
− e2(j)(k)

]
∆−1

t .
(6)

By using the forward Euler method for discretization, we also have

e1( j)(k + 1) = e1(j)(k) + ∆te2(j)(k)⇒ e1( j)(k + 1)− e1(j)(k) = ∆te2(j)(k). (7)

Applying (7) into (6) produces:

∆σ(j)(k) = [ f (x(j)(k)) + ∆tB(u(j)(k) + d(j)(k))

− x2d(k + 1) + (c∆t − 1)e2(j)(k)]∆
−1
t .

(8)

2.1.1. Equivalent Control

Now let us consider the following dynamics to be induced by the learning process:

S(j)(k) = ∆σ(j)(k) + µσ(j)(k) = 0, (9)

where µ > 0 is a control parameter. Substituting (8) into (9) yields:

[ f (x(j)(k)) + ∆tB(u(j)(k) + d(j)(k))− x2d(k + 1)

+ (c∆t − 1)e2(j)(k)]∆
−1
t + µσ(j)(k) = 0.

(10)

In nominal conditions of the system under no model error or disturbance, the equiva-
lent control of the system is described by:

ueq(j)(k) = (∆tB)−1
[
− f (x(j)(k)) + x2d(k + 1)− (c∆t − 1)e2(j)(k)− ∆tµσ(j)(k)

]
. (11)
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2.1.2. Learning Control

In the learning step, to drive the system trajectories toward the sliding surface (9)
regardless of disturbances, an iterative learning scheme is introduced using the stored data
from previous iterations as:

uilc(j)
(k) = (∆tB)−1

j−1

∑
i=0

λS(i)(k)

= uilc(j−1)
(k)− (∆tB)−1λS(j−1)(k),

(12)

where the initial iterations uilc(0)(k) = 0 and λ > 0 are a design parameter for the
learning rate.

From (11) and (12), the ILSMC law is described by:

u(j)(k) = ueq(j)(k) + uilc(j)
(k). (13)

We summarize the ILSMC design in the following theorem:

Theorem 1. For a discrete-time system (1) with sampling period ∆t subject to iteration-invariant
disturbance d(j)(k), under the iterative learning sliding mode control (13) comprising the equivalent
control (11) and learning control (12), if the control parameter µ and learning rate λ are respectively
chosen such that 0 < µ < 2/∆t, 0 < λ < 2 and λ 6= 1, then the tracking error (2) is driven to
zero at a sufficiently large number of iterations and the control system is asymptotically stable.

Proof. By substituting (8) and (11)–(13) into (9), we obtain:

S(j)(k) = −
j−1

∑
i=0

λS(i)(k) + ∆tBd(j)(k). (14)

Similarly,

S(j−1)(k) = −
j−2

∑
i=0

λS(i)(k) + ∆tBd(j−1)(k). (15)

According to the Assumption, as d(j)(k) is iteration-invariant, from (14) and (15),
we have:

S(j)(k)− S(j−1)(k) = −λS(j−1)(k)

⇔ S(j)(k) = (1− λ)S(j−1)(k) = (1− λ)2S(j−2)(k)

= . . . = (1− λ)jS(0)(k).

(16)

From (16), the iterative learning algorithm converges to 0 at large values of the iteration
number under the condition |1− λ| < 1. Therefore, if the learning rate λ is selected to
satisfy 0 < λ < 2 and λ 6= 1, we have

lim
j→∞

S(j)(k) = lim
j→∞

(1− λ)jS(0)(k) = 0. (17)

By substituting ∆σ(j)(k) into S(j)(k), Equation (9) can be rewritten as

S(j)(k) = ∆−1
t σ(j)(k + 1)− (1− µ∆t)∆−1

t σ(j)(k), (18)

whereby S(j)(k) → 0, with a proper selection of the learning rate λ and at an adequate
number of iterations j, the sliding function (3) becomes:
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σ(j)(k)→ (1− µ∆t)σ(j)(k− 1)

= (1− µ∆t)
2σ(j)(k− 2) = . . . = (1− µ∆t)

kσ(j)(0),
(19)

where σ(j)(0) is the initial value of σ(j)(k) at the jth iteration. Therefore, given a positive
constant µ with 0 < µ < 2/∆t, the sliding function σ(j)(k) in (19) approaches zero at a
sufficiently large value of k. Thus, since the sliding function σ(j)(k) as defined in (3) is
driven to zero after some iterations j, a sliding mode is induced from the selection of
parameter c > 0. It follows that

lim
j,k→∞

e(j)(k) = 0. (20)

Notably, the asymptotic convergence of the tracking error e(j)(k) here does not come
from the switching of the control signal with a high discontinuous gain as in conventional
SMC, but is a result of the proposed learning process (12). Hence, the sliding mode (3)
induced for the tracking error can retain system robustness in the face of uncertainties and
disturbances while avoiding the high-frequency switching of the control signal. This is
the reason why the proposed ILSMC can achieve highly accurate tracking without control
chattering. The tracking performance then depends on the convergence of the learning
process, governed by the learning rate λ.

To verify the system stability, let us consider the control sliding function σ(j)(k) at
iteration j. According to [35], the discrete-time control system will be asymptotically stable
if, for all its entries [σ(j)(k)]:

{
[σ(j)(k + 1)− σ(j)(k)]Sign([σ(j)(k)]) < 0,
[σ(j)(k + 1) + σ(j)(k)]Sign([σ(j)(k)]) ≥ 0,

(21)

where Sign(·) is the signum function.
To verify the above conditions, from (18), we have,

σ(j)(k + 1) = (1− µ∆t)σ(j)(k). (22)

We obtain, accordingly

σ(j)(k + 1)− σ(j)(k) = −µ∆tσ(j)(k). (23)

Therefore, the first condition of (21) is satisfactory as

− µ∆t[σ(j)(k)]Sign([σ(j)(k)]) < 0. (24)

From (22), we also have

σ(j)(k + 1) + σ(j)(k) = (2− µ∆t)σ(j)(k), (25)

and with the choice 0 < µ < 2/∆t, the second condition of (21) is also satisfactory since

(2− µ∆t)[σ(j)(k)]Sign([σ(j)(k)]) ≥ 0. (26)

Therefore, the control system is asymptotically stable. The proof is completed.

Remark 1. From (16), to quickly induce a sliding surface, a high rate of convergence is required,
subject to the condition |1− λ| < 1. This condition is similar to the ILC convergence condition
presented in the frequency domain [36]. On one hand, the closer λ is to 1, the faster the convergence
in the learning step. On the other hand, under the effect of noise and nonrepeating disturbances,
a rapid learning rate could affect robustness. In practice, one can choose λ as close to 1 for fast
convergence and gradually lower this value if required to reduce the system sensitivity.
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Remark 2. The learning process can be terminated upon satisfaction of a required tracking perfor-
mance index (TPI), e.g., when the integral time absolute error (ITAE) of the control error satisfies
the requirement for tracking performance for a specific task of the system.

3. System Description and Modeling

The UAV employed in this study was a quadcopter with a symmetric rigid structure
and driven by four motors, as shown in Figure 2. For the quadcopter, the pitch angle,
varied in accordance with the quadcopter’s longitudinal motion, is controlled by adjusting
the front and rear propellers’ velocities, which generate the force F1 and F3. Meanwhile, its
lateral displacement is governed by the roll angle, which is controlled through the right and
left rotors’ speeds, resulting in the forces F2 and F4. Finally, the yaw angle, associated with
the UAV yaw motion, is regulated by the difference between torques generated by these
pairs of rotors. In this work, we focused on the attitude tracking control, and thus, only the
quadcopter orientation is considered here. The torques acting on the quadcopter include
the thrust forces τ, the gyroscopic torques caused by the rotation of the quadcopter’s rigid
body τb and of four propellers τp, as well as the torque due to aerodynamic friction τa.
Here, the propellers’ gyroscopic effects and the drag from air resistance are considered
external disturbances.

Figure 2. Configuration of a quadcopter.

3.1. Kinematics

As shown in the configuration in Figure 2, an earth frame, {xe, ye, ze}, is fixed at the
ground and a body frame, {xb, yb, zb}, is attached to the CoG of the quadcopter, both with
the z axis pointing downward. The position of the UAV’s mass center in the earth frame is
defined by a vector P = (x, y, z)T . The UAV orientation is represented by angles (φ, θ, ψ)T ,
corresponding to roll, pitch, and yaw motion, respectively. For attitude control, these
angles are limited as φ ∈ [−π/2, π/2], θ ∈ [−π/2, π/2] and ψ ∈ [−π, π]. With respect to
the earth frame, the orientation of the quadcopter is obtained a rotation transformation
resulting from successively rotating around the xb, yb and zb axes, and characterized by an
orthonormal rotation matrix R [37]:

R =




cψcθ cψsθsφ − sψcθ cψsθcφ + sψsθ

sψcθ sψsθsφ + cψcθ sψsθcφ − cψsθ

−sθ cθsφ cθcφ


, (27)

where sx and cx denote sin x and cos x, respectively.
Denoting the angular velocity vector of the quadcopter in the body frame as (ωφ ωθ ωψ)T,

the rotational kinematics can be obtained as follows [38]:

[
φ̇ θ̇ ψ̇

]T
= W−1[ωφ ωθ ωψ

]T , (28)
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where

W−1 =




1 sin φ tan θ cos φ tan θ
0 cos φ − sin φ
0 sin φ sec θ cos θ sec θ


.

3.2. Quadcopter Dynamics

From the quadcopter description, the components of torque vector τ = [τφ τθ τψ]T ,
corresponding to rotation in the roll, pitch, and yaw directions, respectively, are calcu-
lated as

τφ = l(F2 − F4), (29)

τθ = l(−F1 + F3), (30)

τθ = l(−F1 + F3), (31)

where l is the distance from each rotor to the CoG, and β is the apparent radius for
converting the force into the yaw torque.

From (29)–(31), the control inputs are described as:




uφ

uθ

uψ

uz


 =




τφ

τθ

τψ

F


 =




0 l 0 −l
−l 0 l 0
−β β −β β

l l l l







F1
F2
F3
F4


, (32)

where uφ, uθ , and uψ are the roll, pitch, and yaw torques, respectively; F = ∑4
n=1 Fn is the

lift force, representing the total thrust utilizing from the four motors. As the only attitude
of the quadcopter is controlled, uz is assumed to balance with gravity.

The gyroscopic torque due to the rotation of the symmetric body of the quadcopter is
described by [29]:

τb = −SI
[
ωφ ωθ ωψ

]T , (33)

where

S =




0 −ωψ ωθ

ωψ 0 −ωφ

−ωθ ωφ 0




is a skew-symmetric matrix. As shown in the configuration in Figure 2 with the body frame
assigned to the quadcopter, given a mass point mi with its coordinates (xi, yi, zi) in the
body, the quadcopter’s inertia can be obtained as a diagonal matrix:

I =




∑i(y2
i + z2

i )mi 0 0
0 ∑i(x2

i + z2
i )mi 0

0 0 ∑i(x2
i + y2

i )mi


 =




Ixx 0 0
0 Iyy 0
0 0 Izz


. (34)

Accordingly, Equation (33) can be rewritten as

τb =
[
(Iyy − Izz)ωθωψ (Izz − Ixx)ωφωψ (Ixx − Iyy)ωφωθ

]T . (35)

The gyroscopic torque due to the rotation of four propellers is determined as [29]:

τp =
[
Irωrωθ −Irωrωφ 0

]T , (36)

where Ir is the moment of inertia of the rotor of each motor, and ωr = −ωr1 + ωr2 −ωr3 + ωr4
is the residual angular velocity, in which ωr1, . . . , ωr4 are the corresponding angular velocities
of the propellers.

The air drag torque is calculated as [29]:

τa =
[
kaxω2

θ kayω2
φ kazω2

ψ

]T
, (37)
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where kax, kay, and kaz are aerodynamic friction factors.
The dynamics of the quadcopter in attitude control can then be represented as:

[
ω̇φ ω̇θ ω̇ψ

]T
= I−1(τb + τ + τp − τa). (38)

Now, if the propeller gyroscopic and aerodynamic torques are considered as external
disturbances, i.e.,

d =
[
dφ dθ dψ

]T
= τp − τa, (39)

where dφ, dθ , and dψ are disturbance components, then substituting (32), (35), and (39) into
(38) yields:

ω̇φ = I−1
xx
[
(Iyy − Izz)ωθωψ + uφ + dφ

]
, (40)

ω̇θ = I−1
yy
[
(Izz − Ixx)ωφωψ + uθ + dθ

]
(41)

ω̇θ = I−1
yy
[
(Izz − Ixx)ωφωψ + uθ + dθ

]
. (42)

To express the quadcopter dynamics via the orientation angles, the model can be
simplified by considering [ωφ, ωθ , ωψ] ≈ [φ̇, θ̇, ψ̇]. This approximation is acceptable since
a minor model error can be adequately addressed by a good controller. Accordingly, the
quadcopter model is obtained as:

φ̈ = I−1
xx
[
(Iyy − Izz)θ̇ψ̇ + uφ + dφ

]
, (43)

θ̈ = I−1
yy [(Izz − Ixx)φ̇ψ̇ + uθ + dθ ], (44)

ψ̈ = I−1
zz
[
(Ixx − Iyy)φ̇θ̇ + uψ + dψ

]
. (45)

3.3. Discrete-Time Model

In the discrete-time domain, by considering the difference approximation for first and
second derivatives using the forward Euler method, the transformed discrete-time model
can be obtained as below:

φ(k + 2) = 2φ(k + 1)− φ(k) + I−1
xx (Iyy − Izz)[θ(k + 1)− θ(k)][ψ(k + 1)− ψ(k)]

+ ∆2
t I−1

xx
[
uφ(k) + dφ(k)

]
,

(46)

θ(k + 2) = 2θ(k + 1)− θ(k) + I−1
yy (Izz − Ixx)[φ(k + 1)− φ(k)][ψ(k + 1)− ψ(k)]

+ ∆2
t I−1

yy [uθ(k) + dθ(k)],
(47)

ψ(k + 2) = 2ψ(k + 1)− ψ(k) + I−1
zz (Ixx − Iyy)[φ(k + 1)− φ(k)][θ(k + 1)− θ(k)]

+ ∆2
t I−1

zz
[
uψ(k) + dψ(k)

]
.

(48)

Now, consider the system state vector x(k) = [x1(k) x2(k)]T defined by:

x1(k) =
[
φ1(k) θ1(k) ψ1(k)

]T
=
[
φ(k) θ(k) ψ(k)

]T , (49)

x2(k) =
[
φ2(k) θ2(k) ψ2(k)

]T
=
[

φ(k+1)−φ(k)
∆t

θ(k+1)−θ(k)
∆t

ψ(k+1)−ψ(k)
∆t

]T
. (50)

From (46)–(50), we obtain the UAV state equation in discrete time of the form (1) as:

x1(k + 1) = x1(k) + ∆tx2(k), (51)

x2(k + 1) = f (x(k)) + ∆tB[u(k) + d(k)], (52)

where f (x(k)) = x2(k) + ∆t I−1τb(k) and B = I−1.
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4. Integrated ILSMC for UAV Attitude Control

The proposed ILSMC was then applied to the outer loop of a quadcopter with a
built-in PID controller in the inner loop for flight control. Here, the ILSMC is integrated in
cascade control to improve the performance of the UAV trajectory tracking in dealing with
noise, nonrepeating uncertainties, and disturbances. Figure 3 shows the block diagram of
the proposed controller wherein the reference signal of a feedback controller is generated
by the ILSMC signal û(j)(k) at a time instant k.

Figure 3. ILSMC in a cascade PID-controlled quadcopter.

4.1. Inner-Loop PID Controller

As shown in Figure 3, the output of the quadcopter PID controller is computed as

u(j)(k) = Kp ◦ ê(j)(k) + Ki∆t ◦
k

∑
κ=1

ê(j)(κ) + Kd∆−1
t ◦ [ê(j)(k)− ê(j)(k− 1)], (53)

where ◦denotes the elementwise Hadamard product; Kp =
[
Kpφ Kpθ

Kpψ

]T
, Ki =

[
Kiφ Kiθ Kiψ

]T
,

and Kd =
[
Kdφ

Kdθ
Kdψ

]T
are PID control parameters. The error of the PID feedback loop

ê(j)(k) is defined as
ê(j)(k) = û(j)(k)− x(j)(k), (54)

where û(j)(k) is the ILSMC control signal.
Substituting (54) into (53) yields:

u(j)(k) = D ◦ û(j)(k) + H(k), (55)

where
D = Kp + Ki∆t + Kd/∆t, (56)

H(k) = −D ◦ x(j)(k) + Ki∆t ◦
k−1

∑
κ=1

ê(j)(κ)− Kd ◦ ê(j)(k− 1)∆−1
t . (57)

4.2. Outer-Loop ILSMC

As mentioned above, the proposed ILSMC was then added to the predesigned PID
controller for improving the UAV tracking performance. Substituting (55) into (10) yields:

∆−1
t [ f (x(j)(k)) + ∆tB(D ◦ û(j)(k) + H(k) + d(k))− x2d(k + 1)

+ (c∆t − 1)e2(j)(k)] + µσ(j)(k) = 0.
(58)

The equivalent control of the outer loop is then given by:
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ûeq(j)(k) = D−1 ◦ (∆tB)−1{− f (x(j)(k))− ∆tBH(k) + x2d(k + 1)

− (c∆t − 1)e2(j)(k)− ∆tµσ(j)(k)}.
(59)

In the learning step, the iterative learning term is computed as

ûilc(j)
(k) = ûilc(j−1)

(k)− D−1 ◦ (∆tB)−1λS(j−1)(k), (60)

where S(j−1)(k) is obtained from the learning process at a previous iteration (j − 1) as
per (15).

This finally leads to the integrated iterative learning sliding mode control law (13) for
the quadcopter:

û(j)(k) = ûeq(j)(k) + ûilc(j)
(k). (61)

4.3. Implementation Procedure

In summary, a step-by-step procedure to implement the proposed control scheme is
summarized as:

• Step 1: Declare Ixx, Iyy, Izz, Kp, Ki, Kd, c, µ, λ.
• Step 2: Set xd(k), j = 0, and ûilc(j)

(k) = 0.

• Step 3: Compute the ILSMC û(j)(k) from (61) as a reference to the inner loop.
• Step 4: Compute, from the measured states x(j)(k), e(j)(k), σ(j)(k), S(j)(k), and the

selected TPI.
• Step 5: Check if the tracking performance requirement is met to terminate the learning

process. Otherwise, proceed to Step 6.
• Step 6: Set j = j + 1, update ûilc(j)

(k) from (60), then return to Step 3.

5. Simulation Results

This section provides the simulation results of the proposed ILSMC design. The
parameters used for simulation were obtained from the 3DR Solo drone [29], as listed in
Table 1. The selected control parameters are described in Table 2. Here, in the learning
process, a suitable value for λ was chosen to obtain a fast convergence rate, so S(j)(k) was
driven to zero quickly. In the control phase, coefficients cφ, cθ , cψ ,and µ were chosen
by the desired error dynamics described in (3). Initially, the iterative learning control
signal was set to zero, uilc(0)(k) = 0, and then updated after each iteration. To evaluate
performance of the proposed controller, we compared it with other available techniques
including the PD feedback controller, PD-type ILC [19], adaptive twisting sliding mode
controller (ATSMC) [29], and adaptive finite-time control scheme (AFTC) [30].

Table 1. Parameters of the 3DR Solo drone.

Parameter Value Unit

m 1.5 kg

l 0.205 m

g 9.81 m/s2

Ixx 9.1× 10−3 kg m2

Iyy 16.4× 10−3 kg m2

Izz 24.1× 10−3 kg m2
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Table 2. Control parameters.

Parameter Value Parameter Value

cφ 50 µ 10

cθ 50 λ 0.9

cψ 20 - -

5.1. Step Response in Nominal Conditions

In this section, the performance of the proposed controller is evaluated via the step
responses in nominal conditions where disturbances and uncertainties were set to zero.
The desired reference attitude angles were set to φd = −20◦, θd = 20◦, and ψd = 60◦ at
1 s. The simulation results of the step responses and control signals are shown in Figure 4,
in which the black step signal is the desired angle, and responses of ATSMC, AFTC, PD,
PD-ILC, and the proposed ILSMC controllers are depicted in cyan, green, magenta, blue,
and red, respectively. It can be seen from Figure 4 for all three orientation angles that
while ATSMC and AFTC provide some oscillations in the control, and PD presents a
slow response, both iterative-learning-based techniques, ILSMC and PD-ILC, exhibit fast
responses with zero steady-state error. PDILC, however, incurs a large overshoot, whereas
ILSMC is able to maintain the desired dynamics without overshoot owing to the merits
of sliding mode control. Notably, the fast response of ILSMC in comparison to ATSMC,
AFTC, PD, ILC, and PD is attributed to the choice of c = diag(cφ, cθ , cψ) and µ. A faster
transient response, however, requires more control efforts that may exceed the physical
limits imposed by the motors and power supply for the drone. Moreover, the proposed
controller is chattering-free in the steady state.

(a)

Figure 4. Cont.
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(b)

Figure 4. Step response in nominal conditions: (a) step response and (b) control effort.

5.2. Trajectory Tracking Performance under Disturbances and Uncertainties

To evaluate the tracking performance of ILSMC with the presence of uncertainties
and disturbances caused by load variations, the reference attitude angles in this simulation
were set, in degrees, as below:

φd(k) = 20− 20sin(2k),

θd(k) = 20 + 20sin(2k),

ψd(k) = 20 + 60sin(2k).

(62)

For performance evaluation, the system was injected with a disturbance at t = 10 s
whose components were:

dφ = dθ = dψ = −0.2. (63)

Considering 20% loading conditions, the model uncertainties were introduced by setting:

Îxx = 1.2Ixx, Îyy = 1.2Iyy, Îzz = 1.2Izz, (64)

where Îxx, Îyy, and Îzz are the estimation of Ixx, Iyy, and Izz, respectively.
Figure 5 shows the tracking performance of the attitude angles, while Table 3 presents

the TPI, for which the integral time absolute error (ITAE) is adopted here for all angles.
It can be seen that the PD controller cannot cope with disturbances with large tracking
errors at t = 10 s and high values of ITAE. As with PDILC, it can suppress disturbances
but suffers from control overshoot and a noticeable error. Both the ATSMC and AFTC
techniques present relatively accurate tracking performance with a small ITAE, between
1.40 and 5.03. The proposed ILSMC presents a relatively large tracking error at the first
iteration (since uilc(0) = 0), but owing to the learning ability, the tracking error decreases
with increasing iterations by updating the iterative learning control term after each iteration.
As the tracking performance is improved significantly, at the last iteration, ILSMC has the
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smallest ITAE among the considered techniques. Additionally, the absolute error is also
the smallest, almost zero in steady state, as shown in the magnified figure, demonstrating
the advantage of the proposed ILSMC.

Figure 5. Performance in the presence of disturbances and uncertainties.

Table 3. ITAE of UAV attitude control angles.

UAV Angle (degrees) ATSMC AFTC PD PD-ILC ILSMC

Roll 5.03 2.03 3344.2 39.91 0.255

Pitch 3.87 1.40 3468.4 55.60 0.261

Yaw 3.47 2.42 3323.0 149.89 0.444

Figure 6 shows the control efforts in the presence of disturbances and uncertainties.
It can be seen that its magnitude increases after 10 s, which implies that more energy is
required to compensate for the external disturbances. More importantly, the control efforts
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of ILSMC display oscillation only in the transient state, but no chattering in the steady
state, which is beneficial for practical implementation.

Figure 6. Control efforts in the presence of disturbances and uncertainties.

To evaluate the effect of the proposed learning mechanism, the ITAE values were
computed for ILSMC after each iteration with different values of λ. The results up to
15 iterations are presented in Figure 7. They indicate that the ITAE of the all three attitude
angle errors quickly decreases and converges to zero after several iterations. To induce a
fast system sliding mode, a higher rate of convergence must be selected. It can be seen in
Figure 7 that this can be obtained when λ is close to one. In this work, λ = 0.9 was chosen
to achieve the desired control performance.
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Figure 7. ITAEs of the tracking errors after each iteration.

6. Experimental Validation

In this section, we evaluate the performance of the combined ILSMC and PID control
algorithm in the trajectory tracking problem for our UAV testbed, in which a built-in PID
was already employed.

6.1. Experimental Setup

The setup for the experiments is shown in Figure 8, using a 3DR Solo drone with its
parameters described in Table 1 [39]. It consists of two Cortex M4 168 MHz processors
used for low-level control and one ARM Cortex A9 processor used for running the Ar-
ducopter flight operating system. The drone is equipped with a camera, a laser scanner,
and environmental sensors for data acquisition. During the experiments, communication
data, including control reference signals and drone sensor outputs, were transmitted to
the ground control station via the local network established by the drone system. Mission
Planner software was connected to the network to upload the flight plan to the drone and
log flight data for analysis. In the experiments, the PID gains were set to their default
values implemented in the 3DR Solo. From the desired and actual roll, pitch, and yaw
angles, the tracking error was computed.

Figure 8. System architecture.

6.2. Real-Time Data Validation Results

The steps for conducting the experiments to validate the trajectory tracking perfor-
mance of the proposed ILSMC were as follows: First, a trajectory was predefined with a
starting point being set at the home position of the drone in an absolute frame of reference,
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as depicted in Figure 9. After that, the longitude, latitude, and altitude of the waypoints
forming the trajectory were imported into Mission Planner, as depicted in Figure 10. Next,
those waypoints were uploaded to the 3DR Solo to fly automatically, as shown in Figure 11.
Then, the reference and actual attitude angles were logged by Mission Planner, as shown
in Figure 12, for comparison. The errors between those angles were used to update the
iterative learning term. Finally, the trajectories of the 3DR Solo drone obtained by using
the built-in PID controller were compared with the results obtained using ATSMC, AFTC,
PD-ILC, and the proposed ILSMC.

Figure 9. Predefined trajectory.

Figure 10. Imported trajectory.

The comparison was performed by setting the references obtained from the 3DR
Solo drone under similar control settings as in the simulation. Figure 13 shows typical
comparison results for the UAV roll, pitch, and yaw responses. It can be seen that the
deviation between the reference and the actual roll angle controlled by the built-in PID
is relatively high due to disturbances. Advanced techniques can improve the tracking
performance in which ILSMC remains the best, as indicated by its smallest tracking error,
as can be seen clearly in the insets in the figure. The results obtained confirm the validity
and efficiency of the proposed approach.
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Figure 11. Flying 3DR Solo drone.

Figure 12. Logged flight data.

Figure 13. Cont.
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Figure 13. Tracking performance with real-time data.

From the real-time experiments, the recorded control efforts are shown in Figure 14,
where the steady-state yaw torque is a constant as the quadcopter was controlled to lift up
with a linearly increasing height while performing a circular trajectory during the test.

Figure 14. Control efforts with real-time data.
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7. Conclusions

We proposed an effective control technique called ILSMC to address the tracking con-
trol problem experienced by quadcopters when subject to disturbances and uncertainties.
The control signal consists of an equivalent term to control the system states within the
desired sliding surface, and an iterative learning term to drive the system states toward the
sliding surface and then remain in the sliding surface despite the presence of uncertainties
and disturbances. The iterative learning signal is updated following some iterations to
improve the tracking performance by using the data acquired from previous iterations. The
simulation results showed, in the case of disturbances and uncertainties, that the iterative
learning sliding mode controller presented the smallest tracking errors compared to some
other existing control techniques used for quadcopter control. For UAVs with built-in
PID controllers, the proposed control scheme can be integrated in a cascade structure to
improve the trajectory tracking accuracy and robustness. Field tests were performed, and
validation with real-time experimental data was conducted to confirm the advantages of
the proposed approach. Our future work will focus on extending the learning mechanism
to enable the control of multiple UAVs for real-time formation.
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Abbreviations
The following abbreviations are used in this manuscript:

SMC Sliding mode control
ILC Iterative learning control
ILSMC Iterative learning sliding mode control
UAV Unmanned aerial vehicle
PID Proportional–integral–derivative
FL Feedback linearization
CoG Center of gravity
TPI Tracking performance index
ITAE Integral time absolute error
ATSMC Adaptive twisting sliding mode control
AFTC Finite-time control scheme.
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Abstract: Performing autonomous maneuvering flight planning and optimization remains a chal-
lenge for unmanned aerial vehicles (UAVs), especially for fixed-wing UAVs due to its high maneu-
verability and model complexity. A novel hybrid-driven fixed-wing UAV maneuver optimization
framework, inspired by apprenticeship learning and nonlinear programing approaches, is proposed
in this paper. The work consists of two main aspects: (1) Identifying the model parameters for a
certain fixed-wing UAV based on the demonstrated flight data performed by human pilot. Then,
the features of the maneuvers can be described by the positional/attitude/compound key-frames.
Eventually, each of the maneuvers can be decomposed into several motion primitives. (2) Formu-
lating the maneuver planning issue into a minimum-time optimization problem, a novel nonlinear
programming algorithm was developed, which was unnecessary to determine the exact time for the
UAV to pass by the key-frames. The simulation results illustrate the effectiveness of the proposed
framework in several scenarios, as both the preservation of geometric features and the minimization
of maneuver times were ensured.

Keywords: flight maneuvers; hybrid data and model driven; key-frame; motion primitives

1. Introduction

Recent times have witnessed a wide range of applications for unmanned aerial ve-
hicles (UAVs) including the commercial, military, and research fields [1–5]. Most of the
autonomous UAV flight missions are limited to cruise on a predefined path with steady
flight states. However, in some scenarios, such as dog fights and high-speed obstacle
avoidance, UAVs are required to perform fast and agile maneuver flights. During maneu-
vers, drastic changes in position and attitude will hinder UAVs from maintaining trim
conditions. Therefore, developing maneuvering flight techniques is of great importance,
and the current research mainly focuses on the quadrotor UAV [6–9]. It must be noted
that fixed-wing UAVs have longer endurance and a larger payload capacity compared to
those of the quadrotors. Yet the maneuvers of fixed-wing UAVs have not been thoroughly
studied due to the fact of its sophisticated movement features [10]. Meanwhile, it is harder
to conduct real flight tests also.

The research on autonomous maneuverable flight is assumed to be hierarchical includ-
ing several topics such as maneuver decision-making, maneuver planning, and tracking
control [11]. The planner first decides the category of the maneuver, then generates a
specific trajectory for the tracking control. Among them, maneuver planning is essential
for the maneuverability of UAVs. In this article, we were mainly concerned with maneu-
ver planning issues. When validating the complex maneuver representation approaches,
appropriate maneuver generation algorithms are also considered.
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Generally, state-of-the-art maneuver generation algorithms incorporate data-driven [12]
and model-driven approaches. One category of maneuver generation algorithms that have
been successfully utilized in UAV maneuver generation is learning from demonstration [13].
By collecting the flight data taught by experts with a high-level planning layer, imitating
learning methods can be applied to extract the maneuver features [14]. The resulting
algorithm is practically capable of reproducing and generalizing the learned motions to
some extent. However, due to the limitations of viewing distance, communication delay,
and external disturbances, such as wind gusts, it is hard for the pilot to perform their flight
skills optimally [11]. Therefore, optimality is essential in the learning procedure and few of
the data-driven algorithms in the recent literature take the optimization into consideration.

In the robotic literature, model-driven planning has been widely studied and the
typical approaches include polynomial interpolation, Dubins curve [10,15,16]. For some
special scenarios, it is essential to plan the position and attitude trajectories simultaneously.
Therefore, many researchers have also made explorations in SE(3) space [17–19]. Most
of the methods are based on the differential flatness principle which can greatly simplify
the calculation complexity. However, for fixed-wing UAV flight maneuvers, it has to be
stressed that those approaches did not take the complicated physical models with complex
aerodynamic features into consideration. Therefore, the non-differential flatness property
of fixed-wing UAV [20] hinders the application of the aforementioned methods. Solving the
optimal control problems is also an effective maneuver planning method and has attracted
growing attention. In particular, both the direct optimization method and indirect optimiza-
tion methods have been applied in UAV flights in recent years [21–23]. Through taking
the physical model into consideration, dynamical feasibility is ensured. Furthermore, by
combing various cost items, optimal maneuvers can be solved for different scenarios [24].
However, for complex maneuvers, it is always hard to model the optimization problem,
which has a great impact on the calculation efficiency and trajectory quality. In visual
tracking [25,26], maneuvering is also required, vision-and-language navigation [27–30]
provides another novel perspective. This method combines vision, language, and action
which can turn relatively general natural-language instructions into robot agent actions.
It is generally used in indoor complex environments and also has certain lightening sig-
nificance for fixed-wing tracking of dynamic targets or maneuvering in complex outdoor
environments.

For the representation of complex maneuvers, one recent algorithm that has been
successfully proposed is the idea of key-frames [31], which selects several specific points
in 3D space as the key-frames and various tasks can be accomplished. In [32], both
the position and yaw angle are taken into account in the key-frame and the minimum
snap trajectory is generated using polynomials. Furthermore, the author formulates the
trajectory optimization problem as a quadratic programming issue and then enables the
quadrotors to pass through multiple circular hoops quickly. Ref. [33] emphasizes the
Bang-Bang characteristics of the minimum time trajectory and compares the existing time-
optimal approaches, and through analysis, it is concluded that the polynomial method
can only obtain non-optimal trajectories. On this basis, Foehn proposes complementary
constraints [34] and solved both the time allocation and time-optimal trajectory planning
problem elaborately. Through comparison and verification, it can be concluded that
the trajectory designed by the algorithm is faster than that of professional pilots. For
fixed-wing, a model is required, which can be obtained by identifying methods [35]. In
addition, it focuses on the minimum time problem through setting a series of waypoints and
utilizing the flight corridors and B-spline curves. Using numerical optimization methods
to solve non-convex problems and cleverly designed initial guesses, the optimal trajectory
is obtained. As for the fixed-wing UAV maneuver, it is hard to extract the trajectory
features merely from position information. It is necessary to comprehensively consider
the position and attitude features and design the corresponding key-frames for various
maneuvers. Motion primitives also have a satisfactory effect on the decomposition of
complex maneuvers [36]. Mueller and D’Andrea [15] proposed a framework for the efficient
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calculation of motion primitives. McGill University has presented a series of representative
works based on the idea of motion primitives and maneuver optimization [37–39]. Dynamic
motion primitives (DMPs) is a typical primitive which has been successfully utilized in the
design of car driving motion libraries [40]. Inspired by the former works, we studied the
dual quaternion-based dynamic motion primitives (DQ-DMPs) [41], which have the ability
to learn and generalize maneuvers in SE(3) space. Nevertheless, it is hard for the dynamic
motion primitive algorithm to ensure the kinodynamic feasibility.

Inspired by the above discussion, we propose a data-model-driven framework, which
is shown in Figure 1, for fixed-wing UAV maneuvering optimization. The framework is
based on a global model identified by teaching data, and uses an optimization method
based on positional, attitude, and compound key-frames. Through numerical optimization,
the time-optimal maneuver is finally obtained. Through comparison, the actions generated
by this algorithm take less time than professional pilots. In complex actions, different
primitives can be flexibly concatenated, which simplifies the generation of complex actions.
The main contribution of this paper is listed as follows:

(1) We proposed a novel data-driven approach for model identification and key-frames
extraction using the learning from demonstration principles. Then, complex maneu-
vers are decomposed into multiple motion primitives;

(2) Based on the motion primitives, the optimal maneuver generation issue is formulated
into a time-optimal problem considering key-frames which the UAV must pass by.
The connection method of different primitives was also considered in this paper for
practicability;

(3) The proposed framework was verified thoroughly in simulation experiments, and
it was possible to deduce that this framework is applicable for flight maneuvers in
reality.

Figure 1. Hybrid-driven optimal maneuvering flight planning framework. We start with pilot
demonstration and maneuver data collection and then perform model identification and maneuver
key-frame and motion primitive analysis. Finally, based on the global model and key-frames, the
optimal primitives are generated, and the corresponding primitives are concatenated into a complete
maneuver.
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In the next section, we discuss the basic knowledge. Sections 3 and 4 introduce data
collection and acrobatic maneuver optimization, respectively. The experimental results are
introduced in Section 5, and the conclusion in Section 6.

2. Preliminaries
2.1. Global Fixed-Wing Model

The aircraft model plays an important role in our algorithm framework. In order to
obtain feasible maneuvers, we need to establish a relatively accurate rigid-body model.
Due to the singular problem of Euler angle during the big maneuver, this paper adopted
the quaternion model [42] to calculate:

.
pi

= R(q) · vb

.
q = 1

2

[
ωb⊗

]
q

.
vb

= m−1(F + T)−ωb × vb

.
ω

b
= J−1

(
τ−ωb × Jωb

)
(1)

For translational kinematics equation, the pi = [x, y, z] ∈ R3 is the position of the
inertial coordinate system, and vb = [u, v, w] is the speed of the body coordinate system.
The two state quantities are connected by a conversion matrix, which is composed of
q, where q = [q0, q1, q2, q3]

T ∈ SO(3) is a unit quaternion given ‖q‖ = 1. The rotation
matrix is:

R(q) =




(
q0

2 + q1
2 − q2

2 − q3
2) 2(q1q2 − q0q3) 2(q1q3 + q0q2)

2(q1q2 + q0q3)
(
q0

2 − q1
2 + q2

2 − q3
2) 2(q2q3 − q0q1)

2(q1q3 − q0q2) 2(q2q3 + q0q1)
(
q0

2 − q1
2 − q2

2 + q3
2)


 (2)

In rotational kinematics equation,ωb = [pb, qb, rb] where pb, qb, rb is angular rate, we
can write:

[
ωb⊗

]
=




0 −pb −qb −rb

pb 0 rb −qb

qb −rb 0 pb

rb qb −pb 0


 (3)

In the translational dynamic equation, T = [FT , 0, 0], FT is the thrust, and

F = FA + Fg =




Fx + 2(q1q3 − q0q2)mg
Fy + 2(q2q3 + q0q1)mg

Fz + 2
(
q0

2 − q1
2 − q2

2 + q3
2)mg


 (4)

where FA represents the term of aerodynamic force and Fg represents gravity-related items,
Fx, Fy, Fz are the aerodynamic forces in the x-, y-, and z-axes, respectively.

The last one is the rotational dynamics equation, where τ = [Mx, My, Mz]
T is the

aerodynamic moment, and J is the moment of inertia which is composed by:

J =




Jxx −Jxy −Jxz
−Jxy Jyy −Jyz
−Jxz −Jyz Jzz


 (5)

There are many unknown coefficients in this model as well as the margin of state
quantities. These quantities have a great impact on the performance of a UAV and the
completion of the maneuver. In Section 3, we identify these unknown quantities in a
data-driven way.
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2.2. Acrobatic Maneuver

Acrobatic maneuvers are generally summarized based on the pilot’s actual flight
experience and have strong practical significance. Acrobatic flights are a competitive sport
or also a performance event. Therefore, remote control flight is also a way to achieve it.
Figure 2 shows a typical fixed-wing maneuvering process. The International Federation
of Aeronautics (FAI) is the main maker of acrobatics rules. FAI also provides a number
of basic maneuvers for acrobatic events such as the Cuban eight [43]. This article mainly
focuses on the realization of these basic maneuvers on UAVs.

Figure 2. A typical maneuvering flight. The UAV has experienced multiple different position and
attitude changes in a continuous period of time.

In contrast, manned pilots are restricted by physiological limits, remote control flight
is safer and more flexible, but there are communication delays and the impact of visual dis-
tance. For autonomous drones, it removes the limitations of visual range and physiological
limits and has the potential to achieve acrobatics.

3. Data Collection and Model Identification
3.1. Acrobatic Maneuver Data Collection

Maneuver attitude and other information can be obtained by collecting flight data. A
maneuver has high requirements for data accuracy and frequency. With the improvement
in sensor accuracy and miniaturization, a large amount of manual flight experience can be
accurately recorded through data. UAV design, modeling, and flight testing can be realized
through data collection. In actual flight, accelerometers, magnetometers, and other sensors
can be used to record the aircraft’s position, attitude, control inputs, and other data [43].
On the other hand, flight simulation technology is also an idea to solve the problem of
flight maneuvers. We built a flight simulation system that can be used to collect flight data.
As shown in Figure 3, the simulation system was built by the open-source flight control
px4 and the flight simulation software X-Plane. The remote controller sends the control
instructions to the flight controller. The control signal is processed by the internal program
and then sent to the X-Plane simulator; this is a typical hardware-in-the-loop simulation
system. For different maneuvers, we collected the position, attitude, and other information
of the aircraft through expert teaching.
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Figure 3. Flight maneuver demonstration and learning system including (1) remote controller,
(2) signal receiver, (3) Pixhawk-v5, (4) flight joystick, (5) ground control station, and (6) flight
simulation software X-Plane.

3.2. Model Parameter Identification

As mentioned in Section 1, the global fixed-wing model contains many unknown
coefficients, mainly in aerodynamic forces and moments:

Fx = 1
2 ρV2

a Sre f Cx, Fy = 1
2 ρV2

a Sre f Cy, Fz =
1
2 ρV2

a Sre f Cz

Mx = 1
2 ρV2

a Sre f bre f Cl , My = 1
2 ρV2

a Sre f cre f Cm, Mz =
1
2 ρV2

a Sre f bre f Cn
(6)

where ρ is the air density, Sre f , bre f , cre f are the reference wing area, reference wing span, and
average aerodynamic chord length, respectively, Cx, Cy, Cz, Cl , Cm, Cn are the aerodynamic
coefficient and moment coefficient, δe, δa, δr are the deflection of the elevator, aileron and
rudder, respectively.

The calculation method of the angle of attack and the angle of sideslip are α = arctan(w/u)
and β = arcsin(v/Va), where the airspeed is Va =

√
u2 + v2 + w2.

According to [44], the aerodynamic coefficients could be expressed using the global
aerodynamic model in Equations (7) and (8).

Cx = fx(α) = Cx0 + Cxα α + Cx
α2 α2

Cy = fy

(
β, pb, rb, δa, δr

)
= Cy0 + Cyβ

β + Cyp
pbbre f
2Va

+ Cyr
rbbre f
2Va

+ Cyδa δa + Cyδr δr

Cz = fz(α, δe) = Cz0 + Czα α + Czδe
δe + Cz

α2 α2

(7)

Cl = fl

(
β, pb, rb, δa, δr

)
= Cl0 + Clβ

β + Clp

pbbre f
2Va

+ Clr
rbbre f
2Va

+ Clδa
δa + Clδr

δr

Cm = fm

(
α, qb, δe

)
= Cm0 + Cmα α + Cmq

qbcre f
2Va

+ Cmδe δe + Cm
α2 α2

Cn = fn

(
β, pb, rb, δa, δr

)
= Cn0 + Cnβ

β + Cnp
pbbre f
2Va

+ Cnr
rbbre f
2Va

+ Cnδa δa + Cnδr δr

(8)

where Cx0 , Cxα , Cx
α2 , Cy0 , Cyβ

, Cyp , Cyr , Cyδa , Cyδr , Cz0 , Czα , Czδe
and Cz

α2 represent the
coefficients related to the aerodynamic force, and Cl0 , Clβ

, Clp , Clr , Clδa
, Clδr

, Cm0 , Cmα ,
Cmq , Cmδe , Cm

α2 , Cm0 , Cmα , Cmq , Cmδe , Cm
α2 , Cn0 , Cnβ

, Cnp , Cnr , Cnδa , Cnδr are the coefficients
related to the aerodynamic moments.
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A least squares method was carried out to estimate the unknown coefficients in
Equation (1). The optimization object was set as follows:

min
Cx, Cy, Cz
Cl , Cm, Cn

N

∑
k=1

∥∥∥ηk
∥∥∥

2

2
+
∥∥∥ε(k)

∥∥∥
2

2
(9)

subject to:

ε(k) =ωb
k+1 −ωb

k −ωb
k × Jωb

k∆t− 1
2

ρsre f V2
a J−1[Ĉl , Ĉm, Ĉn

]
∆t (10)

η(k) = vb
k+1 − vb

k −
1
2

m−1ρSre f V2
a
[
Ĉx, Ĉy, Ĉz

]
∆t−ωb

k × vb
k (11)

Ĉl = bre f fl

(
β, pb, rb, δa, δr

)
, Ĉm = cre f fm

(
α, qb, δe

)
, Ĉn = bre f fn

(
β, pb, rb, δa, δr

)
(12)

It is worth noting that the optimization problem in Equation (9) could be solved utiliz-
ing the nonlinear least squares optimization methods such as the Levenberg–Marquardt
algorithms. However, the divergence of the optimization problem or the convergence
to the suboptimal solution might occur. Moreover, in order to diminish the side effects
of over-fitting and the errors during the integration, we chose 10 s of flight data for the
identification by trial and error. The results of system identification are listed in Section 5.

4. Optimal Acrobatic Maneuver Design and Generation

In this section, we propose a maneuver optimization algorithm based on teaching
data and accurate models. We first introduce the two basic concepts of the algorithm in
maneuver design: key-frames and motion primitives. Then different kinds of key-frames
are listed and the entire optimization problem for maneuver is formulated. Finally, we
conducted a detailed analysis of the solution of the proposed optimization problem.

4.1. Key-Frames and Motion Primitives

The concept of key-frames is often used in computer animation and simultaneous
localization and mapping (SLAM) to represent frames that are decisive over a period
of time. As mentioned in Section 1, this concept is also used to represent the necessary
waypoints in motion planning. We introduced it into maneuvers.

As we can see in Figure 4, the same maneuver has the same typical characteristics
of position and attitude changes. The key-frames are used to indicate the position and
attitude that play a key role in a maneuver. The momentary state is a short-term key-frame,
and the continuous state is a long-term key-frame.

Motion primitives explain the execution of complex motions based on action units.
In maneuvers, simple maneuvers can be regarded as a single motion primitive without
segmentation. For complex maneuvers, since it contains a variety of different pose change
segments, it will be difficult to calculate if viewed as a whole, and different optimization
goals should be considered for different segments, so it is necessary to divide it into
multiple motion primitives.
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4.2. Maneuver Optimization

In maneuver or maneuver primitives, a drone is required to complete a certain position
and attitude change in the shortest time; inspired by [24,31–35], we formulated this problem
as a keyframe-based time optimization problem. A schematic diagram of the problem is
shown in Figure 5.
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Figure 5. These figures show the key-frame-based optimization problem. The drone is required to
sequentially pass through several different types of key-frames within a period of time, marked with
different colors. We show the changes in the process state variables and process change variables in
the process.

First, we set the state quantity to xdyn = [p, q, v,ω], input u = [δe, δa, δr, FT ]
T which

needs to meet the constraints of the kinematics and dynamics model in Equation (1). The
state quantity must first satisfy the start and end constraints and must be given or set free.
The control input and some state quantities need to meet the upper and lower limits of
UAV performance such as umin ≤ uk ≤ umax and ωmin ≤ ωk ≤ ωmax. We selected the
direct multiple shooting method to solve the optimization problem. Suppose the total time
is tN , discretize it into N segments, dt = tN/N, and the index is k. Meanwhile, the state
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quantity needs to be discretized. In order to reduce the calculation error, the 4th order
Runge–Kutta was used for numerical integration.

xdyn,k+1 − xdyn,k − dt · fRK4

(
xdyn,k, uk

)
= 0

fRK4

(
xdyn,k, uk

)
= 1/6 · (k1 + 2k2 + 2k3 + k4)

(13)

where k1, k2, k3, k4 are integral terms composed of xdyn,k, uk, and dt.
Suppose the number of key-frames is set to M, indexed by i, and M-dimensional

process state variables λ and M-dimensional process change variables µ are introduced to
record the completion of key-frames, which meet the constraints:

λk+1 − λk + µk = 0,λ1 − 1 = 0,λN+1 = 0 (14)

µi
k ·
(∥∥∥xdyn_k − xdyn_i

∥∥∥
2

)
= 0, i ∈ [1, M] (15)

As is shown in Figure 5, process state variables λ saves the state of event completion.
λ is 1 at the beginning and 0 at the end. µ is a process change variable, which can be used
to record the occurrence of instantaneous events. Through the constraint that µi multiplied
by the state quantity part is equal to 0, it is required that when the event does not occur,
the state quantity part is not 0 and µi is 0; when the event occurs, the state quantity part
is 0 and µi is 1, then the corresponding λi changes from 1 to 0 permanently. Under this
framework, λi can be used to represent the time period scale, which is used to record the
requirements that need to be met during the process of two instantaneous events.

Corresponding to the sphere in Figure 5, the slack variable needs to be added due
to the influence of discrete calculation, and different types of key-frames are introduced
below:

(1) Positional key-frame (KF-P)

Short-term position constraints:

µi
k ·
(
‖pk − pi‖2 − dpi

k
)
= 0

−dpi
k ≤ 0 dpi

k − dtol_p ≤ 0
(16)

where i ∈ [1, M], k ∈ [1, N + 1], and in incomplete position constraints, only a part of the
position variables are constrained; take flight altitude as an example:

µi
k ·
(
|zk − zi| − dpi

k

)
= 0 (17)

During the flight, some state variables will be constrained for a long time such as
altitude maintenance. Process state variables λi divides tN into M + 1 fragments; take
altitude maintenance as an example, we can set long-term position constraints as:

λ1
k · |zk − zi| = 0 (18)

(
λi+1

k − λi
k

)
· |zk − zi| = 0 (19)

(
1− λM

k

)
· |zk − zi| = 0 (20)

(2) Attitude key-frame (KF-A)

Short-term attitude constraints:

µi
k ·
(
‖qk − qi‖2 − dqi

k
)
= 0

−dqi
k ≤ 0 dqi

k − dtol_q ≤ 0
(21)
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If the requirements for posture are not so strict, we can set incomplete attitude con-
straint by Appendix A, for example, only constrain a certain angle:

µi
k ·
(

2(q2kq3k + q0kq1k)

1− 2(q1k
2 + q2k

2)
− tan φ i − dqi

k

)
= 0 (22)

µi
k ·
(
(2q0kq2k − 2q1kq3k)− sin θi − dqi

k

)
= 0 (23)

µi
k ·
(

2(q1kq2k + q0kq3k)

1− 2(q2k
2 + q3k

2)
− tan ψi − dqi

k

)
= 0 (24)

In the calculation process, the range of pitch angle is generally [−π/2, π/2], and the
range of roll and yaw is [−π, π]. The above key-frames of roll angle and yaw angle are not
one-to-one correspondence. The calculation will produce singularities, the constraint can
be changed to the following equation, which will increase a certain amount of calculation.

µi
k ·
(

arctan2
(

2(q2kq3k + q0kq1k)

1− 2(q1k
2 + q2k

2)

)
− φ i − dqi

k

)
= 0 (25)

(3) Compound key-frame (KF-C)

In some special scenarios, there are requirements for the position and attitude of
the drone. We proposed a compound key-frame, if the same µi is used, the position and
attitude can be constrained at the same time.

µi
k ·
(
‖pk − pi‖2 − dpi

k
)
= 0

µi
k ·
(
‖qk − qi‖2 − dqi

k
)
= 0

(26)

In addition to these constraints, if we want to ensure the order of key-frames, we need
to set the following constraints.

λi
k − λi+1

k ≤ 0 ∀ i ∈ [1, M− 1] (27)

Based on the above statements, our optimization variables are integrated as xopt =
[tN , x0, . . . , xN ], where:

xopt,k =





[
xdyn,k, uk,λk,µk, dpk, dqk

]
f or k ∈ [1, N][

xdyn,N+1,λN+1

]
f or k = N + 1

(28)

The most basic goal of the designed maneuver is to minimize the time and require the
maneuver to be completed in the shortest time. In order to improve the execution effect,
we added the minimum energy term, and every motion primitive need to be adjusted
according to its characteristics.

x∗opt = minL(xopt) = min
x

(
σ · tN + τ ·

N

∑
1

(
δe(k)

2 + δa(k)
2 + δr(k)

2
))

(29)

Algorithm 1 flow is summarized as follows:
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Algorithm 1. Fixed-wing UAV optimal maneuver generation.

1: Input: L pieces of maneuver trajectory obtained by demonstration
2: Output: optimal trajectory of single maneuver ξ (divided into primitives ξ j)
3: for ∀l ∈ [1, L] do
4: split the teaching trajectory into multiple maneuvers ξ

5: extract the key-frames pi, qi of each maneuver
6: decompose ξ into motion primitives ξ j according to certain principles
7: end for
8: for ∀j ∈ [1, J] do
9: if ξ j exists, or similar ξ j exists
10: use the related ξ j directly
11: else
12: constructing ξ j as keyframe-based optimization problems

13: µi
k ·
(
‖pk − pi‖2 − dpi

k

)
= 0

14: µi
k ·
(
‖qk − qi‖2 − dqi

k

)
= 0 etc.

15: set N, dtol_p, dtol_q and initial guess
16: solve optimization with Ipopt
17: if infeasible
18: goto 15 or 5
19: else

20: set ξ
j+1
x_dyn(1) = ξ

j
x_dyn(N+1)

21: end if
22: end if
23: end for
24: process ξ j and concatenate ξ j to ξ

25: return primitives ξ j concatenated maneuver data ξ

5. Experiments and Discussion

In this section, the identification results of the UAV model were obtained based on
the flight data and three types of maneuvers are studied in this section. As mentioned in
Section 4, the corresponding key-frames and motion primitives could be extracted for a
specific maneuver. Therefore, we propose a technique to construct different minimum-time
maneuver problem through adjusting the parameters of the boundary and key-frames.
This algorithm could help to find the optimal and physically realizable flight maneuvers.

5.1. Model Identification Results

The main parameters of the UAV are: mass m = 3.24 kg, air density ρ = 1.225 kg ·m−3,
reference area Sre f = 0.56 m2, wing span bre f = 1.83 m, mean chord length cre f = 0.30 m,
moment of inertia Jxx = 0.22 kg ·m2, Jyy = 0.31 kg ·m2, Jzz = 0.48 kg ·m2, Jxy = Jxz =
Jyz = 0 kg ·m2, and the gravity acceleration was assumed to be g = 9.8 m · s−2.

According to Section 3, the structure of the aerodynamic coefficients were defined in
Equations (7) and (8). The estimation of the unknown parameters was performed from the
flight using the least square approach. During the flight demonstration, the pilot performed
several types of maneuvers. Both of the control surfaces’ deflections and the output of the
system are recorded in time domain. Furthermore, to satisfy the kinematic and dynamic
constraints, the upper and lower limits of the control inputs and system states are listed in
Table 1.
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Table 1. Some important properties of UAVs.

Property Value Property Value

m [kg] 3.24 Jxx[kg ·m2] 0.22
ρ [kg ·m−3] 1.225 Jyy[kg ·m2] 0.31

S [m2] 0.56 Jzz[kg ·m2] 0.48
b [m] 1.83 Jxy[kg ·m2] 0
c [m] 0.30 Jxz[kg ·m2] 0

g [m · s−2] 9.8 Jyz[kg ·m2] 0

Property Value

Cx −0.1004− 0.0928α + 1.7729α2

Cy 0.0446− 0.5724β + 0.1203 pbbre f
2Va

+ 0.1181 rbbre f
2Va
− 0.0276δa + 0.1584δr

Cz −0.4522− 5.3550α + 0.7406δe − 4.3813α2

Cl 0.0128− 0.0579β− 0.3590 pbbre f
2Va

+ 0.1420 rbbre f
2Va

+ 0.1519δa + 0.0042δr

Cm −0.0057− 0.2402α− 10.6607 qbcre f
2Va

+ 0.5737δe − 0.0750α2

Cn −0.0068 + 0.0538β− 0.0489 pbbre f
2Va
− 0.0831 rbbre f

2Va
− 0.0139δa − 0.0465δr

Input Range State quantity Range

δe [−0.3, 0.3] pb[rad ·m−1] [−2π, 2π]
δa [−0.3, 0.3] qb[rad ·m−1] [−2, 2]
δr [−0.3, 0.3] rb[rad ·m−1] [−2, 2]

FT [N] [0, 65] α[rad] [−π/18, π/4]

5.2. Optimization Simulation Setup

In this section, we investigate several types of maneuvers and conducted simulation
experiments separately. First, we evaluate the loop maneuver which contains a single
primitive. Meanwhile, only the positional key-frames were employed for this motion. Then,
another classical maneuver named the Immelmann turn was taken into consideration. In
this motion, two parts of the primitives, which contains the positional and attitude key-
frames, respectively, are concatenated. Thirdly, the half Cuban eight, which was similar
to the former one, was also evaluated, and the compound key-frames were proposed.
Furthermore, the concatenation of two half Cuban eight results in a whole Cuban eight,
which is a sophisticated motion containing multiple positional key-frames and compound
key-frames.

As is shown in Figure 1, maneuver optimization is an important part of the framework,
which can be referred to in detail in Algorithm 1. In this paper, all the maneuver optimiza-
tion problems were carried out on CasADi [45] with Ipopt [46] optimization approach. The
initial flight status and parameters of the optimization are listed prior to the results. For
ease of presentation, we chose the original point at the initial position before the aerobatic
flight.

5.2.1. Loop Maneuver

The Loop is a maneuver mainly performed in the vertical plane. At the beginning
of the motion, the UAV keeps trim flight and starts to pitch up. After the pitch angle
finishes a 360-degree turn, the UAV returns to the beginning position and maintains the
trim condition.

It is worthy to mention that, even though the human pilot is well trained, the geomet-
rical size and shape of different demonstrated trajectories are not completely consistent.
Therefore, it is almost impossible for the human pilot to realize an optimal maneuver.
However, the non-optimal trajectories still share similar features. Through sufficient trial-
and-error, we found that the dominant feature of the loop was the position of key-frames.
Nevertheless, the number/values of the positional key-frames are essential to obtain a
reasonable circular trajectory. The set of the positional key-frames and the initial flight
conditions are listed in Table 2. As for the optimization, we set the number of interval
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points N = 210, the positional tolerance dtol_p = 0.4 m, the parameters of the Equation (29)
are set as σ = 1, τ = 0.1, and the simulation results are illustrated in Figure 6.

Table 2. Flight status and key-frames of the loop maneuver.

Start Value End Value

Position (m) [−2,0,0] Position (m) [0,0,0]
Attitude (quaternion) [1,0,0,0] Pitch (deg) 0

Velocity (m/s) [15,0,0] Others free
Angular rate (rad/s) [0,0,0]

Key-frame Value

Short-term positional
key-frame

[7.07,0,2.93], [10,0,10], [0,0,20]
[−7.07,0,16.57], [−10,0,10], [−7.07,0,2.43]

As shown in Figure 6, the drone passed through all the positional key-frames in a
short period of time (tN = 3.22 s). Once the drone meets the tolerance of each key-frames,
the corresponding λi changes from 1 to 0. Furthermore, the UAV returns to the initial
position after finishing the whole maneuver, which is difficult for a human pilot. Even
though only one primitive is considered in this scenario, the half loop maneuver can be
extracted from the results naturally.
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5.2.2. The Immelmann Maneuver

The Immelmann maneuver is also known as upside-down half-roll. During the
maneuver, the UAV first performs a half loop from trim flight. As soon as the aircraft
reaches the top of the circular trajectory, it spins around the x-axis and executes a 180◦ roll.
Finally, the UAV resumes to trim flight with an opposite direction compared to the initial
condition.

We decompose the Immelmann into two concatenated primitives: half Loop and
180◦ roll for a better description. For the first primitive, there are two ways to obtain its
near-optimal form: extracting from the Loop maneuver directly and modeling this motion
into a two-point boundary value problem (BVP).

Modeling the optimization problem of 180◦ roll is significantly different from the
former cases. Rolling with high angular rates will not only result in a large displacement in
the forward direction, but also lead to deviations both in height and heading angle. Firstly,
we set a short-term attitude key-frame (KF-A) which contained a 90◦ roll to ensure the
motion completion. Then, in addition to the time factor, the displacement in the forward
direction is also considered. The optimal solution is expressed as follows:

x∗ = minL(x) = min
x

(
T + 0.1 ·

N

∑
1

(
δe(k)

2 + δa(k)
2 + δr(k)

2
)
+ 0.1 · |xN+1 − x1|

)
(30)
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Meanwhile, the final states (position, attitude, velocities, and angular rates) of the half
loop maneuver was set as the initial condition of the rolling primitive. Furthermore, the
y-axis and z-axis constraints were also added to the final states of the rolling primitive. The
initial condition of the second primitive is listed in Table 3. We set N = 100, dtol_q = 0.04,
the results can be obtained by calculation and the result of concatenated primitives for the
whole Immelman maneuver is shown in Figure 7.

Table 3. Flight status and key-frame of 1
2 roll maneuver primitive.

Start Value End Value

Position (m) [0,0,20] x (m) free
Attitude (quaternion) [0,0,1,0] y (m) 0

Velocity (m/s) [21.284,0.748,1.014] z (m) 20
Angular rate (rad/s) [0.226,1.799,−0.326] Attitude (quaternion) [0,0,0,−1]

Control input [0.0171,−0.0318,−0.0023,65]

Key-Frame Value

Short-term angle
key-frame θ = −π/2
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Figure 7. The experimental results for the Immelmann maneuver including state variables, control
inputs, process state variables, and maneuvering trajectory. The thrust shrunk by a factor of 100, and
the half loop primitive is represented by a solid line, the roll primitive is represented by a dashed
line, the state at the attitude key-frame is marked by a diamond, and the red, dashed line represented
the connection of the primitive. It should be noted that different primitives have different process
change variables. (h) is the trajectory of UAV Immelmann maneuver, including UAVs with different
attitudes, the characteristic points are marked with different shapes.

As is shown in Figure 7, the entire Immelmann maneuver takes only 2.6155 s, and
each state quantity is well connected. It can be seen that the entire roll primitive takes only
0.9631 s, the drone smoothly passes the 90 degree roll angle key-frame and flies forward
26.1 m, finally flies out horizontally. The entire Immelmann maneuver takes only 2.6155 s,
and each state quantity is well connected.

It is worth noting that the concatenated primitives might be intrinsically sub-optimal.
However, the sub-optimal solutions are sufficient for practical applications and capable of
generalizing more maneuvers that never demonstrated.

5.2.3. Half Cuban Eight and Cuban Eight Maneuver

The Cuban eight is a sophisticate maneuver consisting of two 3/4 Loops followed by
180◦ rolling. From the view of the ground, the UAV’s trajectory is a vertical figure of eight.
Due to the symmetric property, the left/right part of the motion, named half Cuban eight,
can be evaluated first. To facilitate the calculation, the half Cuban eight was decomposed
into a half loop (the same as the Immelmann turn’s) and a special rolling primitive.

For the rolling primitive, we set a compound key-frame (KF-C), which requires the
UAV to pass through the center of the Cuban eight with a 90◦ roll angle. Due to the inertia
of rotation, the UAV will continue to rotate around the x-axis. Furthermore, the angular
limitations are considered to avoid large angle deviations. The initial flight conditions are
listed in Table 4.
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Table 4. Flight status and key-frames of special rolling primitive.

Start Value End Value

Position (m) [−2,0,0] Position (m) [−30,0,0]
Attitude (quaternion) [0,0,1,0] Pitch (deg) 0

Velocity (m/s) [21.284,0.748,1.014] Roll (deg) 0
Angular rate (rad/s) [0.226,1.799,−0.326] Yaw (deg) 0

Control input [0.0171,−0.0318,−0.0023,65] Angular rate (rad/s) [0,0,0]

Key-Frame Value

Short-term Compound
key-frame P = [−15,0,10] θ = −π/2

Long-term attitude
key-frame θ ≤ 5π/180

The two key-frames can be formulated as follows:

µ1
k ·
(
‖pk − p1‖2 − dp1

k

)
= 0, µ1

k ·
(

arctan2
(

2(q2kq3k + q0kq1k)

1− 2(q1k
2 + q2k

2)

)
+

π

2
− dqi

k

)
= 0 (31)

(
1− λ1

k

)
·
(

arctan2
(

2(q2kq3k + q0kq1k)

1− 2(q1k
2 + q2k

2)

)
− 5π/180

)
≤ 0 (32)

In the rolling primitive, we set N = 100, dtol_p = 0.1m, dtol_q = 0.04, the coefficients
in Equation (29) are set as σ = 1, τ = 0.1 for both primitives, and we can connect the two
primitives into a half Cuban eight, and the results are shown in Figure 8.

Electronics 2021, 10, x FOR PEER REVIEW 17 of 26 
 

 

Table 4. Flight status and key-frames of special rolling primitive. 

Start Value End Value 
Position (m) [–2,0,0] Position (m) [–30,0,0] 

Attitude (quaternion) [0,0,1,0] Pitch (deg) 0 
Velocity (m/s) [21.284,0.748,1.014] Roll (deg) 0 

Angular rate (rad/s) [0.226,1.799,−0.326] Yaw (deg) 0 
Control input [0.0171,−0.0318,−0.0023,65] Angular rate (rad/s) [0,0,0] 

Key-Frame Value 
Short-term Com-
pound key-frame 

P = [–15,0,10]   2θ π  

Long-term attitude 
key-frame 

 5 / 180θ π  

The two key-frames can be formulated as follows: 

 1 1
1 2

0kk kμ dp   p p , 
 

 
2 3 0 11

2 21 2

2
arctan 2

21 2
0k

k k k k i

k k
kμ

q q q
d

q π
q q

q
 
 
  

 
   
 
 

 (31)

   
 

2 3 0 11
2 21 2

2
arctan 2 5 / 11 080

1 2
k k k k

k k
kλ

q q q q
π

q q

 
  

 
   
 


 
  

 (32)

In the rolling primitive, we set 100N ,  _ _0.1 , 0.04tol p tol qd m d , the coefficients 
in Equation (29) are set as  1, 0.1σ τ  for both primitives, and we can connect the two 
primitives into a half Cuban eight, and the results are shown in Figure 8. 

 
(a) Position (b) Quaternion 

 
(c) Euler Angles  (d) Velocity  

0 0.5 1 1.5 2 2.5 3
Time(s)

-40

-30

-20

-10

0

10

20

30

Po
si

tio
n(

m
)

ConKF-P1 KF-P2 KF-C1

x1 y1 z1
x2 y2 z2

0 0.5 1 1.5 2 2.5 3
Time(s)

-1.5

-1

-0.5

0

0.5

1

Q
ua

te
rn

io
n

ConKF-P1 KF-P2 KF-C1

q01 q11 q21 q31

q02 q12 q22 q32

0 0.5 1 1.5 2 2.5 3
Time(s)

-200

-100

0

100

200

Eu
le

r A
ng

le
s(

de
g)

ConKF-P1 KF-P2 KF-C1

yaw1
pitch1
roll1

yaw2
pitch2
roll2

0 0.5 1 1.5 2 2.5 3
Time(s)

-5

0

5

10

15

20

25

30

Ve
lo

ci
ty

(m
/s

)

ConKF-P1 KF-P2 KF-C1

u1 v1 w1
u2 v2 w2

Figure 8. Cont.

149



Electronics 2021, 10, 2330
Electronics 2021, 10, x FOR PEER REVIEW 18 of 26 
 

 

 
(e) Angular Rates (f) Control Inputs 

 
(g) Process state variables (h) Trajectory 

Figure 8. The experiment results for the half Cuban eight maneuver including state variables, con-
trol inputs, process state variables, and maneuvering trajectory. The thrust shrunk by a factor of 100, 
and the half loop primitive is represented by a solid line, the special rolling primitive is represented 
by a dashed line, the compound key-frame is marked with a pentacle. (h) is the trajectory of UAV 
half Cuban eight maneuver, including UAVs with different attitudes, the characteristic points are 
marked with different shapes. 

The results of the optimization of the half Cuban eight are illustrated in Figure 9. It 
takes 1.4118 s for the rolling primitive and 3.0642 s for the half Cuban eight. It can be seen 
that the UAV accurately crossed the center point with a 90  roll angle, and the roll angle 
was always less than 5  in the subsequent primitive. Nevertheless, the velocity at the 
end of the half Cuban eight maneuver is much larger than the one at the start point. This 
phenomenon will hinder the completion of the concatenate loop. Therefore, we consid-
ered limiting the speed to [20,0,0]  of the drone at the end of the first rolling primitive, 
although this will increase the entire maneuver time to some extent. 

Even though the two identical half-Cuban eights cannot be joined directly, there are 
still many similarities between them. Modeling a mirroring problem from the original 
problem and using data symmetry facilitate to obtain the optimization results. As shown 
in Figure 9, with the limitation on the terminal velocity, the duration time of the rolling 
primitive increased by 0.3898 s, and the engine thrust maintained at 0 N . Basically, the 
sub-optimal Cuban eight maneuver is completed, which takes 6.4856 s in total, and the 
primitives are well connected. 

0 0.5 1 1.5 2 2.5 3
Time(s)

-2

-1

0

1

2

3

4

5

An
gu

la
r R

at
es

(ra
d/

s)

ConKF-P1 KF-P2 KF-C1

p1 q1 r1

p2 q2 r2

0 0.5 1 1.5 2 2.5 3
Time(s)

-0.4

-0.2

0

0.2

0.4

0.6

0.8

C
on

tro
l I

np
ut

s

ConKF-P1 KF-P2 KF-C1

de1 da1 dr1 dth1
de2 da2 dr2 dth2

0 0.5 1 1.5 2 2.5 3
Time(s)

0

0.2

0.4

0.6

0.8

1

1.2

La
m

bd
a

ConKF-P1 KF-P2 KF-C1

1

2

3

Figure 8. The experiment results for the half Cuban eight maneuver including state variables, control
inputs, process state variables, and maneuvering trajectory. The thrust shrunk by a factor of 100, and
the half loop primitive is represented by a solid line, the special rolling primitive is represented by a
dashed line, the compound key-frame is marked with a pentacle. (h) is the trajectory of UAV half
Cuban eight maneuver, including UAVs with different attitudes, the characteristic points are marked
with different shapes.

The results of the optimization of the half Cuban eight are illustrated in Figure 9. It
takes 1.4118 s for the rolling primitive and 3.0642 s for the half Cuban eight. It can be
seen that the UAV accurately crossed the center point with a 90◦ roll angle, and the roll
angle was always less than 5◦ in the subsequent primitive. Nevertheless, the velocity at the
end of the half Cuban eight maneuver is much larger than the one at the start point. This
phenomenon will hinder the completion of the concatenate loop. Therefore, we considered
limiting the speed to [20, 0, 0] of the drone at the end of the first rolling primitive, although
this will increase the entire maneuver time to some extent.

Even though the two identical half-Cuban eights cannot be joined directly, there are
still many similarities between them. Modeling a mirroring problem from the original
problem and using data symmetry facilitate to obtain the optimization results. As shown
in Figure 9, with the limitation on the terminal velocity, the duration time of the rolling
primitive increased by 0.3898 s, and the engine thrust maintained at 0 N. Basically, the
sub-optimal Cuban eight maneuver is completed, which takes 6.4856 s in total, and the
primitives are well connected.
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Figure 9. The experiment results for the Cuban eight maneuver including state variables, control
inputs, process state variables, and maneuvering trajectory. The whole maneuver contains four
primitives, the two loop parts are represented by solid lines, and the rolling part is represented by
dashed lines. (h) is the trajectory of UAV Cuban eight maneuver, including UAVs with different
attitudes, the characteristic points are marked with different shapes.

5.3. Benchmark Comparisons

To further illustrate the superiority of our approach, a comparison with three other
methods is conducted. The first strategy is through collecting the maneuvering trajectories
performed by the human pilot. The second one is the Gaussian pseudo-spectral method
proposed in Morales’s work [24]. Moreover, the 3-DOF model introduced [23] was also
utilized in our approach, formulated in Appendix B. The simulation results are depicted in
the Figure 10.

It can be seen from Figure 10; Figure 11 that the trajectories obtained from manual
flights are inferior to the other methods. Even though Morales’s method’s performance
is slightly better than the manual flight, it cannot solve the period constraints. The flight
time is significantly longer than those of our proposed method and the 3-DOF model. The
method proposed in this paper was based on the global model, and motion segmentation
is needed increasing computational costs. It is worth noting that our approach can flexibly
connect those segments, resulting in various maneuvers. In the result of the mass point
model, since our model was simplified, and there was no need to segment the trajectories,
the maneuvering time optimized was slightly shorter than our method. Therefore, the
optimization results based on the 3-DOF model can be utilized as an initial guess in our
approach or for benchmark comparison. Since the 3-DOF model was simplified by ignoring
the kinodynamic constraints, it cannot be directly used for maneuvering planning.

Figure 10. Cont.
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Figure 10. Comparison of maneuvering trajectories optimized by four methods. The magenta, red, sky blue, and blue curves represent
manual flight, proposed approach, 3-DOF model, and Morales’s method, respectively.

On this basis, we list the statistical flight time data in the Figure 11 for quantitative
comparison of each method.

Figure 11. The time characteristics of different methods in different maneuvers, the orange, red,
purple, and blue box represent manual flight, proposed approach, 3-DOF model, and Morales’s
method, respectively.

In order to conduct a more thorough analysis, we performed statistics on the running
time of several methods. All the experiments were executed on an Intel Core i7-4710MQ
CPU with 8 GB RAM that runs at 2.50 GHz.
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It can be seen from Table 5 that the minimal-time maneuver optimization is time-
consuming. Our work decomposes the optimization into the calculation of the 3-DOF
model (initial guess) and the re-optimization of the global model. Compared with Morales’s
work, the optimized solution can be obtained faster.

Table 5. Calculation efficiency comparison.

Acrobatic Maneuver
and Methods Morales’s Work Proposed-Global

Model
Proposed-3-DOF

Model

Loop 20 min 10 min 45 s
Immelmann 6 min 2 min 48 s

Half Cuban eight 8 min 3 min 42 s
Cuban eight 20 min 8 min 2 min

5.4. Analysis of Maneuver Optimization Algorithm

It worth noting that the optimization process of maneuvers is quite time-consuming
due to the inherent highly non-convex property. There are several methods that can
accelerate the calculations and avoid the infeasible problem in Ipopt solver.

(1) Global Fixed-wing model

Our optimization algorithm requires an accurate model in order to obtain the extreme
motion of the UAV. Although the simplification of the model was conducive to simplifying
the calculation, it was difficult to get the most realistic movement conditions. In our
multiple maneuvering experiments, the performance of the drone was pushed to the limit,
which was in line with the minimum time movement characteristics.

(2) Key-frames and primitives design

To the best knowledge of the authors, it’s unfeasible to propose a unified approach
of key-frame extraction and motion decomposition for various maneuvers. Choosing the
number of the key-frames and primitives requires a balance between computational com-
plexity and geometric accuracy. Furthermore, most of the maneuvers can be decomposed
into several longitudinal and lateral primitives.

(3) Initial guess

The initial guess is essential for the nonlinear programming problem. In this paper,
a reasonable initial guess was obtained either from the optimization results based on the
point-mass model (

.
pi

= a, with input u = a, ‖a‖ ≤ amax) or simply from the demonstration
data using interpolation.

(4) Optimization constraints

The small slacking variables can be added into the nonlinear constraints to acceler-
ate the calculation and avoid the infeasible solutions. For instance, the complimentary
constraint can be adjusted into:

0 ≤ µi
k ·
(
‖pk − pi‖2 − dpi

k

)
≤ 10−3

In addition, excessive slacking variables can be added into nonlinear constraints to
obtain an initial solution, which can be considered as the initial guess in the next step of
optimization iteratively.

6. Conclusions

In this paper, a hybrid-driven flight maneuver optimization framework was pro-
posed. Based on the demonstrated maneuvers performed by an experienced pilot, the
parameters of the UAV model along with the features of maneuvers were extracted. Then,
the idea of key-frames and maneuver primitives were proposed which can design and
concatenate different maneuvers more flexibly. Based on the above work, we formulated

154



Electronics 2021, 10, 2330

maneuver planning into a time-optimal problem, the feasibility of the framework was
fully verified through designing the positional, attitude, and compound key-frames in the
loop, Immelmann, half Cuban eight, and Cuban eight maneuvers. Through comparison,
it can be concluded that the designed action was faster than professional pilots, and the
results provide verifications on the optimality of the solutions and the effectiveness of the
proposed approach.

Future works will concentrate on realizing our algorithm on a UAV platform experi-
mentally.
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Appendix A

Euler angle can be obtained by quaternion as follow:

θ = arcsin(2q0q2 − 2q1q3)

φ = arctan2
(

2(q2q3+q0q1)
1−2(q1

2+q2
2)

)

ψ = arctan2
(

2(q1q2+q0q3)
1−2(q2

2+q3
2)

) (A1)

arctan2(y, x) =





arctan(y/x),
arctan(y/x) + π,
arctan(y/x)− π,
+π/2,
−π/2,
unde f ined,

x > 0
y ≥ 0, x < 0
y < 0, x < 0
y > 0, x = 0
y < 0, x = 0
y = 0, x = 0

(A2)

Appendix B

Aircraft Point-mass model:
.
x = V cos γ cos χ
.
y = V cos γ sin χ
.
z = V sin γ

(A3)

where γ is the angle of trajectory, χ is the course angle.

.
V = T cos α cos β−D′

m − g sin γ
.
γ = T(cos κ sin α+sin κ cos α sin β)+L′ cos κ+C′ sin κ

mV − g cos γ
V

.
χ = T(sin κ sin α−cos κ cos α sin β)+L′ sin κ−C′ cos κ

mV cos γ

(A4)

155



Electronics 2021, 10, 2330

where κ is the aerodynamic roll angle, D, C, L are the components of the aerodynamic
forces, described in the aerodynamic reference system, calculated as follows:




D′

C′

L′


 =




cos(α) cos(β) sin(β) sin(α) cos(β)

− cos(α) sin(β) cos(β) − sin(α) sin(β)

− sin(α) 0 cos(α)


×



−1/2 · ρV2

a Sre f Cx

−1/2 · ρV2
a Sre f Cy

−1/2 · ρV2
a Sre f Cz


 (A5)
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Abstract: Fixed and rotary-wing unmanned aircraft systems (UASs), originally developed for military
purposes, have widely spread in scientific, civilian, commercial, and recreational applications. Among
the most interesting and challenging aspects of small UAS technology are endurance enhancement
and autonomous flight; i.e., mission management and control. This paper proposes a practical method
for estimation of true and calibrated airspeed, Angle of Attack (AOA), and Angle of Sideslip (AOS)
for small unmanned aerial vehicles (UAVs, up to 20 kg mass, 1200 ft altitude above ground level, and
airspeed of up to 100 knots) or light aircraft, for which weight, size, cost, and power-consumption
requirements do not allow solutions used in large airplanes (typically, arrays of multi-hole Pitot
probes). The sensors used in this research were a static and dynamic pressure sensor (“micro-
Pitot tube” MPX2010DP differential pressure sensor) and a 10 degrees of freedom (DoF) inertial
measurement unit (IMU) for attitude determination. Kalman and complementary filtering were
applied for measurement noise removal and data fusion, respectively, achieving global exponential
stability of the estimation error. The methodology was tested using experimental data from a
prototype of the devised sensor suite, in various indoor-acquisition campaigns and laboratory tests
under controlled conditions. AOA and AOS estimates were validated via correlation between the
AOA measured by the micro-Pitot and vertical accelerometer measurements, since lift force can be
modeled as a linear function of AOA in normal flight. The results confirmed the validity of the
proposed approach, which could have interesting applications in energy-harvesting techniques.

Keywords: unmanned aircraft systems (UASs); IMU; pressure sensors; angle-of-attack estimation;
autonomous flight; flight mechanics

1. Introduction

Small unmanned aerial vehicles (UAVs), with maximum gross takeoff mass <10 kg,
normal operating altitude <1200 ft above ground level (AGL) and airspeed <100 knots
according to the U.S. Department of Defense (DoD) classification [1] (p. 12), are an easy-to-
use and economical way to perform tasks that can be fulfilled without human involvement,
or for flights in unconventional missions or constrained space. UAVs can also be an optimal
solution as a test bench for new sensor systems or embedded flight management systems.
When subsystems are integrated to improve characteristics such as estimation of the vehi-
cle’s state vector, autonomy, and guidance, navigation, and control (GNC) capabilities, we
categorize unmanned aircraft systems (UASs) as semiautonomous, remotely operated, and
fully autonomous [2–5]. A UAS comprises several subsystems that include the aircraft, its
payload, the control station(s) (and, often, other remote stations known as ground stations
(GSs)), aircraft launch and recovery subsystems where applicable, support subsystems,
communication subsystems, and transport subsystems. Recent improvements of tech-
nologies such as global navigation satellite systems (GNSSs), inertial measurement units
(IMUs), light detection and ranging systems (LiDAR), microcontrollers, imaging sensors,
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and micro-electromechanical systems (MEMS) significantly contributed to the progress of
UAS technology and functionalities. UASs must also be considered as part of a local or
global air transport/aviation environment with its rules, regulations, and disciplines [6].

Typically, for real-time trajectory and speed estimation, IMUs are used. Much work
has been published in the field of extrapolation, filtering, and fusion of IMUs and other
sensor data (GPS/GNSS, LiDAR, sonar, etc.) for attitude and velocity estimation [7–11], and
for meteorology and wind estimation for atmospheric energy harvesting [12–17]. For small,
low-cost UAVs, minimization of sensing requirements and expansion of flight envelope,
endurance, and mission capability are priorities. Accurate measurement of airspeed could
be critical to a UAV mission, affecting the safety of the aircraft, and allowing performance
enhancement by specific flight strategies and energy-saving maneuvers (for example, gust
soaring) [18]. Usually, large airplanes are equipped with arrays of multihole Pitot probes,
properly calibrated along the fuselage, that measure wind velocity, angle of attack (AOA,
α), and angle of sideslip (AOS, β), which are variables that contain useful information
about performance and safety in normal and abnormal flight conditions. However, few
papers have considered practical methods for AOA and AOS estimation for small UAVs or
light aircraft, due to the large weight, size, cost, and power consumption of the measuring
devices. Estimates of these parameters can be used for fault detection and changes due to
structural damage or adverse flight conditions that could alter the aerodynamic coefficients
of a UAV, and could also allow precise control of small UAVs in particular maneuvers,
such as vertical landing [19] or high dynamic flight [20]. A comprehensive review of some
methodologies and estimation approaches for typical fixed-wing and rotary-wing UAVs
can be found in [21], in which the authors point out that multihole probes based on pressure
measurements are difficult to calibrate for low-speed, low-altitude flights; optical methods
are unreliable for small UAVs; and potentiometer-based vane probes could be suitable
for applications in mini flyers. In the literature, attempts at estimation without direct
measurements of AOA and AOS in small UAVs, using algebraic methods or multistage
fusion algorithms with linear time-varying models, can also be found [22,23].

The advent of miniaturization has permitted the use of small, low-weight, low-power
sensors, allowing the possibility of installing a Pitot tube on a UAV. This paper, based on a
preliminary design presented by the authors in [24], focuses on trajectory measurement
and control of a mini-UAV using a micro-Pitot tube for speed (true air speed, TAS) and
AOA and AOS estimation. The approach aims to enhance the performance of small UAVs,
constrained by onboard energy due to the aircraft’s limited size, by following specific
flight strategies defined by particular atmospheric formations. In low-level flight, typical
for small UAVs, the turbulence intensity is significantly increased, due to the ground
proximity [12], and wind estimation plays a crucial role in optimizing the onboard en-
ergy consumption, both for fixed-wing and rotary-wing aircraft. Onboard estimation of
AOA and AOS by differential pressure measurements could improve control of critical
roll motions, potentially allowing active control methodologies for stabilization or energy-
harvesting strategies. The sensors used in this research are a differential pressure sensor
and a 10 degrees of freedom (DoF) inertial measurement unit (IMU), both managed by
a microcontroller Arduino for data acquisition and TAS, AOA, and AOS estimation. We
used 1D Kalman filtering to estimate and remove measurement noise, and complementary
filtering was used to provide an estimate of the attitude from IMU acceleration and angular
rate data [25,26]. Indoor sessions were needed for system setup and calibration. Exper-
imental data were collected using a prototype of the system in different test conditions
by the Parthenope Flight Dynamics Laboratory (PFDL) team of the University of Naples
“Parthenope” (Italy). After the characterization of the system, it will be tested in real flight
campaigns using a small UAV (a quadcopter) with a maximum take-off mass (MTOM) of
2 kg/visual line of sight (VLOS). These limitations, considered in [6], guaranteed safety of
flight, and all the related operations were considered not critical.

The paper is structured as follows: after establishing the theoretical framework in
Section 2 (kinematic model, error analysis, and Kalman-filter-based estimation technique),
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in Section 3 the sensors used are characterized. Section 4 reports the experimental activ-
ity (pressure-sensor calibration, estimation of velocity, angle of attack, angle of sideslip,
and attitude), describing the tests performed and analyzing the numerical results. Final
considerations and future work (Section 5) conclude the paper.

2. Theoretical Framework
2.1. Kinematic Model

We begin with the aircraft kinematics [27–29], assuming a rigid-body model, and
referencing Figure 1. Let vB

ac =
(

u v w
)T denote the velocity vector (ground speed,

relative to Earth) in the aircraft’s body coordinate frame (CF), with T denoting transpose.
Let vN

ac =
(

ug vg wg
)T denote the velocity vector with components referred to an

Earth-fixed north–east–down (NED) CF. The UAV kinematics are:

.
u− rv + qw = ax.
v− pw + ru = ay.
w− qu + pv = az

(1)

where a =
(

ax ay az
)T is the acceleration vector, decomposed in the body CF, and

p, q, r are the body-frame angular rates.

Figure 1. Airspeed definition and wind triangle.

The wind velocity vector relative to the Earth, decomposed in the NED CF, is
vN

w =
(

uw vw ww
)T. The relation among the airspeed (velocity with respect to

the surrounding air), the ground speed (velocity with respect to the Earth frame), and the
wind velocity (with respect to the Earth frame) is:

vr= vg − vw (2)

The rotation matrix for moving from the vehicle-carried NED frame to the body
frame, Rb

N, is defined by roll (φ, positive up), pitch (θ, positive right), and yaw (ψ, positive
clockwise) angles [27] (Chap. 2):

Rb
N =




cos θ cos ψ cos φ sin ψ − sin θ
sin φ sin θ cos ψ− cos φ sin ψ sin φ sin θ sin ψ + cos φ cos ψ sin φ cos θ
cos φ sin θ cos ψ + sin φ sin ψ cos φ sin θ sin ψ− sin φ cos ψ cos φ cos θ


 (3)
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Therefore, the relative velocity (airspeed) vector vr =
(

ur vr wr
)T in the body

CF is: 


ur
vr
wr


 =




u
v
w


− Rb

N




uw
vw
ww


 (4)

According to [27], the airspeed vector body-frame components can be expressed in
terms of the airspeed magnitude, angle of attack, and sideslip angle as:




ur
vr
wr


= VTAS




cos α cos β
sin β

sin α cos β


 (5)

The AOA, α, is defined as the angle between the longitudinal (X) axis of the airframe
and the freestream velocity (or relative wind), measured in the Y–Z plane of the body CF,
and is positive when there is uplift (pitch-up), whereas the AOS, β, is measured between
the X-body axis of the airframe and the relative wind velocity vector, and is positive for
wind coming from starboard (right side). Inverting Equation (5), the angles α, β and the
true airspeed VTAS are given by:

α = tan−1
(

wr

ur

)
(6)

β = sin−1
(

vr

VTAS

)
(7)

VTAS =
√

u2
r +v2

r +w2
r (8)

The calibrated airspeed VCAS is derived from [30] (Chap. 3):

VCAS =

√√√√ 1
ρsl

7Psl

(
∆P
Psl

+1
) 2

7
− 1 (9)

where ρsl and Psl are the sea-level standard atmospheric values of air density and pressure,
respectively (Psl = 101.325 kPa, ρsl = 1.225 kg/m3 at 15 ◦C, or 288.15 K [31]), and ∆P is the
measured differential pressure. When Mach numbers are small (less than 0.3), Equation (8)
is related to Equation (9) by:

VCAS = VTAS
√
σ (10)

where σ is the relative density; i.e., the ratio between the actual air density and the standard
air density at sea level. For low-level flights and small velocities (typical of small UAV
mission scenarios), VCAS. can be assumed as equal to VTAS.

2.2. Error Analysis

Assuming statistically independent observations, the variance of the calculated value
of α (Equation (6)), σ2

α, can be evaluated using the special law of propagation of variances
(SLOPOV) [32] (Chapter 6):

σ2
α = σ2

wr

(
ur

u2
r + w2

r

)2
+ σ2

ur

( −wr

u2
r + w2

r

)2
(11)

where σ2
wr and σ2

ur are the variance of the measured quantities wr and ur, respectively
Equation (11) can be easily rearranged as follows:

σ2
α =

(
1

ur
wr

+ wr
ur

)2[(
σur

ur

)2
+

(
σwr

wr

)2
]

(12)
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As far as σ2
β is concerned, using Equation (7) and the SLOPOV, it can be shown that:

σ2
β =

(
u2

r vr

AB

)2(
σur

ur

)2
+

(
vr A

B

)2(σvr

vr

)2
+

(
vrw2

r
AB

)2(
σwr

wr

)2
(13)

where A =
√

u2
r + w2

r , and B = u2
r + v2

r + w2
r = V2

TAS. Assuming that the vertical winds
are zero (usually correct for a nonturbulent atmosphere), and measuring the sideslip angle
in the X–Y plane of the body CF to maintain independence (i.e., decoupling) between α
and β, then A = ur, B = u2

r + v2
r , and Equation (13) can be expressed in a form similar

to Equation (12):

σ2
β =

(
1

ur
vr

+ vr
ur

)2[(
σur

ur

)2
+

(
σvr

vr

)2
]

(14)

From Equations (12) and (14), it can be seen, by finding the maxima of the functions
1

ur
wr +

wr
ur

and 1
ur
vr +

vr
ur

, that the errors in α and β are maximized when the velocity ratios ur
wr

or wr
ur

(for β, ur
vr

or vr
ur

) are equal to 1, and σ2
α and σ2

β increase as the velocity components
become small; i.e., the vehicle approaches a hovering flight (in which knowledge of AOA
and AOS becomes less important to the control strategy). Figure 2a, as an example, shows
σα in degrees as a function of ur and wr, assuming a typical value of 0.2 m/s for the
standard deviations of the measured velocity components (σur and σwr).

Figure 2. (a) Standard deviation (in degrees) of the AOA, α, as a function of the measured velocity components. (b) Standard
deviation of the calibrated airspeed.

Finally, using Equation (9), the variance of the calibrated airspeed is found to be:

σ2
VCAS

=




1
ρsl

(
∆P
Psl

+1
)− 5

7

VCAS




2

σ2
∆P (15)

where σ2
∆P is the variance of the differential pressure measurements (σ∆p set to 0.1 kPa; see

Table 2, Section 3). Figure 2b shows the propagated error on VCAS (i.e., σVCAS ) as a function
of ∆P, with operating pressure range of the sensor from 0 to 10 kPa, as from Table 2.
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2.3. Measurement Noise Estimation via Kalman Filtering

We applied Kalman filtering [33] for measurement noise estimation and removal,
using a simple 1D formulation. The measurement process was modeled as:

{
xk+1 = Axk + wk

yk = Cxk + vk
(16)

where xk is the k-th measurement; wk is the (Gaussian, zero-mean) model noise with
variance Q (initialized to 0); vk is the (Gaussian, zero-mean) measurement noise, with
variance R, derived from the sensors’ technical datasheet (see Section 3); and A and C are
scalar quantities equal to 1. The (scalar) variance of the estimation error is P.

The predictor–corrector sequence (Kalman filtering) used in our work was imple-
mented in the Arduino Integrated Development Environment (IDE) as a function (KF_nr,
where “nr” stands for “noise removal”) called whenever a new measurement (Data) was
available from the sensor. The equations of the a priori estimation error, the Kalman gain
Kk, the updated estimate x̂k+1|k+1 (with current data yk+1), and the minimum-square a
posteriori estimation error Pk+1|k+1, are, respectively:

Pk+1|k = Pk|k + Q (17)

Kk+1 =
Pk+1|k

Pk+1|k + R
(18)

x̂k+1|k+1 = x̂k+1|k + Kk+1

(
yk+1 − x̂k+1|k

)
(19)

Pk+1|k+1 = Pk+1|k(1− Kk+1) (20)

The Arduino code translated these equations (using the compound addition “+=”) as
shown in Table 1.

Table 1. The 1D Kalman filtering code implemented for measurement noise reduction.

float KF_nr(float Data)
{
P += Q;
K = P/(P+R);
X += K*(Data - X);
P = (1-K)*P;
return X;
}

3. Sensor System

The system used for velocity, AOA, AOS, and attitude estimation is composed of
the following:

• Differential pressure sensor (Freescale Semiconductor MPX2010DP micro-Pitot);
• Static pressure sensor (Bosch Sensortec BMP180);
• IMU (DFRobot 10 DOF MEMS IMU sensor);
• Microcontroller (Arduino Mega 2560).

3.1. Differential Pressure Sensor (MPX2010DP)

Estimating the CAS (Equation (9)) requires evaluation of the dynamic pressure. The
Freescale Semiconductor, Inc. MPX2010DP (Figure 3) silicon piezoresistive pressure sen-
sor [34] provides a very accurate and linear voltage output directly proportional to the
applied differential pressure, in the range of 0–10 kPa.
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Figure 3. The MPX2010DP differential pressure sensor and its schematics. P1 and P2 are the pressure
side and the vacuum side, respectively.

The output voltage of the differential gauge sensor increases with increasing pressure
applied to the positive pressure side (port P1 in Figure 3) relative to the vacuum side (port
P2). The sensor is designed to operate with positive differential pressure applied (P1 > P2).
Table 2 shows some technical specifications at 25 ◦C.

Table 2. The main operating characteristics of the MPX2010DP.

Dimensions, mass 29 × 29 × 18 mm, <20 g

Pressure range, operating temperature 0–10 kPa, -40 ◦C–125 ◦C

Supply voltage, current, power consumption 10 VDC, 6 mA, 60 mW

Temperature compensation 0 ◦C to +85 ◦C

Full-scale span (VFSS) 25 mV

Offset, sensitivity Max ± 1 mV, 2.5 mV/kPa

Offset stability, linearity ±0.5% VFSS, max ± 1% VFSS

Response time (10% to 90%) 1 ms

Warm-up time 20 ms

The sensor housed a single monolithic silicon die with the strain gauge and thin
film resistor network integrated. The chip was laser-trimmed for precise span, offset
calibration, and temperature compensation, allowing optimal linearity, low pressure and
temperature hysteresis (±0.1%VFSS from 0 to 10 kPa and ±0.5%VFSS from −40 ◦C to
125 ◦C, respectively), and an excellent response time. It fulfilled the in-flight requirements.

3.2. Digital Pressure Sensor (BMP180)

The static pressure also was acquired by the BMP180 digital pressure sensor (Figure 4)
in order to obtain redundant measurements and more accurate estimates. The BMP180,
produced by Bosch Sensortec, consists of a piezoresistive sensor, an analog-to-digital
converter, a control unit with E2PROM, and a serial I2C interface, which allowed for easy
system integration by direct connection to commercial microcontrollers [35]. The 16-bit (or
19-bit in high-resolution mode) pressure data, in the range of 300–1100 hPa (from +9000 m
to −500 m related to sea level) and 16-bit temperature data were compensated by the
calibration data stored in the embedded E2PROM. Detailed sensor features are reported
in Table 3.
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Figure 4. The BMP180 digital pressure sensor.

Table 3. Key features of the BMP180.

Dimensions, mass 20 × 25 mm, < 5 g

Supply voltage, power consumption 2.5 VDC (typical), < 2 mW

Supply current @ 1 sample/s, 25 ◦C 5 µA (standard mode), 7 µA (hi-res mode)

Standby current @ 25 ◦C 0.1 µA

Operating temperature −40 ◦C to +85 ◦C

Pressure-sensing range (altitude) 300–1100 hPa (9000 m to −500 m ASL)

Pressure (altitude) resolution Up to 0.03 hPa (0.25 m)

Operating temperature/resolution −40 ◦C to 85 ◦C/0.1 ◦C

RMS noise 3 Pa

Long-term stability (12 months) ±1.0 hPa

3.3. 10 DOF IMU

The DFRobot 10 DOF IMU sensor [36] (Figure 5) is a low-power (10 mW), compact-
size (26x18mm) board, fully compatible with the Arduino microcontroller family, and
integrates an Analog Device 10-bit ADXL345 accelerometer with up to ±16 g dynamic
range, 0.312× 10−5-g sensitivity, and ±40-mg drift [37]; a Honeywell HMC5883L magne-
tometer [38]; a 16-bit ITG-3205 gyro with ±2000◦/s full-scale range, 0.014◦/s sensitivity,
and±1◦/s drift [39]; and a Bosch BMP085 pressure sensor. The IMU is a polysilicon surface
micromachined structure built on top of a silicon wafer. Polysilicon springs suspend the
structure over the surface of the wafer and provide resistance against acceleration forces.

Figure 5. The 10 DOF MEMS IMU.

IMU measurements were used in this research to estimate the acceleration components
and the angular rates in Equation (1), and to check the effectiveness of the micro-Pitot
approach for velocity and attitude determination.

3.4. Microcontroller

The Arduino Mega 2560 board (102 × 53 mm, weight 37 g) is a microcontroller board
based on the ATmega2560. It has 54 digital input/output pins (of which 14 can be used
as PWM outputs), 16 analog inputs, 4 UARTs (hardware serial ports), a 16-MHz crystal
oscillator, a USB connection, a power jack, an ICSP header, and a 5 V voltage supply. The
board has 250-mA current absorption (1.25-W power consumption) when running code
and providing power to external sensors. The board contains everything needed to support
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the microcontroller; simply connecting it to a computer with a USB cable or powering it
with an AC-to-DC adapter or battery allows the board be used and work in an integrated
development environment (IDE) based on the Processing language project.

4. Simulations, Results, and Performance Evaluation

Schematics and a prototype of the acquisition system are shown in Figures 6 and 7,
respectively. The indoor experimental campaigns were performed in the PFDL of the
University of Naples “Parthenope”, Naples, Italy.

Figure 6. Electric scheme of the developed system.

Figure 7. Prototype of the data-acquisition system.

The system was tested using a fan as airflow generator while acquiring the differential
pressures from the MPX2010DP sensor. The sensor’s measurement range is 0–1023 (10 bits).
Data were collected in 3-min acquisitions at a sampling frequency of 10 Hz. A digital
anemometer (Proster PST-TL017 Handheld Anemometer [40]) was used for reference
measurement of the airstream. Table 4 reports some technical specifications of the PST-
TL017 device, shown in Figure 8.

Table 4. Technical data for the PST-TL017.

Power supply, current consumption 3 V CR2032 battery, 3 mA

Operating humidity ≤90% RH

Storage temperature −40 to 60 ◦C (−40 to 140 ◦F)

Weight 50 g

Air velocity resolution and range 0.1 m/s, 0–30 m/s

Air temperature range −10 to +45 ◦C (14–113 ◦F)

Air temperature resolution 0.2 ◦C, 0.36 ◦F

Air temperature accuracy ±2 ◦C, ±3.6 ◦F
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Figure 8. The PST-TL017 anemometer used for the airflow speed check.

4.1. Pressure-Sensor Calibration

To reduce measurement noise, 1D Kalman filtering was applied to the raw data,
postprocessed in the Matlab® software environment; the results are shown in Figure 9.
Preliminarily, for sensor bias estimation, digital pressure data (10-bit strings) were collected
in quiet airflow (vw= 0).

Figure 9. (a) Raw data from the MPX2010DP, with vw= 0. (b) Comparison between the raw data and the
low-pass-filtered data.

The MPX2010DP sensor used the raw Arduino 5 V voltage source, and the output
voltage Vout was amplified by a two-stage differential op-amp circuit with default gains of
101 (first stage) and 6 (second stage), to obtain a signal in the range of 0–5 V. Inherent in
the MPX2010 family of pressure sensors is a zero-pressure offset voltage, typically up to
1 mV. At a 5 V supply voltage, the zero-pressure offset was 0.5 mV, which corresponded to
a 0.39 V offset voltage in the first op-amp stage. This offset was amplified by the second
stage and appeared as a DC offset at Vout with no differential pressure applied. Using the
design considerations described in [41], at zero pressure we expected a theoretical voltage
value after the second gain stage of 2.34 V, and a pressure range of 0–2 kPa. Since the
supply voltage was 5 V, the available signal for the actual pressure was 5− 2.34 = 2.66 V.

When vw = 0, the sensor’s DN (digital number) average output was 477, which
corresponded to Vout= Vbias = 2.33 V (very close to the expected value), according to:

Vout =

(
5

1023

)
DN (21)
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The average bias voltage acquired at vw= 0 (Figure 10), Vbias, was subtracted from
measurements with values of vw 6= 0 to estimate the differential pressure and velocity.

Figure 10. The bias voltage (output at vw = 0).

To convert voltage into differential pressure (∆P, in kPa) and evaluate the velocity
from Equation (9), the following linear relation was applied:

∆P (kPa) =
2 (V out − Vbias)

Vmax − Vbias
(22)

where Vmax = 5 V, Vbias = 2.33 V, and 2 is the full scale of the sensor (2 kPa).

4.2. Indoor Tests—Velocity Estimation

The indoor experiments were performed by mounting the equipment on a test bench
on which the airflow was generated by a domestic fan, placed at 0.5 m from the micro-Pitot
tube. The environmental conditions were: 33% relative humidity at 27 ◦C, collected by
the DHT11 sensor, a low-cost, small-size (12 mm × 15.5 mm, mass < 5 g), low-power
(12.5-mW power consumption when operating at 5 V, 2.5 mA) temperature and humidity
sensor with a calibrated 16-bit digital signal output on a single-wire serial interface, with
a 20–80% relative humidity range (accuracy 5%) and 0–50 ◦C temperature range with
± 2 ◦C accuracy [42].

Three airflow conditions were set as follows:

• Speed 0: 0 m/s (for system calibration);
• Speed 1: 2.5 0.1 m/s (measured by the anemometer);

• Speed 2: randomly varying airflow.

Data were acquired at a 10 Hz sampling rate. Bias estimation and sensor calibration
(Section 4.1) were performed in the “Speed 0” condition. Figures 11 and 12 show the
acquired raw (unfiltered) and filtered data in the “Speed 1” and “Speed 2” (random wind
speed) conditions, respectively. As a check of the effectiveness of the calibration strategy,
the average estimated velocity value in the “Speed 1” test condition (Figure 11) was found
to be 2.56 m/s; this corresponded to a relative error equal to (2.56− 2.5)/2.56 = 2.3%.
Raw data smoothing was performed as shown in Figures 11a and 12a with a moving
average filter (the Matlab function smoothdata) in the time domain, comparable (but not
as effective) to low-pass filtering in the frequency domain, while Figures 11b and 12b show
the effect of 1D KF on the processed data.
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Figure 11. (a) Raw data collection during the “Speed 1” test. (b) Velocity acquisition (raw data vs. KF data) calculated
by Equation (9).

Figure 12. (a) Raw data vs. low-pass-filtered data (DN of sensor measurement). (b) Raw data vs. KF data (calculated
velocity) in test condition “Speed 2”.

4.3. Indoor Tests—AOA, AOS, and Attitude Estimation

AOA and AOS were calculated according to Equations (5) and (6). The entire system
was successively mounted on a movable structure (Figure 13) to simulate various attitude
changes of the UAV during the indoor tests. The following assumptions were made:

• Static data acquisition: the system was fixed and simply surrounded by the constant
airflow coming from the fan;

• Pitot tube aligned with the airframe longitudinal axis: the relative velocity was equal
to the airflow velocity, and from Equation (4):




ur
vr
wr


 =




0
0
0


−Rb

N




uw
0
0


 (23)
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Figure 13. The prototype mounted on a movable structure to simulate pitch (a), yaw (b), and roll (c) variations.

Several test cases were set up, as shown in Table 5, in which the actual wind velocity
(|vw|) was measured by the digital anemometer, and the controlled (“true”) attitude angles
were selected by using a graduated scale mounted on the structure. For example, in test
case 1, the system was set in a horizontal position, with the X–Y plane parallel to the
ground (yaw, roll, and pitch angles equal to 0◦, calculated by the IMU), and the “true”
wind velocity was set to 7 m/s.

Table 5. The test cases and parameter setup.

Test Case |vw| (m/s) θ (deg) φ (deg) ψ (deg)

1 7 0 0 0
2 7 0 45 0
3 7 0 90 0
4 7 45 0 0
5 7 0 0 45
6 11.5 0 0 0
7 7 Varying Varying Varying

To estimate roll and pitch angles from the IMU, a complementary filter was applied,
fusing accelerometer and gyroscope data, to reduce drift and noise errors [43,44]:




φ̂k
θ̂k
ψ̂k


= γ




φ̂k−1
θ̂k−1
ψ̂k−1


+




.
φk−1.
θk−1.
ψk−1


∆t+(1 − γ)




φacc,k−1
θacc,k−1

0


 (24)
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where φ̂k, θ̂k, ψ̂k are the estimates of roll, pitch, and yaw angles at the instant k; γ is the

filter coefficient; ω =
[ .
φ

.
θ

.
ψ
]T

is the angular rate vector derived from gyroscopic mea-
surements [45]; and φacc, θacc, are the angles derived from the accelerometer data vector
a. These can be derived from triple-axis tilt calculation, which evaluates the angles φ′

between the gravity vector and the accelerometer’s z-axis (with positive direction opposite
to gravity); θ′ between the horizon (initially coincident with the accelerometer xy-plane)
and the x-axis, coincident with the body longitudinal axis; and ψ′ between the horizon and
the y-axis of the accelerometer [46]:

φ′ = tan−1

(√
a2

x+a2
y

az

)

θ′ = tan−1

(
ax√

a2
y+a2

z

)

ψ′ = tan−1
(

ay√
a2

x+a2
z

)
(25)

The roll angle (ax = 0) is given by tan−1 ay/az, and pitch (ay = 0) is given by
tan−1 ax/az. The yaw angle was estimated by simply integrating the gyroscopic yaw rate.
The filter coefficient was determined by:

γ =
τ

τ+ ∆t
(26)

where τ is the time constant of the filter. Figure 14 shows the KF velocity estimation and
the Euler angles with the complementary filter during data collection in static conditions
(test case 1).

Figure 14. (a) The filtered velocity measured by the differential pressure sensor in test case 1. (b) The Euler angles after
complementary filtering (fusion of gyroscope and accelerometer data from the IMU).

Following Equation (4), the relative velocity vr and its components
(

ur vr wr
)T

were evaluated, whereas Equations (6) and (7) were used to estimate the AOA (α) and AOS
(β). Table 6 shows the average values of the estimates and the experimental results for
the seven test cases devised, and Figures 15–17 show the collected data and the estimates
during test conditions 3, 6, and 7, respectively.
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Table 6. Estimates of vr, AOA, and AOS in the seven experimental setups (filtered data).

Test Case vT
r (m/s)

Relative
Error α (deg) β (deg)

1 (−7.14 0.00 0.03) 2.0% −0.26 −0.05

2 (−6.66 0.01 0.42) 4.9% −3.67 −0.08

3 (−6.93 −0.13 0.08) 1.0% −0.55 −0.86

4 (−3.51 −0.21 2.90) 8.5% −39.5 −2.72

5 (−3.17 −4.10 0.03) 4.6% −0.51 −47.1

6 (−10.5 −0.05 0.01) 4.8% −0.06 −0.23

7 (−6.77 −0.01 0.26) 3.4% −1.74 −0.07

Figure 15. The filtered velocity (a) and yaw, pitch, and roll angles (b) during test case 3.

Figure 16. The filtered velocity (a) and filtered Euler angles (b) during test case 6.
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Figure 17. Data collection in dynamic conditions (test case 7, simulation of a roll variation from 0–40◦). (a) filtered velocity,
(b) filtered Euler angles.

A simple statistical analysis was conducted on the estimates of airspeed, AOA,
and AOS to evaluate the system’s performance. Table 7 shows the standard devia-
tions σVCAS , σα, σβ of the estimated values (σα and σβ before and after filtering), while
Figure 18 shows a plot of σα and σβ as a function of the velocity magnitude, together
with the relative least-square fits. The experimental data were in agreement with the
growth in errors as the velocities approached zero, according to the developed error
analysis (Section 2.2).

Table 7. Standard deviations of estimated CAS, AOA, and AOS (raw and filtered data).

Test Case σVCAS (m/s)
σα (deg) σβ (deg)

Raw Filtered Raw Filtered

1 0.32 3.2 0.10 0.10 0.03

2 0.29 5.3 0.32 0.42 0.04

3 0.27 4.0 0.39 0.78 0.50

4 1.41 13 6.1 7.7 0.47

5 0.60 3.3 0.15 1.2 1.1

6 0.35 2.2 0.14 1.1 0.16

7 0.76 1.7 1.66 11 0.06
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Figure 18. The standard deviation of the angle of attack and sideslip vs. magnitude of the relative
velocities: numerical values and least-square fit.

5. Conclusions and Further Work

This paper presented a kinematic model for estimation of airspeed, angle of attack
α, and sideslip angle β for small UAVs equipped with low-cost, off-the-shelf commercial
navigation sensors. The devised system used a miniaturized differential pressure sensor
(micro-Pitot tube) and an IMU for attitude determination, managed by a microcontroller.
The calibration technique used for the pressure sensor returned estimation errors of less
than 3%. The system performance was evaluated using experimental results from indoor
benchmarking tests that emulated some basic dynamics of typical UAV missions. As
shown in Table 6, the relative error that affected airspeed measurements was found to be
less than 9% in all the test scenarios considered, or less than 5% if we excluded test case
4 shown in Table 6, relative to a nonrealistic value of the AOA (which was typically in the
range of −2◦ to 15◦). The estimation errors of α, β, and VCAS were found to be within 1.7◦

(excluding the nonrealistic case α = 45◦), 0.5◦, and 1.4 m/s, respectively, in good agreement
with the theoretical values derived from the law of error propagation, and consistent with
other authors’ work [15,19,20,26]. The proposed approach showed a promising potentiality
for implementation of real-time control laws to increase the flight envelope by exploiting
attitude measurements and direct knowledge of α and β. Using AOA and AOS estimates
as in-flight feedback inputs to the autopilot control loop also could help to improve the
endurance of small aircraft (typically in the range 15–45 min) by implementing specific
flight strategies according to the wind conditions, or even optimizing the trajectory by
gaining power in energy-harvesting techniques. There are, however, some limitations of
the proposed methodology:

• The alignment of the micro-Pitot tube (differential pressure sensor) to the longitudinal
axis of the UAV must be performed very precisely in order to avoid biases in the
estimations of the AOA and AOS. Moreover, the sensor must be located reasonably
far from the rotary wings (considering a quadcopter or a multirotor VTOL UAV) to
avoid turbulent airflow added by the rotors.

• High velocities (>20 m/s) create differential pressure values out of the available sensor
range (0.10 kPa at 10 V supply, 0–2 kPa at 5 V supply). This was not an issue for the
micro-UAV applications devised by the authors (the system will be installed on a
quadcopter with maximum velocity on the order of 10 m/s), but could be a problem
for larger aircraft.

• The mass and size requirements of our system (<150 g, typical dimensions of the boxed
prototype of 120 × 60 × 30 mm) fit typical mini- and micro-UAV payload constraints,
but the power consumption of the system (in the range 1–2W) could significantly
reduce the aircraft’s endurance (which was in the order of 15–30 min for typical small
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UAVs). Therefore, careful engineering considerations must be devised to reduce the
impact of the system in terms of flight mission duration.

Future work will involve the realization of a minimum-size, minimum-weight version
of the sensor suite, to be strapdown-mounted on a small UAV with a 2 kg maximum take-
off weight (MTOW); the implementation of outdoor tests in typical flight and atmospheric
conditions; and further developments of the error models and the attitude kinematics,
to improve the accuracy of airflow angle and sideslip estimates in various flight and
wind conditions.
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Abstract: Unmanned aerial vehicles or drones are becoming one of the key machines/tools of
the modern world, particularly in military applications. Numerous research works are underway
to explore the possibility of using these machines in other applications such as parcel delivery,
construction work, hurricane hunting, 3D mapping, protecting wildlife, agricultural activities, search
and rescue, etc. Since these machines are unmanned vehicles, their functionality is completely
dependent upon the performance of their control system. This paper presents a comprehensive
approach for dynamic modeling, control system design, simulation and optimization of a quadcopter.
The main objective is to study the behavior of different controllers when the model is working under
linear and/or non-linear conditions, and therefore, to define the possible limitations of the controllers.
Five different control systems are proposed to improve the control performance, mainly the stability
of the system. Additionally, a path simulator was also developed with the intention of describing the
vehicle’s movements and hence to detect faults intuitively. The proposed PID and Fuzzy-PD control
systems showed promising responses to the tests carried out. The results indicated the limits of the
PID controller over non-linear conditions and the effectiveness of the controllers was enhanced by
the implementation of a genetic algorithm to autotune the controllers in order to adapt to changing
conditions.

Keywords: quadcopter; unnamed aerial vehicle; dynamic model; PID controller; fuzzy logic; genetic
algorithm; intelligent control

1. Introduction

In recent years, Unmanned Aerial Vehicles (UAVs) have gained a massive popularity
around the globe. The current technological advances have made it possible to equip
these vehicles with a variety of state-of-the-art technologies such as machine vision, global
position systems or a simple video camera, and so forth. Moreover, these machines are
becoming widely popular over other platforms such as aircraft or helicopters due to their
flight characteristics. Planes, despite being excellent flying platforms, are not effective
for flights operated indoors as they are difficult to maneuver in confined spaces. On the
other hand, helicopters offer great mobility in all the environments but certainly are quite
difficult to control. Furthermore, helicopters may not be an appropriate mode of flying
when considering indoor flights due to their fast-rotating propellers. These reasons make
quadcopters an excellent alternative for indoor flights. However, the design and control
of quadcopters pose a number of challenges: the multivariate system makes modelling a
difficult task; the existence of coupled variables makes it difficult to control the plant; the
drone must operate in a three-dimensional environment with unplanned disturbances; the
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need for achieving a stable system with a high degree of precision and accuracy to allow
the implementation of different technologies such as artificial vision, and so forth.

A quadcopter is a machine that can fly without a pilot but in order to realize this, an
implementation of a reliable control system is necessary. Basically, a control system should
control the velocity of the rotors, enabling the vehicle to fly stably and safely. Usually,
linear control techniques should enable these types of vehicles to fly stably. However, a
quadcopter possesses a very complex dynamic model and is very susceptible to wind or
other unforeseeable climatological adversities. For this reason, a quadcopter requires a non-
linear control system which can be improved by implementing an algorithm that can help
the controller in making decisions to adapt to the possible adverse conditions. Intelligent
control techniques are gradually becoming more effective in helping conventional control
techniques to tackle these issues with an elevated level of abstraction.

The growing popularity of quadcopters stimulates a wide variety of projects to be
devoted to this theme [1–8]. Several previous works related to quadcopters on the develop-
ment of dynamic models and the designing of linear control as well as non-linear control
are reviewed in detail in the following section.

1.1. Dynamic Models

A dynamic model is the basis of electronic control and hence, a number of previous
works (discussed below) focused on the development of equations describing the motion of
a quadcopter. It is necessary to consider the disturbances on the system when a quadcopter
is flying over adverse weather conditions such as windy or rainy conditions, where a non-
linear model is required to accurately model such situations. However, the implementation
of a dynamic model is quite complex and hence, the realization of linear control (i.e.,
simplification of the dynamic model) should be necessary.

In the work presented by Amir and Abbass [9], a mathematical model of a quadcopter
was proposed with the aim of obtaining a simplified model which would be useful in
designing a control system. The proposed model was based on several assumptions (i.e.,
the quadcopter body and blades are rigid; there is no friction on the body surface; the free
stream air velocity is zero; and so forth). It can be observed that the axes connecting the two
motors coincided with the axes of the coordinate system, and a “plus” (+) configuration
was assumed for the frame. The authors further showed the relationships between the
thrust force and the voltage as well as the angular velocity and the voltage. In this way, the
system input would be the voltage and the outputs would be the accelerations of each of
the four degrees of freedom to be controlled, and the acceleration on the vertical axis and
the three angular axes. The development presented in this work shows a clear and concise
process where it is possible to distinguish each step that resulted in the equations of the
dynamic model.

Pounds et al. [10] presented the development of a mathematical model of a quadcopter
called the “X4-flyer”. The system was modeled using Newton’s laws of motion and
then the design of a pilot augmentation control was proposed. The authors developed
a control system to manage the pitch, roll and yaw angles of the plant. A model with
disturbance inputs was created to determine the behavior of the plant over unplanned
circumstances. The simulations were performed in MATLAB Simulink and the results
showed a satisfactory performance at rotor speeds below 450 rads−1. As the rotor speed
increased, the system became unstable and the authors attributed this instability to the
high frequency noise from the rotors, which adversely affected the data collected by the
accelerometer.

Morar and Nascu [11] attempted to obtain a physical model similar to that of the
AR.Drone (i.e., a quadcopter designed by Parrot). Obtaining a model that behaves similar
to that of a commercial vehicle should be a difficult task in a research setting, due to the
lack of available information (i.e., the exact details that a manufacturer has considered in
their design). In the development of the model, the authors assumed that the frame is
symmetrical between the “Oxy” system, and that the frame configuration corresponded to
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the “plus” (+) configuration. This model was also based on the Newton–Euler formulation
and it was implemented in Simulink where the test results were very close to those of the
real vehicle.

Sá et al. [12] aimed to design a platform on which the testing and evaluation of new
control systems for quadcopters would be possible and they also reported the stages for
designing and manufacturing a quadcopter from scratch. The proposed dynamic model
was based on the Newton–Euler formulation and the frame configuration was of the “plus”
(+) type. Although the quadcopter design was completed, the controllers were not designed
in this work. The quadcopter was equipped with all the required components (i.e., sensors,
communication systems, a power system, etc.) and its functionality was tested by adding
different loads. However, the quadcopter designed in this work could carry only small
loads (i.e., up to 800 g).

Fernando et al. [13] reported a dynamic model of a quadcopter to create a platform to
facilitate the implementation of future automatic navigation systems. Similar to the work
by Amir and Abbass [9], several assumptions were made to develop the mathematical
model, the main assumptions being that the center of mass of the quadcopter coincides
with the origin of the fixed frame and that the frame axes coincide with the principal
axes of inertia. Furthermore, the “plus” (+) configuration was used for the frame. The
development of the model was based on the Newton–Euler method. The authors also
developed a control system which was based on four cascaded Proportional-Integral (PI)
controllers, and they argued that this type of a configuration would be effective in limiting
the effects of disturbances. Finally, the authors highlighted that the vehicle exhibited better
stability and maneuverability during indoor flights than during outdoor flights. Perhaps
the use of a genetic algorithm (GA) or a controller based on fuzzy logic could have helped
the system to cope with the conditions existing in outdoor flights.

Barve and Patel [14] reported the development of a mathematical model, its simulation
and a novel study called the “Altitude-Range-Analysis” for a quadcopter. The mathematical
model was developed by using the Newton–Euler formulation and transformation matrices,
and the configuration of the frame was of the “plus” (+) type. The main contribution of this
work lies in the study of the feasible altitude ranges, which shows the altitude limitations
of the quadcopter. The authors have considered several parameters for carrying out this
analysis, such as the payload weight, rotor thrust, reference altitude positions, and so forth.
Moreover, the authors modified their mathematical model to account for the air density
variations, as well. The MATLAB simulator was used in this work, and it was mentioned
that an altitude control system should tackle the changes in the air density during the flight.
This is because, within the Earth’s atmosphere, the air pressure/density is inversely related
to the altitude. Hence, at a higher altitude, the air pressure is lower, which makes the air
thinner, and therefore, the flight conditions are not constant [15]. This was confirmed by
the simulation results, which indicated a lower altitude limit at a low reference altitude
than the altitude limit at a high reference altitude [14].

Alkamachi and Erçelebi [16] reported a mathematical model and the design of an
intelligent control system for a quadcopter. The mathematical model chosen was of the
“H” type (i.e., corresponding to the shape of its chassis) and its development was based on
the Newton–Euler method. The Newton formulation was used to model the translation
dynamics and the Euler formulation for the rotational dynamics. The type “H” is not a
very common type of chassis in modern quadcopter design, but it is interesting to note that
its double symmetry feature makes it completely suitable to fly with four engines.

1.2. Linear Controllers and Algorithms

Work carried out by Patrascu et al. [17] showed the development of a control system for
a three-dimensional crane. According to the authors, a three-dimensional crane is a complex
non-linear multiple-input multiple-output (MIMO) system that has five output and three
input signals. The authors argued that the use of a GA would enhance the performance of
traditional controllers. The control strategy followed was based on the implementation of a
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GA module in a control system based on Proportional-Integral-Derivative (PID) controllers.
The GA module aimed to minimize the performance index and the three outputs of the
plant that served to tune the PID controller. The results showed that the GA module
contributed to improving the performance of the plant. However, the authors warned
that the initialization process of the GA module is important and may even influence the
outcome of the optimization. In this work, it is possible to see that the three-dimensional
crane model shows some similarity to that of a quadcopter since both are non-linear MIMO
systems with inherent linearities. Therefore, a GA should help a quadcopter control system
as it did with the 3D crane.

Lim et al. [18] compared several open-source projects on quadcopters, namely Ar-
ducopter, Openpilot, Paparazzi, Pixhawk, Mikrokopter, KKmulticopter, Multiwii and
Aeroquad, as of 2012. It could be seen that all the projects used PID controllers with
anti-windup, even though the structure of the controllers showed slight differences. The
KKmulticopter and the Mikrokopter used proportional (P) and PI controllers, respectively,
while the Pixhawk and the Aeroquad employed PID controllers. The PI+P configuration
was the most dominant, which could be found in the Arducopter, Paparazzi and Mul-
tiwii, where the P was for the inner loop and the PI was for the forward attitude error
compensation. The Openpilot used a PI + PI configuration.

Argentim et al. [19] discussed different types of control systems for quadcopters. The
main objective of their work was to test and explore which type of control exhibited the
best performance for a quadcopter. Three control systems—an integral time absolute error
(ITAE) tuned PID (ITAE is a criterion for regulation of PIDs where transient responses are
obtained with a small overshoot and well-damped oscillations), a classic linear quadratic
regulator (LQR) and an LQR tuned PID—were implemented with a dynamic model, and
then simulations were performed to determine the behavior of the controllers over 10
different attitudes. Only the simulation results for the vertical attitude test were presented
as the rest were analogous. The LQR controller showed excellent performance and good
robustness, but with a significant transition delay. The PID offered a good dynamic
response but turned out to be less robust than the LQR controller. Even though the LQR
tuned PID exhibited a delayed response in certain attitudes, the authors claimed that it did
not affect the accurate operation of the quadcopter and they concluded that it was a robust,
versatile and easy-to-implement controller in a practical setting.

Boudjit and Larbes [20] presented a control system for a quadcopter, where the main
objective was to stabilize the attitude of the vehicle subjected to various disturbances. First,
a dynamic model of the vehicle was presented and then a control system based on PID
controllers was designed. During the simulation, the authors verified that the vehicle
responded better when the integral gain was set to zero. Therefore, the designed controller
was a proportional-derivative (PD) controller. However, the authors commented that
they found certain difficulties in having the controller face the initial conditions due to
the non-linearities of the system. The tests for the real system showed a similar result
where the PD controllers required high gains that led the motors to saturate. The rest of
the tests showed satisfactory results where the vehicle was stabilized in different flight
modes. Finally, the technology of navigation and control of a commercial AR.Drone was
also presented.

In the work by Alkamachi and Erçelebi [16], a trajectory tracking controller was
designed with four PID controllers: one for the altitude and the other three for the angular
movements, roll, pitch and yaw. Moreover, the authors used a GA to automatically fine-
tune the parameters of the PID controllers. The GA minimized the absolute tracking error,
peak overshoot and the settling time for step inputs. The results shown could be considered
excellent as the control system made the quadcopter follow the path with a minimum
error. Finally, the authors showed an analysis that determines the robustness of the control
system while evaluating the noise suppression, the perturbation rejection capacity and
the sensitivity to uncertainties of the model parameters. The control system successfully
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performed in all the tests carried out. Moreover, the importance of intelligent control
systems as a support for the conventional techniques was appreciated by this work as well.

Thu and Gavrilov [21] introduced a novel method of control for a quadcopter based
on an L1 adaptive feedback control system. The key feature of the L1 adaptive control is
the decoupling of adaptation from robustness [22]. The separation between the adaptation
and the robustness is achieved by explicitly constructing the robustness specification in the
formulation of the problem, understanding that the uncertainties in any feedback loop can
be compensated only within the bandwidth of the control channel. Moreover, the authors
explained that this modification of the formulation of the problem leads to the insertion
of a limited bandwidth filter into the feedback path to maintain the control signal within
the desired frequency range [21]. The control parameters were systematically determined
based on the desired performance and robustness metrics. On the one hand, the rapid
adaptation makes it possible to compensate for the undesirable effects of rapidly changing
uncertainties and significant changes in system dynamics. Rapid adaptation is also critical
for achieving predictable transient performance of the inputs and outputs of the system,
without imposing persistence of excitation or resorting to high gain feedback. On the other
hand, the limited bandwidth filter keeps the limited robustness margins far from zero
in the presence of fast adaptation. In this sense, the bandwidth and the structure of the
filter define the compensation between the performance and robustness of the closed-loop
adaptation system. The simulation results indicated that the L1 adaptive controller showed
excellent performance in trajectory tracking.

Njinwoua and Wouwer [23] suggested a cascade control strategy for the attitude
control of a quadcopter, to handle the disturbances created by asymmetric actuators in the
UAV. The proposed control system involved a PD controller in the inner loop to achieve
stabilization, while a PI controller was used in the outer loop to handle disturbances.
The simulation results showed that the proposed control system was capable of quickly
adjusting to the disturbances, and an overshoot of about 10% and a settling time of 5 s were
observed for 5% asymmetry on the drag and lift factors of the actuators.

Cedro and Wieczorkowski [24] employed the Wolfram Mathematica modelling soft-
ware to optimize PID controller gains of a quadcopter. It was found that unconstrained
optimization procedures were not suitable as they resulted in negative gains. Constrained
procedures delivered satisfactory gain values, but they required the constraints to be very
precisely defined. The best results were reported by the “RandomSearch” constrained
optimization method with a penalty coefficient value of 1. The penalty coefficient was used
to reduce the input signal level to prevent overshoots and oscillations, but its value should
be selected using a trial-and-error approach.

Paredes et al. [25] presented (in the form of a tutorial) the design, simulation, imple-
mentation and testing of quadcopter controllers, which were designed based on a linearized
quadcopter model. The aim was to assess the performance of these controllers when im-
plemented on computationally limited embedded systems. The authors developed and
compared quadcopter controllers based on PD, PID, LQR, LQR with integrators (LQR-I)
and explicit model predictive control algorithms. The controllers were tested using inclined,
circular flight sequences and position tracking error, velocity tracking error and also the
control effort of these controllers was assessed. Based on the results, the authors claimed
that the PID controller exhibited the best tracking performance, while the LQR-I controller
provided the best compromise between the tracking performance, maintaining consistent
simulation and experimental performance. The LQR controller was the fastest in terms
of the average computation time. Furthermore, the authors inferred that the controllers
were capable of meeting the time constraints imposed by the computationally limited
embedded systems. This study is quite useful for future researchers not only to be used
as a step-by-step guide in designing quadcopter controllers, but also in choosing a more
suitable control strategy for computationally constrained applications.
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1.3. Non-Linear Controllers and Algorithms

Hoffman [26] presented an overview on the use of evolutionary algorithms for the de-
sign of control systems based on fuzzy logic controllers and their optimization. The author
explained that an evolutionary algorithm (such as a GA) works by adjusting membership
functions and/or scaling factors based on an index that specifies the performance or the
behavior of the control system. This work presented two applications: a control system
for a car–pole system whose aim was to stabilize the pole in a vertical position keeping
the car within the limits of the track, and another control system for a mobile robot whose
mission was to avoid obstacles. In both experiments, an excellent performance was verified,
and in the case of the mobile robot, the system was transferred to a real robot that could
perform its function even in environments that had never been simulated. Furthermore, the
author argued that the robustness of fuzzy controllers manages to absorb the uncertainties
and inaccuracies generated by the environment. Furthermore, the technique of adaptive
adjustment of the gains and the membership functions by means of an algorithm has
considerably reduced the computational cost. It is also interesting to note how the tuning
of a fuzzy controller (which is a slow and tedious process) can be performed agilely by
means of an evolutionary algorithm.

Work presented by Zulfatman and Rahmat [27] proposed the design of a self-tuned
Fuzzy-PID control to improve the performance of an electrohydraulic actuator. In this
work, an algorithm was not used to tune the gains but the fuzzy itself was used to supply
the gains. Hence, the authors attempted to demonstrate how the performance of the PID
controller could be improved. Moreover, they used two inputs to the fuzzy controller: the
error between the input and the response of the plant to the control signal (i.e., Error),
and the change of error (i.e., derivate of the Error). The outputs obtained were the three
gains of the PID (Kp, Kd and Ki). It is quite interesting to note that the authors succeeded in
supplying the integral gain without an input of the integral error. Moreover, the authors
claimed that this expert system performed well in all tests carried out.

Santos et al. [28] implemented an intelligent control system for a quadcopter. The
proposed strategy was based on fuzzy logic and the authors affirmed that this provided
flexibility and better efficiency. The model within the controller requires an adaptive tuning
of the parameters, due to the independence of the variables, to achieve the satisfactory
performance. The results obtained were promising as the system was able to control all
the input variables while maintaining a balance among stability, speed of response and
precision.

Sydney et al. [29] proposed a non-linear controller for a quadcopter to deal with highly
variable environmental conditions such as wind gusts. In the dynamic model developed,
the aerodynamic effects that would affect the vehicle under such conditions were taken into
account (i.e., drag force, rotor blade flapping and induced thrust). A dynamic input/output
feedback linearization controller was designed with a recursive Bayesian filter to eliminate
the effects of wind. The control system was simulated with MATLAB Simulink. A 3D
simulator was developed to visualize the results (i.e., the trajectories of the aircraft and
wind) where a good level of performance was observed. The Bayesian recursive filter
was able to accurately predict the parameters related to wind turbulence. Moreover, the
proposed control strategy was applied to an autonomous ship landing application and a
proximity flight application.

Fu et al. [30] introduced a fuzzy logic controller based on a novel cross-entropy
optimization for a quadcopter, which enables the vehicle to avoid obstacles. An algorithm
that could detect objects that arise in the scene was also designed (i.e., a system based on
artificial vision). A simulation was carried out using MATLAB Simulink. A large number
of actual flight tests were also carried out and the controller showed satisfactory results
by precisely navigating to avoid the obstacles in the path. Furthermore, the cross-entropy
optimization reduced the number of rules in the fuzzy system by 64%.

Gautam and Ha [31] proposed the modeling, control system design and simulation
of a quadcopter. An intelligent auto tuning PID controller was proposed where the gains
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were achieved through the implementation of a fuzzy controller which was responsible for
offering the most suitable gains to respond to the demands of the control system. The auto
tuning fuzzy controller was achieved based on an extended Kalman filter algorithm, which
is an optimal algorithm for managing computational resources that allows the addition of
external parameters (such as odometry or scan). This consists of two stages: prediction and
correction. An algorithm called Dijkstra was also applied in order to plan the shorter paths
to avoid the obstacles in the way. The results were satisfactory in obtaining an autotuned
intelligent PID controller, which can adapt to changing situations.

Fatan et al. [32] reported an altitude control system for a quadcopter. The system
was based on an adaptive neural PID which was initially tuned with an evolutionary
algorithm and then a GA was implemented to tune the gains. The authors emphasized that
the main advantage of this method was the ability to adapt to new variations that arise
during execution. Moreover, they mentioned that the learning rate presented a challenge,
as the learning speed decreased the mobility of the coefficients, which in turn reduced the
adaptive capacity of the controller. In this study, this issue was considered when designing
the GA, which was a part of the controller.

Benavidez et al. [33] developed two fuzzy logic control systems for a Parrot AR Drone
2.0, with the aim of achieving landing and altitude control. The altitude fuzzy controller
worked directly with a sonar input and had five rules to control the vehicle relative to the
“z” axis. Nineteen rules were defined for the landing controller to establish a logical linear
behavior relative to the three axes of rotation. The simulation results showed satisfactory
control performance in moderately adverse environmental conditions.

Larrazabal and Peñas [34] proposed a control mechanism for the rudder of a ship. Ac-
cording to the authors, such a system shows a strong non-linearity and usually operates in
an unstable environment. They implemented two control systems: a fuzzy logic controller,
which was responsible for solving the problem of non-linearity, and a PID controller with
self-tuning gains adjusted by GAs which make the system adaptable and computationally
efficient (i.e., a low computational cost). This work demonstrated that the combination of
traditional and intelligent techniques is suitable to manage complex problems.

Garcia-Aunon et al. [35] presented a route tracking algorithm for a UAV. The proposed
algorithm has the ability of adapting its parameters using a fuzzy logic based approach. In
fact, the models generated with tuned parameters performed better than the models with
constant parameters as the tuned models were able to adapt to the variations of speed and
trajectories quite well. On the other hand, the authors proposed different laws of tuning by
studying the equations of movement which were based on the theoretical model and the
appropriate simulations. Although comparable results were achieved with the kinematic
law and the diffuse law, it was stated that the diffuse law was faster and easier to develop.
Moreover, this work highlights the importance of parameter tuning (rather than using
constant values) as this enables achieving better performance even if the system becomes a
little more complex.

Domingos et al. [36] proposed a solution to the problem of tuning fuzzy controllers.
The authors stated that a quadcopter is a non-linear and complex system, and these
vehicles face non-stationary environments where the perturbations occur randomly. It
makes the design and adjustment of fuzzy controllers a task that requires a significant effort.
Therefore, the authors justified the inefficiency of classic fuzzy controllers and the need for
the implementation of autonomous fuzzy controllers. The design of the system was carried
out using a self-evolving parameter-free fuzzy rule-based controller (SPARC), which is
a real-time adaptive controller. The advantage of this controller lies in its configuration.
According to the authors, this controller does not need rules or other parameters so only
the supply of the input and output ranges is sufficient. Furthermore, this controller needed
to be trained to reduce the values of error and overshoot, thus obtaining data clouds to
be used as control signals would help to follow the entry references. The performance
of the controllers was evaluated through the application of the mean square error (MSE)
technique in each of the plants. The authors showed that the MSE returned the square of
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the difference between the output of the plant and the reference signal at each instant, and
then, the result was divided by the total simulation time. Therefore, it was shown that
a lower result corresponded to better performance. In the table of results shown by the
authors, it was appreciated that the results obtained are slimier for the SPARC controller.
The simulation results showed a clear advantage from the point of view of design and
efficiency of the autonomous fuzzy controllers (SPARC) over the classic fuzzy controllers.

Yazid et al. [37] proposed a self-tuning controller for trajectory tracking control of a
quadcopter. They presented a first-order Takagi-Sugeno-Kang fuzzy logic controller (FLC)
tuned using an evolutionary algorithm. The authors compared the performance of the FLC
optimized with three major evolutionary algorithms: GA, particle swarm optimization and
artificial bee colony (ABC) algorithm. The performance of the FLC was evaluated under
three different flight conditions: constant step, varying step and sinusoidal functions. The
results indicated that the ABC-FLC outperformed the other two in terms of faster settling
time in the absence of overshoots. The GA-FLC had faster rise time and consequently
larger overshoots, which is undesirable. The proposed method was effective in optimizing
the fuzzy parameters to obtain good performance and robustness, without having to go
through the tedious manual tuning process.

Pham et al. [38] introduced a control strategy for tracking the trajectory of a quadcopter,
the mass of which changes with time. Continuous reduction of the mass as well as a sudden
change in the mass during the flight were considered in the study. The authors proposed a
cascaded structure, with two linear parameter varying H∞ controllers in the inner loop to
control the attitude and a combination of backstepping and PD controllers in the outer loop
for altitude and longitudinal control. The simulation results showed that the quadcopter
was able to track the trajectory under both types of mass variation, even when external
disturbances were present.

Ali et al. [39] designed a feedback linearization based non-linear controller for a
quadcopter, cascaded with sliding mode and backstepping based control, which can
deal with uncertain external disturbances. The authors argued that most of the existing
controllers reported in the literature do not account for the Coriolis effect and that the
models are simplified using small signal approximations, which make the controllers
less robust even against small disturbances. As a solution to this, the authors derived
a non-linear model for the quadcopter, with fewer assumptions compared to existing
models in the literature. Based on the simulation results, the authors demonstrated that the
proposed controller showed slightly better tracking performance than a conventional PID
controller for small step signals, while for larger step signals, it clearly outperformed the
PID controller. Furthermore, it was found that larger step signals caused the PID controller
to become unstable, while the proposed controller showed excellent performance. A similar
behavior was observed for sinusoidal inputs, as well. Moreover, it was clear that both
the advanced control strategies used for dealing with uncertainties (i.e., sliding mode and
backstepping based control) had better transient performance than the PID controller, while
the sliding mode control surpassed the backstepping based control in terms of steady state
performance.

Guerrero-Sánchez et al. [40] developed and compared two control strategies (i.e., a PD
control law with non-linear coupled term and a non-linear control law), with a simple struc-
ture and low computational complexity, to stabilize a quadcopter designed to transport a
payload attached by a cable. In order to stabilize the attitude dynamics, a state-dependent
differential Riccati equation control was also developed. For the numerical experiments,
the authors considered a commercial Parrot AR Drone attached with a hanging payload.
Based on the numerical simulations, the authors validated the suitability of the proposed
controllers for a quadcopter carrying a payload. Moreover, the simulation results indi-
cated that the non-linear control law was superior in terms of payload oscillation angle
suppression, lower settling time and lower maximum swing.

It can be seen that in the previous studies, dynamic models were formulated by taking
two reference systems into account (i.e., fixed and mobile). Rotational 3D matrices were

186



Electronics 2021, 10, 2218

applied to represent the orientation of the mobile system with respect to the fixed earth
system. With these matrices, it is possible to represent the mobile system vectors using the
vectors defined in the fixed system. The first step in constructing a dynamic model is the
formulation of a kinematic model. This means that it is necessary to establish the reference
systems and then find the position vectors, velocity and acceleration. It is obvious that
the most common frame configuration used in the past studies is the “plus” (+) configu-
ration. The quadcopter’s frame configuration (i.e., +, H, or ×) determines the capacity
of performing complicated maneuvers. Each configuration presents a different motor
organization having one or two motors in propulsion of the vehicle to make the vehicle
more powerful and capable, but it also compromises the control system. In the present
study, the “×” configuration was implemented. The aim was to obtain a configuration
that allows a greater pushing force to the vehicle. This is possible as the “×” configuration
allows the use of two motors for longitudinal and lateral movements.

Based on the review of the existing literature, it is possible to see a great diversity in
the control systems used for quadcopters such as traditional PIDs, LQR controllers and
controllers based on fuzzy logic. The non-linear controllers have generally outperformed
linear controllers due to their ability to conform to varying conditions. Autotuning of
controller parameters is necessary to ensure the reliable performance of the controller
under varying conditions. Evolutionary algorithms have widely been used in this context.

This work aims to design an advanced control system for a quadcopter which can
handle the possible non-linear behaviors in the worst possible conditions. The dynamic
model for the controller is developed using the “×” configuration due to the benefits
discussed above, as opposed to the “+” configuration commonly used in the past research
works. The study investigates the limitations and potentials of traditional PID and fuzzy
based controllers and investigates the potential of enhancing their performance by auto-
tuning their parameters using a GA. Therefore, five different control systems that include a
traditional PID controller, two Fuzzy-PD controllers and two controllers autotuned using
a GA are designed based on the developed dynamic model, and their performance is
compared.

The rest of the paper is structured as follows. In Section 2, a detailed description of
the dynamic modelling, the design of the controllers, the implementation of the GA and
controller tuning is presented. Section 3 illustrates the details of the 3D simulator devel-
opment. The simulation results are discussed in Section 4. Finally, the conclusions drawn
from the results of this study are presented with future recommendations in Section 5.

2. Control System Design

This section presents the procedure followed in dynamic modelling, the design of
the controllers, the implementation of the GA and the procedure used in achieving an
optimum tuning.

2.1. Dynamic Modeling

A quadcopter is a vehicle that can freely move in the space, as it is a system with
six degrees of freedom. In order to develop a model for a quadcopter, two systems of
reference should be considered, where one is the earth and the other is fixed to the body of
the quadcopter, as explained by Equations (1) and (2), respectively.

qe = (εe, ηe) = (x, y, z, φ, σ, ψ) ∈ R6 (1)

qb = (εb, ηb) = (u, v, w, p, q, r) ∈ R6 (2)

where εe = x, y, z: Position vector in system 1;
ηe = φ, σ, ψ: Angular position vector in system 1;
εb = u, v, w: Position vector in system 2;
ηb = p, q, r: Angular position vector in system 2.
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Initially, both systems of reference stay together, but when the quadcopter starts its
movement, the second system is displaced from the first system. This change in coordinates
involves a set of changes in the components (i.e., relevant parameters) of the second system.
This means that if the quadcopter is able to move (depending on the type of movement), it
is necessary to modify the components u, v and w for the linear displacement and p, q and r
for the angular displacement. When the coordinates on the second system are modified,
a new set of coordinates can be obtained, describing the position of the second system
with respect to the first system. Figure 1 represents a linear displacement of w and angular
displacements of u and v vectors as a result of the changes in p and q values. This motion
causes the second system fixed on the quadcopter’s body to move to U’, V’ and W’. Hence,
it is possible to determine the position of the vehicle with respect to the system which is
fixed to the earth (i.e., system 1).

Figure 1. System “ouvw” rotated and translated with respect to “oxyz”.

In both systems of reference, all the variables affecting the kinematics of the vehicle
(i.e., velocity and acceleration) should be described, and the 3D rotation matrices were
used for this purpose. These rotation matrices describe the counter clockwise rotations of
the system around the x, y and z axes. The 3D matrix has been used with an interest of
knowing the variation of the coordinates and not the variation of the vectors. In general, a
solid can rotate in 3D space which can be described by three Euler angles: PhI (ϕ), Theta
(θ) and Psi (φ). Each of these angles describes the rotation with respect to a coordinate
axis: Phi—spinning with respect to “x”, Theta and Psi—rotations around “y” and “z”,
respectively. A composition of rotations, considering that the product of the matrices
is not commutative, is required for the representation of the orientation as described in
Equation (3).

R =




cφcθ sφcφ + cψsθsφ sψsφ + cψscφ
sφcθ cψcθ + sψsθsφ −cψsφ + sψsθcφ
−sθ cθsφ cθcφ


 (3)

where s and c symbolize the sine and cosine of the angle, respectively.
With rotation matrices, it is possible to project the speeds and linear accelerations from

the secondary system to the primary system and vice versa if necessary. The use of angular
velocities projection matrix given in Equation (4) is necessary for projecting the magnitudes
of the angles [41].

S =




1 sinφ× tanθ cosφ× tanθ
0 cosφ −sinφ
0 sinφ/cosθ cosφ/cosθ


 (4)

Physical theories describe the way to predict the behavior of a moving rigid solid and
these can be used to model the behavior of a quadcopter, as well. Generally, the movement
of a rigid body can be complex, but the problem can be simplified by isolating different
movements. A quadcopter is a machine that can follow very convoluted trajectories where
it can turn around itself while making linear displacements and angular movements. It is
possible to compare such a motion with a solid which follows a parabolic trajectory. New-
ton’s second law describes the movement of the center of mass of a rigid body translation.
If the center of mass is fixed, preventing its translation, it is possible to appreciate that
the solid is only rotating. Then, the motion of a solid can be analyzed as the composition
of the translational movement of its center of mass with respect to a system of reference
and the rotation about an axis that passes through the center of mass. The Newton–Euler
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formulation describes the dynamics of this process and has been commonly used in this
type of dynamic models [11,12,19,20].

To formulate a mathematical model of a quadcopter, it is essential to account for all the
aspects related to the forces and torques acting on the vehicle. The model can be developed
in two parts as dynamics of linear and angular movements. The main aim is to find the
dynamic model tied to the primary system of reference, because it is the platform to control
the quadcopter. However, initially, it is required to start from the mobile model as it is the
system that experiences all the forces and torques.

2.1.1. Dynamics of Linear Movements

The dynamics of linear movements represent all the forces acting upon the quadcopter
(i.e., the lifting forces provided by the engines and the gravitational force). The main idea
is to simplify the problem allocating the forces to their respective system of coordinates.
Hence, the lifting forces were assigned to the secondary system while the gravitational
force was allocated to the primary system. These forces were allocated in this manner, as
the quadcopter would be controlled from the primary system. The gravitational force is a
vector pointing downwards (regardless of the vehicle movement), which is already known,
and hence, it was allocated to the primary system. Furthermore, the lifting forces also act
on the vehicle’s body and hence were assigned to the secondary system. After allocating
the forces, the expressions for the primary system were obtained by using the rotational
3D matrix and then the forces acting on both systems were determined. The gravitational
and supporting forces on the secondary system after projecting on the primary system are
given by Equations (5) and (6).

Ge =
(

0 0 Wgh
)′ (5)

where Ge: Gravitational force matrix on the primary system;
Wgh: Weight force vector on the primary system.

Le =




LT × (sinφsinψ + cosφcosψsinθ)
−LT × (cosψsinφ− cosφsinψsinθ)

LT × (cosφcosθ)


 (6)

where Le: Lift force matrix on the primary system;
LT : Total lift force module on the primary system.
After analyzing the forces, the linear dynamic model on the earth system can be

presented as given in Equations (7) and (8):

∑ Fe = m× a (7)

where Fe is the total force on the primary system (earth), m is the total mass and a is the
acceleration due to the forces acting on the primary system.

∑ Fe =




LT × (sinφsinψ + cosφcosψsinθ)
−LT × (cosψsinφ− cosφsinψsinθ)

LT × (cosφcosθ)− g×m


 (8)

Then, the expressions (9)–(11) were obtained to describe the accelerations in the
primary reference system:

..
x =

LT × (sinφsinψ + cosφcosψsinθ)

m
(9)

..
y =
−LT × (cosψsφ− cosφsinψsinθ)

m
(10)
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..
z =

LT × (cosψcosθ − g×m)

m
(11)

where
..
x,

..
y,

..
z are the linear accelerations on the primary system.

2.1.2. Dynamics of Angular Movements

To obtain the dynamics of angular movements, the Euler formulation was used as
presented in Equations (12) and (13):

∑ τextb = I × ..
ηb +

..
ηb ×

(
I × .

ηb
)

(12)

where τextb =
(

τφ τσ τψ

)′ is the external torque experienced by the secondary system,
I is the inertia matrix,

.
ηb is the angular velocities vector on the secondary system and

..
ηb is

the angular accelerations vector on the secondary system.
Usually, a quadcopter is an aircraft with four engines. A pair of motors rotate in one

direction while the other pair rotates in the opposite direction. Due to the “×” configuration
used in this work, two rotors are used to generate the required torque on each axis, and
these torques can be described by Equation (13):




τφ

τσ

τψ


 =




∆L21,43 × l
∆L42,13 × l
∆D14,23 × l


 (13)

where ∆L and ∆D are the increase in the lift and drag forces due to the torque increment of
the two pairs of motors, respectively, and l is the arm length.

If the motor speeds are exactly the same, the sum of these velocities would be zero and
then it can be said that the quadcopter is stable. Conversely, if the speeds of the motors are
not the same, a torque due to the gyroscopic effect occurs [41], and this torque is described
by Equation (14):

Gyb = ITP ×
..
ηb ×

(
−q p 0

)′ (14)

Then, the angular accelerations in the secondary reference system were obtained and
are given by Equations (15)–(17):

..
p =

Iyy ×
.
q× .

r− Izz ×
.
q× .

r− ITP ×
.
q×Ω2 + τφ

Ixx
(15)

..
q =

ITP ×
.
p×Ω2 + τσ − Ixx ×

.
p× .

r + Izz ×
.
p× .

r
Iyy

(16)

..
r =

τψ + Ixx ×
.
p× .

q− Iyy ×
.
p× .

q
Izz

(17)

where
..
p,

..
q and

..
r are the angular accelerations on the secondary system, ITP is the total

inertia of the propellers and Ω is the rotor’s angular velocity.
By making the projection using the S matrix, the angular accelerations in the primary

system can be obtained:
..
ηe = S× ..

ηb (18)

where
..
ηe and

..
ηb are the angular acceleration vectors on the primary and secondary systems,

respectively, and S is the angular acceleration matrix.
The expressions describing the angular accelerations in the primary reference system

are given by Equations (19)–(21):

..
φ = ITP×

.
q×Ω2

Ixx
+

τφ

Ixx
+

(Iyy−Izz)×
.
q× .

r
Ixx

+
sinφ×tanθ×(−ITP×

.
p×Ω2+τθ+(Izz−Ixx)×

.
p× .

r)
Iyy

(19)
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..
θ =

cosφ×
(
−ITP ×

.
p×Ω2 + τθ +

(
Izz − Iyy

)
× .

p× .
r
)

Iyy
+

sinφ× τψ

Izz
(20)

..
ψ =

sinφ×
(
−ITP ×

.
p×Ω2 + τθ +

(
Izz − Iyy

)
× .

p× .
r
)

Iyy × cosφ
− cosφ× τψ

Izz × cosφ
(21)

where
..
φ,

..
θ and

..
ψ are the angular accelerations on the primary system.

Once the mathematical model of the quadcopter was obtained, it was necessary to
determine the specifications (i.e., the basic mass and size data) and parameters (i.e., the
moment of inertia and other coefficients contained in the equations of the model). As
per the previous studies reported in the literature, a quadcopter can be designed with
different configurations: “+”, “H” or “×”. The “+” configuration presents a greater ease
of calculating the moment of inertia of the engines which are located on the coordinate
axes, but the movements are generated by a single motor. However, in this study, the
“×” configuration was chosen to leverage the power of thrust to be offered by a couple of
motors. It was assumed that this would allow the aerobatic maneuvers to be performed
more easily. For calculating the moment of inertia, the components of the vehicle (i.e.,
motors, blades, etc.) were assumed as cylinders. Due to the “×” configuration (as shown
in Figure 2a), no component coincides with the main axis; thus, in comparison with the
“+” configuration, the calculations are relatively more complex.

Figure 2. Inertial model of the quadcopter: (a) full model, (b) arms.

Of the components, the chassis presented difficulties in calculating the inertia. With
the “+” configuration, it is possible to assume that the frame is composed of two cross
cylinders that coincide with the main axis, whereas with the “×” configuration, none of
these cylinders are coincided. Hence, to obtain the moment of inertia of the chassis, it
was assumed that the arms are composed of multiple concatenated cylinders as shown
in Figure 2. This was the simplest solution, because of its resemblance to the calculations
used to find the inertia of the engines.

2.2. Design of the Controllers

Once the equations describing the accelerations of the system were obtained (i.e, Equa-
tions (15)–(17) and (19)–(21)), the Laplace transformation was applied to obtain the system
in the frequency domain where the controllers will be implemented. The Equations (22)–(27)
describe the six degrees of freedom of the quadcopter:

x(s) =
LT × (sinφsinψ + cosφcosψsinθ)

m× s2 (22)

y(s) =
−LT × (cosψsinφ− cosφsinψsinθ)

m× s2 (23)

z(s) =
LT × (cosψcosθ − g×m)

m× s2 (24)
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φ(s) =
ITP × q×Ω2 + τφ +

(
Iyy − Izz

)
× q× r

Ixx × s2 +
sinφ× tanθ ×

(
−ITP × p×Ω2 + τθ + (Izz − Ixx)× p× r

)

Iyy × s2 (25)

θ(s) =
cosφ×

(
−ITP ×

.
p×Ω2 + τθ +

(
Izz − Iyy

)
× .

p× .
r
)

Iyy × s2 +
sinφ× τψ

Izz × s2 (26)

ψ(s) =
sinφ×

(
−ITP × p×Ω2 + τθ +

(
Izz − Iyy

)
× p× r

)

Iyy × cosφ× s2 − cosφ× τψ

Izz × cosφ× s2 (27)

For the design of the control system, the non-linear dynamic system was reduced to
a linear system by assuming that the quadcopter works with very small angles [42] (i.e.,
approximating the sine values to zero and the cosine values to one). Furthermore, since the
angles are assumed to be very small, the angular speeds experienced by the quadcopter’s
body would also be approximated to be equal to zero. With these assumptions, a simplified
model of the quadcopter was obtained and given by the Equations (28)–(33).

x(s) = 0 (28)

y(s) = 0 (29)

z(s) =
1
s2 ×

(
LT
m
− g
)

(30)

φ(s) =
τφ

s2 × Ixx
(31)

θ(s) =
τθ

s2 × Iyy
(32)

ψ(s) = − τψ

s2 × Izz
(33)

To verify the performance, both the non-linear and the simplified models were sim-
ulated with unit step inputs. The results showed very similar behaviors between both
models, and this confirms the accuracy of the simplified linear model. Based on the ob-
tained model, two types of controllers were designed: a PID controller and two Fuzzy-PD
controllers (i.e., Mandami and Sugeno). One of the major aims of this study is to verify
whether a PID controller is sufficient to perform the basic maneuvers of a quadcopter, and
to determine when the implementation of a non-linear controller is required. Subsequently,
a GA is employed to improve the controllers’ capabilities and performance.

2.2.1. PID Controller

First, the simplified linear model was implemented with a PID controller, and it
makes the corrective actions by comparing the plant’s current input and output states. The
PID’s proportional component maintains the stability of the quadcopter and the integral
component achieves the precision, while the derivative component controls the speed. The
respective gains (i.e., Kp, Ki and Kd) must be tuned for better control performance, and
initially, the tuner offered by MATLAB Simulink was used for this purpose (i.e., the tuning
was performed experimentally). Figure 3 illustrates the parallel PID control scheme with a
filter coefficient which was implemented in the general circuit.
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Figure 3. A schematic of the PID control scheme.

The tuning was carried out through the MATLAB optimization tool (see Figure 4).
The optimization tool adjusts the inputs to achieve the desired output signal based on the
pre-defined conditions. The simulation was carried out until it found the best possible
combination of parameters that could match the output signal to the desired signal.

Figure 4. Tuning of the PID controller using the MATLAB optimization tool.

The PID controller responded accurately when the model was subjected to the trajec-
tories with little variations. However, under stringent conditions such as sudden turns
or sudden changes in altitude, these controllers began to lose the reference due to the
non-linearities present in the model. Because of this limitation, the quadcopter was not
able to make extreme turns or to perform acrobatic maneuvers. Each time a simulation was
carried out, the model deviated from its linearity conditions, and hence, the PID controller
required re-tuning of its gains. Therefore, the implementation of a supportive algorithm
that provides the model with the necessary information on the changes in key parameters
(or to update the gains of the controller) should be useful in achieving the desired stability.

2.2.2. Fuzzy-PD Controllers

Fuzzy controllers are characterized by non-linear systems. The values/information
which govern the system are introduced by an expert as a series of rules or conditions and
thus, the system can deal with information that is not clear (i.e., information with which
the controller works will not be exact and/or numerical). The basis of rules introduced by
the expert is of the antecedent-consequent type and the range covered by a membership
function is labelled with a linguistic value that is usually a word or an adjective. Then,
the linguistic variables are associated to a set of terms, defined in the same universe of
discourse. The number of fuzzy sets determines the complexity of the controller, and these

193



Electronics 2021, 10, 2218

have a linguistic meaning such as “negative”, “positive” or “zero”. After defining the
rule-base and the membership functions, the controller’s operation includes three stages:
fuzzification, inference and defuzzification. Fuzzification introduces input data, and they
are processed to calculate the degree of membership that they will have on the controller.
At the inference stage, the degree of membership in the input data is considered, and a
decision is taken in the output space. Overall, the decisions are based on the scope of
knowledge defined by the expert.

In this work, the fuzzy controller design was performed with the MATLAB Fuzzy
Toolbox, which provides a simple and intuitive interface. Mamdani-type [43] and Sugeno-
type [44] inference mechanisms were used to design these controllers. The design was
carried out by analyzing the input and output signals of the previously designed PID
controller discussed in Section 2.2.1. The behavior of the proportional, derivative and
integral components of the PID controller was separately observed and the results were
recorded for each time instant. The main idea was to understand the operation of the PID
controller to set the initial platform of the fuzzy control.

Initially, the objective was to design a Fuzzy-PID controller, but due to certain difficul-
ties, it was decided to design a Fuzzy-PD controller. The Fuzzy-PID required an extensive
rule base (due to the number of inputs, the error, its derivative and integral), which would
mean a higher computational cost. Finally, it was concluded that the problem with the
Fuzzy-PID was due to the integral gain, and hence, it was decided to suppress this input.
As a result, it was possible to simplify the rule base and in turn reduce the computational
cost. If the Fuzzy-PD controller could work well with proportional and derivative gains,
then the integral part could be added at a later stage to improve the performance. In this
way, the Fuzzy-PD + I controller would be able to provide all the advantages of a parallel
PID controller (the advantage offered by the integral part is given by its ability to consider
past information). Once the Fuzzy-PD controller was designed, the integral action was
added and it was observed that the error continued to be integrated indefinitely (i.e., the
response had the “windup” effect). Once the problem was analyzed, two solutions were
proposed: implementing an “anti-windup” or working only with the Fuzzy-PD controller.
Finally, it was decided to eliminate the integral gain, and a Fuzzy-PD system as shown in
Figure 5 was used.

Figure 5. Fuzzy–PD controller.

After selecting the controller arrangement, the two Fuzzy-PD controllers (i.e., Mam-
dani and Sugeno) were designed.

Mamdani Fuzzy-PD Controller

The first step of designing the Fuzzy-PD controller was to define the membership
functions. The range of the controller and the linguistic labels were estimated accordingly.
At first, several types of membership functions were created to explore the combination of
labels that could offer the maximum possible accuracy between the inputs and outputs
(i.e., the best possible control surface). It is known that a few rules mean a sharp surface
(where changes occur abruptly) and more rules mean a smooth surface (where changes
occur smoothly). The selected range of the controller and the linguistic labels are shown
in Figure 6.
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Figure 6. Output membership function for the Mamdani Fuzzy–PD controller.

The next step was to create a table of possible combinations of inputs and their
potential outputs (i.e., the rule base). Moreover, this table must fulfil the control law of a
PD controller as well which is given by a continuous-time transfer function presented in
Equation (34):

U(s) = Kp + Kd × s (34)

This means that when Kp = −Kd × s, the control signal should be U(s) = 0. With this
logic, the identification of the outputs was made as illustrated in Figure 7a. Then, the rule
base for the Fuzzy-PD was implemented using MATLAB. Nine rules were defined in total,
and the corresponding control surface is shown in Figure 7b.

Figure 7. (a) Fuzzy outputs identification, (b) Mamdani Fuzzy–PD control surface.

Sugeno Fuzzy-PD Controller

The second Fuzzy-PD was designed by using the Sugeno methodology [44]. In the
design, it was necessary to describe two membership functions for each of the inputs, as
well as an output membership function. The membership functions of the inputs contain
the error (i.e., the error between the input and the response of the plant to the control
signal) and its change (i.e., the derivate of the error). In the design of the membership
functions, sigmoidal functions have been used due to their principal characteristics and
smoothness. This means that changes in the membership functions of a certain set do not
happen drastically. Figure 8 shows that the climb segment for a membership function is
a second order curve which changes from concavity at a given point, and once it reaches
the maximum value (i.e., 1 or −1), it remains at that value. The ranges covered were
from −1 to 1 for the inputs and from 0 to 1 for the output (see Figure 8). After describing
the membership functions, the rule base was constructed. Due to the simplicity of the
membership functions, the establishment of the rule base was simple, and it contained only
four rules.
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Figure 8. Sugeno membership functions.

Figure 9 shows the control surface obtained for the Fuzzy-PD controller with the
Sugeno type fuzzy system. Moreover, Figure 9 shows that the surface is non-linear and
offers a gradual evolution without abrupt changes. Achieving a smooth surface was the
initial requirement considered.

Figure 9. (a) Sugeno Fuzzy–PD rule base, (b) Sugeno Fuzzy–PD control surface.

Similar to the PID controller, the tuning of the gains for both controllers was performed
through experimentation using the MATLAB optimization tool. The experimental tuning
was realized by introducing a unit step input and executing the required actions. The gain
allocated to the output of the Fuzzy-PD controller (Kf) is a scale factor which was the same
gain used for the previously designed PID controller, as well. The tuning of the fuzzy
controllers is an arduous task that consumes lots of time. However, the time here was
substantially reduced thanks to the optimization tool in MATLAB.

Simulations were performed with both the Mamdani type and Sugeno type Fuzzy-PD
controllers and excellent results were achieved compared to the PID controller. Moreover,
it was observed that the Sugeno type Fuzzy-PD controller showed the worst performance
in terms of tracking complicated trajectories (i.e., acrobatic maneuvers), as will be shown in
Section 4. By re-tuning, it was possible to improve its performance, and it was concluded
that the Sugeno Fuzzy-PD controller requires an adaptive adjustment of the gains to offer
the most optimal response. On the other hand, the Mamdani Fuzzy-PD controller showed
excellent performance in the majority of the tests (see Section 4).
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2.3. Genetic Algorithm

After evaluating the performance of both Fuzzy-PD controllers, it was realized that
the Sugeno type controller required continuous modifications of the gains for achieving
better performance in terms of quadcopter stabilization. Hence, a GA was implemented as
an adaptive mechanism to minimize the errors by providing the most appropriate gains in
each possible situation.

GA originates from the proposition of using natural evolution as an optimization
procedure, characterized by the basic operations of selection, crossing and mutation [45].
To evaluate the operations mentioned, it is necessary that the information to be optimized
is encoded using the binary system (i.e., 0 and 1). In addition, this representation must
be finite, each being an individual that makes up a population. Therefore, the algorithm
is a search that uses such operations and begins by raising a family of individuals which
are selected and then consider the most optimal to cross-do between them. However, to
avoid falling into local minima, mutation is used. The form of selection can be made in
a logical way using the criterion of choosing the most optimum individual. In addition
to the operations cited above, the transition from one generation to another consists of
a last element: replacement. Replacement is a procedure that is used to calculate a new
generation of the above and its descendants. This is achieved by creating a space for
offspring in the population by removing the parents from it.

GA Code Explanation

The elaboration of the GA is carried out following the methodology presented in a
previous work [45]. First, the objective function is defined, which is the function of error.
The error is a function of the reference signal, the plant and the expression of the controller,
which in turn is a function of the gains. Then, the input parameters of the controller must
be able to minimize the error.

Another important aspect is representation. It is necessary to encode the decision
variables in a binary string. In the case of having three gains, sixteen bits must be used
to represent a single variable (Kp, Ki or Kd). The assignment of the binary string to a real
number is performed by the following expression presented in Equation (35):

Var = dec_val × up_rang− low_rang(
2bit_length − 1

)
+ low_rang

(35)

Thus, the total length of a chromosome is 48 bits: 16 for Kp, 16 for Ki and 16 for Kd.
The next step is to create an initial population. It is stipulated that in each generation,

the size of the population is 20. The initial population is generated randomly, thus obtaining
an initial population of 960 (i.e., 20 × 48 bits).

Once the initial population is generated, the first step is the evaluation, that is to
calculate the fitness value of each member. This step has three sub-steps:

1. Conversion of the genotype of a chromosome to its phenotype by converting the
binary chains into the corresponding real values.

2. Evaluation of the objective function by obtaining its value.
3. Conversion of the value of the objective function into an adjustment value where the

fitness of each chromosome is equated to the objective function (i.e., evaluated for
each chromosome) minus the maximum value obtained for the objective function. In
this way, the chromosomes of a better fit are determined. In this work, these were the
chromosomes with the lowest value.

Once the evaluation is complete, a new population is created based on the current
generation. In this part, the reproduction, selection and crossing and mutation operators
are used.

1. Reproduction: It can live and have offspring in the second population to the chromo-
somes that showed the best fit (i.e., the minimum value).
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2. Selection and Crossing: The crossing is based on the calculation of the cumulative
probability. This is carried out to decide which chromosomes will be selected for the
crossover. This has three steps: calculating the total fit, calculating the probability of
each chromosome and finally calculating the cumulative probability. The crossing
method used was the Xover point, where a cut-off point is randomly selected and the
parents in the right-hand side are exchanged to generate an offspring.

3. Mutation: The mutation is performed after the crossing by altering one or more genes
with a probability equal to the mutation rate. In this case, the probability of mutation
is 0.01. A population is generated as a function of the initial value (i.e., 20) and the
number of bits (i.e., 48) and the last bit is changed from 1 to 0, and vice versa. The
elite chromosomes of the above population are not subject to mutation, so after the
mutation, they are restored. After an iteration of the GA, a new population is created.
The procedure is repeated until there is no improvement in the best member of each
generation after 20 iterations.

2.4. Autotuned Controllers

For tuning the parameters with the GA, only the PID and Sugeno Fuzzy-PD controllers
were considered. The Mamdani Fuzzy-PD controller was left out, as it showed excellent
performance without needing an adaptive adjustment of the gains (see Section 4). Initially,
an attempt was made to cover the problem from a mathematical point of view. It was
attempted to implement a GA considering the mathematical expression of the error. The
idea was to make the GA deliver the gains through parallel computing with the Simulink
model. This would be possible for the PID controller since it is relatively easier to obtain
the function of the error depending on the parameters, but it would be very complex for
the Fuzzy-PD controller. Furthermore, such a system would require the same computation
twice, which entails a high computational cost. It was later verified that the expression of
the error would not be necessary, because the algorithm can work directly with the error
value obtained via the Simulink block diagram. In this way, it is possible to treat the error
function like a black box.

2.4.1. Autotuned PID Using a GA

Later, it was observed that the PID controller, despite its good performance, presented
some limitations when working under complex conditions. The quadcopter model presents
several plants that are interconnected or interlaced, whose links create additional informa-
tion or variations that were not initially seen and therefore not considered. This fact drove
the PID controller to its limits by losing the reference in the most severe conditions. It was
found that by modifying the gains for each of these situations separately, the PID controller
could tackle the problem successfully. Therefore, a GA could help to achieve the required
alterations to the parameters for each new situation.

Once the GA was designed, its implementation was achieved using a “MATLAB
Function” block (see Figure 10). The new control system has four gains: Kp, Ki, Kd and Ko.
The last parameter (Ko) is a scale factor located at the entrance of the plant. It was necessary
to frequently modify Ko so the initial GA design was sufficient to meet the needs.

Figure 10. Autotuned GA–PID.

198



Electronics 2021, 10, 2218

After the GA was implemented, the operational limits of the parameters were found,
and the system was simulated showing promising results. The autotuned PID control
system was able to pass the most demanding tests, and its level of performance is discussed
in detail in Section 4.

2.4.2. Autotuned Sugeno Fuzzy-PD Using a GA

The fuzzy controller showed excellent performance and was able to stabilize the
quadcopter in many adverse conditions. However, the designed controller presented
static gains and hence, certain limitations were observed, which could have been avoided
by the implementation of a GA. The designed autotuned GA-Sugeno Fuzzy-PD control
system presents three gains: Kp, Kd and Kf. The parameter Kf corresponds to the output
of the fuzzy controller and is responsible for scaling the signal to the plant. Following
the steps of the autotuned PID design, an algorithm was implemented to control the Kp
and Kd parameters, leaving Kf static. It was observed that the control system was not
properly performing with a static Kf. Unlike the autotuned PID, it was necessary to have an
adaptable gain for the output of the Fuzzy-PD controller (see Figure 11). This difference is
due to the fact that the design of the Fuzzy-PD was not based on imitating the behavior of
the traditional PID controller, and therefore, the controller has different requirements, even
though the objective was the same. After designing the Fuzzy-PD system, the final step
was to explore the parameter limits (explained in the next section). The results indicated
that the autotuned GA-Sugeno Fuzzy-PD control system had excellent performance, which
is discussed in detail in Section 4.

Figure 11. Autotuned GA–Sugeno Fuzzy–PD.

2.4.3. Parameter Work Limits

Once the GA was implemented for both controllers, the working limits of the pa-
rameters were obtained. Working limits ensure that the control system works accurately
for system boundary conditions. It has been proven that despite the effort of the GA to
minimize the error, the system will not be able to achieve stability if the working limits of
the parameters are not properly adjusted. Finding the working limits of the parameters
has been a task of pure experimentation and has taken a significant amount of time, since
the system can be regulated in several ways. On the one hand, the GA-PID system did not
present many difficulties in setting the limits. Initially, a step function was introduced to the
system and the range of Kp was increased while increasing the static gain of the output (Ko).
Once the controller started to respond and reached the reference signal, the range of Kd
was increased and finally, Kp was increased for fine adjustment. It should be noted that the
output gain determined the response speed. On the other hand, the autotuned GA-Sugeno
Fuzzy-PD system presented many difficulties, as this system was made more complex by
the possibility of modifying the limits of the membership functions to adjust the system.
Initially, a Fuzzy-PID controller was designed that worked accurately in the complete
model (showing the same limitations due to static gains). When implementing the GA
and trying to find the working ranges of the parameters, many difficulties were observed
that prevented the controller from performing its function. During each simulation, each
parameter responded in a unique way by shifting the input signals away from the bounds
of the membership functions of the controller. It was tried to adapt the functions that are
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associated to the input signals, but the controller showed a high sensitivity to the output,
and some variation was reflected in the output, showing jumps and punctual losses of the
reference. After analyzing the problem, it was decided that part of the faults could be due
to the integral component, which had the “windup” effect. Initially, it was suggested to
implement an “anti-windup”, but finally, it was decided to design a Fuzzy-PD controller, as
it would allow the elimination of the cited parameter (which was also presenting problems),
resulting in a less complex system. The adjustment of the autotuned GA-Sugeno Fuzzy-PD
ranks was less complex. Initially, it was proposed not to adjust the membership functions
and only to configure the parameter ranges. The ranges for a unit step signal were set
and the system responded accurately, but it could not respond to the maximum inputs
(i.e., 360 degrees). This would prevent the quadcopter from making extreme turns and
is therefore not acceptable. The adjustment was then made using the same parameters
multiplied by other parameters until the system started responding to the 360-degree step
input. Once this was achieved, the system began to accurately respond to all sorts of entries.
It should be noted that the ranges of the parameters are very sensitive and even a minimal
modification could make the system stop working accurately. However, we have found
the optimal ranges that make the system a robust system.

3. 3D Simulator Development

A 3D simulator was developed to observe the behavior of the quadcopter in an intu-
itive way which would enable further analysis of the proposed controllers’ performance
and to explore the possible errors. Initially, the controllers were developed and the simu-
lation results were used to fine-tune the controllers to achieve satisfactory performance.
After achieving satisfactory results, the simulator was designed using MATLAB.

A dynamic model offers the possibility of obtaining movements performed in x, y and
z planes. Therefore, it is possible to place the quadcopter in 3D space and to draw and
examine the paths described by the vehicle. Here, defining of a point describing the path
was possible, but it was impossible to see the rotation of the vehicle on its own axis while it
was moving. The fundamental idea was then to consider the data that gave the dynamic
model (i.e., linear and angular displacements) and provide these to the program written in
MATLAB for plotting the points that draw the quadcopter’s movement in real time. The
main path described by the quadcopter was taken as the crucial point and this means that
this point would be the main coordinate to follow and plot the vehicle’s movement. This
point coincided with the physical center of the model and it allowed the plotting of the
vectors corresponding to the four arms that were traced with respect to the central point.
However, the arms had an additional difficulty as they moved around the central point
according to the maneuvers assigned. Hence, the coordinates of the arms would be four
free points in the space and are related to each other like two cross vectors. Therefore, the
only option was to use the Euler angles to know their orientation. To obtain the coordinates
of the points that would indicate the orientation of the vehicle, arrays of homogeneous
transformations were defined, and these provide the rotations and translations of the new
points of orientation with respect to the central point.

Upon the completion of the design of the simulator, the corresponding characteristics
were considered as necessary (i.e., displaying the path/s, the visualization of the speed
of the engine in revolutions per minute (rpm)). To obtain the speed of the rotors, it was
necessary to design a new circuit, and the sole purpose of this circuit was to separate the
control signals to obtain the speeds of each engine. First, it was necessary to know that
the inputs to the controllers are the speed changes between the pairs of rotors and then
the controllers offer the corrected signals in their outputs. Then, the controllers’ signals
are introduced into the plants of the dynamic model in order to apply corrective actions.
With this, it was possible to obtain each motor’s speed in rpm. Table 1 shows the relevant
information on the allocation of speed rates (only for a couple of engines in each plant),
which were considered in the design of the circuit for the separation of signals.

200



Electronics 2021, 10, 2218

Table 1. The information on control signal separation.

Inputs Angular Velocity

Altitude Σwi Ωmi =
ΣΩi

4

Roll ∆w21,43 w1 = w2 = Ωmi ± ∆Ω21,43
2

Pitch ∆w42,13 w1 = w2 = Ωmi ± ∆Ω42,13
2

Yaw ∆w41,23 w2 = w3 = Ωmi ± ∆Ω41,23
2

4. Results and Discussion

This section discusses the results obtained during the simulations. Only the path
results where the controllers have stopped working correctly will be shown, as all the con-
trollers showed the same results for the paths that did not involve an acrobatic quadcopter
maneuver.

The PID as well as both the Mamdani Fuzzy-PD and Sugeno Fuzzy-PD controllers
were subjected to various tests to verify their limits of performance. The PID controller
presented an excellent performance in terms of following easy trajectories, but significant
differences were observed compared to the Fuzzy-PD controllers in terms of precision
when describing complex trajectories. Figures 12 and 13 show the situation where the PID
controller starts to fail. We can appreciate the controllers’ response to the same step input
with a pulse of 50 for a period of 0.5 s (i.e., a disturbance) that simulates a burst of air.

Figure 12. PID response to a step of 10◦ with a disturbance of 5◦.

Figure 13. Fuzzy–PD response (the same for Mandami and Sugeno types) to a step of 10◦ with a
disturbance of 5◦.

It can be concluded that the PID controller could perform with the non-linear model,
only with small angles and when no more than two inputs were introduced to the model.
This is because when the system is working with simple paths, the dynamic model is not
susceptible to many variations (i.e., the system becomes a little more static or constant
over time and this condition was not unfavorable for the PID controller). On the other
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hand, it can be observed that the Fuzzy-PD controller proved to reach the reference with
slightly less settling time than that of the PID controller. Such a difference in the settling
time may be due to the adjustment of the gains. Tests with the non-linear model showed
that the Fuzzy-PD controller is well adapted to all kinds of reference signals, but it showed
difficulties when following acrobatic trajectories. Therefore, both the controllers required
the implementation of a GA to improve their capabilities.

Figures 14–18 illustrate the simulation results of the five control systems designed, PID,
Mandami Fuzzy-PD, Sugeno Fuzzy-PD, autotuned GA-PID and autotuned GA-Sugeno
Fuzzy-PD, performing on a very complex track. From these figures, it is possible to
appreciate the benefits of the implementation of a GA with both controllers. The details
relevant to these figures are given in Table 2.

Figure 14. PID simulation results. (a) Altitude plant, (b) roll plant, (c) pitch plant, (d) yaw plant.
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Figure 15. Mamdani Fuzzy–PD simulation results. (a) Altitude plant, (b) roll plant, (c) pitch plant,
(d) yaw plant.

Figure 16. Sugeno Fuzzy–PD simulation results. (a) Altitude plant, (b) roll plant, (c) pitch plant,
(d) yaw plant.
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Figure 17. Autotuned GA–PID simulation results. (a) Altitude plant, (b) roll plant, (c) pitch plant,
(d) yaw plant.

Figure 18. Autotuned GA–Sugeno Fuzzy–PD. (a) Altitude plant, (b) roll plant, (c) pitch plant, (d) yaw
plant.
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Table 2. Details of Fuzzy-PD simulation results (Figures 14–17).

Graph Label Plant Colors

(a) Altitude - Green flat line:
Plant response

- Blue with circles:
Reference signal (Trajectory)

- Red with squares:
Disturbances

(b) Roll

(c) Pitch

(d) Yaw

Figure 14 indicates the results of the four PID controllers. A satisfactory performance
can be observed when the plants are subjected to conditions of minor variations. However,
as the complexity of the trajectories increases, the controllers begin to fail by losing the
references and then follow undesired trajectories. As shown in Figure 14b,c, the roll and
pitch actions are conflicting, and this is because they are sharing variables and for this
reason both can feel the modifications that exist between them. As a result, the stabilization
of the roll and pitch plants (see Figure 14b,c) are achieved approximately at t = 9 s and t = 6 s,
respectively. By means of experimentation, it has been verified that the PID controllers
manage to stabilize the system in all cases, but these demand the variation of the gains in
each simulation.

Figure 15 shows the simulation results achieved from the Mamdani Fuzzy-PD con-
trollers. At first glance, a noticeable improvement can be observed when following the path
in comparison with the PID controllers. This is due to the ability of the fuzzy controllers
to work under non-linear conditions. These controllers show promising results without
needing a GA. What is striking is the response to the disturbance at the altitude plant. As
is shown in Figure 15a, it seems that the controller does not show any response when a
disturbance occurs, and it is able to follow the reference with a high degree of accuracy. It
should be stated that a good design of a fuzzy controller is more than enough to cover the
control demands that the model of a quadcopter requires.

Figure 16 shows the results obtained for the Sugeno Fuzzy-PD controller. It is observed
that the performance of this controller is better than that of the PID controller and manages
to follow the reference well. However, it shows problems when dealing with acrobatic
trajectories in the roll and pitch plants at t = 2 s (see Figure 16b,c). Hence, it was decided to
reduce the speed of response of the controller, but after some tests, it could be seen that it
did not respond to abrupt changes in an efficient manner. For this reason, this configuration
gave large overshoots when sudden changes in the trajectory occurred. Therefore, as with
the PID controller, the gains have been re-tuned, and the results have found to be better,
and hence it was concluded that these controllers also required automatic tuning of the
gains.

Figure 17 shows the results of the autotuned GA-PID controller. It can be observed
that the algorithm works efficiently by providing the appropriate parameters to the PID
controller. The controller was subjected to highly demanding trajectories and the results
have been excellent in all tests. In the pitch graph shown in Figure 17c, there is still a small
error at t = 2 s which was effectively corrected. Moreover, the controller of each plant was
able to respond successfully to the disturbances.

Figure 18 shows the results of the autotuned GA-Sugeno Fuzzy-PD controller. The
first point that stands out is the pitch plant error, as shown in Figure 18c at t = 2 s. In this
controller the error is bigger than that shown in Figure 17c (autotuned GA-PID). This is
because the controller’s response is faster than the autotuned GA-PID and for this reason,
there is an overshoot. The response curve of the GA-Sugeno Fuzzy-PD makes it faster than
the GA-PID for large changes in the quadcopter’s trajectory, but the PID is faster for small
variations. This is clear from the details presented in Table 3 as the GA-PID is faster in most
cases with the applied unit inputs (i.e., step, ramp and parabolic). On the other hand, it can
be noticed that the GA-Sugeno Fuzzy-PD presents no overshoot. This could be due to the
fact that the precision of the controller increases with the path changes with low demands.
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Then, the precision of this controller would be compromised in the face of large changes in
the plant where a higher response speed would be required, giving rise to the overshoot,
as can be observed in Figure 18c at t = 2 s. The autotuned GA-Sugeno Fuzzy-PD controller
was subjected to several tests with different input values, and all have been successful. It
can be concluded that, owing to the implemented GA, the system is now able to adapt to
the most adverse conditions, such as spins on the axis, loops or other acrobatic trajectories.

Table 3. Comparison of the steady-state and transient response of the controllers.

Controller Plant
Static Response (Steady-State Error) Transient Response

Step Input Ramp
Input

Parabolic
Input

Rise Time
(s)

Settling
Time (s)

Peak Time
(s) Overshoot

PID

Altitude −8.7 × 10−3 4.8 × 10−3 2.2 × 10−2 0.207 0.430 0.501 0.000

Roll −5.9 × 10−3 4.1 × 10−3 2.1 × 10−2 0.204 0.428 0.501 0.000

Pitch −1.3 × 10−2 3.7 × 10−3 2.1 × 10−2 0.208 0.432 0.501 0.000

Yaw −7.3 × 10−3 1.1 × 10−3 2.1 × 10−2 0.205 0.428 0.501 0.000

Mamdani Fuzzy-PD

Altitude −7.6 × 10−6 −7.6 × 10−6 −1.9 ×
10−4 0.135 0.323 0.452 0.188

Roll −2.9 × 10−3 −5.9 × 10−8 4.1 × 10−8 0.170 0.421 2.491 0.000

Pitch −4.4 × 10−9 −9.5 × 10−9 1.2 × 10−6 0.171 0.422 2.487 0.000

Yaw −3.5 × 10−10 1.3 × 10−9 4.6 × 10−6 0.099 0.281 1.802 0.000

Sugeno Fuzzy-PD

Altitude 1.9 × 10−3 2.1 × 10−2 2.5 × 10−2 0.230 0.141 0.201 0.002

Roll 1.9 × 10−6 1.7 × 10−7 2.1 × 10−5 0.022 0.273 0.153 30.033

Pitch −9.6 × 10−7 −1.7 × 10−7 2.0 × 10−5 0.021 0.273 0.153 30.860

Yaw 3.5 × 10−10 2.1 × 10−9 6.1 × 10−7 0.024 0.142 0.218 0.002

Autotuned GA-PID

Altitude −2.4 × 10−3 −2.6 × 10−7 1.9 × 10−5 0.206 0.458 1.573 0.048

Roll −1.7 × 10−3 −7.5 × 10−3 6.5 × 10−6 0.103 0.282 0.629 0.042

Pitch −1.5 × 10−3 −8.4 × 10−7 6.2 × 10−6 0.103 0.282 0.744 0.054

Yaw −1.7 × 10−3 −8.0 × 10−5 2.1 × 10−4 0.197 0.392 0.505 0.713

Autotuned GA-Sugeno
Fuzzy-PD

Altitude 2.1 × 10−6 2.2 × 10−6 5.5 × 10−5 0.088 0.249 1.905 0.000

Roll −2.0 × 10−7 4.9 × 10−7 5.9 × 10−5 0.105 0.277 4.504 0.000

Pitch −1.3 × 10−7 −4.9 × 10−7 5.7 × 10−5 0.239 0.528 2.640 0.000

Yaw −5.9 × 10−11 1.2 × 10−9 3.4 × 10−6 0.176 0.397 4.940 0.000

A quantitative comparison of the steady-state and transient response of the developed
controllers is presented in Table 3. The results shown in Table 3 further confirm the
results illustrated in Figures 14–18. It is clear that the autotuned GA-Sugeno Fuzzy-PD
controller has the best overall performance in terms of the steady-state response to step,
ramp and parabolic inputs. The Mamdani Fuzzy-PD controller shows excellent steady-
state performance even without a GA to tune its parameters. Moreover, it can be seen
that the performance of the traditional PID controller has been improved through the
implementation of a GA. In terms of the transient performance, the Sugeno Fuzzy-PD
controller shows the overall fastest performance and consequently has a high overshoot in
the roll and pitch plants. This problem has been overcome in the autotuned GA-Sugeno
Fuzzy-PD controller, and even though its response is a bit slower, it provides the best
overall performance under both steady-state and transient conditions.

The quadcopter’s behavior with the proposed control system (as illustrated by the
3D simulator) is presented in Figures 19 and 20. The speed of each motor is indicated in
rpm. The screw trajectory shown in Figure 19 shows the quadcopter’s response when an
undefined turn is introduced into the yaw axis. It is possible to appreciate that the vehicle
realizes a displacement of elevation while turning on its own axis. This is because initially,
the quadcopter is in the rest position (i.e., in the ground at zero meters elevation) and when
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the simulation starts, the motors increase their speed until the vehicle takes off, in this case,
up to a 1m height in the “Z” axis. This fact can be appreciated by observing the central
trajectory described with red circles where the circles are initially separated as the vehicle
is moving up. When it reaches its steady state, the vehicle stops and the red circles are
accumulated in the same position. Thanks to this, it is possible to observe the rotation of
the vehicle on its own axis, which describes a screw maneuver.
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Figure 19. The quadcopter’s operation along a spiral path.

Figure 20 illustrates the simulation of the quadcopter by making a movement along
the “X” axis. Figure 20a shows the three-dimensional image of another trajectory executed
by the vehicle, from its takeoff at the origin (X = 0, Y = 0, Z = 0) until the beginning of the
movement in the negative direction of the “X” axis (i.e., the backward movement).

Figure 20b shows a top view where the rpm of each motor is observed in more detail.
It can be seen that the displacement of the vehicle is made by the thrust of engines 1 and
3 (i.e., 5141.91 rpm), while engines 2 and 4 are responsible for keeping the vehicle at a
constant height (i.e., 3712.47 rpm).

After several simulations with the simulator, it was verified that the responses of
the dynamic model are compatible with the characteristics that were attributed to the
quadcopter during its design stage. It means that a stationary state is obtained at about
3500 rpm and the thrust is realized using two motors (i.e., “×” configuration), while the
twists and turns originate correctly.

It is evident from the results that the PID controllers were able to provide satisfactory
performance when following simple paths, but failed when performing complex acrobatic
maneuvers. Fuzzy-PD controllers outperformed the PID controllers in this regard, but still,
the Sugeno Fuzzy-PD controller exhibited problems when dealing with acrobatic trajecto-
ries. The autotuned GA-PID and autotuned GA-Sugeno Fuzzy-PD controllers introduced
in this study show that the implementation of a GA could enhance the performance of
the traditional PID and Sugeno Fuzzy-PD controllers, which allowed the quadcopter to
accurately follow complex acrobatic trajectories. Furthermore, it is clear that the Mamdani
Fuzzy-PD controller was able to show excellent performance even without implementing a
GA for tuning its parameters.

The proposed approach of implementing a GA for tuning the controller parameters
has the benefit of improving the performance of traditional controllers, enabling the
quadcopter to follow complex trajectories. For applications where the quadcopter has
to follow simple trajectories only, a traditional PID controller can be equipped with a
GA to improve its performance rather than using a more complex fuzzy controller. For
quadcopter applications with more complex trajectories Fuzzy-PD controllers are more
appropriate and their performance can further be enhanced by the implementation of a
GA. However, this has several shortcomings, such as the time and effort needed to develop
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a fuzzy rule-based model and the GA implementation. Obtaining the working limits of the
parameters is also a challenging task.
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Figure 20. The quadcopter executing a backward movement.

5. Conclusions and Recommendations

Five controller types were designed for a quadcopter and their performance was
evaluated in simulation: a PID, a Mamdani Fuzzy-PD, a Sugeno Fuzzy-PD, an autotuned
GA-PID and an autotuned GA-Sugeno Fuzzy-PD. A paths simulator was also designed to
visualize the quadcopter’s behavior at different paths.

Through the simulations carried out, it has been verified that the stabilization of a
quadcopter poses a challenge from the point of view of control engineering. Despite the
effort to obtain the optimal parameters of the controllers, only the Mamdani Fuzzy-PD
controller was able to face the most adverse conditions. This controller showed the best
results with most of the difficult trajectories, and it did not require the implementation of a
GA to improve its performance.

The time taken to tune the PID and Fuzzy-PD controllers was substantially reduced
by the use of the MATLAB optimization tool. Moreover, it should be noted that the scale
factor of the plant (placed in the output of the controllers) played a fundamental role in
determining the speed of response of the plant. In other words, it was possible to achieve
a high degree of sensitivity. The scale factor should be large enough to work with small
gains, and in this way, the simulation and the adjustment process become a bit simpler and
more intuitive.
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With respect to the fuzzy controllers’ design, it is recommended to work within the
limits from 0 to 1. In this way, it is easier to analyze the system boundaries by analyzing
the inputs and thus, to achieve the desired results more quickly. It has been verified that
the performance of the controllers was improved when a GA was implemented. It was
possible to observe this by subjecting the vehicle to the most demanding conditions (i.e.,
difficult trajectories) where the PID and Fuzzy-PD controllers required a re-adjustment of
the gains for such conditions.

Other conclusions related to this work can be drawn as follows:

• For the quadcopter design, the “× ” configuration was chosen for achieving better
propulsion for the execution of acrobatic maneuvers. However, this choice led to
complex calculations of the moments of inertia. On the other hand, the “+” configura-
tion would be simpler in mathematical design and would provide a perfect rotation
around its own axis due to the rotors acting in the same axis, where the vehicles with
“×” configuration may fall slightly downward in this case.

• Even though the PID is a type of linear control system, it can be used with non-linear
systems whenever working with a range of low values (i.e., in this case small angles
and simple paths) and a high degree of accuracy is not required, given the conditions
in indoor flights. However, the Fuzzy-PD controllers showed effectiveness with large
angles and complex paths.

• The development of the PID could be improved by adding an anti-windup module
to avoid the saturation. If so, the PID controller could have offered slightly better
responses to non-linear conditions.

• The simulator proved to be a very useful tool in visualizing the paths and indicated
when the dynamic model was not working properly. Hence, it was possible to investi-
gate the issues in calculations to obtain an accurate dynamic model.

We would like to comment that the project is not closed yet, and that the dynamic
model is currently being reviewed for a better definition with the aim of approaching more
towards the real model.

In the future, novel solutions will be presented by the implementation of new con-
trollers based on neural networks as well as a more intensive analysis of what has been
achieved to date. Finally, we would like to emphasize that the use of a GA has exceeded
expectations and it has proven to be a vital tool in achieving quadcopter stability.
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Abbreviations

Abbreviations
UAV Unmanned Aerial Vehicle
PI Proportional-Integral
GA Genetic Algorithm
MIMO Multiple-Input Multiple-Output
PID Proportional-Integral-Derivative
P Proportional
ITAE Integral Time Absolute Error
LQR Linear Quadratic Regulator
PD Proportional-Derivative
LQR-I Linear Quadratic Regulator with Integrators

SPARC Self-evolving Parameter-free Fuzzy Rule-based Controller
MSE Mean Square Error
FLC Fuzzy Logic Controller
ABC Artificial Bee Colony
RPM Revolutions per Minute
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