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Preface to ”Testing of Materials and Elements in Civil

Engineering (2nd Edition) —Volume I”

Last year, we ran a successful Special Issue on “Testing of Materials and Elements in Civil

Engineering”, with over 50 papers published. The field of materials testing in civil engineering is very

wide and interesting from an engineering and scientific point of view. Therefore, we have decided

make a second edition dedicated to this topic.

This new Issue is proposed and organized as a means to present recent developments in the

field of materials testing in civil engineering. The articles highlighted in this Issue should relate to

different aspects of the testing of different materials in civil engineering, from building materials and

elements to building structures. The current trend in the development of materials testing in civil

engineering is mainly concerned with the detection of flaws and defects in elements and structures

using destructive, semidestructive, and nondestructive testing.

The topics of interest include but are not limited to:

• Testing of materials and elements in civil engineering;

• Testing of structures made of novel materials;

• Condition assessment of civil materials and elements;

• Detecting defects that are invisible on the surface;

• Damage detection and damage imaging;

• Diagnostics of cultural heritage monuments;

• Structural health monitoring systems;

• Modeling and numerical analyses;

• Nondestructive testing methods;

• Advanced signal processing for nondestructive testing.

Krzysztof Schabowicz

Editor
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Abstract: The article proposes the application of the acoustic emission method as a technique for
the evaluation of mechanical parameters of cellulose–cement composites. The analysis focused on
frequency values in a time series analysis of elements subject to three-point flexural stress. In the
course of a statistic analysis, it has been demonstrated that a significant reduction of the recorded
frequency values is associated with a considerable reduction in strength. This allowed the authors
to determine the range of frequencies related to the depreciation in the strength of an element. The
tests were carried out on elements cut from a full-size cellulose–cement board. Samples exposed
to potential operational factors (environmental and exceptional) were analysed. It was shown that
the frequencies recorded before reaching the maximum load during bending of samples exposed to
environmental factors (water and low temperature) were significantly different (were much lower)
from the sounds emitted by elements subjected to exceptional factors (fire and high temperature).
Considering the fact that the analysed frequencies of acoustic emission events occur before the
maximum stresses in the material are reached and the elements are destroyed, this provides the basis
for the use of the acoustic emission method to assess the condition of cellulose–cement composites
in terms of lowering mechanical parameters by observing the frequency of events generated by the
material during load action. It was found that generating by material frequencies above 300 kHz
during bending does not result in a significant decrease in mechanical parameters. The emission of
signals with frequencies ranging from 200 to 300 kHz indicate that there was a decline in strength
exceeding 25% but less than 50%. The registration of signals with frequencies below 200 kHz indicates
that the reduction in mechanical parameters was greater than 50%.

Keywords: cement–cellulose composites; ventilated façade; acoustic emission method; frequencies
of acoustic emission signals

1. Introduction

Building materials produced on the basis of cement reinforced with organic fibres have
been used in the building industry for over a century. It is believed that this type of material
was invented by Ludwik Hatschek, a Czech engineer who patented the methodology of
manufacturing panels known as ‘Eternit’. Cement elements with an additive of asbestos
fibres exhibited relatively high strength parameters, while also being non-absorbent and
non-flammable [1–8]. Those very features made Eternit one of the most popular types
of roofing in the 1980s and 1990s. Their popularity decreased when it was revealed that
asbestos fibres have carcinogenic properties. From then on, efforts have been undertaken
to develop a replacement technology. Over the course of the performed research, cement
matrices were strengthened using various types of organic fibres, variable, e.g., by origin
or length [9–12].

One of the most common fibrous cement composite products are panels based on a
cement matrix reinforced with cellulose fibres. These panels, apart from Portland cement

Materials 2021, 14, 5882. https://doi.org/10.3390/ma14195882 https://www.mdpi.com/journal/materials
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and organic fibres, can also contain synthetic fibres as well as special additives or ad-
mixtures, which improve their strength and performance parameters [13–17].

Most cellulose–cement panels are designed for internal and external use (e.g., as siding
elements in ventilated facade systems). Due to working conditions present in the case
of their external use, as facade elements, it is necessary to determine the effect of any
potential operating factors on the parameters of the boards. Many literature sources cite
examples that demonstrate the deterioration of aesthetics as well as of the mechanical
parameters of the panels due to the impact of external conditions [18–22]. Due to the fact
that cellulose–cement panels are currently also used in buildings classified as tall buildings
and high-rise buildings, for safety reasons, it is necessary to develop a method which
would facilitate the determination of the actual condition of the panels during their routine
inspections. This would help to eliminate any possibility of façade siding elements falling
down from the building, resulting in personal and material hazards [23–28].

The operating conditions of cellulose–cement panels primarily include the effects of
water and moisture, resulting in the cyclical soaking and drying of the panels, as well as
the regular changes between above-zero and sub-zero temperatures. In addition, when
analysing the service life of the boards, the possible occurrence of exceptional conditions
must be taken into consideration, among which the effects of fire and high temperatures
seem the most destructive [29–34].

Considering that cellulose–cement panels must be inspected at the site of their in-
stallation, it is necessary to develop a non-destructive methodology that would enable
their monitoring, preferably remotely. The acoustic emission method is the one which is
becoming increasingly popular when used to this end, as it allows for the observation of
load-related active destructive processes in materials. Acoustic emission has been success-
fully implemented as a research methodology for the diagnosis of engineering structures
made of concrete and steel. The results of tests performed on cellulose–cement panels have
also been documented in literature. Previous analyses were performed using neural net-
works as well as the acoustic emission method, with the application of the energy-related
and time/frequency-related approach [35–40].

The implementation of the abovementioned models in the context of the acoustic
emission method requires the performance of analyses using specialised software, the so-
called artificial intelligence, to facilitate the learning of neural networks, the classification
of AE signals, as well as the performance of a time and frequency analysis. However, based
on the performed research, the authors have observed that the frequency of events is one of
the most variable parameters of acoustic emission, sensitive to changes in the mechanical
parameters of a material. Therefore, they performed an analysis that allowed them to
determine the significance of these changes and to associate them with a specific degree of
reduction of the strength of cellulose–cement elements [41–43].

Testing the dynamic parameters of composites is an issue widely described in the
literature in relation to composite layered structures [44] and GFRP composites [45]. Due to
the use of modern research techniques and computer methods, it is possible to accurately
assess the influence of geometric parameters of an element on mechanical indicators both
in static and fatigue tests [44,45].

The basic research question posed by the authors concerned checking whether the
frequencies of acoustic emission events are related to the mechanical parameters of com-
posites, and if so, whether the relationship between them is statistically significant. The
next question was to check how the potential operating conditions affect the mechanical
parameters and frequency of acoustic emission events.

The authors decided to observe the frequency of AE events emitted by cellulose-
cement composites because in other publications, this parameter allowed for the tracking
of changes in mechanical parameters in brittle materials [46,47].

The novelty of the research carried out consists in the observation of one selected
energetic parameter of the acoustic emission. In previous publications on cellulose–cement
composites, the use of the AE method was associated with the procedure of teaching
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neural networks or unsupervised signal classification, which requires specialised software
and skills. The AE event frequency analysis can be performed immediately after the
measurement and even during the measurement without the need to transfer data, which
significantly extends the availability of the acoustic emission method as a tool for assessing
changes in mechanical parameters in cellulose–cement composites.

The main benefit of the present research study for researchers and users concerns the
ability to refer, when assessing the mechanical parameters by observing the frequency of
AE events, to the results obtained for samples of cement–cellulose composites exposed
to potential operational factors. The presented results and the criteria proposed in the
conclusion were also confirmed during other analyses, which concerned the classification of
14 parameters of AE events, the observation of time–frequency spectra, and the study of the
microstructure of the material. According to the authors, the proposed research procedure
is the basis for the creation of simplified guidelines enabling the inspection of the condition
of cellulose–cement composites without the need to use specialised analysis software.

2. Materials and Methods

The tests were performed on elements cut out of full-size cellulose–cement panels.
Cuboidal samples of the dimensions of 300 × 50 × 8 m3 were cut out of stock panels of
the dimensions of 1.25 × 3.10 m2, 8 mm in thickness. The samples were cut parallel to the
length of the panels. A 50 mm marginal zone of the panels was omitted during preparatory
work. A view of the test stand is shown in Figure 1.

Following the tests, frequency values in the analysed time series for the tested elements
were monitored. In addition, changes of the loading force F in time were also observed.

On the basis of the completed preliminary tests, it was confirmed that cellulose–cement
panels demonstrated the mechanical parameters declared by the manufacturer. The chemi-
cal formula of the panels and the details of their technological process are patent-protected,
and any information referring to the specific components, their quantities and suppliers,
as well as any production details are very restricted. According to the manufacturer’s
declaration, the tested fibre-cement panels were made using basic components such as:
Portland cement CEM I 42.5N, cellulose fibres, or PVA synthetic fibres. The elements also
contained an additive in the form of lime powder. The manufacturing process of the panels
was based on Hatschek’s process. The scope of application of the panels was declared by
the manufacturer as indoor and outdoor. The average technical parameters declared by the
manufacturer of the panels are included in Table 1.

Table 1. The declared average technical parameters of the boards.

Density Dry state PN-EN 12467 ≥1.58 g/cm3

Flexural Strength Perpendicular PN-EN 12467 25.0 N/mm2

Flexural Strength In parallel PN-EN 12467 18.0 N/mm2

Modulus of Elasticity PN-EN 12467 12,000 N/mm2

Stretching with Humidity 30–95% 1.0 mm/m
Porosity 0–100% <18 %

The tests were performed on cellulose–cement panels operating in conditions of an
environmental and exceptional nature. The following research cases have been identified:

• air-dry condition;
• saturation with water for 1 h;
• saturation with water for 24 h;
• 25 bathing–drying cycles;
• 50 bathing–drying cycles;
• 10 freezing–unfreezing cycles;
• 25 freezing–unfreezing cycles;
• 50 freezing–unfreezing cycles;
• 100 freezing–unfreezing cycles;

3
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• direct contact with a flame for 2.5 min;
• direct contact with a flame for 5 min;
• direct contact with a flame for 7.5 min;
• direct contact with a flame for 10 min; and
• contact with the temperature of 230 ◦C for 3 h.

 
(a) 

(b) 

Figure 1. Test stand diagram: (a) a photograph of one of the samples and (b) the load diagram.

Panels in the first case P1—the reference case—were stored in the conditions of con-
stant temperature and humidity (+23 ◦C, 60% humidity). This case was considered as
a benchmark.

Samples from series P2 ÷ P3 were submerged in water of room temperature (ap-
proximately 23 ◦C) for a period of 1 and 24 h, upon which they were subjected to wet
flexure tests.

Bathing and drying cycles (cases P4 ÷ P5) were performed by alternately submerging
the samples in water of an ambient temperature higher than 5 ◦C (approximately 23 ◦C) for
18 h and drying them in a ventilated drier at a temperature of 60 ◦C (±5 ◦C) and relative
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humidity lower than 20% for 6 h; the number of cycles depended on the research case (P4
—25 cycles; P5—50 cycles).

Cyclical freezing and unfreezing (cases P6 ÷ P9) was performed in a specific air-water
environment via alternate cooling (freezing) in a freezer, in a temperature of −20 ◦C (±2 ◦C)
for 2 h and this temperature was maintained for another hour, followed by subsequent
heating (unfreezing) in a water bath at a temperature of 20 ◦C (±2 ◦C) for two hours and
this temperature was maintained for another hour. During the cooling and heating cycles
(freezing and unfreezing), the samples were positioned in a manner that ensured free
circulation of the conductive medium (air in the freezer or water in the bath).

The baking of the fibre-cement panels took place in a laboratory oven (Kedndrolab,
Warsaw, Poland) at a temperature of 230 ◦C. The duration of the baking was 3 h, which led
to the total destruction of the fibres in the material.

The impact of fire is an exceptional factor that involves exposure to high temperatures
which occur in the case of events such as a building fire. The process of the destruction
of fibre-cement panels involved the direct application of a flame, resulting in the surface
temperature of the panel reaching approximately 400 ◦C for a time of 2.5 to 10 min, recorded
at 2.5-min intervals (cases P10 ÷ P13).

Table 2 presents a list of test cases of cellulose–cement composites with the adopted
sample designation.

Table 2. Table of research cases of cellulose–cement composites with the adopted sample designation.

Case No. Test Case Designation

1. Air-dry condition P1
2. Saturation with water for 1 h P2
3. Saturation with water for 24 h P3
4. 25 bathing–drying cycles P4
5. 50 bathing–drying cycles P5
6. 10 freezing–unfreezing cycles P6
7. 25 freezing–unfreezing cycles P7
8. 50 freezing–unfreezing cycles P8
9. 100 freezing–unfreezing cycles P9

10. Direct contact with a flame for 2.5 min P10
11. Direct contact with a flame for 5 min P11
12. Direct contact with a flame for 7.5 min P12
13. Direct contact with a flame for 10 min P13
14. Contact with the temperature of 230 ◦C for 3 h P14

Each research case included 10 samples. The static scheme and the dimensional
proportions of the samples were adopted in accordance with [48], product specification
and test methods.

Flexural tests of cement-fibre composites were performed using a Zwick Roell strength
testing machine with a loading range of 0 to 10 kN. When testing fibre-cement samples,
a constant increment in the crossbar movement was set at 0.1 mm/min. The spacing of
supports in the machine was 200 mm and the force was applied axially.

The measurements of the acoustic emission used two frequency sensors: VS30-SIC
(Vallen Systeme GmbH, Wolfratshausen, Germany) with flat characteristics in a range of
25–80 kHz, and VS150-RIC (Vallen Systeme GmbH, Wolfratshausen, Germany), with a
measuring range of 100–450 kHz and a peak frequency of 150 kHz, alongside a 28 V AE
signal preamplifier operating in three ranges: 20, 40, and 60 dB. In the preamplifier, the AE
signal from the sensor was amplified and transmitted to an AE processor, where preliminary
filtration was performed in order to eliminate the acoustic background originating from
the surroundings of the monitored element. Subsequently, the signal was transformed
into digital form. Further processing of the digital data was carried out using AE signal
analysing software: Vallen VisualAE and Vallen VisualClass.
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Sensors recording the signals were placed in close proximity to the supports. The
indicated locations of the sensors were selected in view of the relatively small dimensions
of the sample and to ensure repetitiveness of the provided results. In each measurement
case, the surface of the sensors was covered with silicone gel in order to achieve a better
coupling between these elements. Pilot tests confirmed the correctness of the registration
of the signals with the method of installation of the AE sensor as described above. As
a standard benchmark, the Hsu–Nielsen pencil test (fracturing of the lead core of a 2 H
pencil) was used to verify the correct operation of the sensors and the apparatus.

The application of the acoustic emission method during the three-point flexural test of
fibre-cement panels facilitated the evaluation of changes in the mechanical parameters of
these composites by associating the frequency of AE signals with the destructive processes
taking place in the material, which gradually proceeded during bending.

3. Results

During the three-point bending tests, various mechanisms of sample destruction were
observed. Elements in the air-dry state, soaked in water, subjected to cyclic bath-drying,
and cyclically frozen–thawed (research cases P1–P9) due to the presence of reinforcing
fibres deteriorated due to exceeding tensile stresses (damage was associated with a decrease
in loads without breaking the sample). In the case of samples set on fire and fired in the
furnace (cases P10–P14), a brittle mechanism of destruction was observed, specifically high
energy, sudden fracture, and breakage of the samples into two parts.

Following the completion of the tests, the frequency values of AE signals in the
analysed time series were monitored for the tested elements. In addition, the maximum
values of loading force F were analysed for each sample.

With regard to samples from research cases P1–P9 (Figures 2–10), the occurrence of
the highest frequencies with values up to 5 × 104–10 × 104 kHz was recorded at the time
of the sample-breaking. Before reaching the maximum stress, the frequencies in the range
of 10–870 kHz were recorded.

Figure 2. Graph of frequency distribution during the test for a representative sample from series P1:
(a) considering the entire occurring frequency range and (b) with details about the frequency range
before the moment of breakage.
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Figure 3. Graph of frequency distribution during the test for a representative sample from series P2:
(a) considering the entire occurring frequency range and (b) with details about the frequency range
before the moment of breakage.

Figure 4. Graph of frequency distribution during the test for a representative sample from series P3:
(a) considering the entire occurring frequency range and (b) with details about the frequency range
before the moment of breakage.

 
(a) (b) 

Figure 5. Graph of frequency distribution during the test for a representative sample from series P4:
(a) considering the entire occurring frequency range and (b) with details about the frequency range
before the moment of breakage.
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Figure 6. Graph of frequency distribution during the test for a representative sample from series P5:
(a) considering the entire occurring frequency range and (b) with details about the frequency range
before the moment of breakage.

Figure 7. Graph of frequency distribution during the test for a representative sample from series P6:
(a) considering the entire occurring frequency range and (b) with details about the frequency range
before the moment of breakage.

 
(a) (b) 

Figure 8. Graph of frequency distribution during the test for a representative sample from series P7:
(a) considering the entire occurring frequency range and (b) with details about the frequency range
before the moment of breakage.
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Figure 9. Graph of frequency distribution during the test for a representative sample from series P8:
(a) considering the entire occurring frequency range and (b) with details about the frequency range
before the moment of breakage.

Figure 10. Graph of frequency distribution during the test for a representative sample from series P9:
(a) considering the entire occurring frequency range and (b) with details about the frequency range
before the moment of breakage.

With regard to the exemplary sample from the research case P10 (Figure 11), the
occurrence of the highest frequencies with values up to 3 × 104 kHz was recorded at the
moment of the sample-breaking. Prior to reaching the maximum stress, frequencies mainly
in the 5–400 kHz range were recorded.

 
(a) (b) 

Figure 11. Graph of frequency distribution during the test for a representative sample from series
P10: (a) considering the entire occurring frequency range and (b) with details about the frequency
range before the moment of breakage.

With regard to the samples from test cases A11–P14 (Figures 12–15), the frequencies
did not exceed the value of 1 × 104 kHz in the entire analysed waveform. Prior to reaching
the maximum stresses, the frequencies mainly in the 5–190 kHz range were recorded.
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Figure 12. Graph of frequency distribution during the test for a representative sample from series
P11: (a) considering the entire occurring frequency range and (b) with details about the frequency
range before the moment of breakage.

Figure 13. Graph of frequency distribution during the test for a representative sample from series
P12: (a) considering the entire occurring frequency range and (b) with details about the frequency
range before the moment of breakage.

 
(a) (b) 

Figure 14. Graph of frequency distribution during the test for a representative sample from series
P13: (a) considering the entire occurring frequency range and (b) with details about the frequency
range before the moment of breakage.
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Figure 15. Graph of frequency distribution during the test for a representative sample from series
P14: (a) considering the entire occurring frequency range and (b) with details about the frequency
range before the moment of breakage.

3.1. Frequencies Analysis Results
3.2. Statistical Analysis of the Obtained Results

A statistical analysis of the obtained test results was performed in order to verify the
usefulness of the analysis of the frequency of acoustic emission events for the purposes
of the assessment of the deterioration of the mechanical parameters of cellulose–cement
composites. During its first stage, this analysis involved a comparison of the results
obtained for samples from the individual test cases with respect to specific quantitative
variables. In the next step, the relationships between the indicated changes were examined
(the significance of correlations was checked), followed by the use of classification trees
utilising the CHAID algorithm to divide the results obtained for an analysed parameter
within a given group and to determine any significant changes of these parameters. In
order to confirm the possibility of using the frequencies accompanying changes in the
mechanical parameters of cellulose–cement composites in the analysis, group-classifying
data was used, with a subsequent performance of a test which compared the frequency
distribution in the resulting groups in relation to the mechanical parameters of the samples.

The analysis utilised the IBM SPSS Statistics 26 software. The value of 0.05 was
adopted as the significance level. The Shapiro–Wilk test was chosen for the analysis of
the normality of distributions, while Levene’s test was used to examine the homogeneity
of variances. Due to the absence of normal distribution for certain data and considering
the lack of homogeneity of variances in most cases, a group of non-parametric tests for
independent variables was used to mutually compare the average distributions, particularly
the Kruskal–Wallis test for multiple groups.

At first, appropriate tests were performed for all data in order to select suitable groups
of tests for the analysis of the data. The analysed groups were approximately equinumerous.
Therefore, normal distributions of data in the individual groups were analysed using the
Shapiro–Wilk test. In the case of most data, no reasons were found to reject the hypothesis
of the normal distribution; however, there were cases in which the data did not have a
normal distribution.

The absence of homogeneous variances was observed in most of the groups. Therefore,
in order to analyse the distributions, a decision was made to use the non-parametric
Kruskal–Wallis test for independent variables.

3.2.1. Kruskal–Wallis Test Results for Independent Samples: Average Frequency of AE
Events before Reaching Fmax

When analysing the graphic presentation of the Kruskal–Wallis test results for inde-
pendent samples, expressed by the average frequency of AE events before reaching Fmax
(Figure 16), we could observe that the maximum average frequency of signals was recorded
for elements of research case P1 (samples in an air-dry condition). Additionally, this case
had the widest dispersion of results. Research cases P11 (samples ignited for 5 min) and P13
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(samples ignited for 10 min) contained singular data which can be considered as statistical
outliers. The lowest values of the average frequency of AE events before reaching Fmax
were recorded for case P14 (the baked samples).

Figure 16. Graphic presentation of the Kruskal–Wallis test results for independent samples: average
frequency of AE events before reaching Fmax.

3.2.2. Kruskal–Wallis Test Results for Independent Samples of the Breaking Force Fmax

When analysing the graphic presentation of the Kruskal–Wallis test results for the
independent testing of the breaking force Fmax (Figure 17), we could observe that the maxi-
mum breaking force was recorded for elements from research case P5 (samples subjected
to bathing and drying in 50 cycles). Additionally, this case had the widest dispersion of
results. Research cases P11 (samples ignited for 5 min) and P12 (samples ignited for 7.5 min)
contained singular data which can be considered as statistical outliers. The lowest values
of breaking force Fmax were recorded for case P13 (samples ignited for 10 min).

Figure 17. Graphic presentation of the Kruskal–Wallis test results for independent samples of the
breaking force Fmax.

3.2.3. Classification Trees

Classification trees utilising the CHAID algorithm were used in order to check the
significance of the changes occurring in the parameters (frequency and breaking force).

1. Average frequency of AE events before reaching Fmax:
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Five groups were identified (Figure 18). With each consecutive group, there was a
significant reduction of the average frequency of AE events:

• Group 1, 2, 3, and 4;
• Group 5 and 6;
• Group 7, 8, and 9;
• Group 10 and 11; and
• Group 12, 13, and 14.

Figure 18. Classification tree for the average frequency of AE events before reaching Fmax.

2. Breaking force Fmax:
Five groups were identified (Figure 19). With each consecutive group, there was a

significant reduction of the Fmax breaking force:

• Group 1, 2, and 3;
• Group 4 and 6;
• Group 5, 7, 8, and 9;
• Group 10 and 11; and
• Group 12, 13, and 14.

Figure 19. Classification tree for the breaking force Fmax.

3.2.4. Kruskal–Wallis Test for Independent Samples: Average Frequency of AE Events
before Reaching Fmax and the Breaking Force Fmax

Data used for the formation of groups in terms of changes in mechanical parameters
obtained by means of classification trees was used to check the correlation of frequency
changes with changes in mechanical parameters. An appropriate test that compared fre-
quency distributions in these groups was selected: on each occasion, due to the absence of
a normal distribution of frequencies in the individual groups, the non-parametric Kruskal–
Wallis test was chosen. Mean values for each group were compared and, subsequently,

13



Materials 2021, 14, 5882

confidence intervals were also assessed for the mean values (whether they overlapped each
other). The Bonferroni test was used as a post-hoc test.

Five groups were identified (Figure 20). With each consecutive group, there was a
significant reduction of the Fmax breaking force:

• Group 1: 1, 2, and 3;
• Group 2: 4 and 6;
• Group 3: 5, 7, 8, and 9;
• Group 4: 10 and 11; and
• Group 5: 12, 13, and 14.

Figure 20. Graphic presentation of the Kruskal–Wallis test for independent samples: average fre-
quency of AE events before reaching Fmax and the breaking force Fmax.

The absence of a normal distribution was observed for the data. Therefore, the non-
parametric Kruskal–Wallis test was chosen. At first, descriptive statistics were found
for the groups. The Kruskal–Wallis test statistics T = 327.370, p = 0.000, and thus the
frequencies in groups differed from each other in a statistically significant manner. The
post-hoc Bonferroni test was performed in the second phase. In each case, between any
two groups, the results differed from each other in a statistically significant manner. In
each subsequent group, the frequencies were significantly lower (Figure 20). Moreover, we
could observe that, although the frequency intervals overlappws each other (min/max),
confidence intervals for the mean value did not overlap each other.

4. Discussion

When analysing the graphs shown in Figures 2–15, we can observe that subjecting the
tested elements to two groups of operating conditions (environmental and exceptional) re-
sulted in significant differences in the emitted frequency ranges. Changes in the mechanical
parameters of samples operating in an air-dry condition, saturated with water, subjected
to cyclical baths and drying, as well as cyclically frozen and unfrozen during external
loading are associated with the emission of low-frequency signals of up to 200 kHz and
high-frequency signals of even up to 800 kHz. Most of the recorded frequencies exceeded
the 200 kHz threshold and certain events generated sounds at a level of 500–800 kHz. An
opposite situation occurred in the case of samples ignited for a time longer than 2.5 min or
baked. The flexure of elements subjected to the impact of temperature caused events with
considerably lower frequencies, only some of which exceeded a value of 100 kHz.

Based on the completed statistical analysis, it was demonstrated that some of the
operating conditions, namely cyclical freezing–unfreezing, igniting with a flame, and
baking at a temperature of 230 ◦C, which were applied to the cellulose–cement elements,
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have a significant effect on the change of the mechanical parameters. Conversely, the
reduction in the strength of the panels was strictly related to a change in the acoustic
characteristics registered during bending, in this case, identified with the average frequency
of events before reaching Fmax. The performed statistical analysis allowed the authors to
confirm the usefulness of the acoustic emission method in the assessment of changes in
mechanical parameters of fibre-cement composites.

5. Conclusions

Considering the results of the tests and the performed statistical analysis, as well as
the resultant preliminary conclusions indicating the usefulness of the acoustic emission
method for the assessment of changes in the mechanical parameters of cellulose–cement
composites, it was concluded that:

• an analysis of the frequency of AE events can be the basis for assessing the condition
of cement–cellulose boards;

• an analysis of the obtained measurement results using the acoustic emission method
enables the determination and assessment of the degree of changes in the mechanical
parameters under the influence of the operational factors of the tested cement–cellulose
boards;

• the intensity of changes taking place in the material and their impact on the strength
parameters can be illustrated by using three terms referring to the condition of
cement–cellulose elements, namely insignificant change, significant change, and
critical change;

• a non-significant change in the mechanical parameters is associated with the emis-
sion of events before reaching the maximum load, with an average frequency above
300 kHz, while a significant change in mechanical parameters is identified with the
average frequency of AE signals in the range of 200–300 kHz, and critical change in
mechanical parameters has an average AE signal frequency of less than 200 kHz; and

• insignificant change in mechanical parameters is associated with a reduction of the
bending strength by no more than 25% in relation to the reference panels, while a
significant change is a reduction in strength by more than 25% but less than 50%, and
the deterioration of strength properties by more than 50% is classified as a critical
change in mechanical parameters.

The limits of the proposed method relate primarily to the limitations of the acoustic
emission method itself. The main limitation is the ability to register only active processes
in the material that lead to the release of elastic energy. Another disadvantage is the
fact that the measurement enabling the frequency analysis to assess the condition of the
cellulose–cement composite is longer compared to other diagnostic methods, e.g., the
ultrasound method.

Further research, according to the authors, should concern the analysis of the frequency
of events emitted by cellulose–cement composites with different fibre contents, as well as
of the impact of UV radiation and an aggressive environment (related to the phenomenon
of acid rain) on the mechanical parameters and sounds generated by the material.
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validation, G.Ś., A.A.-B. and A.K.; formal analysis, A.A.-B.; investigation, A.A.-B.; resources, G.Ś.;
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26. Zieliński, A.; Kaszyńska, M. Calibration of Steel Rings for the Measurement of Strain and Shrinkage Stress for Cement-

BasedComposites. Materials 2020, 13, 2963. [CrossRef] [PubMed]

16



Materials 2021, 14, 5882

27. Schabowicz, K. Modern acoustic techniques for testing concrete structures accessible from one side only. Arch. Civ. Mech. Eng.
2015, 15, 1149–1159. [CrossRef]

28. Kaczmarek, M.; Piwakowski, B.; Drelich, R. Noncontact Ultrasonic Nondestructive Techniques: State of the Art and Their Use in
Civil Engineering. J. Infrastruct. Syst. 2017, 23, 45–56. [CrossRef]

29. Chinh, L.M.; Adamczak, A.; Krampikowska, A.; Swit, G. Dragon bridge-The world largest dragon-shaped (ARCH) steel bridge
as element of smart city. E3S Web Conf. 2016, 10, 00106. [CrossRef]

30. Schabowicz, K.; Józwiak-Niedzwiedzka, D.; Ranachowski, Z.; Kudela, S.; Dvorak, T. Microstructural characterization of cellulose
fibres in reinforced cement boards. Arch. Civ. Mech. Eng. 2018, 4, 1068–1078. [CrossRef]

31. Wutke, M.; Lejzerowicz, A.; Garbacz, A. The Use of Wavelet Analysis to Improve the Accuracy of Pavement Layer Thickness
Estimation Based on Amplitudes of Electromagnetic Waves. Materials 2020, 13, 3214. [CrossRef]

32. Stark, W. Non-destructive evaluation (NDE) of composites: Using ultrasound to monitor the curing of composites. In Non-
Destructive Evaluation (NDE) of Polymer Matrix Composites. Techniques and Applications, 1st ed.; Karbhari, V.M., Ed.; Woodhead
Publishing Limited: Cambridge, UK, 2013; pp. 136–181.

33. Debowski, T.; Lewandowski, M.; Mackiewicz, S.; Ranachowski, Z.; Schabowicz, K. Ultrasonic tests of fibre-cement boards. Weld.
Rev. 2016, 10, 69–71. (In Polish)

34. Drelich, R.; Gorzelanczyk, T.; Pakuła, M.; Schabowicz, K. Automated control of cellulose fibre cement boards with a non-contact
ultrasound scanner. Autom. Constr. 2015, 57, 55–63. [CrossRef]

35. Ranachowski, Z.; Schabowicz, K. The contribution of fibre reinforcement system to the overall toughness of cellulose fibre
concrete panels. Constr. Build. Mater. 2017, 156, 1028–1034. [CrossRef]

36. Schabowicz, K.; Gorzelanczyk, T.; Szymków, M. Identification of the degree of degradation of fibre-cement boards exposed to fire
by means of the acoustic emission method and artificial neural networks. Materials 2019, 12, 656. [CrossRef]
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Abstract: Estimating concrete properties using soft computing techniques has been shown to be a
time and cost-efficient method in the construction industry. Thus, for the prediction of steel fiber-
reinforced concrete (SFRC) strength under compressive and flexural loads, the current research
employed advanced and effective soft computing techniques. In the current study, a single machine
learning method known as multiple-layer perceptron neural network (MLPNN) and ensembled
machine learning models known as MLPNN-adaptive boosting and MLPNN-bagging are used for
this purpose. Water; cement; fine aggregate (FA); coarse aggregate (CA); super-plasticizer (SP); silica
fume; and steel fiber volume percent (Vf SF), length (mm), and diameter were the factors considered
(mm). This study also employed statistical analysis such as determination coefficient (R2), root mean
square error (RMSE), and mean absolute error (MAE) to assess the performance of the algorithms. It
was determined that the MLPNN-AdaBoost method is suitable for forecasting SFRC compressive and
flexural strengths. The MLPNN technique’s higher R2, i.e., 0.94 and 0.95 for flexural and compressive
strength, respectively, and lower error values result in more precision than other methods with lower
R2 values. SHAP analysis demonstrated that the volume of cement and steel fibers have the greatest
feature values for SFRC’s compressive and flexural strengths, respectively.

Keywords: concrete; steel fibers; steel fiber-reinforced concrete; compressive strength; flexural strength

1. Introduction

The simple production method for concrete and the abundant availability of its ingre-
dients and several applications make it the most widely used construction material around
the globe. The nature of concrete is conventionally brittle, having low strain capacity, tough-
ness, and energy absorption capability. Accordingly, researchers are searching for ways to
minimize the brittleness of typical concrete by enhancing its tensile strength. The dispersed
incorporation of short-discrete fibers in conventional cementitious concrete is emerging as
an effective method of enhancing concretes’ capacity for energy absorption [1–4]. Multiple
researchers have explored the addition of steel/synthetic/natural fibers to concrete as
reinforcement for improving characteristics like fatigue resistance, toughness, ductility, and
resist propagation of cracks in concrete [5–16]. Steel fibers are incorporated into concrete
to enhance its post-cracking phenomenon and toughness [17–20]. SFRC have multiple
applications in different sections of the construction industry like building, pavements,
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rehabilitation, and repair. The enhanced mechanical properties of SFRC, as reported by
some of the researchers, for different applications are summarized in Table 1.

Table 1. Reported applications and properties of SFRC.

Study Findings
Conducted Studies

Purkiss [21] Patil and Sangle [22] Noaman, et al. [23] Boulekbache, et al. [24] Gholamhoseini, et al. [25]

Studied Properties of
SFRC

Residual Flexural
Strength

Residual Compressive
Strength

Compressive Strength
Flexural Strength

Compressive Strength
Flexural Strength

Compressive Strength
Flexural Strength

Compressive Strength
Flexural Strength

Reported Outcomes 78–91% loss@800 ◦C
57–74% loss@800 ◦C

45.7 MPa
5.3 MPa

47 MPa
3.0–3.9 MPa

27–28.5 MPa
3.5–5.5 MPa

33.8–36.2 MPa
3.9–4.3 MPa

Considered
Applications Refractory Material Beams - Structural Beams Slabs

Currently, the practice adopted for evaluating the mechanical properties of SFRC is the
performance of the entire experimental program. A considerable amount of time and cost
is involved in determining an accurate connection between properties of material and mix
design through experimentation [26]. The variable SFRC parameters are the aggregates,
cement, water, admixture/super-plasticizer, additive material and fiber (i.e., steel fibers)
contents, and the admixture type. Despite the considerable experimental research in the
literature, it is hard to forecast the characteristics of SFRC with different mixtures with the
help of computational approaches. Hence, the current work is focused on estimating SFRC
mechanical characteristics by employing a soft computational approach.

The employment of soft computational techniques may assist in resolving multiple
complex problems in various fields of engineering [27–29]. ML techniques may be ap-
plied to forecast the ultimate outcome after incorporating a database as input parameters.
Two ML approaches, a single model-based standalone method and ensemble Bagging
and AdaBoost models, are employed in this research for the estimation of SFRC prop-
erties. Per the reported studies, ensemble modelling techniques are more effective than
an individual model as shown in Table 2. Chaabene et al. [30] reported a detailed as-
sessment of applying ML techniques for predicting the mechanical properties of concrete.
Furthermore, multiple types of research have been conducted to estimate the mechanical
properties of different concrete types like self-healing concrete [31], high-performance
concrete (HPC) [32–36], phase change materials-integrated concrete [37], and recycled
aggregate concrete (RAC) [38–41]. Han et al. [33] employed machine learning techniques
for estimation of HPC compressive strength. The input parameters included age, water,
cement, coarse aggregates, sand, fly-ash, and GGBFS, and five variable combinations were
considered. The accurate compressive strength of HPC was obtained by the developed
model. In this study, the SFRC compressive strength is predicted by applying soft computa-
tional approaches. The current research will provide a base for conserving cost and time of
future researchers.

Table 2. ML techniques used in the previous studies.

Ref. Material Type
Properties
Predicted

ML Techniques Employed
No. of Input
Parameters

Data
Points

Best ML Technique
Recommended

[42] Concrete-Filled
Steel Tubes

Ultimate axial
capacity Gene expression programming 6 227 -

[43] Recycled aggregate
concrete

Split-tensile
strength

Gene expression programming, artificial neural
network, and bagging regressor 9 166 Bagging regressor

[44] Rice husk ash
concrete

Compressive
strength Gene expression programming and random forest 6 192 Gene expression

programming

[45] Geopolymer
concrete

Compressive
strength Decision tree, bagging regressor, and AdaBoost 9 154 Bagging regressor

[46] Fly ash-based
concrete

Compressive
strength

Gene expression programming, artificial neural
network, decision tree, and bagging regressor 7 98 Bagging regressor

[47] Fly ash-based
concrete

Compressive
strength

Gene expression programming, decision tree, and
bagging regressor 8 270 Bagging regressor
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ML techniques have demonstrated possible prediction results with least difference
in trials for various concrete types. For said purpose, experimental methods, including
casting and testing procedures, consume considerable cost, effort, and time. Therefore,
the current need is to develop data modeling-based algorithms in line with closely linked
in-dependent parameter identification and the instant decrement in input matrix dimen-
sions. The application of soft computational approaches is gaining more importance for
predicting concrete materials’ behavior in civil engineering. ML is an alternative technique
for predicting SFRC’s compressive and flexural strengths to conserve experimental cost
and time. The current study involves applying an individual ML model and multiple
ensembled ML techniques to predict SFRC compressive and flexural strengths. In addition,
the influence of raw materials on mechanical properties remains largely unexplored in
contemporary study and is still very limited. The integration of SHapley Additive exPla-
nations (SHAP) with ML algorithms is also performed in this paper, addressing a current
research need. SHAP analysis is intended to provide in-depth knowledge of SFRC mix
design in terms of its mechanical strength factors via complicated nonlinear behavior and
the description of input factors’ contributions by assigning a weighting factor to each
input component. MLPNN is taken as an individual ML model, while MLPNN-AdaBoost
and MLPNN-Bagging are taken as ensembled machine learning algorithms. In addition,
statistical analysis is performed for the evaluation of all the considered models, and all said
ML algorithms are compared as well. Afterwards, based on numerous statistical factors’
performance, a superior model is proposed for predicting SFRC properties. As a whole,
a correlation for valuable structure properties is established in this research by applying
interpretable machine learning techniques through feature importance.

2. Soft Computing Techniques

2.1. Multilayer Perceptron Neural Network (MLPNN)

The ANN model is among the most effective ML models. Its potential to resolve
nonlinear issues has made it widely applied in hydrological and environmental engineering
areas. Among multiple ANN models, the multilayer perceptron ANN (MLPNN) is the one
that is used most frequently. The MLPNN model’s architecture comprises three layers: an
input one followed by one or more hidden ones, and the output one. The three conventional
functions of activation are; logsig, tansig, and purelin. Activations, weights, and bias
functions are among the most important parts in both the output and hidden layers. The
training of the model governs the parameters or weights of the model. The hidden layers
employ the function of tansig activation; however, purelin is used for the output layer. The
best structure is extracted by fivefold cross-validation. The top ANN model came out with
three layers that are hidden (i.e., 9, 3, and 2) having optimal numbers of neurons against
every hidden layer [48]. A typical/conventional neural network is shown in Figure 1. The
composition of these networks is at three stages in a way that the input is transmitted
by forward-pass, weight is multiplied by it, and the prediction of model output is made.
The predicted results are then compared with the considered inputs. The input factors are
considered for the model prediction outcomes. Based upon the objectives and performance,
various loss functions are employed. The partial derivatives for cost function, linked with
individual factors back in operation, are generated by backward propagation. Gradient
descent is used for back loss propagation and model weight updating during this method.
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Figure 1. Architecture of a typical neural network [49].

2.2. MLPNN Bagging and MLPNN AdaBoost Techniques

The accuracy of prediction and recognition of ML can be improved by using ensemble
approaches. These approaches usually help resolve problems by aggregating and inte-
grating various algorithms having weaker predictions. A smart learner can be made by
intelligently developing different sub-models (i.e., A, B, . . . N) along with the alteration of
data for training and the merging of average and votes of combination measures, to obtain
the correct result of projecting sub-models, for making an ideal model. The most frequently
adopted ensembled modelling approach is Bagging, which implies the resampling boot-
strap technique for calculating benefits and gathering the data. During this method, the
first set of training with fractional algorithms is substituted for the actual algorithm. Some
samples of data may seem in different algorithms, whereas few of them do not even appear
in any model product. The average from all component models’ output is taken to calculate
the final outcome model.

The Bagging approach, like boosting, creates a cumulative model that constructs
multiple more precise components compared with non-ensemble models. Furthermore,
the weighted averages are used in the Boosting process based on sub-models to determine
their inclusion in the final model. Based upon MLPNN-like individual learners, the current
work predicts the flexural and compressive strengths of SFRC using Bagging and Adaptive
Boosting (AdaBoost) approaches.

3. Dataset

The literature-based dataset that was used comprises 150 mix ratios with 9 contribution
parameters [50–66]. All the samples were water cured at 28 days. Figures 2 and 3 exhibit
the dataset that was employed to estimate SFRC strengths. These include water (kg/m3),
cement (kg/m3), coarse aggregate (CA) (kg/m3), fine aggregate (FA) (kg/m3), superplasti-
cizer (SP) (%), silica fume (%), volume fraction of steel fiber (Vf SF) (%), SF Length (mm),
and SF diameter (mm). The prediction variables for output parameters (i.e., compressive
and flexural strength) relied on the above-mentioned input parameters. Python scripting in
Spyder Anaconda software was used to predict compressive and flexural strength.
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Figure 2. Data description of compressive parameters.

Figure 3. Data description of flexural parameters.
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4. Results and Discussion

4.1. Multiple-Layer Perceptron Neural Network (MLPNN)

The comparison of the MLPNN algorithm projected and experimental values for
SFRC compressive strength are shown in Figure 4. MLPNN shows a reasonably estimated
outcome with minimal variation in SFRC compressive strength. The appropriateness of
the MLPNN model is represented by an acceptable R2 of 0.79. The error distribution of
MLPNN predicted and experimental values for SFRC compressive strength are illustrated
in Figure 5. The average error values for SFRC compressive strength are 8.69 MPa: 46% of
the error values are below 5 MPa, 29% of these values range between 5 and 10 MPa, and
25% are more than 10 MPa.

 

Figure 4. Experimental and MLPNN predicted results for compressive strength.

 
Figure 5. Experimental and MLPNN predicted values with errors for compressive strength.
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The MLPNN projected and investigational results for SFRC flexural strength are
presented in Figure 6. The R2 of 0.81 reveals the less appropriate outcome. Similarly, the
projected results for the flexural strength of SFRC with the help of MLPNN lie in suitable
array. The distribution of error for MLPNN projected, and investigational flexural strength
of SFRC is shown in Figure 7. Nearly one third of values, 29%, are below 1 MPa, 66% are in
the range of 1 to 5 MPa, and the remaining 5% are above 5 MPa.

 

Figure 6. Experimental and MLPNN predicted results for flexural strength.

 

Figure 7. Experimental and MLPNN predicted values with errors for flexural strength.
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4.2. MLPNN-AdaBoost

Figure 8 shows the predicted MLPNN-AdaBoost algorithm and investigational results
for compressive strength of SFRC. The R2 of 0.95 for MLPNN-AdaBoost depicts a higher ac-
curacy of outcomes than that of the MLPNN algorithm. Figure 9 represents the distribution
of error for MLPNN-AdaBoost estimated and investigational results for the compressive
strength of SFRC. It may be seen that 62% of values are below 5 MPa, 29% of these values
range from 5 and 10 MPa, and 9% of values are above 10 MPa. The higher R2 and lower
error values show more precision of the MLPNN-AdaBoost model than MLPNN.

 

Figure 8. Experimental and MLPNN-AdaBoost predicted results for compressive strength.

 

Figure 9. Experimental and MLPNN-AdaBoost predicted values with errors for compressive strength.
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The MLPNN-AdaBoost model’s estimated and investigational results were compared
for SFRC flexural strength (Figure 10). MLPNN-AdaBoost depicts reduced variation in
error for SFRC flexural strength and highly precise predicted results. The adequacy of the
MLPNN-AdaBoost model is represented by an acceptable R2 of 0.94. The error distribution
of MLPNN-AdaBoost predicted and experimental SFRC flexural strength is illustrated in
Figure 11. The average error value for SFRC flexural strength is 1.57 MPa: 47% of total
error values are below 1 MPa, 53% of these values are between 1 and 5 MPa, and no value
is more than 5 MPa.

 

Figure 10. Experimental and MLPNN-AdaBoost predicted results for flexural strength.

 
Figure 11. Experimental and MLPNN-AdaBoost predicted values with errors for flexural strength.
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4.3. MLPNN-Bagging

Figure 12 shows the projected and investigational outputs in case of MLPNN-Bagging
for SFRC compressive strength. The R2 of 0.89 for this model depicts comparatively less
appropriate results than the above-mentioned ensembled MLPNN-AdaBoost model. The
estimated SFRC compressive strength outcomes for MLPNN-Bagging are superior to the
individual MLPNN model. Figure 13 depicts the distribution of error for MLPNN-Bagging
projected and investigational results for SFRC compressive strength: 49% of values are
below 5 MPa, 28% are from 5 to 10 MPa, and the remaining 22% of these values are
higher than 10 MPa. The R2 and error values for SFRC compressive strength in the case of
MLPNN are more precise than the MLPNN-Bagging model. At the same time, the MLPNN
ensembled machine learning algorithms error and R2 values are satisfactory. Therefore, this
result shows the higher accuracy of estimation outcomes of MLPNN compared to other
considered models.

 

Figure 12. Experimental and MLPNN-Bagging predicted results for compressive strength.

 

Figure 13. Distribution of experimental and MLPNN-Bagging predicted values with errors for
compressive strength.
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The estimated MLPNN-AdaBoost and investigational results for SFRC flexural strength
are presented in Figure 14. The R2 of 0.92 for MLPNN-AdaBoost displays less accurate
outcomes compared with MLPNN-AdaBoost. The distribution of error for the MLPNN-
AdaBoost estimated and investigational results for SFRC flexural strength are presented in
Figure 15. It is assessed that 33% of values are below 1 MPa, 62% lie in the 1 to 5 MPa range,
and 4% are above 5 MPa. The higher R2 and lower error values demonstrate the higher
accuracy of MLPNN-AdaBoost compared with MLPNN. In contrast, the attained R2 and
error values for MLPNN-Bagging ensembled machine learning algorithms are suitable: this
result showed the most accuracy for estimation outputs of MLPNN-AdaBoost compared
with the other considered algorithms.

 

Figure 14. Experimental and MLPNN-Bagging predicted results for flexural strength.

 

Figure 15. Distribution of experimental and MLPNN-Bagging predicted values with errors for
flexural strength.
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4.4. Comparison of All Models

The k-fold technique was adopted for cross-validation in order to assess the perfor-
mance of model while implementation. The performance of a model is determined by
employment of statistical checks [67–70]. Normally, in the said k-fold process, there is
splitting data in 10 clusters for random spreading by repeating this process 10 times for
attaining suitable results. Table 3 provides the employed statistical checks. The compres-
sive strength R2 values for MLPNN, MLPNN-Bagging, and MLPNN-AdaBoost models
were 0.79, 0.89, and 0.95, respectively, as presented in Figure 16a–c. In the case of flexural
strength, the R2 values for MLPNN, MLPNN-Bagging, and MLPNN-AdaBoost model were
0.81, 0.92, and 0.94, respectively, as presented in Figure 17a–c. It is observed that the R2 for
MLPNN-AdaBoost is higher than those of the other considered algorithms, having lower
error values for the SFRC compressive and flexural strengths.

Table 3. Statistical checks of comparison of this study with the literature.

Material Type Parameters Techniques MAE (MPa) RMSE (MPa) R2 References

SFRC
Compressive

strength

MLPNN 8.7 12.3 0.79 This study

SFRC MLPNN-AdaBoost 4.5 5.8 0.95 This study

SFRC MLPNN-Bagging 6.6 8.8 0.89 This study

SFRC
Flexural
strength

MLPNN 2.0 2.6 0.81 This study

SFRC MLPNN-AdaBoost 1.6 2.0 0.94 This study

SFRC MLPNN-Bagging 1.8 2.3 0.92 This study

Recycled coarse
aggregate concrete

(RCAC)

Compressive
strength SVM-AdaBoost 7.7 9.5 0.94 Amin, et al. [71]

Geopolymer concrete Compressive
strength MLPNN 5.8 7.4 0.81 Amin, et al. [72]

Geopolymer concrete Compressive
strength

Support vector
machine 6.7 8.1 0.78 Amin, et al. [72]

Waste marble powder
Concrete (WMC)

Compressive
strength DT-AdaBoost 3.9 7.9 0.91 Khan, et al. [73]

Fly ash concrete Compressive
strength Decision Tree - - 0.88 Khan, et al. [74]

Fly ash concrete Compressive
strength MLP - - 0.90 Khan, et al. [74]

Fly ash concrete Compressive
strength Bagging - - 0.93 Khan, et al. [74]

Geopolymer concrete Compressive
strength Decision Tree 4.1 6.2 0.88 Zou, et al. [75]

Recycled coarse
aggregate concrete

(RCAC)

Compressive
strength DT-XGBoost 7.7 10.5 0.94 Amin, et al. [71]

30



Materials 2022, 15, 6928

(a) 

(b) 

(c) 

Figure 16. Compressive strength statistical representation: (a) MLPNN; (b) MLPNN-AdaBoost;
(c) MLPNN-Bagging.
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(a) 

(b) 

(c) 

Figure 17. Flexural strength statistical representation: (a) MLPNN; (b) MLPNN-AdaBoost;
(c) MLPNN-Bagging.
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The comparison of current models with the models in the literature is shown in Table 3.
SFRC compressive strength is estimated by applying ensembled ML techniques in the
current study, which intends to offer reliable and efficient results as compared to the
other studies in the literature. The R2 of 0.95 for MLPNN-AdaBoost outcomes provides a
more precise estimation of SFRC compressive strength. The ensembled MLPNN-AdaBoost
ML models perform better in predicting compressive strength by utilizing an optimized
model extracted from 20 sub-models, as presented in Figure 18a,b. It can be observed that
ensembled MLPNN-AdaBoost models depict more accuracy and lower error than other
models as well as the models reported in the literature. Despite this, SFRC flexural strength
is estimated by applying ensembled ML techniques in the current study, which intends
to offer reliable and efficient outcomes. The R2 of 0.94 in the case of MLPNN-AdaBoost
results provides a more precise estimation for the compressive strength of SFRC. Out
of 20 sub-models, an optimized model is used to estimate SFRC flexural strength in the
case of ensembled MLPNN-AdaBoost ML models that perform better (Figure 19a,b). In
comparison with other models, the ensembled MLPNN-AdaBoost models show higher
accuracy and lower error.

Figure 18. Compressive strength sub-models results: (a) MLPNN-AdaBoost; (b) MLPNN-Bagging.

Figure 19. Flexural strength sub-models results: (a) MLPNN-AdaBoost; (b) MLPNN-Bagging.
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5. Feature Importance of ML Models for Compressive and Flexural Strength

A thorough explanation is also given in the current research of the ML algorithm
and interactions of considered input features. Different feature importance correlation for
compressive strength of SFRC is shown in Figure 20. It can be observed that the feature
value of cement feature is highest, i.e., 0.46, for SFRC compressive strength estimation.
The cement feature has a positive influence, which means that by enhancing the cement
content, the SFRC compressive strength increases. The SHAP plot (Figure 21) also shows
that cement has the highest impact on SFRC compressive strength. The water feature
has the second highest feature value of 0.26 for SFRC compressive strength; however, it
influences negatively. Increasing the amount of water will reduce the compressive strength
(Figure 21). Thirdly, the main factor for SFRC is silica fume, and this feature has approxi-
mately 0.1 feature value (Figures 20 and 21). Further, the content of silica fume as a feature
is positively influencing the SFRC compressive strength. It means that enhancement in
its content turns into more compressive strength of SFRC. Coarse aggregate is next in
line with a feature value of almost 0.8, but, in this case, the increase in coarse aggregate
content up to optimum content only results in enhanced compressive strength. Beyond
this optimum content of coarse aggregates, the SFRC compressive strength decreases.
This behavior shows coarse aggregates’ positive and negative influence on SFRC com-
pressive strength. Similarly, the feature value for sand, super-plasticizer is next, followed
by steel fiber length, volume and diameter. All these considered features have more or
less the same feature values near zero, showing their minimal impact on compressive
strength of SFRC.

Figure 20. Compressive strength feature importance.

Figure 21. Compressive strength SHAP plot.

Similarly, Figures 22 and 23 present the features’ importance correlations and features
and SHAP plot for SFRC flexural strength. In this scenario, it is indicated in Figure 22 that
the volume content of steel fiber has the highest feature value of 0.24 for flexural strength
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prediction of SFRC. It may also be observed from Figure 23 that the enhancing content of
steel fiber volumes is increasing the SFRC flexural strength and vice versa. The second
highest feature value of 0.22 is for coarse aggregates feature in the case of SFRC flexural
strength. At the third level, the water has a feature value of 0.18, but with a negative
influence, which means the enhancement in water content causes a reduction in flexural
strength (Figure 23). Figure 22 depicts that the cement feature has a feature value up to
0.14 and positively influences the flexural strength of SFRC. The higher the cement content,
the more the SFRC flexural strength (Figure 23). Afterwards, the silica fume, an important
feature of SFRC, has a feature value of 0.11 for SFRC flexural strength, which is almost the
same as for compressive strength of SFRC. The enhancing silica fume results in more SFRC
flexural strength (Figure 23). Subsequently, the fine aggregates feature has a feature value
of almost 0.07, followed by the feature values of super-plasticizer, steel fiber diameter, and
length. The same feature values for all these features are nearly zero, depicting their lesser
influence on SFRC flexural strength. The database used in the current study is the base of
this prediction, and highly accurate results can be achieved with added data points.

Figure 22. Flexural strength feature importance.

Figure 23. Flexural strength SHAP plot.

This study assessed the compressive and flexural strength of 150 mixture proportions
using 9 input factors with satisfactory performance. A substantially more accurate model
might be generated by increasing the number of datasheets, importing a significantly
larger number of mixes, and taking into account a greater number of input parameters.
In order to increase the quantity of data points and outcomes in future research, it is
recommended that experimental work, field testing, and numerical analysis utilizing a
variety of techniques be employed (e.g., Monte Carlo simulation, among others). To
improve the models’ performance, environmental conditions (such as high temperatures
and humidity) might be incorporated in the input parameters along with a full explanation
of the raw materials. The detailed limitations of machine learning models to estimate the
strength properties of concrete is already reported in the literature [76].
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6. Conclusions

The main aim of the current study is to determine the precision level of soft compu-
tational techniques to estimate SFRC compressive and flexural strengths. The considered
input parameters for said prediction are cement, water, fine aggregate (FA), coarse aggre-
gate (CA), super-plasticizer (SP), silica fume, the volume fraction of steel fiber (Vf SF), SF
length (mm), and SF diameter (mm). The conclusions are as follows:

• As demonstrated by the R2 of 0.95, the MLPNN-AdaBoost technique may be applied
for precise estimation of SFRC compressive strength from its actual dataset. In contrast,
individual ML MLPNN and ensembled MLPNN-Bagging ML models have R2 values of
0.79 and 0.89, respectively, providing satisfactory results for SFRC compressive strength.

• The predicted compressive strength of SFRC is optimized by employing 20 sub-models
from 10 to 200 estimators. SFRC compressive strength is more effectively predicted
by an ensembled model MLPNN than other models. K-fold validation outcomes
show that MLPNN models have lower MAE and RMSE with higher R2 for SFRC
compressive strength than other considered models. The model for having the best
prediction for SFRC compressive strength is MLPNN.

• Statistical checks like RMSE and MAE are used to evaluate the model’s performance.
However, the superiority of MLPNN is demonstrated by its having a higher determina-
tion coefficient and fewer error values for SFRC compressive strength. The MLPNN is the
most effective soft computational technique for predicting SFRC compressive strength.

• The cement content has the highest influence on compressive strength prediction
of SFRC, followed by the contents of water, silica fume, and coarse aggregates, as
revealed from SHAP analysis. The diameter of steel fibers has the least influence on
SFRC compressive strength. The SHAP plot shows that the cement and silica fume
content positively influence the compressive strength of SFRC.

• SFRC flexural strength is accurately predicted from its actual data by the MLPNN-
AdaBoost technique as evident from the R2 of 0.94. However, the R2 of 0.81 and
0.92 in the case of individual MLPNN and ensembled MLPNN-Bagging ML models,
respectively, estimated suitable results for SFRC flexural strength.

• The predicted flexural strength of SFRC is augmented by employing 20 sub models
from 10 to 200 estimators. The more precise estimation of SFRC flexural strength is
come out in case of an ensembled MLPNN model compared to other models. After
applying the k-fold checks, the MLPNN algorithms are come out with higher R2 values
and lower RMSE and MAE values for SFRC flexural strength than other models.

• MLPNN is come out with the best prediction for SFRC flexural strength. RMSE and
MAE statistical checks are applied to evaluate the performance of the model. Similarly,
the higher determination coefficient with lower values of error show the superiority
of MLPNN for the prediction of SFRC flexural strength. Among soft computational
techniques, MLPNN emerged as the most effective technique for the estimation of
SFRC flexural strength.

• It is revealed from SHAP analysis that the volume of steel fiber significantly influenced
the predicted SFRC flexural strength, followed by contents of coarse aggregates, water,
cement, and silica fume. However, the SFRC flexural strength is least influenced
by steel fiber length. The SHAP plot shows that the steel fiber volume positively
influences the flexural strength of SFRC.
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Abstract: Interface yield stress (YS) and plastic viscosity (PV) have a significant impact on the
pumpability of concrete mixes. This study is based on the application of predictive machine learning
(PML) techniques to forecast the rheological properties of fresh concrete. The artificial neural network
(NN) and random forest (R-F) PML approaches were introduced to anticipate the PV and YS of
concrete. In comparison, the R-F model outperforms the NN model by giving the coefficient of
determination (R2) values equal to 0.92 and 0.96 for PV and YS, respectively. In contrast, the model’s
legitimacy was also verified by applying statistical checks and a k-fold cross validation approach.
The mean absolute error, mean square error, and root mean square error values for R-F models by
investigating the YS were noted as 30.36 Pa, 1141.76 Pa, and 33.79 Pa, respectively. Similarly, for the PV,
these values were noted as 3.52 Pa·s, 16.48 Pa·s, and 4.06 Pa·s, respectively. However, by comparing
these values with the NN’s model, they were found to be higher, which also gives confirmation of
R-F’s high precision in terms of predicting the outcomes. A validation approach known as k-fold
cross validation was also introduced to authenticate the precision of employed models. Moreover, the
influence of the input parameters was also investigated with regard to predictions of PV and YS. The
proposed study will be beneficial for the researchers and construction industries in terms of saving
time, effort, and cost of a project.

Keywords: concrete; plastic viscosity; yield stress; modeling; machine learning

1. Introduction

Conventional concrete is one of the most widely used building materials in the
world [1–3]. It is considered a complex substance, which is a mixture of fine and coarse
aggregates coupled with a cementitious matrix that is suspended in the air [4–6]. How-
ever, fresh concrete without enough flowability makes casting, pumping, spreading, and
molding around steel reinforcement extremely difficult [7–9]. The product’s low strength
and poor durability result from inadequate compaction [10–14]. Inadequate cohesion and
surface finishing difficulties might also contribute to problems. Fresh concrete must be
able to be carried, placed, poured into molds and around reinforcement, compacted, and
finished without separating [12,15–19]. To make fresh concrete more fluid, just adding
more water is ineffective since the water forms pores that weaken the hardened prod-
uct [20,21]. Therefore, water-reducing admixtures are desirable and frequently utilized
because they can maintain flow at a lower water content, resulting in a substantial boost
in concrete’s strength and durability [22–24]. For high-rise construction, considerable
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attention is paid to making concrete pumpable without segregation and bleeding [25,26].
To avoid cold joints, segregation, honeycombing during pumping, transportation, and
placement, and compactions around the reinforcement, freshly mixed concrete must have
acceptable flowability [27].

Plastic viscosity (PV) refers to the resistance a fluid presents to free flow [28]. This
resistance is caused by friction between the deforming liquid and the particles and liquids
in the drilling mud [29]. PV is a Bingham plastic model parameter that represents the slope
of the shear stress/shear rate line above the yield point [30]. PV is a crucial rheological
property that influences the parameters of drilling fluid [31]. However, experimentally
and computationally, the yield stress is associated with common field-friendly measuring
methods, such as the slump and slump flow test, for evaluating flowability [32].

Rheology is the study of the deformation and flowability of concrete [33–35]. It
entails measuring yield stress and plastic viscosity at various shear rates and times [36–38].
Controlling fresh characteristics enables the production of concrete with the requisite green
strength and viscosity [39]. Therefore, the evaluation of fresh characteristics in terms of
rheology provides an effective tool for monitoring the requisite flowability in concrete 3-D
printing [40–43]. Even though there have been papers written about constitutive equations
that describe how fresh concrete behaves rheologically, only the Bingham model and the
Herschel and Bulkley (H–B) model have been accepted [44]. For normal slump concrete,
Bingham’s material model has been demonstrated to suit experimental data fairly well and
is defined as follows.

τ = τ0 + μpγ. (1)

where τ, μp, and γ. indicates the stress (shear), PV, and shear rate, respectively. Modeling
and describing the flow of fresh concrete is based on the assumption that it follows the
Bingham model. The rheological properties of concrete have been measured using the same
assumption, but the data points are different depending on the testing device [45]. Until a
consistent test method for assessing the rheological characteristics of concrete is created,
the characterization of concrete’s fresh qualities will remain in a state of uncertainty.

The application of predictive modelling techniques to anticipate the various properties
of the objects based on the input parameters is gaining popularity [46–52], especially
supervised predictive machine learning (PML) algorithms, which can predict the required
outcome more precisely. Asri et al. [53] also employed various PML techniques to predict
the YS and PV of self-compacting concrete (SCC). They used the number of PML approaches
on the data set and predicted the aforementioned result. The Ghanbari et al. [54] study was
based on the anticipation of PV of self-compacting fiber reinforced concrete. The study
reported better precision for the required outcome. AICHA et al. [55] incorporated the NN
model and multi-variable regression to anticipate the rheological parameters of the SCC. A
total of 59 data points were retrieved from the literature for running the selected models.
Yousef et al. [56] employed the ANN model from PML algorithms to predict the YS and
PV of the SCC. The experimental data set was developed for running the model for the
predictive result. Mohammed et al. [57] study was based on the application of nonlinear
regression (NLR) model and ANN model to investigate the predictive outcome for both the
rheological properties and strength of cement paste. They reported that the NLR precision
level was better as compared to the ANN model toward the prediction

The purpose of the present study is to introduce the soft computing techniques which
can successfully predict the complex, time-consuming, and experimental effort-related
properties of concrete in a limited time. These novel approaches can help to execute the
project work fluently without waiting for the testing results from the laboratory. This
research describes the predictive modeling applications of the rheological properties of
super-plasticized concrete. In order to avoid bias and increase the robustness of the study,
the artificial neural network (NN) machine learning (ML) approach has been selected from
the individual ML approaches, while the random forest (R-F) technique has been selected
from the ensemble ML approaches for predicting the outcomes. Ensemble ML algorithms
normally use weak learners and split the model into 20-sub models for high accuracy.
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The plastic viscosity (PV) and yield stress (YS) have been investigated with NN and R-F
approaches from predictive machine learning (PML). Statistical checks and validation
approaches were also adopted to confirm the employed model’s legitimacy. This research
is novel in that it describes the effect of both ensemble (R-F) and individual (ANN) PML
methods to anticipate the rheological properties of fresh concrete. This research will be
beneficial for construction industries by saving time, experimental effort, and money.

2. Materials and Data Description

The application of Python coding played a vital role in the required models. The
Spyder (4.1.4) of anaconda navigator software was used to introduce the relevant coding of
Python for running the employed model [58]. The software adopted the six input parame-
ters, including the sand, cement, water, small gravel, medium gravel, and superplasticizers,
while each model ran two times for two different outcomes (PV and YS). The set of data,
consisting of 139 data points, used for modelling was retrieved from the literature. More-
over, the coding was set in the software which automatically split the data set into training
(80%), and testing (20%) purposes. The relation between the experimental result for both
outputs and the predictive result from the modelling were compared. The statistical checks
in the form of evaluating the various errors using same software were also applied along
with the k-fold cross validation approach to satisfy the accuracy level of the models. In
contrast, an additional analysis was carried out (sensitivity analysis) to figure out how
much each input parameter affects the prediction of the rheological properties of fresh
concrete. The descriptive statistical information of the input variables is listed in tabulated
form as shown in Table 1. The histogram in Figure 1 gives the information on the relative
frequency distribution of each variable used for running the models. However, the detailed
adopted research methodology in the form of the flow chart is presented in Figure 2.

Table 1. Statistical description of the concrete’s parameters data set.

Input Variables Maximum Minimum Mean Standard Deviation

Cement (kg) 604.00 410.00 457.79 28.33
Water (kg) 275.00 147.00 186.32 26.97
Fine aggregate (kg) 1064.00 553.00 796.11 105.09
Coarse gravel (5 × 10 mm) 1010.00 0.00 123.59 258.77
Medium coarse gravel (10 × 20 mm) 1080.00 0.00 840.87 264.80
Superplasticizer (L/100 kg cement) 4.60 0.00 1.80 1.67

   

  

Figure 1. Graphical representation of relative frequency distribution for input parameters.
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Figure 2. Schematic representation of research’s adopted methodology.

2.1. Predictive Modelling Approaches
2.1.1. Artificial Neural Network (NN)

Neural networks (NN) are generally simple and small in size; yet, they feature strong
knowledge-and-information-processing capabilities because of their similarities to the
human brain [59]. In civil engineering, NNs have been used to find internal damage, iden-
tify structural systems, model the behavior of materials, optimize and control structures,
monitor underground water, predict how much a shallow foundation will sink, and figure
out how much of each ingredient to put in a concrete mix. Input neurons provide the
raw content. Weights and biases create connections among input and hidden neurons.
Output neurons provide the indication through connections among the hidden and output
neurons. Neural networks are used a lot in engineering because they can recognize patterns,
learn on their own, organize themselves, and work in real-time. In contrast to many other
soft computing techniques, NNs instantly learn from the specified training patterns and
builds the relationship between input and output parameters. In addition, NNs impose no
constraints on the input parameters for distributions without defined relationships.

2.1.2. Random Forest (R-F)

Leo Breiman proposed R-Fs12 in 2001 as an intelligent combination of classification
algorithms based on statistical learning theory [60]. In R-F, the original data are resampled to
obtain additional samples mostly via the bootstrap method. After constructing classification
trees for each bootstrap sample, the final results are determined by voting on the combined
predictions of the classification trees (Figure 1). R-F can be used for both classification and
regression applications. It is employed as a regression tool in the current investigation.
When utilizing R-F to solve regression problems, the output variables are fitted with values
of the input parameters. For each input factor, the data set is divided into many points, and
the Sum of Square Error (SSE) is computed at each point for the actual and projected values.
The minimum SSE value for this node is then determined. It can also be investigated
how important a variable is by switching around all the values of the input variables and
measuring how much their accuracy rate changes in the out-of-bag samples (a number of
observations that are not used in training and are referred to as the “out-of-bag” data set:
OOB data set) [61].

3. K-Fold Cross Validation (C-V)

The estimation of prediction accuracy is crucial if our objective is to predict. The
training error is a straightforward approximation of the prediction error; however, it
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is biased downwards. C-V, on the other hand, has an upward bias. The upward bias
may be minor in leave-one-out cross validation, but it cannot always be ignored in the
computationally preferred 5-fold or 10-fold cross validation. Since the training error has a
downward bias and C-V has an upward bias, a family that connects the two estimates will
contain an appropriate estimate. Generally, the performance of classification algorithms is
tested using C-V. First, a data set is randomly partitioned into k distinct folds with roughly
the same number of instances. Then, each fold assumes responsibility for evaluating the
model suggested by the other k-1 folds. Throughout this procedure, the training data set
is partitioned into multiple ‘k’ smaller pieces. Consequently, the term ‘k’-fold was coined.
On the basis of a random data set, k-fold is utilized for testing and k-1 for training. The
prediction model’s efficacy is evaluated using a stratified 10-fold cross-validation method.
This approach divides the data set into ten folds at random. Consequently, each fold is
utilized just once as a validation set. Finally, the error or accuracy measure for each fold
can be compared; if they are comparable, the model is likely to generalize well.

4. Results and Discussion

4.1. Yield Stress Output from NN’s Model

The relation between the experimental result and the result obtained from the ANN
model for YS showed better accuracy, as indicated by the R2 value of 0.89, which can be seen
in Figure 3. The distribution of the variation between the actual result and ANN’s model
output can be seen in Figure 4. This difference gave the maximum and minimum values as
59.85 Pa and 1.35 Pa, respectively. However, it was noted that 25.95% of the variation’s data
lied between the minimum value and 30 Pa, and 27.77% of the data were reported between
30 Pa and 50 Pa. However, 42.59% of these data were reported above 50 Pa.

 

Figure 3. Yield stress relationship for the actual and predicted result of ANN model.

Figure 4. Error distribution of NN model for yield stress.
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4.2. Yield Stress Output from R-F Model

R-F model showed strong relation when a comparison was made for the result of YS
with the experimental result. R-F gives the R2 value equal to 0.96, indicating a much high
precision level in terms of predicting the YS of the fresh concrete as opposed to the NN
model, as shown in Figure 5. The result of the data representing the difference between
the real and forecasted values can be seen in Figure 6. This data showed the maximum,
minimum, and average values to be 59.85 Pa, 1.35 Pa, and 30.36 Pa, respectively. It was also
noted that 50% of these data were lying between a minimum value of 30 Pa, and 40.74% of
the data were reported between 30 Pa to 50 Pa. However, only 9.25% of the aforementioned
data were noted above 50 Pa.

 
Figure 5. Yield stress relationship for the actual and predicted result of R-F model.

 

Figure 6. Error distribution of R-F model for yield stress.

4.3. Plastic Viscosity Outcome from NN’s Model

When comparing the ANN’s model output for the PV of fresh concrete with the
experimental result, the precision level in predicting the required result was better. This is
indicated by the R2 value equal to 0.87, as shown in Figure 7. However, the distribution of
the difference values between the experimental and predicted ANN models is depicted in
Figure 8. This distribution gives the highest, minimum, and average values as 7.72 Pa·s,
0.11 Pa·s, and 3.52 Pa·s. Moreover, it was noted that 33.33% of these data lie between its
minimum value and 2 Pa·s, 35.08% of the data lie between 2 Pa·s and 5 Pa·s, and 31.5% of
the difference data were reported above 5 Pa·s.
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Figure 7. Plastic viscosity relationship for the actual and predicted result of the NN model.

 

Figure 8. Error distribution of NN model for plastic viscosity.

4.4. Plastic Viscosity Outcome from R-F Model

The relationship for the PV of fresh concrete between the actual and forecasted results
of the R-F model showed high accuracy as opposed to the ANN model. This confirmation
was made by examining the coefficient of determination (R2) value equal to 0.96 for the
R-F model, the reflection of which can be seen in Figure 9. However, the error distribution
for the result of PV of fresh concrete between the experimental and predicted outcome
is shown in Figure 10. The distribution gives the highest, minimum, and average values
equal to 12.18 Pa·s, 0.589 Pa·s, and 3.59 Pa·s, respectively. In addition, 22.80% of these data
were reported between the minimum value (0.589 Pa·s) and 2 Pa·s, 52.63% of the data were
between 2 Pa·s and 5 Pa·s, while 24.56% of these data were noted above the 5 Pa·s.

Figure 9. Plastic viscosity relationship for the actual and predicted result of R-F model.
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Figure 10. Error distribution of R-F model for plastic viscosity.

5. Result of K-Fold Cross Validation (C-V)

C-V is a statistical method for judging or speculating how well machine learning
models really work. Because it is important to know how well the chosen models work,
users need a validation method to figure out how accurate the model’s data are. For the
k-fold validation test, the data set needs to be mixed up randomly and separated into k
classes. In this study, experimental sample data were split into 10 subsets. It utilized nine of
the ten subgroups, but only one of them was used to test the model. The same part of this
process was then performed 10 times to get an average of how accurate these 10 times were.
It was clear that the 10-fold cross-validation method gave a good picture of the model’s
performance and accuracy.

C-V could be used to confirm bias and decrease deviation for the data set. Figures 11–14
show how a correlation coefficient (R2), a mean absolute error (MAE), and a root mean
square error (RMSE) were used for both plastic viscosity (PV) and yield stress (YS) to
quantify the impact of cross validation. The ANN model’s K-fold C-V for PV gave the
highest values for MAE, RMSE, and R2 as 255.75 Pa·s, 288.47 Pa·s, and 0.95, respectively,
as depicted in Figure 11. A steady increase in MAE in the graph was reported until the
k-fold value of 4, while an abrupt decrease was reported at values 5 and 7. Similarly,
in the case of R2, after a second k-fold value, the minimum result was reported, which
seemed to normally increase until the 10th k-fold value. The maximum values of the same
parameters for the R-F model to analyze plastic viscosity are 188.48 Pa·s, 147.38 Pa·s, and
0.97, respectively, as shown in Figure 12. In this case, MAE showed a fluctuation in the
result until the end point of the graph, while a decrease in the R2 result was noted with
some variations. Similarly, the maximum values of the ANN’s model for MAE, RMSE, and
R2 of YS were noted as 28.36 Pa, 32.42 Pa, and 0.98, respectively, as shown in Figure 13. An
abrupt increase in MAE was reported at the initial phase, but it showed a sharp decrease at
the stage of the 3rd k-fold. Moreover, R2 showed a steady decrease until the 6th k-fold and
a dramatic increase was reported to reach the maximum value. However, the maximum
values for YS of the R-F’s model for the same parameters give 25.1 Pa, 29.39 Pa, and 0.96,
respectively, as shown in Figure 14. A steady decrease in MAE was noted in this case until
the 4th k-fold value and then fluctuated in the MAE result until the last k-fold. However,
the R2 result also showed a declining curve until the 4th k-fold value, and then random
changes were noted. In contrast, the statistical checks for the YS and PV of concrete for
both the models are listed in Tables 2 and 3, respectively.
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Figure 11. K-fold result of plastic viscosity from ANN model.

 

Figure 12. K-fold result of plastic viscosity from R-F model.

 

Figure 13. K-fold result of yield stress from NN model.

 

Figure 14. K-fold result of yield stress from R-F model.
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Table 2. Statistical outcomes of yield stress for employed models.

PML Approaches MAE (Pa) MSE (Pa) RMSE (Pa)

NN Algorithm 54.34 4491.6804 67.02
R-F algorithm 30.36 1141.7641 33.79

Table 3. Statistical outcomes of plastic viscosity for employed models.

PML Approaches MAE (Pa·s) MSE (Pa·s) RMSE (Pa·s)

NN Algorithm 3.59 17.9776 4.24
R-F algorithm 3.52 16.4836 4.06

6. Sensitivity Analysis (S-A) Outcome

The S-A was introduced to examine the influence and the impact of each input parame-
ter used to determine the predictive outcome for both plastic viscosity (PV) and yield stress
(YS). This analysis revealed that the stronger influence on the prediction of rheological
parameters was cement, which showed a 32.74% contribution, and superplasticizers with
24.61%. However, other variables contributed less towards the anticipation of rheological
parameters of fresh concrete. Contributions made by other variables in descending order
were small gravel (14.37%), medium gravel (11.07%), fine aggregate (9.73), and water
(7.48%), as shown in Figure 15.

 

Figure 15. Influence of input parameters on the targeted outcome.

7. Discussion

This study examines the use of machine learning techniques to predict the rheological
characteristics of fresh concrete. The selection of ANN and R-F models was based on their
classification from different types of ML techniques. ANN belongs to the individual ML
approach category, while R-F refers to the ensemble ML algorithm. ANN model uses the
connection system of neurons and executes the process accordingly for the required output.
However, in addition to its basic execution process, twenty R-F sub-models were trained
on data and optimized to get the highest R2 value. Moreover, the data were also validated
by means of K-fold C-V using R2, MAE, and RMSE. The input parameters played a vital
role in the accuracy level of the employed model. The variation in the result may occur
from both increasing or decreasing the total number of input parameters. However, the
confirmation, such as statistical checks, sensitivity analysis, and validation for the models,
was validated to achieve the precision level.

8. Conclusions

This paper proposed a comparison of predictive machine learning (PML) models for
the rheological parameters of fresh concrete. The plastic viscosity (PV) and yield stress (YS)
properties of the concrete at the initial stage were predicted using artificial neural network
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(ANN) and random forest (R-F) models. The following conclusions can be drawn from
the study:

• The ML algorithms can be successfully employed to anticipate the rheological proper-
ties of fresh concrete.

• R-F approach was efficient in predicting both PV and YS of the fresh concrete.
• The proposed model achieved high predictive precision as indicated by the higher

coefficient of determination (R2) value, equal to 0.92 for PV and 0.96 for the YS of the
fresh concrete.

• High predictive accuracy for the R-F model was also confirmed from the statistical
checks. The lower values of MAE and RMSE and the high value of R2 provided the
aforementioned confirmation.

• The input parameter with the highest influence was noted as cement, which con-
tributed 32.74% towards the prediction of rheological parameters of concrete.

The data set can be enhanced with the experimental approach to check the performance
level of the models with a large data set. The input parameters can be increased with the
addition of the chemicals in concrete, the effect of temperature, the water to cement ratio,
and the cement to aggregate ratio. Other ML approaches, such as SVM, Adaboost, XGboost,
and deep learning methods, can also be introduced to investigate these properties.
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Abstract: This research examined machine learning (ML) techniques for predicting the compressive
strength (CS) of self-compacting concrete (SCC). Multilayer perceptron (MLP), bagging regressor
(BR), and support vector machine (SVM) were utilized for analysis. A total of 169 data points were
retrieved from the various published articles. The data set was based on 11 input parameters, such as
cement, limestone, fly ash, ground granulated blast-furnace slag, silica fume, rice husk ash, coarse
aggregate, fine aggregate, superplasticizers, water, viscosity modifying admixtures, and one output
with compressive strength of SCC. In terms of properly predicting the CS of SCC, the BR technique
outperformed both the SVM and MLP models, as determined by the research results. In contrast to
SVM and MLP, the coefficient of determination (R2) for the BR model was 0.95, whereas for SVM
and MLP, the R2 was 0.90 and 0.86, respectively. In addition, a k-fold cross-validation approach
was adopted to check the accuracy of the employed models. The statistical measures mean absolute
percent error, mean absolute error, and root mean square error ensure the validity of the model. Using
sensitivity analysis, the influence of input factors on the intended CS of SCC was also explored. This
analysis reveals that the highest contributing parameter towards the CS of SCC was cement with
16.2%, while rice husk ash contributed the least with 4.25% among all the input variables.

Keywords: concrete; self-compacting concrete; compressive strength; prediction models;
machine learning

1. Introduction

Self-compacting concrete (SCC), a type of high-performance concrete (HPC) with a
superior ability to deform and resistance to segregation, was developed for the first time
in Japan in 1986 [1]. SCC has been utilized in Japan for major office buildings as well as
innovative types of extruded tunnels combined with steel fibers [2]. The utilization of
SCC reduced the construction site noise level and its impact on the environment. SCC
is better than regular concrete for many reasons, including (1) eliminating the need for
vibration; (2) lowering construction duration and costs of labor; minimizing noise pollution;
(4) enhancing the filling volume of highly crowded structural elements; (5) improving the
transition zone among the cement paste and reinforcement or aggregate; (6) limiting con-
crete’s permeability and increasing its durability [3,4]. The introduction of SCC allows for
the exploitation of replacement materials, industrial waste, and other secondary resources,
such as mineral chemicals, and generates interest in carrying out this process [5–7].
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In general, the quality of SCC is determined by its compressive strength (CS), which
provides a basic indication of concrete because it is linked to the structure of the hardened
mixture [8,9]. Typically, the compressive strength of SCC is determined by costly and
time-consuming physical trials, therefore the work productivity will be extremely low [10].
On account of its complicated composition, SCC requires a suitable mixed design procedure
in order to achieve its desired qualities [11]. For the selected design procedure, the materials
used must be balanced with at least one mineral and one or more chemical additives [12].
The difficulty in improving grain size dispersal and packing particles in stronger cohesion
for SCC is met by looking for the optimal balance equivalency among the coarse and fine
components and the admixtures [13–15]. For this reason, technological advancements make
it possible to solve engineering challenges at a lesser cost by employing empirical regres-
sion, simulation techniques, and machine learning algorithms [16–18]. These approaches
enable the forecasting of the CS of SCC based on the proportions of different components
in the mixture that has been created such as aggregate, cement, superplasticizers, and
water [19–21].

In recent decades, machine learning (ML) approaches have emerged as an appeal-
ing modelling tool appropriate to a broad array of scientific fields, including materials
engineering [22–27]. These data sets can be used to build an appropriate surrogate model
for predetermined model parameters, hence eliminating the need for costly and time-
consuming trials [28]. Considering this, a trend has gained a surge in recent years by using
ML techniques to anticipate the CS of concrete material [29–35]. These methods can be
utilized for a number of applications, including regression, classification, correlation, and
clustering [36–40]. With the advancement of ML approaches, it is consequently uncom-
plicated to investigate the CS of SCC along with the concrete’s other properties [41,42].
Thus, to investigate the strength properties of SCC. Asteris et al. [43] employed the artificial
neural network algorithm from ML techniques. The study was based on the prediction of
28 days CS of SCC in a limited time period. Awoyera et al. [44] investigate the predictive
accuracy of ANN and GEP approaches for the strength properties of SCC. It was reported
that both ANN and GEP successfully anticipated the required properties of SCC.

The purpose of this research is to investigate and evaluate the prediction capabilities
of three distinct machine learning techniques for the CS of superplasticized self-compacting
concrete (SCC). This research is groundbreaking in that it makes a prediction about the
CS of SCC on the data set that was chosen by employing both ensemble machine learning
methods (boosting regressor) and individual machine learning approaches (SVM, MLP).
This research involves the descriptive analysis of the variables, the application of Python
codes for running the employed models, statistical checks for the model’s legitimacy, a
validation approach for validating the models, and sensitivity analysis to check the impact
that the variables have on the predictive outcome. This study has the potential to make
a significant contribution to the construction industry’s utilization of novel tools and
approaches for investigating the various properties of construction materials in a manner
that is economical, takes a limited amount of time, and does not require any physical effort
in the laboratory.

2. Research Significance

This study presents the implementation of individual machine learning algorithms in
addition to ensemble machine learning approaches in order to estimate the compressive
strength of self-compacting concrete (SCC). In order to execute the necessary models for
the purpose of prediction, the anaconda navigator software was programmed with the
Python programming language. Twenty bagging sub-models were trained on the data, and
then those models were tuned so that they had the maximum R2 value. In addition to this,
the test data were confirmed by employing k-fold cross-validation in conjunction with R2,
MAPE, MAE, and RMSE. Moreover, the statistical model performance index was utilized in
order to contrast individual models with ensemble models (e.g., MAPE, MAE, and RMSE).
Furthermore, a comparative study of the obtained results and with the results of similar
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published articles has also been carried out in order to have a better understanding of
an accurate model for the forecasting of the concrete’s strength. This was carried out in
order to have a better understanding of the accurate model towards the forecasting of
the concrete’s strength. In addition, the sensitivity analysis was included in the research
in order to analyze the contribution level of each input parameter toward the strength
prediction of SCC. This was carried out in order to ensure that the study was as accurate
as possible.

3. Materials and Methods

Python coding (attached in Supplementary Data) in the Anaconda navigator software
plays a vital role and was used for running all the employed models. The data set of
self-compacting concrete (SCC) used for running the models to anticipate the compressive
strength (CS) was retrieved from the literature [45–62]. A total of 169 data points (attached
in the Supplementary Data) was used for running the selected models. The software auto-
matically splits 70% of the data for training the model and 30% for testing the model. While
the k-fold cross validation approach was adopted to validate the required model. To reduce
the complexity of the data, the data preprocessing method was adopted. Data prepro-
cessing for data mining addresses one of the most crucial challenges inside the renowned
knowledge discovery from data procedure. Data preparation covers data reduction strate-
gies that try to reduce the data’s complexity by recognizing and deleting irrelevant and
noisy data items. The model’s analysis was conducted by using the regression and error
distribution processes. Eleven input variables, including cement, limestone powder, coarse
aggregate, fly ash, water, fine aggregate, GGBS, silica fume, RHA, superplasticizers, and
VMA, were introduced for a single outcome such as compressive strength. The selection
of these parameters was based on the importance of their effect in the concrete material.
The selected input parameters show a significant effect when evaluating their effect us-
ing sensitivity analysis. The influence of all the input parameters was also accessed for
predicting the CS of SCC through sensitivity analysis. The descriptive statistical analysis
was also incorporated for these parameters as listed in Table 1. The validation method has
also been adopted to evaluate the precision level of the employed models. Moreover, the
histograms give the relative frequency dispersion of all the variables, as shown in Figure 1.
A frequency distribution of all the input variables describes how often different values
occur in a complete data set. Relative frequency distributions are valuable because they
show how common a value is in a data set in comparison to all other values. In addition,
violin plot distribution for all the variables is shown in the Figure 2.

Table 1. Descriptive statistics of variables.

Parameters
Cement
(kg/m3)

Powder
(kg/m3)

Fly Ash
(kg/m3)

GGBS
(kg/m3)

Silica
Fume

(kg/m3)

RHA
(kg/m3)

Coarse
Aggregate

(kg/m3)

Fine
Aggregate

(kg/m3)

Water
(kg/m3)

SP
(kg/m3)

VMA
(kg/m3)

Input’s mean 346.04 30.01 106.07 18.75 16.66 5.27 744.66 862.46 178.40 6.90 0.16
Standard Error 7.29 5.04 7.28 4.19 2.78 1.82 8.66 9.30 2.13 0.32 0.03

Input’s
median 331.33 0.00 108.75 0.00 0.00 0.00 760.50 860.50 180.03 6.09 0.00

Input’s mode 500.00 0.00 0.00 0.00 0.00 0.00 837.00 900.00 198.00 6.75 0.00
Standard
Deviation 94.46 65.35 94.40 54.35 36.08 23.54 112.28 120.54 27.60 4.12 0.33

Range 420.00 272.00 350.00 330.00 250.00 200.00 427.00 657.00 155.50 22.50 1.23
Minimum 150.00 0.00 0.00 0.00 0.00 0.00 500.00 478.00 94.50 0.00 0.00
Maximum 570.00 272.00 350.00 330.00 250.00 200.00 927.00 1135.00 250.00 22.50 1.23

Sum 58,134.24 5041.60 17,818.98 3150.20 2799.00 885.00 125,103.25 144,893.49 29,970.52 1158.45 27.06
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Figure 1. Input parameters’ relative frequency distribution.
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Figure 2. Violin plots distribution of the input parameters.

4. Employed Machine Learning Algorithms

4.1. Multilayer Perceptron (MLP)

An MLP is a type of feedforward ANN that turns a set of inputs into outputs. Between
the output and input layers, a targeted graph connects many layers of input nodes. In MLP,
the network is trained with backpropagation. It can also connect many loops in a directed
graph, with signals moving in only one direction across the nodes. Every entity, with the
exception of the input nodes, possesses its very own unique nonlinear activation function.
MLPs, which are a form of supervised learning, make use of backpropagation in their
learning processes. MLP is often called a deep learning approach because it uses so many
layers of neurons. MLP is often used in studies of supervised learning, imputation, parallel
distributed processing, and pure science. Machine translation, image recognition, and
speech recognition are all examples of applications. To begin, the algorithm selects the
predictors that it will be utilized throughout the regression phase in order to locate the
variance inflation component (VIF). The VIF then figures out how much an estimated
regression coefficient has changed because of collinearity. Figure 3 is a flowchart that shows
the whole process of predicting the results of the MLP model.
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Figure 3. Multilayer perceptron model execution process [63].

4.2. Support Vector Machine (SVM)

SVM refers to a type of algorithm which connected learning algorithms used for
evaluating data for both regression and classification. A SVM technique is a description
of the samples as points in space that have been drawn in such a way that the patterns
of the different classifications are separated by a discrete vector (line/plane) with the
largest possible gap. Figure 4 depicts the classification of additional cases based on the
side of the vector on which they lie. Figure 5 displays the implementation approach for
the SVM model. This model is used to assess the material’s strength, taking into account
the influence of multiple factors. The optimization strategy is used to determine the SVM
model’s parameters.

 

Figure 4. Model mapping of the support vector machine algorithm [64].
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Figure 5. Execution process of the SVM model [65].

4.3. Bagging Regressor (BR)

BR, also referred to as bootstrap aggregation, is a method for combining multiple
versions of an anticipated model. Each model is independently trained, then the results
are averaged. BR’s primary objective is to attain a lesser divergence than any one model.
The process of producing bootstrap samples from a selected data point is known as boot-
strapping. The samples are formed by selecting and exchanging data points at random.
The characteristics of the resampled data are distinct from those of the original data in its
totality. It shows how the data are spread out and tends to keep bootstrapped samples
from becoming too similar. This means that the data distribution must stay the same
while keeping bootstrapped samples from becoming too similar. This aids in the devel-
opment of robust models. In addition, bootstrapping helps prevent the overfitting issue.
When constructing a model, the utilization of a large number of training data sets results
in a decreased likelihood of errors and improved performance when applied to test data.
This reduces variation by giving the test set a strong base. Multiple permutations of the
model ensure that it is not biased towards an inaccurate outcome. The BR model’s flowchart
can be seen in the Figure 6.

 

Figure 6. Bagging model execution process for required output.
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5. Results and Discussion

5.1. MLP Model Outcome

Figure 7 shows a depiction of the relationship between the actual and anticipated
values for the self-compacting concrete’s (SCC) compressive strength. This relationship
gives the coefficient of determination (R2) value of 0.86. Figure 8 illustrates the disparity
between the actual and expected results. The tabulated information in the figure shows that
‘x’ is the variable that is being explained, and y is the variable that is being investigated.
The slope of the line is denoted by the letter b, and ‘a’ is the intercept (the value of y when
x is equal to 0). The difference depicts the higher and lower values equal to 21.50 MPa, and
0.18 MPa, respectively. Moreover, it has been noted that the 41.18% of the difference data
were found between the minimum value (0.18 MPa) and 5 MPa, and 45.10% of the data
were noted among 5 MPa, and 10 MPa. However, only 13.73% of the difference data were
located above 10 MPa.

Figure 7. Experimental and predicted outcomes relationship of CS from MLP model.

Figure 8. Indication of the error’s difference between the actual and forecasted CS result of SCC from
ML model.
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The box plot as shown in the Figure 9 gives more statistical information such as
the minimum, maximum, median, mean, and first and third quartile values for both the
experimental and forecasted outcomes from the test set. The values on the graph clearly
indicate the difference of predicted and actual results while comparing.

 

Figure 9. Box plot for predicted and experimental outcomes from MLP model.

5.2. SVM Model Output

As shown in Figure 10, the SVM model provides a superior link between the experi-
mental CS of SCC and the projected outcome when compared to the MLP model, which
results in an R2 value of 0.90 having been determined. Figure 11 is an illustration of the
distribution of the data, which shows the disparity between the actual and the targeted
values. The greatest value, the minimum value, and the average value, all based on this
distribution, are 14.81 MPa, 0.21 MPa, and 5.72 MPa, respectively. In addition, 50.98% of
these measurements was obtained between 0.21 MPa and 5 MPa, 33.333% of these measure-
ments was obtained between 5 MPa and 10 MPa, and only 15.61% of these measurements
was obtained at or above 10 MPa.

Figure 10. Experimental and predicted outcomes relationship of CS from SVM model.
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Figure 11. Indication of the error’s difference between the actual and forecasted CS result of SCC
from SVM model.

In addition, Figure 12 provides additional statistical information, including the min-
imum, maximum, median, mean, first quartile, and third quartile values for both the
experimental and projected outcomes from the test set. The data on the graph make it
abundantly evident that there is a disparity between the results that were projected and
those that were actually achieved.

Figure 12. Box plot for predicted and experimental outcomes from SVM model.

5.3. BR Model Outcome

As can be seen in Figure 13, the output of the bagging model demonstrates a strong
and better relationship with the experimental CS result of the self-compacting concrete
than the predictions of the MLP and SVM models, and it gives an R2 value of 0.95. This is
in contrast to the predictions of the MLP and SVM models. Figure 14 also provides a
visual representation of the error’s distribution, which is an additional point of interest.
The variation produces data with a maximum of 13.05 MPa, a minimum of 0.16 MPa, and
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an average of 3.87 MPa, respectively. Additionally, it was seen that 72.55% of this data
fell between 0.16 MPa and 5 MPa, while 19.61% of the data were reported to fall between
5 MPa and 10 MPa. However, only 5.88% of these values were found to be higher than the
10 MPa criterion.

Figure 13. Experimental and predicted outcomes relationship of CS from BR model.

Figure 14. Indication of the error’s difference between the actual and forecasted CS result of SCC
from BR model.

Moreover, further statistical information is provided in Figure 15, including the min-
imum, maximum, median, mean, and first and third quartile values for both the experi-
mental and predicted test set results. The discrepancy between the expected and actual
outcomes is graphically represented by the graph’s values. The result of the Bagging
model seems closer with one another (actual and predicted) as opposed to both SVM and
ML models.
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Figure 15. Box plot for predicted and experimental outcomes from BR model.

5.4. K-Fold Cross Validation Outcomes and Statistical Metrics

K-fold and statistical tests were applied to validate the ML algorithms in use. Typically,
the k-fold method is utilized to test the viability of a strategy by arbitrarily distributing
and dividing relevant data into 10 groups. As shown in Figure 17, nine groups are used
to train machine learning models, while one is used to validate them. The ML approach
is more accurate when the errors (MAPE, MAE, and RMSE) are minor and R2 is superior.
In addition, the technique must be performed 10 times for a desirable outcome. This huge
amount of work is a big reason why the model is so accurate. Moreover, the statistical
metrics obtained from the models are listed in the Table 2. In the meantime, Figure 16
gives the statistical information about the accuracy level of the employed models for the
CS of SCC. This Tylor diagram also indicates the better performance of the bagging model
towards the required outcome as compared to SVM and MLP models. The error percent
for BR model is less than 8 MPa, while both MLP and SVM models give the same result
equal to 12.96 MPa and 11.44 MPa, respectively.

Table 2. Statistics derived from the employed models.

Algorithms MAPE (%) MAE (MPa) RMSE (MPa) R2

MLP 12.96 6.33 7.71 0.86
SVM 11.44 5.71 6.81 0.90
BR 7.81 3.86 4.86 0.95
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Figure 16. Statistical indication of the model’s performance by Taylor diagram.

Using Equations (1)–(3) derived from previous research [66], the statistical prediction
performance of the techniques was evaluated.

MAE =
1
n

n

∑
i=1

|Pi − Ti| (1)

RMSE =

√
∑

(Pi − Ti)
2

n
(2)

MAPE =
1
n

n

∑
t=1

(A − F/A) (3)

where n = number of data points, Pi = anticipated values, and Ti = experimental values, A
is the actual values and F is the forecasted values from the data set.

 

Figure 17. Statistical evaluations of the models used for this investigation [67].

67



Materials 2022, 15, 7800

Statistical and k-Fold Analysis

In order to determine whether or not the model being used is legitimate, a k-fold cross
validation check was implemented as a standard. To investigate the results, the statistical
metrics were taken into consideration: R2, MAE, RMSE. According to the k-fold study,
MLP models had higher values of R2, MAE, and RMSE, as shown in Figure 18: 0.86, 18.53,
and 24.46 MPa, respectively. Similarly, the highest values for the same metrics for SVM
models were reported as 0.90, 19.20 MPa, and 20.98 MPa, as shown in Figure 19. However,
the higher, lower, and average values of R2, MAE, and RMSE for the bagging model were
noted as 0.95, 19.74 MPa, and 18.94 MPa, respectively, and can be seen in Figure 20.

 

Figure 18. Statistical analysis of MLP model.

 

Figure 19. Statistical analysis of SVM model.
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Figure 20. Statistical analysis of BR model.

5.5. Discussion on the Main Findings

This study describes the predictive performance of three different types of ML algo-
rithms for the CS of SCC. The multilayer perceptron (MLP), SVM, and bagging regressor
(BR) have been investigated for the analysis. Even though MLP and SVM are individual
ML techniques, the precision of their predictive results was noted to be within acceptable
limits. The BR belongs to the ensemble ML approach, which normally goes through the
process of splitting the model into 20-sub models for optimization to have a strong outcome.
The result of the bagging sub-models can be seen in the Figure 21. It has been noted that
the input parameters and number of data points have a significant effect on the required
outcomes. Therefore, the descriptive statistics of the input variables, relative frequency dis-
tribution of the input data, and sensitivity analysis for evaluation of their influence on the
outcome were incorporated into the study. It was determined that the correlation between
the experimental CS result and the prediction CS result from all employed models was sat-
isfactory. The k-fold cross validation approach was also introduced to check the legitimacy
of the models. The comparison of the present study with the other relevant studies has also
been taken into consideration and found to have a reasonable and better relationship.

 

Figure 21. Result of the bagging sub-models.
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5.6. Comparison with Other Studies

The result comparison for the application of ML approaches for predicting the same
type of outcomes reported in the published articles are listed in the Table 3.

Table 3. Result comparison with published studies.

Employed Algorithms R2 MAE (MPa) RMSE (MPa) References

DT 0.77 6.38 8.952
[18]GB 0.85 4.95 7.046

BR 0.91 4.25 5.693
ANN 0.85 3.42 4.48

[68]
DT 0.86 2.59 3.77

SVM 0.84 2.93 4.03
LR 0.85 2.90 4.02
DT 0.43 3.90

[69]RF 0.90 1.14
ANN 0.95 0.91

DT 0.90 2.62 3.38
[70]AdaBoost 0.93 2.16 2.62

BR 0.96 3.75 1.94
DT 0.82 7.016 10.43

[67]AdaBoost 0.90 5.19 7.46
RF 0.90 5.32 7.60

6. Sensitivity Analysis

This approach was introduced to investigate the impact of each input variable on
the predicted CS of SCC. This analysis reveals that the highest contribution was made by
the binding material (cement) by giving 16.25% towards the anticipation of CS of SCC.
However, rice husk ash contributed the least (4.25%) to predicting the required outcome.
Moreover, the other variables’ impact from the analysis in the descending order were
reported for superplasticizers (13.44%), silica fume (11%), fly ash (9.94%), coarse aggregate
(9.50%), limestone powder (8.90%), fine aggregate (8.80%), VMA (6.65%), and water (6.40)
as depicted in the Figure 22. However, the Equations (4) and (5) were used to calculate the
percent contribution of each parameter towards the required outcome.

Ni = fmax(xi)− fmin(xi) (4)

Si =
Ni

∑n
j−i Nj

(5)

where, fmax(xi) and fmin(xi) are the highest and lowest of the anticipated output over the
ith output.
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Figure 22. Influence of the input parameters towards the predicted output.

7. Limitations and Future Perspective

The following are the limitations regarding the application of machine learning ap-
proaches along with recommendations for future studies.

• The fact that it is difficult to describe how these algorithms arrive at their findings is a
key shortcoming of machine learning.

• A machine learning algorithm is analogous to a black box in that it receives inputs and
generates outputs without providing an explanation of how the results were generated.

• In addition to the fact that these algorithms operate in a mysterious manner, machine
learning is also susceptible to the fallacy of “garbage in, garbage out”.

• According to this dictum, the output quality is directly proportional to the quality of
the data sets used in the analysis.

• The outputs of the algorithm will reflect any mistakes caused by inaccurate labeling of
the images/data that are used as inputs.

• Studies based on ML approaches for the prediction of required outcomes can also be
enriched with the application of proper hyperparameters for the employed models.
Convergence curves based on the RMSE for the selected models and new evaluation
indexes such as PI and A-10index can also be included for checking the accuracy
level of the employed models. Moreover, the employed models can also be split into
training and testing sets to evaluate their performance separately.

8. Conclusions

This investigation was predicated on the utilization of supervised ML techniques for
the purpose of estimating the CS of SCC. For the purpose of predicting the CS of SCC, the
MLP, SVM, and the BR were all investigated. Nevertheless, the following inference can be
made based on the findings of the study:

• ML algorithms successfully predict the CS of SCC using python coding.
• In contrast to the SVM and MLP models, the BR model demonstrates outstanding

predictive performance with a high degree of precision.
• The high coefficient of determination (R2) value (0.95) for the BR model demonstrates

its great accuracy in predicting the CS of SCC.
• The K-fold cross validation and statistical metrics also confirm the legitimacy of the

employed models.

71



Materials 2022, 15, 7800

• The sensitivity analysis provides the impact of each input parameter towards the
anticipation of CS of SCC, and it was found that cement contributed the most towards
the required outcome.

• This study can also provide civil engineering researchers with a better understanding
of how to select the suitable machine learning (ML) algorithms for researching the
strength qualities of any form of concrete. The study further provides insight into
the significance of input characteristics for the anticipated outcome. Moreover, the
experimental approach should also be included for data points (results) to have a
better accuracy level of the employed models. Consequently, it is essential to use
the required measures and methods for selecting the input variables. Overall, the
application of soft computing techniques and tools provides a simple and cost-effective
method for analyzing the properties of complicated materials such as concrete.
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51. Gesoğlu, M.; Özbay, E. Structures. Effects of mineral admixtures on fresh and hardened properties of self-compacting concretes:
Binary, ternary and quaternary systems. Mater. Struct. 2007, 40, 923–937. [CrossRef]
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Abstract: Recently, artificial intelligence (AI) approaches have gained the attention of researchers in
the civil engineering field for estimating the mechanical characteristics of concrete to save the effort,
time, and cost of researchers. Consequently, the current research focuses on assessing steel-fiber-
reinforced concrete (SFRC) in terms of flexural strength (FS) prediction by employing delicate AI
techniques as well as to predict the raw material interaction that is still a research gap. In this study,
the FS of SFRC is estimated by deploying supervised machine learning (ML) techniques, such as DT-
Gradient Boosting, DT-XG Boost, DT-AdaBoost, and DT-Bagging. In addition to that, the performance
model is also evaluated by using R2, root mean square error (RMSE), and mean absolute error (MAE).
Furthermore, the k-fold cross-validation method is also applied to validate the model’s performance.
It is observed that DT-Bagging with an R2 value of 0.95 is superior to DT-XG Boost, DT-Gradient
Boosting, and DT-AdaBoost. Lesser error MAE and RMSE and higher R2 values for the DT-Bagging
model show the enhanced performance of the model compared to the other ensembled approaches.
Considerable conservation of time, effort, and cost can be made by applying ML techniques to predict
concrete properties. The evaluation of the outcome depicts that the estimated results of DT-Bagging
are closer to the experimental results, indicating the accurate estimation of SFRC flexural strength. It
is further revealed from the SHapley Additive exPlanations (SHAP) study that the volumetric content
of steel fiber highly and positively influences the FS of SFRC.

Keywords: steel fiber; building material; flexural strength; fibers; concrete; mortar; hybrid

1. Introduction

Modern artificial intelligence (AI) approaches are effective for evaluating the difficult
problems of the engineering domain. By using these techniques, the output end products
can be predicted with a set of input factors. Single-model-based standalone and ensemble,
i.e., AdaBoost and bagging, methods are the two primary methods of machine learning (ML)
that are used for predicting the properties of concrete. As per the available literature, the
prediction performance of ensemble methods is better than the individual machine learning
algorithm. Chaabene et al. [1] predicted the mechanical characteristics of concrete by
employing ML approaches. Likewise, abundant literature is available on the utilization of
ML for predicting different concrete types, such as recycled aggregates [2–5], self-healing [6],
materials-integrated [7], and high-performance [8–12] concretes. In a study conducted
by Han et al. [9] for predicting high-performance concrete strength via ML approaches,
the considered input parameters were i. cement, ii. fine and coarse aggregates, iii. water,
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iv. fly ash, v. ground-granulated blast furnace slag, and vi. The ageing period. The
study concluded with the highly precise prediction of high-performance concrete strength
using the developed ML model. The toughness, ductility, resistance to cracks, mechanical
properties, and fatigue resistance of concrete can be enhanced by adding fibers [13–25].
Incorporating steel fibers in cementitious composites can enhance their post-cracking
behavior and toughness [26–29]. Different fiber types, such as steel, and artificial and
natural fibers, have been explored in various studies for their potential application as
construction materials [25,30–35]. In SFRC, additional estimation factors regarding regular
concrete are considered, such as the aspect ratio of steel fibers, their type, and the volumetric
percentage content. However, the development of appropriate estimation models for SFRC
is relatively new. Accordingly, conventional regression models (linear and nonlinear) are
employed to determine SFRC flexural strength (FS).

The properties of different concrete types can now be precisely predicted by applying
ML approaches. Significant effort, time, and cost are needed during experimental investi-
gations. Hence, to save time it is necessary to develop data-modelling-based algorithms to
identify closely linked independent parameters. The necessity is to employ AI techniques
to estimate the properties of novel concrete types. ML techniques to predict SFRC FS are
an effective alternative to save the cost, time, and effort required for the experimental
setup. Accordingly, in the current work, the FS of steel-fiber-reinforced concrete (SFRC) is
predicted by using artificial intelligence-based machine learning methods. Subsequently, in
this work, the employment of ensemble ML models, such as gradient boosting, AdaBoost,
XG Boosting, and bagging ensembled ML approaches, is done to achieve the study objec-
tives. Moreover, the application of statistical checks is also done for the testing of models in
addition to the comparison of all the applied models [36–39]. A model with the best perfor-
mance is proposed based on performance due to applied statistical checks for the prediction
of SFRC properties. Afterwards, a game theory approach [40], named SHapley Additive
exPlanations (SHAP), is also employed to obtain an enhanced description of applied ML
models by global features influences classification and interactions/dependencies. A novel
knowledge era is identified by this method in terms of SFRC ingredients’ influences on
FS. It would assist the researcher’s ability to identify adequate SFRC mix combinations
and quickly estimate its FS without even performing experimental procedures for trials.
It would also aid the upcoming research for the strategical development of SFRC with
innovative mechanical properties based on various limitations such as resource availability
in the form of cost, material, time, and FS requirements for multiple construction projects.

This study is conducted to extract the effective ML approach to estimate the FS of
SFRC precisely. The precise prediction of concrete characteristics would help one to obtain
the durable structures’ economical, effective, and efficient design, ultimately reducing the
time for selecting adequate materials and the resources, cost, and time. Furthermore, the
SHAP analysis is conducted for depicting raw ingredients’ influence on SFRC FS, which
has not been performed yet by the previous scholars and is the novelty of this work. The
suggested prediction approaches would also assist scholars in the civil engineering field in
developing new materials.

2. SHapley Additive ExPlanations (SHAP)

Moreover, in this work, the identification of global feature impacts and the relations
of all the input features with FS of steel-fiber-reinforced concrete, based on game theory
model (i.e., SHAP analysis) [41], is made for broadening the explainability of the suggested
algorithm. In the procedure of SHAP analysis, each instance prediction is explicated by
quantifying the features contribution by using SHapley values, attained by the employment
of coalition of game theory. The average of all possible combinations for every feature
value is taken to calculate the SHapley value. The SHapley values depict a direct relation
with the feature influence. The global feature influence values are quantified by averaging
all of the SHapley values of every database feature. Later, the descending order sorting,
in terms of importance, for all values is done to draw a plot. A solitary point on the plot
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represents the SHapley value for each individual feature and instance. The X-axis shows
the SHapley values and the y-axis portray feature importance. The position on the y-axis is
directly related to feature influence on steel-fiber-reinforced concrete, where a color scale is
used to indicate the feature importance. The plots of SHAP-feature dependence represents
the interaction with/impact on steel-fiber-reinforced concrete, having colored the depiction
for interactions. More elaborated information can be attained by using this method than
partial dependence typical plots [40]. The feature importance (j) for model f outcome;
φj( f ) is the assigned weight against feature contribution summation for output of model
f (xi) for overall likely feature mixtures [42]. φj( f ) is represented via Equation (1), as
presented below:

φj( f ) = ∑S⊆{x1,......,xp}/{xj}
|S|!(p − |S| − 1)!

p!

(
f
(

S �
{

xj
})

− f (S)
)

(1)

S = subset of features; xj = j feature; and p = the number of features in model.
The SHAP technique determines the feature importance by quantifying the errors for

prediction while distressing a specific feature value. The estimated error sensitivity is used
for assigning weights to feature importance while perturbing its value. The trained ML
model performance is explained by using SHAP. SHAP employs a method, i.e., input linear
factors addition model demonstration, that is interpretable and is considered by the output
of the model. For example, a model having input factors xi, where the range of i is from 1
to k, k shows the number of input factor, and h (xs) shows model explanation havng xs as
an input, where Equation (2) is applied for the depiction of an original model f (x):

f (x) = h(xs) = ∅0 + ∑p
i=1 ∅ixi

s (2)

where
p = number of input feature;
∅0= constant with no input.
The mapping function, i.e., x = mx(xs), has a relationship with input x and xs

parameters. In the literature [43], Equation (2) is presented, where the prediction value, i.e.,
(h ()), was enhanced in terms of ∅0, ∅1, and ∅3, with an observed decrement of h () in terms
of ∅4, as presented in Figure 1. Three desired characteristics are included in Equation (2), in
terms of consistency, local accuracy, and missingness. The reduction minus the attribution
is ensured by consistency, that is, allocated to a relevant feature as a feature change of
significant influence. In missingness, it is ensured to have no value for importance assigned
to the features that are missing, such as ∅i = 0 is employed in terms of xi

s = 0. As far as
local accuracy is concerned, it is ensured that the summation of features attribution will
be taken as a function for the outcome, which requires a model to tie the outcome as a
simplified input xs for f . x = mxxs denotes the local precision achievement.

 

Figure 1. Attributes of SHAP analysis [44].
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3. Dataset

The adopted dataset for estimating the FS of SFRC is depicted in Figure 2. The said
dataset includes 151 mix designs with nine input parameters and is attained from the
literature [34,45–60]. The factors cement (kg/m3), water (kg/m3), sand (kg/m3), coarse
aggregate (kg/m3), superplasticizer (%), silica fume (%), Vf (%), fiber length (mm), and
fiber diameter (mm). The variables for estimation in case of FS, which is considered as an
output parameter in the current study, are based on input parameters. These variables are
illustrated in Figure 2. Anaconda software’s Python and Spyder scripting are deployed
for the estimation [61]. The histogram for FS being utilized in this work is presented in
Figure 3.

 

Figure 2. Input and output parameters.
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Figure 3. FS distribution.

4. Results and Analysis

4.1. Decision Tree Adaptive Boosting

The experimental and AdaBoost algorithm estimated values comparison for FS of
SFRC is shown in Figure 4. Outcomes in the case of AdaBoost are reasonable, having less
variation for SFRC FS. The 0.90 R2 value depicts the AdaBoost model’s suitability. Figure 5
shows the experimental and AdaBoost estimated error values distribution for SFRC FS.
Figure 5 is plotted with an error difference between the experimental and predicted values
on the Z-axis, while the X-axis shows the experimental values and Y-axis presents the
predicted values. The error of experimental and estimated AdaBoost algorithm values for
FS is 3.41 MPa, and 43% of values are less than 1 MPa, 39% of values are among 1 to 2 MPa,
and 18% of values are more than 2 MPa.

 

Figure 4. Experimental and AdaBoost predicted results.
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Figure 5. Estimated AdaBoost and experimental values, with errors.

4.2. Decision Tree Bagging

Figure 6 depicts the comparison of the bagging model experimental and predicted error
values in the case of SFRC FS. The bagging R2 of 0.91 indicates highly precise outcomes than
the AdaBoost model. Figure 7 illustrates the distribution of error in the case of experimental
and bagging estimated values against SFRC FS. It may be noted that the error between
experimental and estimated bagging algorithm values is 43% below 1 MPa; 43% is in the
range from 1–2 MPa, followed by 13% values that are higher than 2 MPa. Higher R2 with a
lesser error value for the bagging algorithm exhibits higher precision than AdaBoost.

 

Figure 6. Experimental and bagging predicted results.
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Figure 7. Estimated bagging and experimental values, with errors.

4.3. Gradient Boosting

Figure 8 represents gradient boosting predicted and experimental values for the output
parameter of SFRC. The R2 of 0.92 indicates highly accurate gradient boosting outcomes
as compared to the bagging model. Furthermore, it is a highly accurate model among all
the other considered models. Figure 9 illustrates the experimental and bagging predicted
errors distribution. It is noted that less than 1 MPa, there are 48% values; 50% from 1 to
2 MPa; and above 2 MPa, there are 2% values. In comparison with AdaBoost, the gradient
boosting is more precise.

 
Figure 8. Experimental and gradient boosting predicted results.
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Figure 9. Estimated gradient boosting and experimental values, with errors.

4.4. Extreme Gradient Boosting

Figure 10 illustrates the experimental and estimated extreme gradient boosting values
for SFRC considered output parameter. The R2 of 0.87 for extreme gradient boosting depicts
lesser accuracy of outcomes than all other considered algorithms. The experimental and
extreme gradient boosting predicted values error distribution for FS of SFRC is presented in
Figure 11. Here, 50% of the values are below 1 MPa, 43% are 1 to 2 MPa, and the remaining
7% are above 2 MPa. Lower R2 and more error values portray unacceptable outcomes of
the extreme gradient boosting algorithm than bagging, AdaBoost, and gradient boosting.
However, the bagging model’s low error and higher R2 values are adequate and depict
accurate prediction. Therefore, as per these findings, it can be said in the case of bagging
that it may predict outcomes more accurately than all the considered models.

 

Figure 10. Experimental and estimated extreme gradient boosting outcomes.
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Figure 11. Estimated extreme gradient boosting and experimental values, with errors.

4.5. Comparison of All Models

The model’s validity is evaluated during the execution by applying the k-fold cross-
validation technique. The performance of models is assessed with the help of statistical
checks [36–39]. Generally, the splitting of data in a grouping of 10 for attaining the arbitrary
scattering in k-fold cross-validation, and the ten-time repetition of this process, is done to
obtain satisfactory outcomes. Table 1 illustrates the statistical checks for all the models. The
R2 of 0.92, 0.87, 0.90, and 0.91 in the case of gradient, extreme gradient, adaptive boosting,
and bagging models, as represented in Figure 12a–d. The MAE and RMSE are calculated by
employing Equations (3) and (4), from the previous studies [36–39]. It is observed that the
gradient boosting has a lower error and higher R2 values compared to all other considered
models for SFRC flexural strength.

MAE =
1
n

n

∑
i=1

|xi − x| (3)

RMSE =

√√√√
∑

(
ypred − yre f

)2

n
(4)

where n = the total number of data, x, yre f = reference values of the data, and xi, ypred = pre-
dicted model values.

Table 1. Extreme gradient boosting, bagging, and AdaBoost model statistical checks.

Statistical Checks
Approaches

Extreme Gradient Boosting Decision Tree AdaBoost Decision Tree Bagging Gradient Boosting

R2 0.87 0.90 0.91 0.92
RMSE (MPa) 1.65 1.46 1.43 1.34
MAE (MPa) 1.26 1.21 1.18 1.07
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SFRC FS is estimated by applying ensembled ML techniques in the current study,
which is focused on providing reliable and efficient outcomes. The 0.92 R2 value for
a gradient boosting result with the lowest MAE and RMSE have offered more precise
estimations for the FS of SFRC. Out of 20 sub-models, an optimized model for SFRC FS
prediction, as presented in Figure 13a–d, the ensembled ML gradient-boosting model has
superior performance in terms of MAE (1.07) and RMSE (1.34). Therefore, it is depicted
that, among all other models, the ensembled ML gradient-boosting model has provided
the highest accuracy and lowest error.

(a) 

 

(b) 

 

Figure 12. Cont.
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(c) 

 

(d) 

 

Figure 12. (a) AdaBoost; (b) bagging; (c) gradient boosting; and (d) extreme gradient boosting
statistical representation.

(a) 

Figure 13. Cont.
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(b) 

 

(c) 

 

(d) 

 

Figure 13. (a) AdaBoost; (b) bagging; (c) gradient boosting; and (d) extreme gradient boosting sub
models’ outcomes.

4.6. Enhanced Explainability for Machine Leaning Algorithms

A detailed explanation of machine learning algorithms and features’ relations are
presented in this work. At the start, by applying the SHAP tree explainer to the entire
dataset, an enhanced illustration for influences of global features by incorporating SHAP
explanations is also discussed. The SHAP method is applied [62]. The determination of
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the tree-based models’ internal structure is carried out with this method, summing up
calculations set that is inter-connected with a leaf node of the tree model, resulting in
low-order complexity [62]. The model interpretation is conducted for SFRC FS by using
SHAP. The relation of different features with SFRC flexural strength is represented by
SHAP values (Figure 14).

Figure 14. SHAP plot.

It is observed that the volumetric content of steel fiber has a maximum SHAP value
for SFRC FS estimation as metallic fibers provide the effect of sewing, ultimately enhancing
mechanical characteristics. Therefore, enhancing the steel fibers content would develop
more SFRC FS, proving its positive influence. Figure 14 illustrates that the 2nd highest
SHAP value is for water content. However, it has a negative influence, which means that
increasing the amount of water causes decreased flexural properties of SFRC. In SFRC, the
particle packing density theory is the basis of strength; hence, the requirement is to opt for
limited water content in this case. Similarly, in the third, the coarse aggregates content also
negatively influences SFRC FS. Then, the cement positively impacts the SFRC FS, which
means that enhancement in cement content would increase the strength and vice versa.
Further, the SFRC properties are significantly influenced by silica fume. Sand, however,
shows both positive and negative influences, depending upon the content. Other features
such as steel fibers diameter and length and super-plasticizer also have some minor but
unique influences on SFRC FS.

The different features’ interaction with SFRC FS is depicted in Figure 15. The cement
feature interaction is shown in Figure 15a. The amount of cement has major direct impact
on SFRC FS. Figure 15b illustrates the negative impact of water for SFRC. Increasing the
water content leads to decreasing SFRC FS, leading to a decreasing trend. The sand feature
interaction is provided in Figure 15c. The sand content also represents a negative impact
on SFRC. However, up to 800 kg/m3, it is not very effective on the FS of SFRC. Beyond
this content of 1300 kg/m3, it causes a reduction in strength. This might be because more
cement paste would be required to coat a larger surface area of sand particles in case of
more sand content, ultimately leaving less cement to be accounted for in terms of strength
development. Then, in a row, the super-plasticizer content feature depicts both negative
and positive interactions, depending upon optimum content (Figure 15d). Up to 3% of the
content contributes towards strength enhancement; however, beyond this content, it causes
a reduction in strength. The steel fiber volumetric content feature positively influences up
to 2% content (Figure 15e), showing its direct relationship with SFRC FS. Similarly, steel
fiber length also positively influences and directly relates to SFRC FS, as is evident from
Figure 15f. The greater length of steel fibers would enhance the SFRC flexural properties by
providing a more effective bridging mechanism.
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Figure 15. Interaction plot: (a) cement; (b) water; (c) sand; (d) superplasticizer; (e) Vf; and (f) fiber length.

This prediction is based on the database utilized in the current study and focuses
on strength prediction. However, the interaction between fiber length and diameter is
found based on a limited data set in this study, and more accurate findings can be obtained
by including more data points in the future. By expanding the number of data points,
importing a slightly higher number of mixes, and taking into consideration a larger number
of input factors (fiber length and diameter), a far more accurate model may be constructed
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for interaction. To improve the number of data points and outcomes in future studies, it
is suggested that experimental work, field testing, and numerical analysis employing a
range of approaches be implemented. The limitations of machine learning methods for
estimating the strength properties of concrete have already been documented in a previous
study [63].

5. Conclusions

Nowadays, the construction industry is focused on utilizing artificial intelligence
(AI) approaches to estimate the mechanical properties of concrete. The main focus of this
research is to evaluate the accuracy of AI approaches for predicting SFRC FS, in addition
to exploring the raw components effect on SFRC flexural strength, which have not been
studied yet and constitute a research gap. Nine estimation input parameters are considered,
and their interaction is analyzed. Based on the conducted study, the following conclusions
are drawn:

The gradient-boosting model’s higher R2 value of 0.92 depicts a highly precise esti-
mation of flexural strength of SFRC out of the actual data, where the extreme gradient
boosting, bagging, and AdaBoost have 0.87, 0.90, and 0.91 R2 values, respectively, in SFRC
flexural strength prediction within an acceptable range. Twenty sub-models that range
between 10–200 estimators are used to optimize the prediction of SFRC flexural strength.
The most effective and accurate forecast for SFRC flexural strength emerged for gradient
boosting rather than for the other considered algorithms.

The higher R2 and lower MAE and RMSE values for SFRC FS prediction from gradient
boosting are evident from k-fold cross validation findings. Therefore, it can be claimed as
the prediction model with the highest precision for flexural strength of SFRC.

Statistical checks such as MAE and RMSE are also applied to evaluate the models’
performance. Here again, the higher coefficient of determination and lower error values in
gradient boosting for SFRC flexural strength prediction show their superiority.

Hence, it can be concluded that gradient boosting is the best technique for predicting
SFRC flexural strength.

The volumetric content of steel fiber has the highest influence on SFRC flexural
strength, followed by the contents of cement, water, and coarse aggregates, as revealed
through SHAP observations. Contrary to this, super-plasticizer content has a minimal
impact on SFRC flexural strength.

The feature interaction plot portrays that cement content is a major and positive
influencing feature on SFRC flexural strength.
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Abstract: Historical buildings and monuments are largely made of brickwork. These buildings form
the historical and artistic character of cities, and how we look after them is a reflection of our society.
When assessing ceramic products, great emphasis is placed on their mechanical properties, whilst
their durability is often neglected. However, the durability or resistance to weathering of masonry
elements is just as important as their mechanical properties. Therefore, this work deals with predicting
the durability of solid-fired bricks before they are used when reconstructing monuments and historical
buildings. Durability prediction is assessed by identifying defects in the material’s internal structure.
These faults may not be visible on the element’s surface and are difficult to detect. For this purpose,
non-destructive electroacoustic methods, such as the resonant pulse method or the ultrasonic pulse
method, were used. Based on an analysis of the initial and residual mechanical properties after
freezing cycles, four durability classes of solid-fired bricks were determined. This work aimed to find
a way to predict the durability (lifetime) of an anonymous solid-fired brick, expressed in terms of the
number of freeze cycles the brick would last, based on non-destructive measurements.

Keywords: solid fired brick; defects in the internal structure; non-destructive testing; resonant pulse
method; material durability; machine learning

1. Introduction

Historical buildings and monuments are our real wealth. These buildings represent
the foundation of our cultural heritage and are the most tangible legacy of our past. The
management of monuments is a reflection of society’s cultural advancement. An integral
part of this reflection is not only the care of historical objects themselves but also the effort
to find the most appropriate way to preserve them [1].

Building materials are often assessed primarily in terms of mechanical properties,
such as compressive strength or flexural tensile strength [2,3]. In terms of the durability
of masonry elements, the frost resistance test, or the ability of the material to withstand
repeated freezing and thawing, may be specified [4]. However, these tests are usually
destructive or semi-destructive, which is not desirable, especially in the case of monuments.
The question of the brickwork’s durability is still relegated to the background. However, the
durability or the ability of the material to resist external influences (weathering, chemical
corrosion, or salt crystallisation) is an equally important factor for a material such as
solid-fired bricks. Especially when the brickwork is not protected from the weather by
plaster or any other surface treatment. Such masonry forms the visual part of the buildings
and is the most susceptible to weather damage. Despite the initial neglect of this issue,
the durability of building materials has already been addressed by a number of authors.
However, the attention of authors is often directed to the durability of concrete structures [5].
In the case of the authors’ focus on the durability of masonry buildings, it is more of
an attempt to extend the durability of structures by understanding the defects already
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present in masonry buildings and the procedures for reconstruction (restoration) [6–8]
or [9] but not the prevention of such defects. Other authors deal with the durability of
solid-fired bricks (hereinafter SFB) and the effects that reduce durability; however, this
is often a destructive way and the element cannot be subsequently used in historical
construction [10,11]. Particularly beneficial to this research were the works of authors
dealing with the issue of frost damage to porous materials, which gave a better picture of
the effect of the internal structure on the durability of masonry elements [7,12–14].

The effort to understand the influences that reduce the durability of solid brick and
the effort to find the most effective ways to renovate existing structures without major
interventions is undoubtedly very beneficial. However, there is often a situation where
such buildings cannot be reconstructed without replacing (substituting) individual wall
elements. In this case, the question arises whether to reconstruct the elements with historical
bricks or to use masonry elements made with modern technologies. Both approaches have
their advantages and disadvantages.

The main advantage of using modern wall elements lies in the assumption of less vari-
ability in their mechanical properties (especially compressive strength or flexural strength),
a uniform appearance as well as durability. It is possible to ensure a stable technological
process during the commissioning of modern wall elements and adjust it if necessary. How-
ever, the emphasis in monuments is often on preserving the authenticity of the brickwork,
which is often problematic when modern masonry elements are used (Figure 1a). The
main advantage of reusing historic masonry elements (so-called “upcycling”) is that the
authenticity of the brickwork is preserved (Figure 1b).

  
(a) (b) 

Figure 1. (a) Reconstruction of the Gothic castle in Malbork (Poland) with modern masonry ele-
ments, (b) Reconstruction of a baroque brick bridge near Mikulov (Czech Republic) with historical
masonry elements.

In recent years, the issue of sustainable development has also increasingly come to
the fore, and the use of historic wall elements takes on this approach. This is a more
environmentally friendly method, as there is no need to produce new masonry elements
and the waste from demolished brick buildings is minimised [15].

However, in the case of using historic solid bricks for reconstructing masonry buildings,
it is necessary to take into account the great variability of individual elements. Even in
the case of taking historic bricks from a single demolished building, the uniformity of the
solid bricks is not guaranteed. This is particularly evident during the construction of larger
buildings, i.e., masonry elements were supplied from several brickworks at once. It must
also be assumed that these buildings have been reconstructed in the past and therefore
contain masonry elements from different time periods; this issue has been addressed in
the past by authors, e.g., [16]. For these reasons, it is quite difficult to obtain a sufficient
quantity of bricks of similar appearance and properties, and it is particularly difficult to
demonstrate the requisite quality. When upcycling historic bricks for heritage buildings, it
is necessary to consider a number of factors that may affect their quality.
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One of the basic factors is the material that was used to produce the historic wall
elements. In particular, the type of clay used (ferruginous or loamy). However, it cannot be
said that masonry elements made of the same material in the same brickworks will have
identical properties or appearances. The quality of the bricks varied even within the same
kiln, mainly depending on the bricks’ location in the kiln (different firing temperatures).
The firing temperature can significantly affect the mechanical properties, colour, dimensions
or, for example, the absorption of the elements.

If the firing temperature is too high, the element usually has a darker firing colour
(sometimes up to purple), higher compressive strength and significantly lower absorption.
However, if the firing temperature is too high, shrinkage of the elements and deformation
of edge flatness often occurs (Figure 2a). Conversely, at low firing temperatures, the
element typically has a light brown (orange) firing colour, lower compressive strengths,
and significantly higher absorption (Figure 2b). The marking of the elements "A5" and "12"
is only to simplify the research.

(a) (b) 

Figure 2. (a) historical solid brick—high firing temperature, (b) historical full brick—low firing temperature.

In terms of the durability of masonry elements, increased water absorption is the
most challenging, as it is closely related to resistance to the effects of repeated freezing and
thawing [17].

Another factor that significantly affects the durability of masonry elements is their
defects. The defects in the elements may have already occurred during the production of the
wall elements. Delamination of the individual layers can be mentioned as a defect already
occurring during production. When using screw presses, this is a defect in the elements
caused by the rotational movement of the mixture used or, in the case of handmade bricks,
delamination caused by poor mixing of the clay mass. It mostly manifests only as a result
of freezing cycles, when it takes the form of concentric spiral cracks along which the brick
gradually crumbles. This type of defect is not only typical of historic bricks but also occurs
in abundance in newly manufactured solid-fired bricks.

Other defects in the wall elements may arise due to their history. In particular, when
repeated freezing and thawing has caused cracks, chips or microstructural damage to the
elements. The main indicator may be the location of the bricks in the past. If the element
has been exposed to climatic influences for many years, it can be expected that these defects
will occur more frequently. In addition to damage caused by climatic influences acting on
the elements, mechanical damage (breaking off of a corner, etc.) may also occur.

When assessing the extent of defects in individual elements, it is important to note that
a large proportion of defects are not visible on the surface of the elements. These defects in
the internal structure of the elements significantly reduce their durability. These defects
are usually caused by increased humidity, when water freezes in winter and increases
its volume, causing stresses in the elements. The development of defects in the internal
structure need not be linked to the development of defects visible on the surface. The
authors of the paper have dealt with this issue in the past. In the framework of [18] 3 types
of defect development have been defined:

1. Both surface defects and defects in the internal structure of the element develop;
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2. only surface defects develop; the development of defects in the internal structure is negligible;
3. the development of surface defects is indistinct; only defects in the internal structure develop.

The most problematic of the above types of pattern damage is the third case. This is
because, in this case, only the internal structure is damaged without damaging the surface
of the test sample (Figure 3). Visually, the element may appear free of defects even after a
number of freeze cycles, but defects in the internal structure significantly reduce both the
mechanical properties of the elements and their durability.

Figure 3. Example of a solid-fired brick of type 3 damage [18].

The reconstruction of monuments with historic solid bricks can therefore be a chal-
lenging discipline, particularly because of the great variability and difficulty in monitoring
the quality of the elements. Due to the great variety of historical masonry elements, their
quality cannot be guaranteed based on standard tests (on 5 or 10 bricks). For this reason,
non-destructive methods are proposed that allow many more bricks to be tested, and these
can subsequently be incorporated into the structure.

For these reasons, completely non-destructive electroacoustic methods, namely the
resonance method and the ultrasonic method, were chosen to predict the masonry elements’
durability or resistance to weather conditions (mainly repeated freezing and thawing).
Based on the identification of defects in the internal structure of the elements, a total of
4 durability classes were determined with the recommended use of the wall elements. The
individual methods and procedures were chosen so they can be applied in practice while
ensuring the highest possible reliability. The problem of detecting defects in materials by
electroacoustic methods has been addressed in the past by a number of authors, e.g., [5],
but here the problem of detecting defects in the material caused by loading (mechanical
failure) is addressed.

This work presents an innovative way of using non-destructive resonance and ultra-
sound methods. Non-destructive methods are commonly used in civil engineering today.
However, these methods are mainly focused on mechanical properties. These electroacous-
tic methods are also used for a kind of identification of defects in the internal structure.
However, they are generally applied to concrete structures and there are no clearly defined
parameters for detecting defects in the internal structure. This paper deals not only with the
actual use of these methods but also with the definition of the parameters that can be used
to detect these defects (obtained from the spectrum of natural frequencies) and to predict
the durability of the material based on them. Prediction of durability was determined by
statistical analysis of a series of experimental measurements. Currently, the method used
in-situ is testing fired solid bricks by impacting them with a steel hammer. The evaluation
of the quality (durability) of the elements depends only on the individual judgement of
the worker based on the acoustic response. Thus, the proposed method is a significant
improvement, where a human factor is reduced, and a classification model and algorithm
of machine learning are being used.

2. Materials and Methods

This work aims to determine the durability criteria of historic, solid-fired bricks before
they are used when reconstructing monuments and historic buildings. The elements must
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not be damaged in any way after their durability has been assessed so that they can be
incorporated into the structure. For this reason, completely non-destructive electroacoustic
methods, such as the resonance method and the ultrasonic pulse method, were used. A
balance had to be struck between the complexity of the criteria to be assessed and the
greatest possible accuracy of the results. The durability of the masonry elements is assessed
by identifying defects in their internal structure. To identify these defects, spectra of the
first natural frequencies determined by the resonance method were analysed.

Every rigid material is subject to vibration due to an external impulse. The phe-
nomenon, when the frequency of this introduced impulse is identical to the natural fre-
quency of the element, is called resonance. This phenomenon is exploited by the resonant
pulse method. The undeniable advantage of this method is that, in addition to the first
natural frequencies, it was possible to record the entire spectrum of frequencies in the cho-
sen range. This fact has been used in this work, where the defects in the internal structure
of the elements are identified by analysing the spectrum of the first natural frequencies
and then the durability of the masonry elements is predicted. There are countless types
of vibrations that can be induced in rigid bodies. As a rule, however, three types of these
oscillations are used, namely:

• first natural frequency of longitudinal oscillation—fL,
• first natural frequency of the torsional oscillation—fT,
• first natural frequency of transverse oscillation—fF [19].

In this study, only the first two types of oscillations (longitudinal and torsional) were
used. The defects in the internal structure of the elements that appear during transverse
vibrations are also largely reflected in the frequency spectrum of the torsional vibrations.
An example of determining the first natural frequencies is shown in Figure 4a. A figure
of the location of the exciter (hammer strike) and a sensor for each type of oscillation are
shown in Figure 4b. Handyscope HS3 (oscilloscope) with a piezoceramic sensor was used
to determine the natural frequencies of the test elements.

 
(a) (b) 

Figure 4. (a) Example of measuring the first natural frequencies of torsional vibration (fT), (b) Arrange-
ment of sensors (“R”) and exciters (“T”) for longitudinal (fL) and torsional (fT) oscillations.

Another method for detecting defects in the internal structure of the elements was the
ultrasonic pulse method, specifically the pundit PL-200 from Screening Eagle (formerly
Proceq). The principle of the ultrasonic pulse method is based on the mechanical wave of
particles through the environment. In practice, the ultrasonic pulse method is used mainly
for determining the uniformity of concrete structures and determining the deformation
properties of the material, and, to a lesser extent, for determining the compressive strength
of concrete structures. This method can also be used to detect defects in the internal
structure [20]. For the purpose of this study, the passage times of the direct sounding in
the transverse (TT) and longitudinal (TL) directions of the element were measured in three
lines (Figure 5a). An example of ultrasonic wave transit times is shown in Figure 5b.
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(a) (b) 

Figure 5. (a) Positioning of the transducer (“R”) and exciter (“T”) to determine the transit times in
the longitudinal (TL) and transverse (TT) directions (always in 3 lines), (b) Example of a longitudinal
travel time (TL) measurement.

Prior to conducting laboratory tests to determine the durability criteria for historic solid
brick, the applicability of the above methods was verified directly during the reconstruction
of a historic brick building. The authors aimed to set the durability criteria for solid bricks
so that the durability could be evaluated on-site, if necessary. The authors had a unique
opportunity to test the methods on a baroque brick bridge near the village of Mikulov
(close to the Czech-Austrian border). This brick bridge is unique for several reasons. Most
of the preserved bridges from this period are made of stone masonry. In the case of this
bridge, stone masonry was used only at the foot of the piers; the rest of the bridge is made
of brickwork. Another unique feature of this bridge is its length; this fifteen-arch bridge is
100 m long. The bridge had been in disrepair for many years, was overgrown with grass
and covered with mud deposits. The hope of saving the bridge was raised in 2016 when the
project for its restoration began. The reconstruction of the bridge started in 2018 and took
2 years. For its reconstruction, it was decided to “upcycle” the historic wall elements [21,22].
The opening ceremony of the bridge took place in October 2020 and the reconstruction was
awarded “Monument of the Year” of the Czech Republic in 2021.

During the reconstruction of the bridge, a series of measurements on the historic
in-situ fired bricks were made using the resonance method and the ultrasonic pulse method.
Based on these measurements and basic assumptions, wall elements of low quality and
wall elements with assumptions for very good quality and durability were selected.

The selected elements were then subjected to a freeze resistance test in the laboratory
and then the mechanical properties of the elements were determined. Laboratory tests
(determination of frost resistance, flexural tensile strength and compressive strength) con-
firmed the initial estimates of durability and the quality of the masonry elements made by
in-situ non-destructive methods. These results have been published in [23].

The ultrasonic pulse method used during the reconstruction of the bridge did not
yield significant results, whereas the resonant pulse method proved to be very promising.

Once the applicability of the in-situ methods had been verified during the reconstruc-
tion of the heritage building, the main work to establish the durability criteria for historic
solid bricks could begin. The experiment itself is inherently simple. The principle of deter-
mining the durability criteria is based on an analysis of the spectrum of the first natural
frequencies and their change in the saturated state compared to the dried state. However, a
relatively large number of test samples was required. Thus, a total of 41 historic bricks were
selected. The test specimens were taken from various demolished buildings over a period
of about three years, varying in age (from the Gothic, Baroque and Renaissance periods),
size, appearance and expected quality, so that the whole range of test bodies was covered.
The test elements were first thoroughly cleaned, and their dimensions were determined.
They were subsequently dried to a steady state weight, i.e., a condition where their weight
did not change by more than 0.2% during 24 h of drying at 105 ◦C. For all samples, their dry
weights were determined, and any surface defects of the elements were carefully recorded.
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The first natural frequencies of the longitudinal fL,V0 and torsional fT,V0 oscillations
were determined using the resonant pulse method. Subsequently, the elements were
completely saturated with water. The elements were immersed in distilled water so that
they did not touch. The water was then brought to a boil, which was maintained for a
further 5 h. The elements were left in the water for a further 16 h; this post corresponds
to [24]. In the fully saturated state, the mass and first natural frequencies of the elements
were again determined using the resonance method fL,NV0 in the longitudinal direction
and fT,NV0 in the transverse direction.

The masonry elements were divided into a total of 4 durability classes depending on
the number of freezing cycles the bricks could withstand. One F-T cycle consists of 16 h of
freezing (at −20 ◦C) and 2 h of thawing in water (at 15 ÷ 30 ◦C) in an automatic freezer [4].
At the same time, the possible use of elements from each group was defined:

• 1st class—bricks usable in exposed outdoor environments (uncovered ledges, places
above ground with rising damp, etc.

• 2nd class—bricks usable in outdoor environments, less exposed areas (e.g., verti-
cal surface masonry except for plinths, masonry infill) or in indoor exposed areas
(e.g., wine cellars)

• 3rd class—bricks usable only indoors, in a dry environment
• 4th class—bricks not suitable for reuse.

Input measurements taken prior to the freezing cycles were used to develop
the shelf-life prediction model. For the evaluation of the frequency spectra from the
resonance method, a feature extraction method was used to obtain the key characteristic
parameters of the spectra under consideration. This method is commonly used during
the dimensionality reduction of large datasets [25] and is widely used in the prediction
of the lifetime of structures in both civil and mechanical engineering. Thus, in addition
to the dominant resonant frequency, other parameters such as amplitude, peak width
at mid-peak prominence, and peak prominence were extracted from all spectra. From
each spectrum, the following parameters of the first three dominant peaks were selected
in descending order of prominence. An example of these characteristics is shown in
Figure 6 shows the recorded signal.

 
Figure 6. Illustration of acoustic resonance signal: Signal in the time domain.

Figure 7 shows the frequency spectrum with the peaks and their characteristics high-
lighted.
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Figure 7. Illustration of acoustic resonance signal: Extracted frequency spectrum with highlighted
peaks with various parameters such as frequency, amplitude, width and prominence.

A similar approach in the evaluation of the resonance method can be found in the
foreign literature, e.g., [26,27]. The character of the spectrum and the shape of each peak
are clearly defined by the metric mentioned above; however, in practice, it is often the case
that the technicians performing an inspection using resonance methods use their subjective
experience to select a particular peak. In this case, the shape of the peak is assessed
by the technician’s feelings. Thus, an experienced diagnostician can assess whether the
chosen peak matches their experience and notion of a dominant peak. This experience is
particularly important when considering highly degraded test bodies where the dominant
frequency may not be the one with the highest amplitude. In this case, it is an impetus to
identify another metric that would be able to simulate this human factor experience and, in
this area, it is advantageous to use a combination of a multi-criteria evaluation algorithm
combined with a machine learning model.

The multi-criteria scoring algorithm can assign a score value to a given observation
based on the selected weights. The algorithm itself was first published by Saaty [28]. The
method was first published in 2021 [29] in the form of using this tool to evaluate frequency
peaks. If the evaluated parameters are close to the desired value, the value of the score
will be higher. To use this method successfully, the weights of the monitored parameters
need to be set. In this case, the weights and setpoints are based on the experience of the
technicians and are shown in Table 1.

Table 1. Weights set for scoring frequency peaks (A-amplitude, F-frequency, P-prominence, W-width).

Param. A F W P Demand

A 1.0 5.0 1.0 0.2 Max

F 0.2 1.0 0.2 0.1 Max

W 3.0 5.0 1.0 0.3 Min

P 5.0 10.0 3.0 1.0 Max

From these scales, it can be seen that, for example, the value of prominence should
reach a maximum value and is more important than amplitude, frequency or width.
Conversely, the width of the peak should be as low as possible and is more important than
the height of the amplitude or frequency. The frequency value is not very important in this
evaluation because different test bodies may have different resonant frequencies depending
on their shape, material and internal structure. For the purpose of processing, the natural
frequency of the observed peaks was expressed by the relation:

fRL,RT =

∣∣∣∣ fi
fmT,mL

− 1
∣∣∣∣ (1)

where:

• fRL,RT is the frequency ratio [%],
• fi is the frequency of the dominant peak [Hz],
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• fmT,mL is the average frequency in a given test direction (fmt = 2000 Hz, fml = 4300 Hz).

The average frequencies in a given test direction (fmT and fmL) were determined accord-
ing to masonry elements without defects in the internal structure—durability
class 1 (Figure 8).

Figure 8. The frequency spectrum of a masonry element without defects in the internal structure.

The variable used for classifying the bricks is, therefore, the relative deviation of
the frequency from the specified average SFB frequency in a given testing direction. The
resulting value for fRL,RT, thus expresses how much a given brick differs in frequency from
the average of all observed bricks.

In addition to the aforementioned metrics of the first three peaks, score values were
added. The findpeaks function was used to select peaks with parameters of a minimum
prominence value of 0.03% of the maximum amplitude of the spectrum and a minimum
distance between adjacent peaks of 20 Hz. In this way, 100 peaks from each spectrum
were separated. Statistical parameters such as mean, standard deviation, peak-to-peak and
skewness were then calculated from these peaks. In this way, a total of 20 parameters were
obtained from each measured spectrum in the longitudinal and transverse directions in the
fully saturated and fully dried state. The frequency parameters were further supplemented
by the A-absorption, which was measured at the beginning of the freezing cycles.

To predict the assigned class, the classification toolbox within Matlab software was
used. So, specifically, in this case, it is supervised machine learning where there is a set of
observations, x, and their classes are known, y. This set is then divided into a learning set
and a test set. For large datasets, this split can be performed by random permutation in
the ratio of 75:25. Furthermore, a cross-validation algorithm with transfer can be used for
this partitioning. The input dataset is divided into subsets. One subset serves as a test set;
the remaining subsets serve as training sets. The classifier trains the model on the training
set and uses the test set to test the accuracy and performance of the model. This process
is repeated several times, each time with a different subset forming the training and test
set. In this paper, cross-validation with a transfer of 5 was used. According to the chosen
procedure of extracting the features and creating a classification model, it was possible to
determine the reliability of the whole methodology in predicting the probable durability
(lifetime) of the test set of measured bricks.

To verify the correct identification of defects in the internal structure of the elements
and their durability (resistance to repeated freezing and thawing) by non-destructive
methods, a destructive frost resistance test was performed. Test elements in the saturated
state were cyclically frozen and thawed. One freezing cycle consisted of 16 h of freezing at
−20 ◦C followed by thawing in water for a minimum of 2 h at +20 ◦C [4]. The resulting
number of freeze cycles for each test sample was then recorded.

During the main experiment, sub-factors that affect the durability of the wall elements
were also investigated to understand this issue more comprehensively. For example, the
effect of humidity on the first natural frequencies and transit times of ultrasonic waves
was investigated. The finding of this sub-work was to determine the parabolic dependence
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of the quantities determined by non-destructive methods on the moisture content of the
elements. In many papers, a linear dependence is assumed, but in this case, significant
errors can be made. Results from this sub-experiment were published in [30]. Another
sub-research was to monitor the changes in first natural frequencies and transit times as a
function of the number of freeze cycles. In the framework of this work, three possible types
of sample defects were determined [18].

3. Results

From initial measurements made on site, it was found that the transit time of ultrasonic
waves could not be used as a satisfactory metric for assessing likely durability (resistance
to freezing cycles). Figure 9 shows the relationship between the resonant frequency and
the velocity of longitudinal ultrasonic waves (p-wave) measured per length of brick in the
dried state. The colour shows the number of cycles that each brick lasted before destruction.
A dominant diagonal can be observed in the data, which confirms that these observed
parameters are correlated; however, in terms of the distribution of bricks that have lasted
25 cycles or more, there is significant mixing with bricks that have already disintegrated after
5–10 cycles. At the same time, a non-negligible number of dependencies can be observed
that lie outside the main diagonal, which could be called anomalies. Looking at a similar
dependence of water absorption on ultrasound velocity in Figure 10, it can be seen that the
average ultrasound velocity lies in the range of 1600–3000 m−s−1 and the bricks are mixed
throughout the observed range of freezing cycles.

Figure 9. Dependency between longitudinal resonance frequency on ultrasonic velocity (p-wave) in
longitudinal axis also in a dried state.

 

Figure 10. Dependency between water absorbance on ultrasonic velocity (p-wave) in longitudinal
axis also in a dried state.
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On the other hand, the majority of the measured bricks had a value of absorption A
ranging from 12–24%, with an insignificant correlation with ultrasonic velocity, as shown
in Figure 11. For the same value of water absorption, there is a brick with both the highest
and the lowest durability (lifetime) expressed in the number of freeze cycles. Thus, it can
be concluded that the probable lifetime of the brick under consideration cannot be reliably
predicted from common parameters such as dominant frequency, ultrasonic velocity, or
absorption rate.

 

Figure 11. Dependency of longitudinal frequency in the saturated state on measured water absorba-
bility with highlighted freeze-thaw cycles, which each brick endured up to destruction.

Bricks were divided into different classes based on their durability interpreted by a
count of F-T cycles, which the bricks withstand in the automatic freezer at set conditions
described in Section 2 Materials and Methods. Each class is shown in Figure 12.

Figure 12. Comparison of a number of F-T cycles and absorbability of bricks with their set classes.

Moving on to the results of the feature extraction algorithm, the application of the
multicriteria method to the frequency spectrum peaks will be first up. Statistical comparison
in terms of probability of the observed parameters’ frequency, peak width amplitude,
peak prominence and the corresponding score is shown in Figure 13. This is a total of
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4136 observed peaks, which were selected by the findpeaks function from 167 frequency
spectra of all 41 measured bricks.

 
Figure 13. Histogram of peak parameters across all measured frequency spectrums (for peaks with
width < 100 Hz).

The amplitude is spaced between −9 and −6 dB. Classes with a higher freeze cycle
life generally have higher amplitude, and conversely, classes with lower life have lower
amplitude values. However, it is in the middle of the histogram that these parameters
overlap. The same is true for the frequency ratio fR. Perhaps the biggest difference occurs
in the case of peak prominence, where each class’s peak probability represents a different
part of the prominence variance from −4 to −15 dB. Although the classes were designed
according to the increasing number of cycles, the order exhibited by the prominence value
shows that class 1 is very similar to class 3 and class 4 is very similar to class 2. From this
perspective, it can be said that this is the effect of a smaller statistical sample of bricks that
would otherwise show a lower prominence value with a higher class.

For a spatial, graphic representation of these quantities, see Figure 14. There are three
main point clouds A, B and the largest one C. Clouds A and B are clearly separated by a
gap due to the score value, and if only these points were used, there would be relatively
high confidence in classifying the bricks. Clouds A and B consist exclusively of classes
2 and 4, which, moreover, supports the previous finding that classes 2 and 4 are very
similar. However, these clouds reach a maximum peak width of 13 Hz, which is especially
true for extremely narrow and small peaks. In contrast, the peaks located in cloud C
are interpenetrating and composed of all the remaining measured peaks, and all classes
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are equally represented. Thus, this observation invites the possibility of a multi-stage
assessment for the presence of peaks from Cloud A and Cloud B, and then, if peaks from
these clouds were not found, a more detailed method would need to be applied.

 
Figure 14. Distribution of peak metrics with a comparison with classes and score of individual peaks.

A more detailed assessment is focused on obtaining the selected 20 parameters and
building a classification model based on the principle of an ensemble of classifiers [31]. The
statistical comparison of selected parameters is shown in Figure 15.

In the total number of selected parameters, variants such as Freq1, Freq2, etc., are
present; in this case, these are the parameters of the dominant peaks in descending order of
prominence. The parameters Freq1 or Width1 describe the same peak but in different ways.
The statistical parameters are:

• The Kurt and Skew parameters describe the tailedness and skewness of the score
distribution of selected peaks from each assessed spectrum,

• MeanScore expresses the average score of the peaks,
• ModeWidth describes the modus of the peak width,
• StdScore expresses the standard deviation of the selected peaks,
• TotalScore expresses the total sum of the scores of the selected peaks.

Figure 15 shows dependencies that are difficult for humans to understand, and even
using correlation diagrams they are not a good tool for interpreting this type of data. Since
this is multidimensional data, which has a total of 18 dimensions, it is appropriate to assess
the individual dependencies using the success of the classification model and the resulting
decision diagram. To understand more about the dependence between the parameters, this
must be done, in part, by expressing the dependence between the chosen parameters Freq1
and the absorbance and standard deviation of the peak scores. For an example of such a
representation, see Figure 16.
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Figure 15. Comparison of all extracted features from the frequency spectrums and properties of fired
bricks (absorbability).
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Figure 16. Comparison of absorbability, mean score value (upper), prominence of dominant peak
and skewness (bottom).

These plots in Figure 15 illustrate the probability of each observed variable within
the total range of the variable, where classes 1 ÷ 4 are represented by different colours. In
some parameters, the probability is very similar among all classes, such as the Frequency
ratio of the second highest peak fΔ2. Parameters such as Sum of peak score ΣS and peak
count shows a significant difference in probability between class 1, 3 and 2, 4. From all of
these parameters, the most variance occurs in the first highest peak fΔ1, the score of peak S1
and the prominence of dominant peak Pdom1. The parameters with the highest variance are
the most suitable for classification model generation.

It is evident that approximately 60% of the bricks, which have the highest class and,
therefore, can withstand the least number of cycles, cluster around one centre in both cases.
The rest of the observations of this class are spread evenly among the other points of classes
1, 2 and 3.

It is similar in the case of the ratio between the frequency ratio and the standard
deviation of the frequency peaks. Here it can be seen that class 1 achieves the lowest
frequency ratio value, which means that its dominant frequency is closest to the average
SFB frequency (fmt = 2000 Hz, fml = 4300 Hz). At the same time, Class 2 and Class 3
observations and some Class 4 observations are also located in this area.

Thus, from this perspective, it can be shown that it is not possible to successfully
classify SFB by classical methods and evaluation because it involves the complex behaviour
of several different parameters. Thus, if this classification task is carried out by the algorithm
mentioned in [31], it gives a decision as to how and in which situation the proposed
classification model is to be used.

Using only a classification model with the ability to distinguish between class 2 and
class 4, a fairly satisfactory reliability of 88% for class 2 and 72% for class 4 is obtained.
Parameters include the resonant frequency in the fully saturated and dried state, the
number of peaks, the difference between the frequency in the fully saturated and dried
state, the number of peaks, the width and Poisson’s ratio, and the absorbance were used
for this model. Model 1 is illustrated using the confusion matrix in Figure 17.
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Figure 17. A model with parameters extracted from fL without statistical parameters and score values.

The resulting model success rate corresponds to the results in Figure 14 and indicates
that the two classes are close but can be successfully recognised. From a practical point of
view, however, this procedure requires knowledge of absorption rate A, which requires
the selected brick to be fully saturated with water and then dried to a stable weight. This
procedure is time-consuming and cannot be carried out on bricks that are already in place.

If the parameters described in Figure 15 are used without including the absorption,
it results in 25% for class 1, 56% for class 2 and 69% for class 4. The success of Model 2 is
shown in Figure 18. In this case, it turns out that both classes 2 and 4 are very close to each
other. However, in this case, there is a misclassification of Class 2 bricks into Class 1, 3 and
4 and a misclassification of Class 4 bricks into Class 1, 2 and 3. From this point of view, the
model can be used on embedded bricks but has very little reliability.

Figure 18. A model with only FFT parameters is known without absorbability.

The last and the most successful model (Figure 19), number 3, uses the parameters
used for model 2, enriched with the knowledge of absorbance A, with an overall success
rate of 85%. From this perspective, it is the most accurate model so far, achieving 83%
accuracy for Class 1, 88% for Class 2, 75% for Class 3 and 86% for Class 4. The model was
used from observations of the frequency spectra of both the saturated state and the dried
state in both longitudinal and torsional directions. From this point of view, it does not
matter whether it is used on a dried or saturated sample.
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Figure 19. Confusion matrix of the most effective model with all known parameters.

The resulting decision tree for classification is shown in Figure 20. The decision tree is
a graph that uses structure of nodes, branches and leaves. Each node is made by binary
condition which leads to either a node or a leaf. In this setup a leaf is predicted class. Each
node is formed by assessed features. The presented decision tree in Figure 20 was generated
by machine learning algorithm, and so are the values of binary condition for each node.
This tree clearly shows the importance of absorbance for classification; it is by far the most
common parameter used by the model here. The second most common is the parameter
Freq1 or the frequency ratio of the first peak. There are also statistical parameters such as
kurtosis, skewness, number of peaks or average score of frequency peaks.

 
Figure 20. Example of the designed model’s classification tree with parameters, conditions and
resulting classes.

The analysis makes it possible to determine which state and type of resonance mea-
surement are the most suitable for obtaining the highest classification accuracy for both
model 2 and model 3. This comparison is shown in Table 2.
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Table 2. Accuracy of model 3 in all combinations of dried or saturated specimens and testing by
longitudinal or transverse waves.

Type of IE Testing
Model 2 Accuracy in Different Groups [%] Model 3 Accuracy in Different Groups [%]

S0—Dried NV0—Saturated S0—Dried NV0—Saturated

fL—longitudinal 69.05 42.86 85.71 90.48

ft—transverse 56.10 52.38 78.05 88.10

Comparing the success rate of the model, it can be seen that the saturated state in the
longitudinal testing direction achieves a success rate of 90.48%. The lowest success rate
is 78.05% for the dried state in the transverse testing direction. In the case of model 2, the
longitudinal direction in the dry state achieves the highest success rate—69.05%—and the
longitudinal direction in the saturated state has the lowest success rate—42.86%.

4. Discussion

For the possibility of “upcycling” historic bricks, for both new buildings and the
renovation of historic buildings, it is crucial to choose a durable material that fulfils both
a functional and an aesthetic role. The requirements for historic bricks reintegrated into
the structure should be the same as for newly manufactured bricks. The results of this
work have shown that by using a non-destructive resonance method and the known
absorption of solid fired bricks, it is possible to predict their durability (service life) with
relatively good accuracy, without failure. The classification tree (Figure 20) demonstrates
that absorbability is a significant factor in evaluating the durability of solid-fired bricks.
It is a non-linear characteristic that cannot be described by a simple correlation. In the
case of the results obtained from the resonance method, a success rate of 85% (Figure 19)
was achieved. The disadvantage of this model is the need to know the absorption of the
masonry elements. Therefore, this model is difficult to implement in situ and is more
suitable for laboratory testing. The ultrasonic pulse method used did not yield significant
results already during the initial on-site testing of the methods. This assumption has also
been confirmed by laboratory tests and thus, the method is not suitable for the purpose
of this paper. The measurement of ultrasound wave propagating through the element
provides fewer parameters than the resonance method, where a whole spectrum is a result,
and we can observe many different metrics and features. The whole procedure was verified
on a selected sample of 41 bricks, which, by their time, age and quality, cover a wide
historical and material spectrum. Therefore, it can be stated with some confidence that,
within the framework of this study, it is possible to propose a classification model that can
predict the probable durability (service life) of a historic brick based on NDT measurements.
To bring the method into practice, a similar algorithm will be converted into Python using
the SciPy and NumPy libraries, which are commonly used for this type of task. At the same
time, the learning dataset will be enlarged to cover more sources of brick measurements. In
fact, there was an uneven qualitative representation of bricks in the tested set. Specifically,
Class 2 and 4 were represented in greater numbers than Class 1 and 3. Therefore, more class
1 and 3 bricks need to be included so that the entire dataset becomes balanced. Thanks to
the current level of microphones currently used in consumer electronic devices, which can
be used for the recording of resonance signals of elements tested by the resonance method,
we can assume that the proposed classification procedure and algorithm could be used by
mobile devices, such as smart phones, or tablets.

Supplementary Materials: The following supporting information can be downloaded at: The fol-
lowing supporting information can be downloaded at: https://www.mdpi.com/article/10.3390/
ma15175882/s1, Measured Data S1: data from the resonance method.
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4. ČSN 72 2609; Method of tests for masonry units: Specific properties of clay masonry units. ÚTN: Prague, Czech Republic, 2017.
5. Drabkin, S.; Kim, D.S. Failure Monitoring of Concrete Specimen Using Frequency Characteristics of Ultrasonic Waves; Special Publication:

London, UK, 1994; Volume 143, pp. 257–274.
6. Balksten, K.; Strandberg-de Bruijn, P. Understanding Deterioration due to Salt and Ice Crystallization in Scandinavian Massive

Brick Masonry. Heritage 2021, 4, 349–370. [CrossRef]
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Abstract: In large metal civil constructions (stadium roofs, bridges), slender bars can lose their
stability under compression loading. There is a lack in the literature regarding design solutions and
methods for increasing the critical buckling force of bars with variable cross-sections. The aim of
this research is to present a numerical model with finite elements used for a comparative analysis
of increasing the critical force of stability loss in cases of (i) bars with stepwise variation in the
cross-sections and (ii) bars with continuous variation in the moment of inertia along the bar axis
(parabolic, sinusoidal, triangular, and trapezoidal variation). Considering the large-scale applications
in civil engineering, bars that were pin-connected at one end and simple-supported at the other end
were analyzed. Firstly, the analytical model was described to compute the critical buckling force
for bars with stepwise variation in the cross-sections. Then, a finite element model for a slender bar
and the assumptions considered were presented. The results were computed using the MATLAB
program based on the numerical model proposed and were validated with the analytical model
for stepwise variable cross-sections of the bars. The numerical model was adapted for bars with
continuous variation in the moment of inertia along the bar axis. It was shown that, by trapezoidal
variation in the second moment of inertia along the axis of a bar, i.e., as buckling occurred in the
elastic field, the critical buckling force could be increased by 3.556 times compared to a bar with a
constant section. It was shown that there was certain bar with stepwise variation in the cross-section
for which the critical buckling force was approximately equal to the one obtained for the bar with
sinusoidal variation in the moment of inertia (increased by 3.427 times compared to a bar with a
constant section).

Keywords: buckling; stability; civil engineering; slender bars; columns; numerical analysis; variable
cross-section

1. Introduction

The loss in stability of elements designed for engineering structures remains of great
importance and topicality for various applications in civil engineering (stadium roofs,
bridges), shipbuilding, and aerospace construction (aircraft). These items are usually made
of steel or alloys with high strength characteristics. Depending on the type of the element
(slender column, beam, plate, or shell) and on the type of loading, there are different
analytical models and numerical models used for the analysis of their stability.

The first problems regarding elastic instability were approached and solved by L.
Euler [1,2] in the middle of the 18th century, over 200 years ago. Nowadays, the main
problems regarding the theory of elastic stability for different types of elements (columns,
beams, frames, rings, curved bars, arches, thin plates, and thin shells), were synthesized by
S. P. Timoshenko and J. M. Gere in a reference book in the scientific literature [2]. The loss
in stability of structural elements takes place under the action of compressive loads [3,4] or
bending (lateral buckling of beams) [2,5,6]. The optimized designs of such elements involve
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modifying geometry in order to increase the critical buckling force and ensure a low weight.
In the case of steel structures, just decreasing the volume can lead to weight reduction. In
the context of the research approached in this article, the control of the variation in the
cross-section along the axis of a slender bar subjected to compression is of great importance
for increasing the critical buckling force and, last but not the least, for reducing the weight.
The problem of designing the shapes of bars concerning the cross-section variation also
becomes stringent for bars subjected to compression in tensegrity structures [7] used for
roofs in modern civil buildings.

The questions are as follows: which geometric parameter (dimensions, area, or the
second moment of inertia) of a cross-section should be considered, and which mathematical
function models the continuous variation in the section along the axis of a bar to significantly
increase the critical buckling force while keeping the length of the bar and boundary
conditions unchanged? What is the best design solution for the shape of a bar: stepwise
or continuous variation in the cross-section along the bar axis? Another issue raised is
how much the ratio between the critical buckling force and volume of a bar is affected
considering the variation in the cross-section along the axis of the bar.

In the last years, many researchers around the world have investigated the stability
loss in columns having different boundary conditions and non-uniform cross-sections
under the action of axially distributed force [3,4,8]. S. P. Timoshenko and J. M. Gere were
among the first researchers who presented a theoretical approach of buckling for bars with
changes in the cross-sections without considering an axial distribution of compressive force
in the second edition of their book [2] (the first edition of this book was published in 1961).

Eisenberger M. [3] found an exact solution for the buckling loads of columns with
polynomial variation in the bending stiffness of the cross-sections under an axial load with
a polynomial distribution along the bar axis by considering the determinant of the stiffness
matrix to be equal to zero at the stability loss. Considering the Euler–Bernoulli beam theory
to model a column with a variable moment of inertia I(x) (linear or parabolic variation)
in the rectangular cross-section along its axis, which is subjected to distributed axial force,
Darbandi et al. [8] computed buckling loads, taking into account the Wentzel–Kramers–
Brillouin method of singular perturbation. Just the buckling loads and corresponding mode
shapes for the rectangular variable cross-sections of columns were reported in that research,
and those results were compared with the results given by Eisenberger [3].

Coskun and Atay [9] used a variational integration method to compute the normalized
critical buckling load for Euler’s columns with variable cross-sections with different bound-
ary conditions, considering that the flexural stiffness varied by exponential function or by
power function (linear, quadratic, and cubic variation). Their results matched very well
with the exact solutions, but the paper did not customize the solutions for different shapes
of cross-sections (for example, rectangular, circular, and annular cross-sections). Regarding
computation methods, Ma et al. [10] computed critical buckling force considering various
higher-order shear deformation beam theories based on Engesser’s hypothesis and Har-
ingx’s hypothesis in comparison with Euler’s theory in order to show the effects of warping
shape. That research showed that buckling loads were not influenced by the theory used in
the case of very slender columns or in the case of those having high shear rigidity.

Taking into account the achievements of the research mentioned above, we focus on
finding an analysis method that allows the accurate calculation of the critical buckling
force both for a bar with a stepwise variable cross-section and for a bar with a continuous
variable cross-section. The analysis model must be flexible in terms of easy adaptation for
any function used for variation in the second moment of inertia of the cross-section along
the axis. This is the reason why the research focuses on the use of a finite element method
for the numerical analysis of a slender bar subjected to compression in order to compute the
critical buckling force. However, only a program made with specific software for calculation
(such as MATLAB) can ensure the necessary flexibility, not a commercial one used for finite
element analysis. Another problem arises concerning the validation method. In this
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context, it is necessary to present the state-of-the-art methods in the literature regarding the
numerical methods used to analyze the stability of columns subjected to compression.

Using a finite difference method, Soltani and Sistani [11] also investigated a stability
analysis for columns having variable flexural stiffnesses subjected to variable axial force.
In that research, a finite difference method was applied in the case of column having a
rectangular cross-section or an I-shaped cross-section whose dimensions were variable
along the axis of the column in order to compute the critical buckling load. On the other
hand, in nanomechanics, there are specific methods to analyze the buckling of nanobeams
resting on elastic substrate media [12].

Saraçaoğlu and Uzun [13] showed critical buckling loads obtained with Ansys 19.0 soft-
ware for certain columns having square or circular cross-sections that were variable along
the axis of the column (linear variation combined with a portion having a constant cross-
section). Szmidla et al. [14] investigated and showed results concerning a stability analysis
for steel columns consisting of portions having inhomogeneous cross-sections (composed
cross-sections). Regarding columns with inhomogeneous cross-sections, Li et al. [15] made
a parametric optimization of composite columns against buckling.

For columns consisting of certain portions having constant cross-sections, Maalawi [16]
approached the optimization of buckling calculation in order to obtain design variables
(area of the cross-section, length of each portion, radius of gyration) for the maximization
of the critical buckling load and for certain input data (number of portions, boundary
conditions, cross-section type).

A localized differential quadrature method was used by Yilmaz et al. [17] in order to
compute non-dimensional critical buckling loads for non-uniform columns with continuous
elastic restraint and different boundary conditions.

Using a discretized Hencky bar-chain model and a parallel genetic algorithm, Ruoc-
co et al. [4] provided in 2017 an optimization method against buckling for columns with
non-uniform variation in the cross-section subjected to both distributed and concentrated
compressive forces. In this case, the geometrical variation in the cross-section was not given
as input data. The paper [4] reported the optimal variation in the circular cross-section in
non-dimensional coordinates and its corresponding non-dimensional normalized buckling
load by keeping the same length and volume of the column with a uniform cross-section.

In the literature [18], optimization methods were also presented for columns having
thin-walled, open cross-sections in order to obtain the maximum critical buckling by
considering the constraint that the volume of the column remained constant.

As mentioned before, a retrospective analysis of the literature highlights the fact that
there is a lack of research on design methods and solutions to increase the critical buckling
force of slender bars with annular cross-sections subjected to compression by continuous
variation in the dimensions of the cross-sections along the axis of the bars. Furthermore, no
comparative studies have been reported regarding the critical buckling force for slender
bars with continuous annular cross-sections compared to bars with stepwise variable
cross-sections.

The present research aims to make some contributions to the scientific literature
regarding design solutions for slender bars with variable cross-sections along the bar axis.
The research provides a numerical model with finite elements validated by an analytical
model, which is used to compute the critical buckling forces both for bars with stepwise
variation in the cross-section and for bars with continuous variation in the cross-section
along the bar axis. The MATLAB program used in this research based on the finite element
model presented allows easy adaptation for any variation function considered for the
moment of inertia. Considering variable annular cross-sections, the MATLAB program
calculates additionally the inner and outer diameters that define the geometry of the bar.
Moreover, a comparison is shown of the critical buckling forces for different particular cases
considered for variation in the cross-section. In this way, the comparative analysis leads to
finding some functions for variation in the second moment of inertia of the cross-sections,
which ensure a major increase in the critical buckling force.
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In this context, the main purpose of the research is to present a numerical model with
finite elements used for a comparative analysis of increasing the critical buckling force for
two types of slender bars subjected to compression: (i) bars with stepwise variation in the
cross-section and (ii) bars having annular cross-sections with continuous variation in the
moment of inertia along the bar axis. The results are also compared with the values of the
critical buckling forces corresponding to bars having constant cross-sections along the bar
axis. The case of bars that are pin-connected at one end and simple-supported at the other
end is taken into account, considering the wide range of applications of these kinds of bars
in engineering construction (stadium roofs, bridges, aircraft, and so on).

The main objectives of the research are: (i) the generalization of an analytical model
for the calculation of the critical buckling force for a slender bar with stepwise variation
in the cross-section, as well as a bar consisting of three portions; (ii) a numerical analysis
using the MATLAB program, which uses modeling with finite elements for a slender
bar with a stepwise variable cross-section along the axis of the bar in order to obtain the
critical buckling force; (iii) the validation of the finite element model (FEM), with the
results obtained with an analytical model for a bar with stepwise variation in the cross-
section; (iv) an adaptation of the MATLAB program for a numerical analysis of a bar with a
continuous variable cross-section; and (v) a comparison of the results regarding the critical
buckling force for slender bars with stepwise variation and with continuous variation in
the cross-sections. It is considered that the dimensions of a cross-section vary along the
bar axis as the second moment of inertia I(x) varies from I to 4I. For a slender bar with
continuous variation in the cross-section, the following types of variation are considered
for the second moment of inertia I(x) along the bar axis: parabolic, sinusoidal, triangular,
and trapezoidal. The numerical simulation with FEM is made using a computer program
made with MATLAB R2014a software.

All the results are interpreted in terms of the normalized critical buckling force with
respect to the critical force for stability loss corresponding to the bars having constant
cross-sections along the axes of the bars. It is assumed that all the bars involved in this
study lose their stability in the elastic field.

Finally, this research reports accurate results on increasing the normalized critical
buckling force for slender bars with stepwise or continuous variations in the cross-sections
involved in this study. In this way, this research shows design solutions regarding the
mathematical functions for variation in the second moment of inertia of a cross-section
along the bar axis in order to increase the critical buckling force for slender bars subjected
to compressive loads.

2. Work Methods

2.1. Analytical Model for Buckling of a Column with Pin Connections at Ends with Stepwise
Variable Section

In Figure 1, a geometrical model is shown of a bar having a stepwise variable circular
cross-section whose bottom end is pin-connected, while the upper end is simply supported.
The undeformed and deformed shapes of the bar under compression are shown in Figure 1a.
The bar consists in three portions. The first and the third portions have the same values
for length l and for the second moment of inertia I of the cross-section. The second bar
portion has a cross-section whose moment of inertia I1 is equal to k1 I, with k1 > 1, and
its length is equal to 2k2l. In other words, the parameters k1 and k2 represent the ratios of
the lengths and of the second moment of inertia, respectively, corresponding to the second
and first portions of the bar (Figure 1a). The total length of the column is denoted with
lc (Figure 1a). All portions of the bar are made of the same isotropic material having a
modulus of elasticity E. The column is symmetric with respect to its midpoint (Figure 1a),
and consequently, the analysis model may be reduced to half of the bar, considering the
symmetry conditions (Figure 1b). The shape of the bending-moment diagram for half of
the bar is shown in Figure 1c.
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(a) (b) (c) 

Figure 1. Bar analyzed having a stepwise variable cross-section whose bottom end is pin-connected,
while the upper end is simply supported: (a) geometrical model of the entire bar and deformed
shape at stability loss; (b) geometrical model considering the symmetry condition; (c) bending-
moment diagram.

The main purpose of this subsection is to compare the critical buckling force corre-
sponding to a column having a stepwise variable circular cross-section with the critical
buckling force corresponding to a column having the same length and a constant cross-
section whose moment of inertia is equal to I. For this purpose, the main objectives are
to compute the critical buckling force corresponding to the column having a stepwise
variable cross-section and to compare it with the one corresponding to the column with a
constant cross-section, as well as an analysis of the rational shapes for buckling in the case
of columns having stepwise variable circular cross-sections.

Due to symmetry, the buckling analysis was made by considering a model of half of a
column (Figure 1b) with boundary conditions corresponding to the midpoint of the column
located on the horizontal symmetry axis.

It was assumed that the column buckled in the elastic domain. This meant that
Bernoulli’s hypothesis and Euler’s relation were valid at buckling.

The bending moment Mb1(x) developed at buckling and caused by the compressive
force P at the level of the arbitrary cross-section located on the first portion of the column
was computed using Equation (1):

Mb1(x) = −Pv1(x), (1)

where v1(x) represents the deflection function of the arbitrary cross-section of the first
column portion located at distance x with respect to the end of the column (Figure 1b).

In the same manner, the bending moment Mb2(x) developed at buckling at the level
of the arbitrary cross-section located on the second portion of the column was computed
using Equation (2):

Mb2(x) = −Pv2(x), (2)

where v2(x) represents the deflection function of the arbitrary cross-section of the second
column portion located at distance x with respect to the end of the column (Figure 1b).
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To compute the critical buckling force, we used an analytical method. The differential
equation of the approximate deformed median fiber corresponding to the first portion of
the bar is given in Equation (3):

d2v1(x)
dx2 = −Mb1(x)

EI
. (3)

Replacing Equation (1), Equation (3) became the following [2]:

d2v1(x)
dx2 +

Pv1(x)
EI

= 0. (4)

In the same manner, the differential equation of the approximate deformed median
fiber corresponding to the second portion of the bar is given in Equation (5) [2]:

d2v2(x)
dx2 +

Pv2(x)
k1EI

= 0. (5)

The notation α was introduced for the ratio given in Equation (6) [2]:

α =

√
P

k1EI
or α2 =

P
k1EI

. (6)

By using Equation (6), differential Equations (4) and (5) of the approximate deformed
median fibers for the bar portions became:

1. Equation (7) for the first portion of the column [2]:

d2v1(x)
dx2 +

(
α
√

k1

)2·v1(x) = 0, (7)

2. Equation (8) for the second portion of the column [2]:

d2v2(x)
dx2 + α2·v2(x) = 0. (8)

Solutions of inhomogeneous second-order differential Equations (7) and (8) were
given by Equations (9) and (10) for the first portion and for the second portion of the
column, respectively:

v1(x) = C1 sin
(

α
√

k1x
)
+ C2 cos

(
α
√

k1x
)

, (9)

v2(x) = C3 sin(αx) + C4 cos(αx). (10)

Integration constants Ci
(
i = 1, 4

)
were computed using the boundary conditions

given in Equation (11): ⎧⎪⎨
⎪⎩

for x = 0, v1(0) = 0;
for x = l + k2l, v2(l + k2l) = f ;
for x = l + k2l, dv2

dx (l + k2l) = 0,

(11)

where f represents the deflection of the midpoint of the bar at buckling. The continu-
ity conditions for the deformed shape of the median fiber of the column are given in
Equation (12) at the level of the bar cross-section located at distance l with respect to the
upper simply supported end of the column:{

for x = l, v1(l) = v2(l);
for x = l, dv1

dx (l) =
dv2
dx (l).

(12)

120



Materials 2022, 15, 6094

The first derivatives of the functions v1(x) and v2(x) of the deflections of the arbitrary
cross-section corresponding to each column portion were computed using
Equations (9) and (10), respectively. In fact, these derivatives represented the functions of
the rotations of the arbitrary cross-section and were expressed by Equations (13) and (14):

dv1(x)
dx

= α
√

k1C1

[
cos
(

α
√

k1x
)
− C2 sin

(
α
√

k1x
)]

, (13)

dv2(x)
dx

= α[C3 cos(kx)− C4 sin(αx)]. (14)

By replacing Equations (9), (10), (13), and (14) in the boundary conditions given
by Equation (11) and in the continuity conditions given in Equation (12), the system of
Equation (15) was obtained:⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

C2 = 0;
C3 sin[αl(1 + k2)] + C4 cos[αl(1 + k2)] = f ;
α{C3 cos[αl(1 + k2)]− C4 sin[αl(1 + k2)]} = 0;
C1 sin

(
αl
√

k1
)
+ C2 cos

(
αl
√

k1
)
= C3 sin(αl) + C4 cos(αl);

α
√

k1
[
C1 cos

(
αl
√

k1
)− C2 sin

(
αl
√

k1
)]

= α[C3 cos(αl)− C4 sin(αl)],

(15)

whose unknown quantities are the integration constants Ci
(
i = 1, 4

)
and the deflection f

of the midpoint of the column.
Equation system (15) was reduced practically to the following system of four equations:⎧⎪⎪⎨

⎪⎪⎩
C3 sin[αl(1 + k2)] + C4 cos[αl(1 + k2)]− f = 0;
C3 cos[αl(1 + k2)]− C4 sin[αl(1 + k2)] = 0;
C1 sin

(
αl
√

k1
)− C3 sin(αl)− C4 cos(αl) = 0;

C1
√

k1 cos
(
αl
√

k1
)− C3 cos(αl) + C4 sin(αl) = 0.

(16)

The homogeneous system of Equation (16) had nonzero solutions for Ci
(
i = 1, 4

)
and

f if the determinant of the coefficients was zero. This condition led to Equation (17):

Det

⎡
⎢⎢⎣

0 sin[αl(1 + k2)] cos[αl(1 + k2)] −1
0 cos[αl(1 + k2)] − sin[αl(1 + k2)] 0

sin
(
αl
√

k1
) − sin(αl) − cos(αl) 0√

k1 cos
(
αl
√

k1
) − cos(αl) sin(αl) 0

⎤
⎥⎥⎦ = 0. (17)

The notation ξ was introduced and computed with Equation (18):

ξ = αl, (18)

and Equation (17) became:

Det

⎡
⎢⎢⎣

0 sin[ξ(1 + k2)] cos[ξ(1 + k2)] −1
0 cos[ξ(1 + k2)] − sin[ξ(1 + k2)] 0

sin
(
ξ
√

k1
) − sin ξ − cos ξ 0√

k1 cos
(
ξ
√

k1
) − cos ξ sin ξ 0

⎤
⎥⎥⎦ = 0, (19)

whose unknown is ξ. To compute the critical buckling force, the minimum value of the
absolute values of the solutions ξ must be used because, for other solutions ξ, the value of
the critical force would be greater.

ξmin denoted the minimum value of the absolute values of the solutions ξ of
Equation (19).

From Equation (18), the minimum value of α could be computed using Equation (20):

αmin = ξmin/l. (20)
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Equation (20) was replaced in relation (6) in order to compute the critical buckling
force for a column having a stepwise variable cross-section:

Pcr = k1α2
minEI = k1ξ2

min
EI
l2 . (21)

The length l of the first portion was expressed in the function of the total length lc of
the column using Equation (22) according to Figure 1a:

l = lc/[2(1 + k2)]. (22)

Equation (22) was replaced in Equation (21) in order to compute the critical buckling
force Pcr for a column having a stepwise variable cross-section:

Pcr = 4k1(1 + k2)
2ξ2

min
EI
l2
c
=

(
2
√

k1(1 + k2)ξmin
π

)2
π2EI

l2
c

. (23)

On the other hand, the critical buckling force Pcr0 for a column with a constant cross-
section whose moment of inertia of the section was I having the same total length lc with
pin connections at its ends was computed as follows:

Pcr0 = π2EI/l2
c . (24)

Using Equations (23) and (24), the normalized buckling force (denoted with c) was
computed as being equal with the ratio between the critical buckling force Pcr for a column
having a stepwise variable cross-section and the critical buckling force Pcr0 for a column
having a constant cross-section whose moment of inertia of the section was I:

c =
Pcr

Pcr0
=

(
2
√

k1(1 + k2)ξmin
π

)2

. (25)

It is said that a column is rationally designed if the critical buckling force is increased
while the mass of the material of the column is optimal. In structure design, both the mass
of the material, which influences the material costs, and the weight of the structure are
also important. The manufacturing costs increase due to the additional manufacturing
operations required for a column having a stepwise variable cross-section.

In this research, it was said that a column having a stepwise variable cross-section was
rationally designed if its ratio between the critical buckling force Pcr and the total volume
V of the column was greater than the similar ratio computed for a column with a constant
cross-section whose moment of inertia of the section was I with the same total length lc.

The ratio between the critical buckling force Pcr and the total volume V of the column
was computed as follows, taking into account the geometry of the column shown in
Figure 1a:

Pcr

V
=

Pcr

2l(A + A1k2)
, (26)

where A represents the cross-sectional areas for the first and the third portions of the
column having the length l, while A1 represents the area of the cross-section for the second
column portion whose length is equal to 2k2l.

It was assumed that each portion of the column had a circular cross-section. It may
be remarked in Equation (27), which gives the ratio between the moment of inertia I and
the second power of the area of the cross-section A for the first portion, whose diameter is
denoted with d:

I
A2 =

πd4/64

(πd2/4)2 =
1

4π
(27)
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or
I = A2/4π. (28)

In the same manner, Equation (29) was written for the second portion of the column:

I1 = A2
1/4π. (29)

On the other hand, the relation between the moments of inertia I1 and I corresponding
to the first two portions of the column, respectively, is given in Equation (30):

I1 = k1 I. (30)

Equations (28) and (29) were replaced in Equation (30), and it obtained Equation (31):

A1 = A
√

k1. (31)

Then, relations (22) and (31) were replaced in relation (26), which became:

Pcr

V
=

(1 + k2)Pcr

lc A
(
1 + k2

√
k1
) . (32)

From Equation (25), the critical buckling force Pcr for a column having a stepwise
variable cross-section could be computed in the function of the critical buckling force Pcr0
of a column with a constant cross-section:

Pcr = cPcr0. (33)

The volume of the column with a constant cross-section was:

V0 = lc A. (34)

Replacing Equations (33) and (34) in Equation (32) obtained Equation (35):

Pcr

V
=

(1 + k2)c
1 + k2

√
k1

Pcr0

V0
, (35)

which led to Equation (36), which computed the rationality factor krat:

krat =
Pcr/V

Pcr0/V0
=

(1 + k2)c
1 + k2

√
k1

. (36)

Replacing the ratio c given by Equation (25) in Equation (36) led to Equation (37):

krat =
Pcr/V

Pcr0/V0
=

(1 + k2)

1 + k2
√

k1

(
2
√

k1(1 + k2)ξmin
π

)2

=
4ξ2

mink1(1 + k2)
3

π2
(
1 + k2

√
k1
) , (37)

which was used to compute the ratio between the rationality factor Pcr/V corresponding
to a column having a stepwise variable cross-section and the rationality factor Pcr0/V0
corresponding to a column with a constant cross-section.

2.2. Numerical Modeling and Simulation for Loss in Stability of a Column with Pin Connections at
Ends with Stepwise Variable Cross-Section

If the compressive stress, which acts on the slenderness of a column, is variable, then
the relation between force and displacement may be written with Equation (38):

{dP} = [KT ]{ΔU}, (38)
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where infinitesimal variation in the force is denoted with dP. A similar relation may be
written with Equation (39):

{ΔP} = [Ks]{ΔU}, (39)

where finite variation in the force is denoted with ΔP. In Equations (38) and (39),
[KT ] = [KT{U}] and [KT ] = [KT{U}] represent the tangent stiffness matrix and the se-
cant stiffness matrix, respectively. The finite variation in the displacements was computed
with Equation (40):

{ΔU} = [KT(U)]−1{ΔP} =
[KT(U)]∗

det[KT(U)]
{ΔP}, (40)

where [KT(U)]∗ is the adjunct matrix of the stiffness matrix.
The phenomenon of loss in stability (transition from one equilibrium shape to another

equilibrium shape) takes place when the displacements tend toward infinity for a variation
ΔP in the compressive force. From a mathematical point of view, this condition is fulfilled
if the determinant of the tangent stiffness matrix [KT ] is equal to zero, which was expressed
by Equation (41):

det[KT(U)] = 0. (41)

Equation (41) could be written with Equation (42):

det
[
[K]− λ

[
Kg
]]

= 0, (42)

where [K] represents the elastic stiffness matrix of the structure (e.g., the column) obtained
by assembling of the stiffness matrices [Ke] corresponding to the finite elements that form
the structure;

[
Kg
]

is the geometric stiffness matrix of the structure obtained by assembling
of the geometric stiffness matrices

[
Kge
]

corresponding to the finite elements that form the
structure; and λ is the common multiplier of the axial forces N acting in the slender bar.

For the finite element of the double-embedded bar type (Figure 2), the elastic stiffness
matrix [Ke] and the geometric stiffness matrix

[
Kge
]

were expressed with Equations (43)
and (44), respectively:

[
Kge
]
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

EA′
l′ 0 0
0 12EI′

l′3
6EI′
l′2

0 6EI′
l′2

4EI′
l′

− EA′
l′ 0 0

0 − 12EI′
l′3

6EI′
l′2

0 − 6EI′
l′2

2EI′
l′

− EA′
l′ 0 0

0 − 12EI′
l′3

− 6EI′
l′2

0 6EI′
l′2

2EI′
l′

EA′
l′ 0 0
0 12EI′

l′3 − 6EI′
l′2

0 − 6EI′
l′2

4EI′
l′

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(43)

[
Kge
]
=

N
l

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0
0 6

5
l′
10

0 l′
10

2l′2
15

0 0 0
0 − 6

5
l′
10

0 − l′
10 − l′2

30
0 0 0
0 − 6

5 − l′
10

0 ll′
10 − l′2

30

0 0 0
0 6

5 − ll′
10

0 − ll′
10

2l′2
15

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(44)

where l′, A′, and I′ are the length, area of the cross-section, and the second moment of inertia
of the cross-section, respectively, corresponding to the finite elements double-embedded at
both ends.
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Figure 2. Characteristics of the finite elements of the bar double-embedded at both ends in terms of
both the internal forces and flections (displacement and rotation) developed at the nodes.

In this context, the solving of the stability equation involved solving a problem of
eigenvectors and eigenvalues. The solutions of the stability equation were the eigenvalues
λk
(
k = 1, n

)
corresponding to the multiplier of the axial forces. For the eigenvalues

λk
(
k = 1, n

)
, the corresponding eigenvectors {Uk}

(
k = 1, n

)
were determined, which

represented the geometric shapes (equilibrium shapes) of the loss in stability. From a
practical point of view, only the lowest eigenvalue λmin was of interest, the other values
being of interest just from a theoretical point of view.

The numerical model for the calculation of the critical buckling force was validated for
a bar having a pin connection at one end and a simple support at the other end. Considering
the numerical model previously described, a computer calculation program was written
with MATLAB R2014a software for the calculation of the eigenvalues and eigenvectors for
the loss in stability of a slender bar subjected to compression. Because just the first value
of the critical buckling force and the corresponding deformed shape were of interest, the
calculation program reported just the first three values of the critical buckling force and
plotted the corresponding eigenvectors.

The assumptions considered in the numerical analysis of the finite elements were the
following: (i) the material of the bar was isotropic, homogeneous, and linearly elastic; (ii) the
hypothesis of small strains was valid; and (iii) the normal stress σp at the proportionality
limit was approximately equal to the normal stress at yielding, denoted with fy, for the
material of the bar.

In order to obtain the numerical solution with the finite element method, the main
steps covered by the MATLAB program were the following: (i) meshing of the bar in a
certain number of finite elements; (ii) computing both the elastic stiffness matrix [Ke] and the
geometric stiffness matrix

[
Kge
]

corresponding to each finite element according to Equations
(43) and (44), respectively; (iii) assembling all the stiffness matrices [Ke] and geometric
stiffness matrices

[
Kge
]

in order to obtain the elastic stiffness matrix [K] and geometric
stiffness matrix

[
Kg
]

of the column analyzed; (iv) computing the eigenvalues λk
(
k = 1, n

)
by solving Equation (42); (v) computing the eigenvectors {Uk}

(
k = 1, n

)
using Equation

(40); and (vi) by using the eigenvalues λk, computing the critical buckling forces Pcr. The
smallest critical buckling force corresponded to the minimum eigenvalue λmin.

In order to validate the numerical model, the loss in stability was analyzed using the
numerical model with 18 finite elements for a bar having a pin connection at one end and a
simple support at the other end, for which the geometrical characteristics and the material
properties are given in Table 1. Considering the geometrical characteristics of the bar given
in Table 1, the following quantities were computed: the area A of the cross-section of 2826
mm2; the second moment of inertia I of the cross-section, whose value was 2,896,650 mm4;
and the radius i of inertia, having a value of 32.01562 mm.
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Table 1. Geometrical characteristics and material properties for the bar analyzed by numerical modeling.

A. Geometrical Characteristics of the Bar

Characteristic Symbol Measure Unit Value

Bar length lc (mm) 8000
Outer diameter of the
circular cross-section lc (mm) 100

Inner diameter of the
circular cross-section d (mm) 80

B. Properties for S355 Steel [19]

Young’s modulus E (MPa) 2.1·105

Normal stress at
yielding fy (MPa) 355

For the bar involved, the slenderness ratio λ was computed with Equation (45):

λ = l/i = 8000/32.01562 = 249.878. (45)

For steel of type S355, whose properties are shown in Table 1, the slenderness ratio λ0
that limited buckling in the elastic field was computed with Equation (46):

λ0 = π
√

E/σp = π
√

E/ fy = 76.37041, (46)

where it is assumed that the normal stress σp at the proportionality limit is approximately
equal to the normal stress at yielding, denoted with fy, for the material of the bar (Table 1).

The first three eigenshapes and the corresponding eigenvalues for the bar analyzed
are shown in Figure 3.

Figure 3. The first three shapes of stability loss and corresponding critical buckling forces for the bar,
whose geometrical and material characteristics are given in Table 1.

In Figure 4, the convergence of the critical buckling load Pcr obtained with the algo-
rithm of the numerical model is shown related to the number of the finite elements of the
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numerical model, and it is analyzed with respect to the critical buckling load of 93.807 kN
computed with Equation (24) using the analytical model. By analyzing Figure 4, it can be
remarked that the solutions obtained through numerical modeling with the FEM tended
asymptotically to the value of 93.86 kN for the numerical model, which had at least six
elements. It can be concluded that the numerical model consisting of 18 finite elements
provided results that were sufficiently accurate concerning the critical buckling load.
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Figure 4. Analysis concerning the convergence of the solution obtained for the critical buckling load
by the FEM compared with respect to the value computed with the analytical model.

Six cases of bars with pin connections at one end and simple supports at the other end,
shown in Table 2, were analyzed using the numerical model with finite elements in order
to show the effects of a stepwise variable cross-section on the critical force of stability loss.

Table 2. Values of the ratios k1 and k2 considered for the analyzed cases with the FEM for bars with
pin connections at one end and simple supports at the other end.

No.
Code of Case

Analyzed
Type of Column

Ratio k1 *
between the

Second Moment of
Inertia of Portions

Ratio k2 *
between the

Lengths of Bar
Portions

1 CONST_1I
Column with constant

cross-section whose
moment of inertia was I

1 0.0

2 STEPWISE405
Column with stepwise
variable cross-section

4 0.5
3 STEPWISE410 4 1.0
4 STEPWISE420 4 2.0
5 STEPWISE430 4 3.0

6 CONST_4I
Column with constant

cross-section whose
moment of inertia was 4I

4 0.0

* Ratios k1 and k2 are shown in Figure 1a.

In Table 2, two extreme cases were considered for bars whose the second moments of
inertia were constant along the bar length l: (i) a bar having a second moment of inertia
equal to I (code CONST_1I); and (ii) a bar having a second moment of inertia equal to 4I
(code CONST_1I). For both cases, the length l of the bar was that given in Table 1, and
it was assumed that the bar had an annular cross-section. The value I for the second
moment of inertia corresponded to an annular cross-section having an inner diameter d
and an outer diameter D, which are also given in Table 1. For the second bar, for which the
second moment of inertia was equal to 4I, the inner diameter d and outer diameter D were
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computed by considering the area A of the annular cross-section in order for the normal
stress in compression to be equal to the normal stress σp at the proportionality limit (which
was approximately equal to the normal stress at yielding fy).

The results obtained using the numerical model with 32 finite elements were compara-
tively analyzed for all the types of columns shown in Table 2.

2.3. Numerical Modeling and Simulation for Loss in Stability of a Column with Pin Connections at
Ends with Continuous Variable Cross-Section
2.3.1. Cases Approached and Assumptions concerning the Variation in the Second Moment
of Inertia

Four cases of variation in the second moment of inertia I(x) were investigated:
(i) parabolic variation; (ii) sinusoidal variation; (iii) triangular variation; (iv) trapezoidal
variation; and (v) constant variation.

It was assumed that the arbitrary cross-section of a bar whose area was A(x) was an
annular cross-section having an inner diameter d(x) and an outer diameter D(x). The length
of the bar was denoted with l. Assuming that the bar must lose its stability in the elastic field
(for which Euler’s relation is valid), the normal stress σ developed at the arbitrary point of
the cross-section must be smaller or equal to the normal stress at the proportionality limit
denoted with σp, which was considered to be equal to the normal stress at yielding fy (given
in Table 1 for S355 steel). In this context, the area A(x) of the cross-section was computed
with Equation (47), considering that the normal stress σ developed at that cross-section
was equal to the normal stress σp at the proportionality limit for the material of the bar at
stability loss:

A(x) = Pcr/σp, (47)

where Pcr is the critical buckling force (or the critical force of stability loss).
For the arbitrary cross-section of the bar, knowing the area A(x) computed with

Equation (47) and the variation in the second moment of inertia I(x), the inner and outer di-
ameters of the cross-section were computed with Equations (48) and (49), respectively [20]:

d(x) =

√
8I(x)
A(x)

− 2A(x)
π

, (48)

D(x) =

√
8I(x)
A(x)

+
2A(x)

π
. (49)

Equations (48) and (49) show that the wall thickness of the bar cross-section changed
along the axis of the bar as long as the ratio between d(x) and D(x) was not constant.

To analyze the critical buckling force Pcr for a column with pin connections at both
ends whose second moment of inertia I had continuous variation along the axis of the bar,
numerical models were used that were similar to the one corresponding with the bar with
stepwise variation in the cross-section. In order to analyze the solution convergence for the
critical buckling force Pcr, the numerical analysis was repeated for FEMs consisting of 20,
80, 100, 200, 400, and 800 elements, respectively. The convergence analysis made for FEMs
corresponding to bars with continuous variation in the second moment of inertia along the
bar axis led to the conclusion that the solutions for the critical buckling force converged for
FEMs consisting of a minimum of 100 elements.

2.3.2. Parabolic Variation in the Second Moment of Inertia of the Cross-Section along the Bar

The consideration of the second moment of inertia I(x) of an arbitrary cross-section
with parabolic variation along the bar axis is given by Equation (50):

I(x) = Ax2 + Bx + C, (50)
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where x represents the position of the arbitrary cross-section with respect to the pin-
connected end of the bar.

The constants A, B, C were computed considering that the second moment of inertia
was equal with I for the cross-sections of the bar ends, and it was equal to 4I for the middle
of the bar. These conditions are given by Equation (51):⎧⎪⎨

⎪⎩
for x = 0, I(0) = C = I;
for x = l/2, I(l/2) = A(l/2)2 + Bl/2 + C = 4I;
for x = l, I(l) = Al2 + Bl + C = I,

(51)

and led to the constants given by Equation (52):

A = −12I/l2; B = 12I/l; C = I. (52)

By replacing the above constants A, B, and C in Equation (50), the parabolic variation
in the second moment I(x) along the axis of the bar is given by Equation (53):

I(x) = −
(

12I/l2
)

x2 + (12I/l)x + I, (53)

which is plotted in Figure 5 for a bar whose length l is given in Table 1 and whose second
moment of inertia I of the cross-sections located at the bar ends was computed for an
annular cross-section having an inner diameter d and an outer diameter D, which are also
given in Table 1.

Figure 5. Parabolic variation in the second moment of inertia I along the bar axis.

In Figure 6, a geometrical model is shown of a bar whose parabolic variation in the
second moment of inertia I(x) is given by Equation (53).

 
(a) (b) 

Figure 6. Geometrical model for a bar with parabolic variation in the second moment of inertia along
the bar axis: (a) isometric view and (b) longitudinal section.
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2.3.3. Sinusoidal Variation in the Second Moment of Inertia of the Cross-Section along the Bar

The variation in the second moment of inertia I(x) of an arbitrary cross-section along
the bar axis as a sinusoidal function is given by Equation (54):

I(x) = 3I sin(πx/l) + I. (54)

Considering the conditions given by Equation (55), it could be checked that the second
moment of inertia was equal to I for the cross-sections located at the bar ends, and it was
4I for the cross-section located at the middle of the bar:⎧⎪⎨

⎪⎩
for x = 0; I(0) = 3I sin(π·0/l) + I = I;
for x = l/2; I(l/2) = 3I sin(π(l/2)/l) + I = 3I sin(π/2) + I = 4I;
for x = l; I(l) = 3I sin(πl/l) + I = 3I sin π + I = I.

(55)

The sinusoidal variation in the second moment I(x) along the axis of the bar given by
Equation (54) is plotted in Figure 7 for a bar whose length l is given in Table 1 and whose
second moment of inertia I of the cross-sections located at bar ends was computed for an
annular cross-section having an inner diameter d and an outer diameter D, which are also
given in Table 1.

Figure 7. Sinusoidal variation in the second moment of inertia along the bar axis.

In Figure 8, a geometrical model is shown of a bar whose sinusoidal variation in the
second moment of inertia I(x) is given by Equation (54).

(a) (b) 

Figure 8. Geometrical model for s bar with sinusoidal variation in the second moment of inertia
along the bar axis: (a) isometric view and (b) longitudinal section.

2.3.4. Triangular Variation in the Second Moment of Inertia of the Cross-Section along the Bar

It was considered that the second moment of inertia linearly increased from the value
I to the value 4I from the pin-connected end of the bar to the middle of the bar, which
meant position x of the cross-section was in the range of [0, l/2]. Then, the second moment
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of inertia linearly decreased from the value 4I to the value I from the middle of the bar to
the other end of the bar, which meant a variation of x in the range of [l/2, l].

A linear function for the second moment of inertia for the first half of the bar, which
meant x ∈ (0, l/2), and it was given by Equation (56):

I1(x) = Ax + B, (56)

whose constants A and B are computed using the conditions given by Equation (57)
regarding the values of the second moments of inertia for the cross-sections located at the
pin-end connection and at the middle of the bar:{

for x = 0; I1(0) = A·0 + B = I;
for x = l/2; I1(l/2) = Al/2 + B = 4I.

(57)

Using the conditions given by Equation (57), the constants A and B were computed,
and the results are given in Equation (58):

A = 6I/l; B = I. (58)

By replacing the constants A and B in Equation (56), a linear function was obtained for
the second moment of inertia for the first half of the bar, which is given in Equation (59):

I1(x) = 6Ix/l + I, for x ∈ (0, 0.5l). (59)

A linear function was assumed for the second moment of inertia for the second half of
the bar, which meant x ∈ (0.5, l), and it was given by Equation (60):

I2(x) = Cx + D, (60)

whose constants C and D are computed by using the conditions given by Equation (61)
regarding the values of the second moments of inertia for the cross-sections located at the
middle of the bar and at bar end, which is simple-supported:{

for x = l/2; I2(l/2) = Cl/2 + D = 4I;
for x = l; I2(l) = Cl + D = I.

(61)

Using the conditions given by Equation (61), the constants C and D were computed,
and the results are given in Equation (62):

C = −6I/l; D = 7I. (62)

By replacing the constants C and D in Equation (60), a linear function was obtained
for the second moment of inertia for the first half of the bar, which is given in Equation (63):

I2(x) = −6Ix/l + 7I, for x ∈ (0.5l, l). (63)

The triangular variation in the second moment I(x) along the axis of the bar given by
Equations (59) and (63) is plotted in Figure 9 for a bar whose length l is given in Table 1
and whose second moment of inertia I of the cross-sections located at the bar ends was
computed for an annular cross-section having an inner diameter d and an outer diameter
D, which are also given in Table 1.
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Figure 9. Triangular variation in the second moment of inertia along the bar axis.

In Figure 10, a geometrical model is shown of a bar whose triangular variation in the
second moment of inertia I(x) is given by Equations (59) and (63).

 
(a) (b) 

Figure 10. Geometrical model for a bar with triangular variation in the second moment of inertia
along the bar axis: (a) isometric view and (b) longitudinal section.

2.3.5. Trapezoidal Variation in the Second Moment of Inertia of the Cross-Section along the Bar

For trapezoidal variation in the second moment of inertia I(x) along the axis of a bar,
three portions of the bar length l were considered in order to obtain the functions for such
a variation: (i) for the first third of the bar, which meant xε(0, l/3), the second moment
of inertia linearly increased from the value I to the value 4I; (ii) for the second third of
the bar, which meant xε(l/3, 2l/3), the cross-section remained constant, and the second
moment of inertia was equal with 4I; and (iii) for the last portion, which meant xε(2l/3, l),
the second moment of inertia linearly decreased from the value 4I to the value I.

The linear function corresponding to the first portion is given in Equation (64):

I1(x) = Ax + B, (64)

for which the constants A and B are computed using the conditions written in Equation (65):{
for x = 0; I1(0) = A·0 + B = I;
for x = l/3; I1(l/3) = Al/3 + B = 4I.

(65)

Solving the above system of two equations led to the following values for the constants
A and B:

A = 9I/l; B = I. (66)
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By replacing the constants A and B in Equation (64), a linear function was obtained
of the second moment of inertia corresponding to the first portion of the bar, as shown in
Equation (67):

I1(x) = 9Ix/l + I, for x ∈ [0, l/3]. (67)

The function for the second moment of inertia corresponding to the second portion of
the bar is given by Equation (68):

I2(x) = 4I, for x ∈ [l/3, 2l/3]. (68)

For the third portion of the bar, the function of the second moment of inertia was
assumed, as given by Equation (69):

I3(x) = Cx + D, (69)

for which constants C and D are computed using the following conditions:{
for x = 2l/3; I3(l/3) = 2Cl/3 + D = 4I;
for x = l; I3(l) = Cl + D = I.

(70)

By solving the system of two equations given by Equation (70) and replacing con-
stants C and D in Equation (69), the following function of the second moment of inertia
was obtained:

I3(x) = −9Ix/l + 10I, for x ∈ [2l/3, l]. (71)

Considering the functions given by Equations (67), (68), and (71), trapezoidal variation
in the second moment of inertia along the bar axis is graphically shown in Figure 11 for
a bar whose length l is given in Table 1 and whose second moment of inertia I of the
cross-sections located at the bar ends was computed for an annular cross-section having an
inner diameter d and an outer diameter D, which are also given in Table 1. The geometrical
model of such a bar is shown in Figure 12.

Figure 11. Trapezoidal variation in the second moment of inertia along the bar axis.

 
(a) (b) 

Figure 12. Geometrical model for a bar with trapezoidal variation in the second moment of inertia
along the bar axis: (a) isometric view and (b) longitudinal section.
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3. Results

3.1. Results Obtained by Analytical Model

Figure 13 shows the variation in the ratio Pcr/Pcr0. computed with Equation (25) for
the case of k1 = 4. related to the value k2 ∈ [0; 3]. It may be observed that, for this design of
a column with a variable cross-section, the maximum value of the ratio Pcr/Pcr0. was equal
to 3.69 in the case when k2. was equal to 3.

Pcr/ Pcr0 = − 0.2932 k2
2 + 1.7756 k2 + 0.9640

R² = 0.9997
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Figure 13. Variation in the normalized critical buckling force Pcr/Pcr0. computed with Equation (25)
considering k1 = 4 related to the ratio k2.

Figure 14 shows the variation in the rationality factor krat computed with Equation (37)
for the case of k1 = 4. related to the value k2 ∈ [0; 3]. It was observed that the column
with a stepwise variable cross-section was more rationally designed because the rationality
factor krat. was always greater than 1, and the greatest value was 2.1086 in the case when
k2. was equal to 3. In fact, for the ratio k2. in the range of [2, 3], the rationality factor krat.
varied between 1.9973 and 2.1086.

krat = − 0.1467 k2
2 + 0.8146 k2 + 0.9631

R² = 0.9992
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Figure 14. Variation in the rationality factor krat. computed with Equation (37) considering k1 = 4.
related to the ratio k2.

The least squares method was used for the approximation of the data in both Figures 13
and 14 considering the second-degree polynomial functions. The approximation functions
both for the normalized critical buckling load Pcr/Pcr0 and for the rationality factor krat.
are given in Figures 13 and 14, where the value R2 close to 1 shows that the data were
accurately approximated.
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3.2. Results by Numerical Modeling for Loss in Stability of a Bar with Pin Connections at Ends
with Stepwise Variable Cross-Section

Considering the column with pin connections at its ends and a stepwise variable cross-
section shown in Figure 1, the results obtained using the MATLAB calculation program for
the numerical model with 32 finite elements are plotted in Figure 15 for all six cases given
in Table 2.

  
(a) (b) (c) 

  
(d) (e) (f) 

Figure 15. The first three shapes of stability loss and corresponding critical forces Pcr. obtained by
the FEM for the six cases of bars analyzed: (a) CONST_1I; (b) STEPWISE405; (c) STEPWISE410;
(d) STEPWISE420; (e) STEPWISE430; and (f) CONST_4I (details about each case are given in Table 2).

3.3. Validation of the Numerical Model by Theoretical Results for a Column with Stepwise Variable
Cross-Section

Table 3 shows the results obtained for the critical buckling force Pcr. using both
the FEM and the analytical model in the cases of columns with stepwise variable cross-
sections and with constant cross-sections involved in this research. It was observed that the
numerical model was validated by the results obtained with the analytical model because
the maximum error was equal to 3.84%, as shown in Table 3.
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Table 3. Comparison between the critical buckling force Pcr obtained by the FEM with the one
obtained with the analytical model for different cases of bars involved in this research.

Code of Case Analyzed *
Critical Force Pcr of Stability Loss (kN) Error

(%)FEM Analytical Model

CONST_1I 93.8546 93.807 0.05
STEPWISE405 159.2584 165.620 3.84
STEPWISE410 230.5490 230.430 0.05
STEPWISE420 321.9348 312.270 3.10
STEPWISE430 346.3275 346.150 0.05

CONST_4I 375.4182 375.228 0.05
* Details about bars of each case are given in Table 2.

The values of the normalized critical buckling forces obtained by the FEM and by
the analytical model are comparatively plotted in Figures 16 and 17, respectively, for the
columns with stepwise variable cross-sections and with constant cross-sections. These
graphs also show a good correlation between the numerical model and the analytical model.
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Figure 16. Comparison of the normalized critical buckling forces Pcr/Pcr0. computed with the finite
element models for the bars involved (details about each case are given in Table 2).
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Figure 17. Comparison of the normalized critical buckling forces Pcr/Pcr0 computed with the analyti-
cal model for the bars involved in this research (details about each case are given in Table 2).
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3.4. Results of Numerical Modeling for Loss in Stability of a Column with Pin Connections at Ends
with Continue Variable Cross-Section
3.4.1. Critical Buckling Forces for the Parabolic Variation in the Second Moment of Inertia
of the Cross-Section along the Bar

Using the numerical model with 100 finite elements for the bar with parabolic variation
in the second moment of inertia, the first three eigenshapes of stability loss were obtained
that corresponded to the first three values for the critical buckling force shown in Figure 18.
It was observed that the smallest value of the critical force for stability loss Fcr. was equal
to 329.7439 kN.

Figure 18. The first three shapes of stability loss and corresponding critical buckling forces for the
bar with parabolic variation in the second moment of inertia along the bar axis.

3.4.2. Critical Buckling Forces for the Sinusoidal Variation in the Second Moment of Inertia
of the Cross-Section along the Bar

Using the numerical model with 100 finite elements, for the bar with sinusoidal
variation in the second moment of inertia, the first three eigenshapes of stability loss were
obtained that corresponded to the first three values for the critical buckling force shown in
Figure 19. It was observed that the smallest value of the critical force for stability loss Fcr
was equal to 321.6489 kN.

3.4.3. Critical Buckling Forces for the Triangular Variation in the Second Moment of Inertia
of the Cross-Section along the Bar

Using the numerical model with 100 finite elements for the bar with triangular vari-
ation in the second moment of inertia, the first three eigenshapes of stability loss were
obtained that corresponded to the first three values for the critical buckling force shown in
Figure 20. It was observed that the smallest value of the critical force for stability loss Fcr.
was equal to 275.4322 kN.

137



Materials 2022, 15, 6094

Figure 19. The first three shapes of stability loss and corresponding critical buckling forces for the
bar with sinusoidal variation in the second moment of inertia along the bar axis.

Figure 20. The first three eigenshapes of stability loss and corresponding values for the critical
buckling forces for the bar with triangular variation in the second moment of inertia along the bar axis.

3.4.4. Critical Buckling Forces for the Trapezoidal Variation in the Second Moment of
Inertia of the Cross-Section along the Bar

Using the numerical model with 100 finite elements for the bar with trapezoidal varia-
tion in the second moment of inertia, the first three shapes of stability loss corresponding
to the first three values of the critical buckling force were obtained and are shown in
Figure 21. These were obtained using the numerical model with finite elements of the bar
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with trapezoidal variation in the second moment of inertia along the bar axis. The smallest
value of the critical force for stability loss Fcr. was equal to 333.7152 kN.

Figure 21. The first three shapes of stability loss and corresponding values for the critical buckling
force for the bar with trapezoidal variation in the second moment of inertia along the bar axis.

4. Discussion

In Figure 22, the values of the normalized critical buckling forces Pcr/Pcr0 are compar-
atively analyzed for all the bars involved in this theoretical research in order to establish
the best shapes of both bars with stepwise variable cross-sections and with continuous
variable cross-sections, which can lead to a significant increase in the critical buckling force.
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Figure 22. Comparison of the critical buckling force obtained by the FEM for all the cases of bars
involved in this research.

By analyzing the results shown in Figure 22, it can be observed that the normalized
critical buckling force of 3.43 obtained for the bar with stepwise variation in the cross-
section corresponding to case STEPWISE420 was approximately equal to the normalized
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critical buckling force of 3.427 obtained for the bar with sinusoidal variation in the second
moment of inertia along the bar axis from I to the maximum value of 4I. This remark is
very important as long as the bar with the stepwise variable cross-section is more easily
obtained from a technological point of view.

Considering Figure 22, it may be also remarked that the normalized critical buckling
force of 3.556 recorded for the bar with trapezoidal variation in the second moment of inertia
along the bar axis was close to the normalized critical buckling force of 3.513 obtained for
the bar with parabolic variation in the second moment of inertia along the bar axis.

For the bars with variable cross-sections involved in this research, the highest value
of 3.69 for the normalized critical buckling force was recorded for the bar with stepwise
variation in the cross-section corresponding to case STEPWISE430 (Figure 22).

5. Conclusions

The research presented in this paper is very important for the design of shapes of
slender bars that can lose their stability under compression loads. Increasing the critical
buckling force for columns with annular cross-sections by stepwise or continuous variation
in the cross-sections along the bar axes was proposed. Moreover, the shapes of the slender
bars were designed so that these bars lost their stability in the elastic field.

A particular case was considered for which the second moment of inertia varied
between the values I and 4I along the bar axis. For bars with variation in the cross-sections
in three steps, the normalized critical buckling force continuously increased by a second-
degree polynomial function reported in the paper related to the ratio k2 between the lengths
of the bar portions. It was shown that the geometry proposed for the bar with stepwise
variation in the cross-section was more rational with respect to the bar with a constant
cross-section, taking into account the ratio between the critical buckling force and the
volume of the bar.

Among the bars involved in this research with continuous variations in the annular
cross-sections, it was concluded that the parabolic or trapezoidal variations in the cross-
sections were the best solutions. These design solutions led to increases in the critical
buckling force by 3.513 times and 3.556 times, respectively, compared with the bar with
a constant cross-section along the axis. In fact, the normalized critical buckling forces
obtained for both parabolic and trapezoidal variations were close to the one correspond-
ing to case STEPWISE420 with stepwise variation in the cross-section, which was more
technologically affordable.

The numerical analysis approach in this research was one of an appropriate design
solution to optimize the variation in the cross-section along the axis of a bar by comparing
the results in order to maximize the critical buckling force. The numerical model was
validated by an analytical model for the bar with stepwise variation in the cross-section,
and then the numerical approach was applied for bars with different methods of variation
in the second moment of inertia along the bar axis. In fact, the continuous variation in the
cross-section was approximated with stepwise variation in the cross-section considering
that the bar consisted of a number of portions equal to the number of finite elements
considered in the numerical analysis. The main advantage was that the MATLAB program
used in this research was not a commercial one, and as a result, the algorithm could be
further adapted for other types of variation in the cross-section along the bar axis.

At a time when the rapid printing of construction elements has taken off around the
world in the field of construction, the results presented in this paper are of great interest in
many applications, taking into account that these results could lead to increasing the critical
buckling force for compressed slender bars. However, there is still a need for 3D-printing
equipment for construction to be perfected, developed, and made more affordable in terms
of cost so that the manufacture of bars with variable cross-sections is easy for construction
elements whose shapes have been optimized.

Considering the design solutions for continuous variation in the cross-section pre-
sented in this article, it is possible to manufacture sleeves to be welded on compressed bars
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of various structures (stadium roofs, steel bridge structures, trusses) to increase the critical
buckling force. The sleeves may be welded without removing the bars from the structures.
Because the research in this article was limited to slender bars with pin connections at both
ends, the study may be continued for other boundary conditions in further research.
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Abstract: The low RAP content, hot mixing conditions, and the addition of a high ratio of new
bitumen and aggregates result in low economic and environmental benefits for current regeneration
technologies. A bio-rejuvenated additive (BRA) that can fully (100%) regenerate the RAP without
heating is proposed in this paper. To reveal the mechanisms of BRA-rejuvenated RAP, the effects of
BRA on the chemical structure and molecular weight of the RAP were investigated using Fourier-
transform infrared spectroscopy and gel permeation chromatography. The mechanical performance
and water damage resistance of BRA-rejuvenated RAP were studied. Low contents of new bitumen
or epoxy resin were suggested to increase the mechanical performance of 100% RAP. The results show
that the 1.5% BRA-rejuvenated RAP had the best mechanical performance. The blending of BRA with
recycled RAP is a completely physical process, without any chemical reactions. The molecular weight
of BRA is lower than that of bitumen; it can substantially increase the content of light components in
aged bitumen, and play the role of adjusting and restoring the balance of the components of aged
bitumen. The mechanical performance of BRA-rejuvenated RAP is enhanced significantly by adding
low dosages of new bitumen or epoxy resin.

Keywords: bio-rejuvenated additive; 100% rejuvenation; reclaimed asphalt pavement; regeneration
mechanism; pavement performance

1. Introduction

Due to the good viscoelastic properties of bitumen, asphalt pavements are used as
the main form of pavement structure worldwide [1]. Bituminous mixtures consist of
aggregates, fillers, and organic bituminous binder. The bulk bituminous mixture can build
strength after being paved and compacted on the road [2]. During service, the organic
bituminous binder is aged by various effects, including environmental factors and vehicle
loadings [3], leading to a gradual degradation of pavement performance and the occurrence
of stresses in roads, such as cracks, spalling, ravelling, and potholes [4]. Typically, when the
pavement condition index (PCI) of a bituminous pavement is lower than 75, the pavement
must be repaired (or partially repaired) or reconstructed, resulting in a significant waste of
bituminous mixtures [5]. Almost 35% of asphalt pavements in China needed to be repaired
from 2016 to 2020, which produced more than 3.4 billion tons of reclaimed bituminous
mixture (RAP), causing significant environmental harm and resource waste without being
effectively regenerated. The construction of bituminous pavement requires large amounts
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of petroleum bitumen and aggregate. In 2020, China’s petroleum bitumen production was
62,796,000 tons, with approximately 85% applied to roads and airport runways, and the
bitumen and aggregate consumption was estimated to be 53,377,000 tons and 1.07 billion
tons, respectively [6,7]. Therefore, the recycling of RAP is of great significance, as it can not
only reduce the consumption of petroleum resources, but also reduce the cost of bituminous
concrete.

In recent years, the research on RAP has gained more and more attention. Yu [8,9]
investigated the fracture properties of the mixtures containing up to 40% RAP with polymer-
modified bituminous (PMA) binder, and the results indicated that RAP mixtures with PMA
exhibited lower damage accumulation rates than common RAP mixtures. The study of
Juliana [8,9] to determine the variability of RAP properties obtained from different projects
or sources indicated that there is significant variability in the performance of the RAP.
Han [10] studied the impact of RAP on the pavement performance of bituminous mix-
tures. The findings indicated that the low-temperature performance and fatigue resistance
decrease with the increase in RAP content; meanwhile, the water damage resistance of
bituminous mixture first increases (with 0–40% RAP), and then decreases (>40% RAP).
Wu [11] indicated that the bituminous mixture containing 40% RAP had the greatest shear
strength. The RAP increases the potential for low-temperature cracking in bituminous mix-
tures [12]. Therefore, the RAP and its dosage have a significant influence on the pavement
performance [10,13–15] and workability [16,17] of bituminous mixtures. To ensure that the
bituminous mixtures containing RAP have good pavement performance [18], the “Tech-
nical Specifications for Highway Asphalt Pavement Recycling” in China indicate that the
optimal RAP content should be between 15% and 30%, and most uses in actual engineering
also do not exceed 30% [19,20]. Currently, both hot and cold recycled RAP technologies
require the addition of new materials, such as new bitumen and aggregates [21,22], and
the hot mixing process requires heating of both the new materials and the RAP (old and
new aggregates are heated separately, with the new aggregates being heated to a higher
temperature and acting as a secondary heat source to heat the RAP). These requirements
result in high energy consumption [23,24] and low-content RAP recycling [25]. To increase
the used content of RAP in bituminous mixtures, it is essential to stimulate and restore the
technical properties of the aged bitumen covering the surface of the RAP [26]. The cold
mixing technology can reduce the energy consumption and the elimination of lightweight
components during heating, which can prevent acceleration of the aging of bitumen, and
also reduce the volatility of volatile organic compounds (VOCs).

A bio-rejuvenated additive (BRA) for regenerating 100% RAP with cold mixing tech-
nology is proposed in this research. After mixing the BRA with RAP, the BRA can stimulate
the aged bitumen, which is coated in a thin layer on the surface of the RAP aggregate, and
restores its components and technical properties. To enhance the strength and toughness
of BRA-rejuvenated RAP [27], low doses of new bitumen or epoxy resin were added to
the 100% cold mixing of RAP with BRA to create a spatial three-dimensional network.
Fourier-transform infrared spectrometer (FTIR) and gel permeation chromatography (GPC)
were used to determine the chemical structure and molecular weight distribution of BRA-
rejuvenated bitumen; the results can reveal the regeneration mechanism of BRA-rejuvenated
RAP. In addition, the high-temperature performance, low-temperature performance, wa-
ter damage resistance, and fatigue resistance of BRA-rejuvenated RAP were investigated
extensively to evaluate the pavement performance of BRA-rejuvenated RAP.

2. Materials and Experimental Methods

2.1. BRA

The BRA was produced from the waste residues during the production of cooking oil,
and is a sustainable regenerative agent for aged bitumen; it was supplied by the Wuhan
Daosheng Transportation Technology Co., LTD, Wuhan, China. The technical parameters
of the BRA are shown in Table 1.
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Table 1. Technical parameters of BRA.

Technical Parameters Units Results
Experimental

Methods

25 ◦C viscosity cP 15 ASTM D4402
60 ◦C viscosity cP 6 ASTM D4402

Specific gravity at 25 ◦C - 0.90 ASTM D1475
Flash point ◦C >220 ASTM D92

2.2. Mix Design of BRA-Rejuvenated RAP

The RAP was crushed and divided into four grades of 10–15 mm, 5–10 mm, 3–5 mm,
and 0–3 mm; the size distribution of each grade of RAP is shown in Table 2. The bitumen
contents of different sizes of RAP aggregates are shown in Table 3. The actual bitumen
content of the RAP mix was 4.5%.

Table 2. Particle size distribution of each RAP class.

Sieve Size
(mm)

Passing Ratio (%) of Each RAP Aggregate

10–15 mm 5–10 mm 3–5 mm 0–3 mm

16 100 100 100 100
13.2 86.9 100 100 100
9.5 46.1 100 100 100

4.75 22.7 33.4 100 100
2.36 12.2 13.6 26.6 99.0
1.18 9.2 10.8 15.8 76.0
0.6 7.4 9.1 13.6 54.5
0.3 6.3 7.8 12.0 42.9

0.15 5.5 6.9 10.7 30.4
0.075 3.1 3.5 6.9 13.9

Table 3. Bitumen contents of different sizes of RAP aggregates.

RAP Aggregate 10–15 mm 5–10 mm 3–5 mm 0–3 mm

Bitumen Content (%) 3.1 3.5 3.6 7.5

The low dosages of new bitumen and epoxy resin were applied as the enhancement
additives, in an effort to improve the mechanical properties and road performance of the
BRA-rejuvenated RAP. The dosages of new bitumen and epoxy resin are shown in Table 4.
The ratio of additives was measured by the weight of the RAP.

Table 4. The dosages of new bitumen and epoxy resin.

Enhancement Additives Dosages of Additives (%)

New bitumen (%) 0 0.4 0.7 - -

Epoxy resins (%) 0 0.5 0.7 1.0 1.5

2.3. Chemical Structure Analysis Tests

The Fourier-transform infrared spectrometer (FTIR, NICOLET 6700 FLEX, Thermo
Fisher, Waltham, MA, USA) was used to determine the chemical structure of unaged
bitumen, aged asphalt, BRA, and BRA-rejuvenated RAP. The testing specimens were
prepared at a ratio of 1:20 with carbon disulphide (CS2) solution according to the film
method in GB/T 6040-2019, pressed into shape, and then subjected to FTIR spectroscopy.
The scanning spectral wavenumber range of the test instrument was from 4000 cm−1 to
400 cm−1.
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2.4. Molecular Weight Distribution Tests

Gel permeation chromatography (GPC, Agilent PL-GPC50, Varian, PaloAlto, Santa
Clara, CA, USA) was used to measure the molecular weight distribution of the BRA. Firstly,
0.4 mg of BRA and 2 mL of tetrahydrofuran solution were placed in the bottle; then, the
sample solution was filtered into the test glass container using a filter with a 0.45 μm pore
size microporous filter membrane, and then 50 μL of the sample was injected into the
injector. The flow rate of the solution through the gel column was 1 mL/min.

2.5. Mixing and Indoor Regeneration of BRA-Rejuvenated RAP

The different grades of RAP were mixed according to the mix design of the BRA-
rejuvenated RAP, and then the BRA was added to the mixing machine and mixed for 120 s.
The mixing temperature was atmospheric temperature. Then, the mixture was stored at
atmospheric temperature for 24 h to allow the aged bitumen to be fully activated by the
BRA. After 24 h, the epoxy resin was added to the BRA-rejuvenated RAP for a second
mixing, with a mixing time of 90 s. The mixture was then used to manufacture the test
specimens. The Marshall specimens of BRA-rejuvenated RAP were mixed in the same way
as commonly used dense-grade HMA, and the specimens were compacted 75 times for
each side. The specimens were cured at 40 ◦C for 2 days. For the BRA-rejuvenated RAP
with enhancement additives (new bitumen or epoxy resin), firstly, the new bitumen was
heated to 130 ◦C, and then the BRA was added to the melted bitumen; we then used a
high-speed shearing machine to stir the mixture for 15 min. The BRA-modified bitumen
was manufactured to regenerate the RAP. The low viscosity of the BRA-modified bitumen
ensured that it could mix freely with the RAP at room temperature.

2.6. Asphalt Mixture Tests
2.6.1. Water Damage Resistance Test

The Marshall test and splitting test were used to study the water damage resistance of
the mixture; the loading rate was 50 mm/min. For the Marshall test, the unconditioned
and the conditional Marshall specimens were held in a 25 ◦C water bath for 0 and 24 h,
respectively; for the splitting test, the unconditioned specimens were held in a 15 ◦C water
bath for 2 h, while the conditional specimens were first held in a 25 ◦C water bath for 22 h,
and then in a 15 ◦C water bath for 2 h.

2.6.2. Low-Temperature Cracking Resistance Test

The −10 ◦C semi-circular bending test was used to study the low-temperature crack-
ing resistance of the mixture, using a universal testing machine (UTM-100, IPC Global,
Alpharetta, GA, USA). This test was conducted according to the criterion of ASSHTO TP
105-13. The Marshall specimen (ϕ101.6 mm × 63.5 mm) was cut into two semicircles, and
then a 5 mm deep and 3 mm wide groove was cut at the midpoint of the specimen. The
specimen was conditioned at −10 ◦C for 2 h, at a loading rate of 0.5 mm/min.

2.6.3. Fatigue Resistance Test

The fatigue resistance test of the mixture was carried out using a semi-circular bending
test; the test was conducted using a universal testing machine ((UTM-100, IPC Global,
Alpharetta, GA, USA)). The specimens of the fatigue test were manufactured according
to ASSHTO TP 105-13. The stress ratios were 0.3, 0.4, 0.5, 0.6, 0.7, and 0.8. The specimens
were conditioned at 25 ◦C for 6 h; the loading rate was 0.5 mm/min.

2.6.4. Rutting Resistance Test

The rutting resistance of BRA-rejuvenated RAP was investigated with the wheel tracking
test. The size of the rutting resistance test was 300 mm × 300 mm × 50 mm. Before the test,
the specimens were conditioned at 60 ◦C for 6 h. The contact pressure of the loading wheel
and the specimen surface was 0.7 MPa, and the rolling speed was 42 times/min. The dynamic
stability was calculated by taking the test data from 45 min to 60 min.
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2.7. Technical Map

The Technical map of this research is shown in Figure 1.

Figure 1. Technical map. (Where, BRA: Bio-rejuvenated additive; RAP: Reclaimed bituminous
mixture; GPC: gel permeation chromatography; FTIR: Fourier transform infrared spectrometer).

3. Results and Discussions

3.1. Regeneration Mechanism of BRA-Rejuvenated RAP
3.1.1. Molecular Weight of BRA

The microscopic molecular structure of a substance can significantly affects its macroscopic
technical properties. The bitumen’s molecular weight also affects its macroscopic technical
properties. Normally, the higher the average molecular weight, the worse the low-temperature
performance. A previous study has shown that the chromatogram of 70# bitumen can be
divided into three parts: RT < 16.7 min, 16.7 < RT < 18.8 min, and RT > 18.8 min. These three
parts correspond to the large molecular size (LMS), medium molecular size (MMS), and small
molecular size (SMS), respectively. Their number-average molecular weight and weight-average
molecular weight are each ~434 Da. The chromatogram of BRA is shown in Figure 2. The
molecular weight of BRA is much lower than that of the 70# bitumen, with a number-average
molecular weight of 500 Da, and a weight-average molecular weight of 512 Da.

The chemical composition of bitumen can be changed under the action of heating,
oxygen, and ultraviolet light [28,29]. After aging, the molecules of bitumen tend to increase,
and the light components of bitumen (saturates and aromatics) convert to heavy compo-
nents (resins and asphaltenes) [30]. The changes in the chemical components in bitumen
during aging damage the component balance of bitumen, resulting in an attenuation of
the macroscopic physical and rheological properties of the bitumen. For instance, with
respect to physical properties, the softening point and viscosity of bitumen increase, while
the penetration and ductility decrease; in terms of the rheological properties, the complex
modulus of bitumen increases, while the phase angle decreases. The molecular weight of
BRA is similar to that of the light components of bitumen; it can increase the contents of the
light components (saturates and aromatics) of bitumen and reduce the relative contents of
resins and asphaltenes. Therefore, the BRA can rebalance the chemical components of the
aged bitumen by decreasing the relative content of large molecules and heavy components.
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Figure 2. Gel permeation chromatography (GPC) analysis diagram of BRA.

3.1.2. Chemical Structure of BRA-Rejuvenated RAP

FTIR spectroscopy was used to investigate the chemical structure of the bitumen, as
shown in Figure 3, where the absorption bands at around 1169 cm−1 and 1740 cm−1 belong
to the characteristic absorption bands of BRA, which can only be found in the FTIR spectra
of BRA and BRA-rejuvenated RAP; they cannot be found in the FTIR spectra of unaged
bitumen or aged bitumen without BRA, showing that in the BRA-rejuvenated RAP, the
BRA was successfully mixed with the aged bitumen. In addition, the FTIR spectrum of
the BRA-rejuvenated RAP does not show any absorption band at a new wavenumber, but
only a simple superposition of the bitumen and BRA absorption bands, indicating that
no chemical reaction between the aged bitumen in the RAP and BRA occurred during
the blending process of BRA and RAP. The mixing process of RAP and BRA is a physical
process; it takes place mainly due to the penetration and diffusion of BRA into the aged
bitumen, after which the BRA can gradually rebalance the chemical components and restore
the performance of the aged bitumen covering the surface of the RAP.

Figure 3. FTIR spectra of BRA and bituminous binders.
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3.2. Design and Optimisation of BRA-Rejuvenated RAP
3.2.1. Effect of BRA Dosage on the Mechanical Properties of Bituminous Mixture

The early-stage mechanical properties of BRA-rejuvenated RAP were evaluated by
the Marshall strength; the results are shown in Figure 4. As shown in Figure 4, when
the BRA dosage was lower than 1.5%, the Marshall stability of the BRA-rejuvenated RAP
increased with the increase in the BRA dosage; when the BRA content was higher than
1.5%, the Marshall stability of the BRA-rejuvenated RAP decreased with increasing BRA
content. The mixture with 1.5% BRA had the highest Marshall stability, indicating that the
BRA-rejuvenated RAP with 1.5% BRA had the best mechanical properties. This is because,
on the one hand, BRA can activate the aged bitumen and rebalance its components, while
on the other hand, the BRA can soften the aged bitumen, and offer the workability of RAP;
the softening effect of BRA on the aged bitumen is also good for the compaction of BRA-
rejuvenated RAP. When the BRA dosage is higher than 1.5%, the softening and viscosity
reduction effects of BRA on the aged bitumen are dominant, being more obvious than the
benefits in terms of workability, and decreasing the strength of the BRA-rejuvenated RAP.
Thus, 1.5% BRA was suggested to be the optimal dosage for the rejuvenation of RAP.

Figure 4. Effects of BRA dosages on the mechanical properties of BRA-rejuvenated RAP.

3.2.2. Effects of Low Dosages of New Bitumen on the Mechanical Properties of
BRA-Rejuvenated RAP

The results of the Marshall stability and splitting strength of BRA-rejuvenated RAP
with low dosages of new bitumen are shown in Figure 5. As shown in Figure 5, the
Marshall stability of BRA-rejuvenated RAP can satisfy the requirement of cold-recycled
RAP (>3 kN) in the “Technical Specifications for Highway Asphalt Pavement Recycling”
(JTG/T 5521—2019). After adding 0.7% new bitumen, the unconditional and conditional
Marshall stability of BRA-rejuvenated RAP increased by 50.2% and 52.5%, respectively.
Meanwhile, the unconditional and conditional splitting strength each increased by 195.5%.
The results indicate that the conditioned and unconditioned Marshall stability and splitting
strength of the BRA-rejuvenated RAP can be significantly increased by the addition of
low dosages of new bitumen, and the improvement in mechanical properties was more
significant with higher content of new bitumen.
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Figure 5. Effects of new bitumen on the mechanical properties of BRA-rejuvenated RAP: (a) Marshall
stability; (b) splitting strength.

3.2.3. Effects of Low Dosages of Epoxy Resin on the Mechanical Properties of
BRA-Rejuvenated RAP

Figure 6 shows the results of the mechanical properties of the BRA-rejuvenated RAP
with different dosages of epoxy resin. As shown in Figure 6, the epoxy resin can signifi-
cantly improve the mechanical properties of BRA-rejuvenated RAP, and the improvement
increases gradually with the increase in the epoxy resin dosage. The 0.5%, 0.7%, 1.0%, and
1.5% epoxy resin increased the unconditional Marshall stability by 54.0%, 66.0%, 87.8%, and
110.7%, respectively, and increased the unconditional splitting strength by 315.5%, 321.8%,
389.8%, and 394.4%, respectively. Compared with the same content of new bitumen, the
beneficial effects of the epoxy resin on the mechanical properties of the BRA-rejuvenated
RAP are more obvious. The reason for this is that, after curing, the epoxy resin has a high-
strength and high-elasticity effect, and acts as a skeleton stiffener in the BRA-rejuvenated
asphalt concrete, resulting in improvement of the early-stage mechanical properties of the
recycled RAP.
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Figure 6. Effects of low dosages of epoxy resin on the mechanical properties of BRA-rejuvenated
RAP: (a) Marshall stability; (b) splitting strength.

Taking the above results of the mechanical properties of the RAP into consideration,
the epoxy resin and BRA play different roles in the mixture. Due to the low molecular
weight of BRA, the function of BRA is to soften the aged bitumen and decrease its viscosity.
Another main function of BRA is to rebalance the chemical components of aged bitumen
covering the surface of RAP, and to restore the technical performance of aged bitumen.
Therefore, the RAP can be compacted at room temperature. The results show that all of the
RAP samples could be compacted without heating. However, due to the low viscosity of
bitumen, after curing, the mechanical strength of the RAP mixtures was not high. In order
to enhance the mechanical strength of BRA-rejuvenated RAP, the epoxy resin was added
to the mixture as a kind of reinforcing agent. After being mixed evenly in the mixture,
the epoxy resin acted as a skeleton reinforcement, significantly improving the strength of
BRA-rejuvenated RAP.

3.3. Road Performance of BRA-Rejuvenated RAP
3.3.1. Water Damage Resistance of BRA-Rejuvenated RAP

The water damage resistance of BRA-rejuvenated RAP was investigated by using
the water-immersed Marshall test and the freeze–thaw indirect tensile strength test [31].
The water-immersed residual strength (IRS) and freeze–thaw indirect tensile strength ratio
(TSR) can be used to evaluate the water damage resistance of BRA-rejuvenated RAP [32];
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the results are shown in Tables 5 and 6. According to the “Technical Specifications for
Construction of Highway Asphalt Pavement” (JTG F40-2004) and “Technical Specifications
for Highway Asphalt Pavement Recycling” (JTG/T 5521—2019) in China, in order to
satisfy the water damage resistance requirement, the IRS and TSR values of hot-mixed
bituminous concrete should be no less than 80% and 75%, respectively. As shown in
Tables 5 and 6, the IRS and TSR values of BRA-rejuvenated RAP were 96.8% and 84.4%,
respectively. These values are even higher than the water damage resistance requirements
of hot-mixed bituminous concrete; therefore, the BRA-rejuvenated RAP has a good water
damage resistance. In addition, the IRS values of BRA-rejuvenated RAP with low dosages
of new bitumen or epoxy resin generally increase, and eventually approach 100%. With the
addition of low dosages of new bitumen or epoxy resin, the TSR values of BRA-rejuvenated
RAP increase significantly—0.7% new bitumen and 1.5% epoxy resin improve the TSR
values of BRA-rejuvenated RAP by 18.0% and 12.8%, respectively. The results indicate
that low dosages of new bitumen or epoxy resin can further improve the water damage
resistance of BRA-rejuvenated RAP.

Table 5. Effects of new bitumen on the water damage resistance of BRA-rejuvenated RAP.

Dosage of New Bitumen (%) 0 0.4 0.7

IRS (%) 96.8 96.0 98.3
TSR (%) 84.4 103.4 102.4

Table 6. Effects of epoxy resin on the water damage resistance of BRA-rejuvenated RAP.

Dosage of Epoxy Resin (%) 0 0.5 0.7 1.0 1.5

IRS (%) 96.8 98.2 97.7 99.2 98.0
TSR (%) 84.4 99.0 97.9 99.2 97.2

3.3.2. Low-Temperature Cracking Resistance of BRA-Rejuvenated RAP

The −10 ◦C SCB test was conducted to investigate the low-temperature cracking
resistance of BRA-rejuvenated RAP, and the results are shown in Figure 7 and Table 7. From
Figure 7 and Table 7, we can see that the maximum loadings of the BRA-rejuvenated RAP
with 0.4% new bitumen, 0.7% epoxy resin, and 1.5% epoxy resin were 511.9 N, 758.6 N, and
1234.2 N, respectively, indicating that the 1.5%-epoxy-resin-reinforced BRA-rejuvenated
RAP has the maximum bending and tensile strength. The differences in the the fracture
work and fracture energy of BRA-rejuvenated RAP with 0.4% new bitumen and 0.7%
epoxy resin was not significant; compared with them, the 1.5%-epoxy-resin-reinforced
BRA-rejuvenated RAP showed an increase of 78.3% and 84.5%, respectively, indicating
that the low-temperature performance of the 0.4%-new-bitumen- and 0.7%-epoxy-resin-
reinforced RAP was essentially the same, while the 1.5%-epoxy-resin-reinforced RAP
showed a significant increase.

Figure 7. Cont.
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Figure 7. Displacement–load curve of −10 ◦C SCB test: (a) 0.4% bitumen; (b) 0.7% epoxy resin; (c) 1.5%
epoxy resin.

Table 7. Average fracture energy of −10 ◦C SCB test.

Additives
Dosages

(%)

Maximum
Loading

(N)

Fracture Work
(J)

Fracture Energy
(J/m2)

New bitumen 0.4 511.9 6.0 2101.2
Epoxy resin 0.7 758.6 5.8 2045.5
Epoxy resin 1.5 1234.2 10.7 3739.9

3.3.3. Fatigue Resistance of BRA-Rejuvenated RAP

Figure 8 shows the fatigue life results of BRA-rejuvenated RAP under different stress
ratio conditions. As shown in Figure 8, compared with the 0.4%-new-bitumen-reinforced
BRA-rejuvenated RAP, the fatigue resistance of the BRA-rejuvenated RAP was significantly
improved by the addition of 0.7% and 1.5% epoxy resin. At a stress ratio of 0.4, the fatigue
life of the 0.7%- and 1.5%-epoxy-resin-reinforced BRA-rejuvenated RAP was 1.6 times
and 38.7 times that of BRA-rejuvenated RAP with 0.4% new bitumen, respectively. This
indicates that the 0.7% and 1.5% epoxy resin are much more effective in improving the
fatigue resistance of the BRA-rejuvenated RAP than the 0.4% new bitumen. The fatigue
life of 0.7%-epoxy-resin-reinforced BRA-rejuvenated RAP is the least sensitive to load,
which is beneficial to the fatigue performance of the road under large load adjustment. In
addition, the fatigue curves can observe a change in the behaviour of epoxy-resin-reinforced
BRA-rejuvenated RAP relative to the other two curves. The 1.5%-epoxy-resin-reinforced
BRA-rejuvenated RAP has the highest sensitivity to stress ratio. The reason for this is that
the mechanical strength of BRA-rejuvenated RAP is significantly enhanced by the 1.5%
epoxy resin, and it is stiffer than the other two mixtures with 0% and 0.7% epoxy resin. The
stiffness effect of 1.5% epoxy resin exerts a more obvious effect on the fatigue behaviour of
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BRA-rejuvenated BRA, but at the 0.7 stress ratio, it is still greater than 0.7%-epoxy-resin-
reinforced BRA-rejuvenated RAP.

Figure 8. Fatigue life of the BRA-rejuvenated RAP.

3.3.4. High-Temperature Rutting Resistance of BRA-Rejuvenated RAP

The lack of high-temperature rutting resistance is a typical problem for conventional
cold-recycled and cold-mixed asphalt mixtures [33]. The high-temperature rutting resis-
tance of BRA-rejuvenated RAP was investigated using the wheel tracking test, and the
results are shown in Figure 9. The dynamic stability of the 1.5% BRA-rejuvenated RAP
was only 451 cycles/mm, while after the addition of 1.5% epoxy resin and the combined
addition of 0.4% new bitumen + 1.0% epoxy resin, the dynamic stability increased to
9545 cycles/mm and 30,000 cycles/mm, respectively. It can be seen that the rutting resis-
tance of the BRA-rejuvenated RAP improved significantly with the addition of low doses
of new bitumen and epoxy resin. The reason for this is that, after mixing and rejuvenation
of the RAP with 1.5% BRA, there is still a very small amount of aggregate surface that is not
covered with bitumen, and after compaction, this type of aggregate becomes the weak point
in the BRA-rejuvenated bituminous concrete, resulting in insufficient rutting resistance.
The addition of low doses of new bitumen enables the new asphalt to further coat the
exposed aggregates and reduce the number of weak points in the bituminous concrete.
Based on this, with the composite addition of epoxy resin, the epoxy resin acts as a skeleton
reinforcement; therefore, the high-temperature rutting resistance of BRA-rejuvenated RAP
can be improved significantly.
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Figure 9. Rutting depth of BRA-rejuvenated RAP.

4. Conclusions

The chemical structure and molecular weight distribution of BRA and bitumen were
investigated by FTIR and GPC to reveal the regeneration mechanism of BRA-rejuvenated
RAP. In addition, the mechanical and road properties of BRA-rejuvenated RAP were
investigated, and technologies were proposed to improve the road properties of BRA-
rejuvenated RAP. The main conclusions are as follows:

(1) The molecular weight of BRA is similar to that of the light components of bitumen; it
can increase the contents of light components and reduce the contents of heavy components
of aged bitumen. The mixing process of RAP and BRA is a physical process; it mainly takes
place due to the penetration and diffusion of BRA into the aged bitumen, after which the
BRA can gradually rebalance the chemical components and restore the performance of the
aged bitumen covering the surface of the RAP;

(2) The mixture with 1.5% BRA has the highest Marshall stability, indicating that the
bituminous mixture has the best cohesive and mechanical properties. The early-stage
mechanical properties (Marshall stability and splitting strength) of BRA-rejuvenated RAP
can be significantly improved by the addition of low dosages of new bitumen (0.4%) and
epoxy resin (0.5–1.5%);

(3) The IRS and TSR values of BRA-rejuvenated RAP are even higher than the wa-
ter damage resistance requirements of HMA (no less than 80% and 75%, respectively),
indicating that the BRA-rejuvenated RAP has good water damage resistance. The 0.4%-
new-bitumen- and 0.7%-epoxy-resin-reinforced BRA-rejuvenated RAP had essentially the
same low-temperature cracking resistance, while 1.5% epoxy resin reinforcement was sig-
nificantly better. In comparison, the 0.7% and 1.5% epoxy resin reinforcements were much
more effective in improving the fatigue resistance of the BRA-rejuvenated RAP than the
0.4% new bitumen. The rutting resistance of the BRA-rejuvenated RAP can be significantly
improved by the addition of low dosages of new bitumen and epoxy resin;

(4) The epoxy resin and BRA play different roles in the BRA-rejuvenated RAP. Due
to the low molecular weight of BRA, the function of BRA is to soften the aged bitumen
and decrease its viscosity. Another main function of BRA is to rebalance the chemical
components of aged bitumen covering the surface of RAP, and to restore the technical
performance of aged bitumen. Therefore, the RAP can be compacted without heating;
however, due to the low viscosity of bitumen, after curing, the mechanical strength of
the RAP mixture is not high. The epoxy resin added to the mixture acts as a kind of
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reinforcing agent, and forms a skeleton that can significantly improve the strength of the
BRA-rejuvenated RAP;

(5) It is feasible to use BRA as a regenerating agent to achieve 100% regeneration of
RAP. In addition, the addition of low dosages of new bitumen or epoxy resin can further
improve the road performance of BRA-rejuvenated RAP.
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Abstract: This paper presents the results of pull-out tests conducted to investigate the interfacial bond
behavior between a carbon-fiber-reinforced polymer (CFRP) grid–polymer cement mortar (PCM)
reinforcing layer and existing concrete, and proposes a simplified mechanical model to further study
the interface bond mechanism. Four specimens composed of a CFRP grid, PCM, and concrete were
tested. The influence of the type of CFRP grid and the grid interval on the interface bond behavior
was discussed. The failure patterns, maximum tensile loads, and CFRP grid strains were obtained.
The change process of interface bond stress was investigated based on the grid strain analysis.
In addition, the simplified mechanical model and finite element model (FEM) were emphatically
established, and the adaptability of the simplified mechanical model was validated through the
comparative analysis between the FEM results and the test results. The research results indicate that
a CFRP grid with a larger cross-sectional area and smaller grid interval could effectively improve the
interface bond behavior. The tensile stress was gradually transferred from the loaded edge to the free
edge in the CFRP grid. The interface bond behavior was mainly dependent on the anchorage action
of the CFRP grid in the PCM, and the bond action between the PCM and the concrete. The FEM
results were consistent with the test results, and the simplified mechanical model with nonlinear
springs could well describe the interface bond mechanism between the CFRP grid–PCM reinforcing
layer and concrete.

Keywords: CFRP grid; PCM; interface; mechanical model; pull-out test; finite element analysis

1. Introduction

Carbon-fiber-reinforced polymer (CFRP) has been widely used in the repair and
strengthening of concrete structures, because of its favorable and prominent properties (e.g.,
high strength-to-weight ratio, excellent corrosion resistance, and durability) [1–3]. Recently,
a new strengthening technique for concrete structures using CFRP grids and sprayed
PCM has caught the attention and interest of the civil engineering realm [4–7]. CFRP
grid is made from continuous impregnated high-strength carbon fiber roving alternating
in both longitudinal and transverse directions to form a cross-laminated grid structure
with a certain rigidity, as shown in Figure 1; it has unique mechanical characteristics
compared to other CFRP composites (e.g., CFRP sheets, CFRP plates and strips); that is,
the horizontal grids and vertical grids jointly resist the external loads applied on the CFRP
grid. Some investigations have found that CFRP grid has a satisfactory strengthening
effect in improving the mechanical performance of existing concrete structures, including
beams, slabs, and columns in concrete member, as well as large-span structures such as
bridges and tunnels [8–11]. In addition, CFRP grid can be applied to strengthen underwater
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structures, because of its good bond performance with existing concrete in low-temperature
and moist environments [8,12]. Currently, FRP sheets and plates are mainly used as the
strengthening materials in the FRP-strengthening technique. However, there are a few
drawbacks for the FRP sheets/plates jacketing method, such as the insufficient bond
strength between FRP sheets/plates and existing concrete in wet environments. For this
new strengthening method, the drawbacks can be effectively avoided by riveting the
CFRP grid to the concrete surface. Moreover, as a protective (thermal insulation) system
for CFRP grid, PCM significantly improves the peeling resistance, fire resistance, and
durability [5,6,13]. PCM, a new type of modified mortar, is formed by adding a certain
content of organic polymer to the conventional cement mortar; it has some advantages
over the conventional cement mortar, such as high tensile strength, low elastic modulus,
favorable impermeability, and frost resistance, as well as excellent bond behavior with the
existing concrete [5,6,14,15]. In this new strengthening method with CFRP grid and sprayed
PCM, the CFRP grid is installed on the surface of existing concrete via a rivet anchor, and
PCM is sprayed on the outside surface of the CFRP grid and concrete. By means of this
construction technique, the CFRP grid–PCM reinforcing layer and the existing concrete
structure would be given the integrity to resist external force [16–21], which could improve
the bearing capacity, stiffness, and durability of existing concrete structures, as shown
in Figure 2. Compared with the conventional strengthening method using steel or FRP
plates for jacketing, this new strengthening method with CFRP grid and a PCM reinforcing
layer has some technical advantages, including lesser thickness of the reinforcing layer
(10–20 mm), more convenient construction, lower costs and environmental dependence,
etc. [5,6].

 

Figure 1. CFRP grid.

 

Figure 2. Schematic diagram of strengthened concrete structures using CFRP grid and PCM.

In the past few years, some investigators have studied the effectiveness of CFRP
grid in strengthening concrete structures, indicating that this strengthening method could
significantly improve the mechanical behavior of concrete structures. Nevertheless, the
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tensile strength of CFRP grid has not been fully utilized, due to premature interface
debonding of the reinforcing layer [5,6,13,22,23]. Therefore, it is clear that the reliable
bond behavior between the CFRP grid, PCM, and concrete is the key to giving full play to
the high tensile strength of CFRP grid, and improving the strengthening efficiency. Guo
et al. [5,6] investigated the influence of parameters such as the number of grid points, grid
interval, and type of PCM on the interface bond behavior, indicating that the interface
peeling failure occurs when the tensile stress exceeds the ultimate bond strength between
PCM and concrete. Ding et al. [17] conducted a pull-out experiment focusing on the effects
of the embedded length of CFRP grid and horizontal grid on the bond behavior of the
CFRP grid–concrete interface, and found the critical embedded length required to make
full use of the tensile strength of the CFRP grid. Sugiyama et al. [24] tested the interfacial
bond strength between the CFRP grid–PCM reinforcing layer and concrete, showing that
the type of PCM has no effect on the bond strength. However, considering that the interface
between the CFRP grid–PCM reinforcing layer and concrete consists of three materials,
and the PCM–concrete interface is divided into a checkerboard pattern by CFRP grid,
resulting in a complicated stress state of the interface, experiments alone are not enough to
reveal the bond mechanisms between CFRP grid, PCM, and concrete in detail, and further
investigations based on mechanical analysis and numerical simulation are needed—similar
to the research of N.K. Banjara et al. [25]. Dung [26] studied the shear bond behavior of
the interface between concrete substrate and repaired mortar by combining test and finite
element analysis; however, the analysis did not consider the role of grid points, and the
analysis content was not comprehensive enough.

In this study, pull-out tests of four plate-type specimens with CFRP grid–PCM rein-
forcing layer and concrete were conducted to ascertain the maximum tensile loads and
failure modes corresponding to different CFRP grid types and grid intervals. Based on
the experimental results, the preliminary investigation of the bond mechanism between
concrete and the CFRP grid–PCM reinforcing layer was carried out via strain analysis of
the CFRP grid. Compared with the existing research, interfacial bond strength between
the CFRP grid–PCM reinforcing layer and concrete was quantified via strain analysis. In
addition, a simplified analysis model was proposed based on mechanical analysis. Com-
pared with the existing models, the proposed model is more convenient to apply. Finally,
in order to verify the accuracy of this proposed model, a two-dimensional finite element
(FEM) analysis was conducted, putting forward a new method for the follow-up study of
concrete strengthened by CFRP grid–PCM.

2. Experimental Program

2.1. Details of Specimens

Four plate-type specimens composed of concrete, CFRP grid, and PCM were fabricated.
The investigation variables included the type of CFRP grid (CR6 and CR8) and the grid
interval (50 mm and 100 mm). Table 1 summarizes the details of all specimens. Figure 3
shows the specimens’ geometry and the arrangement of the strain gauges. The production
process of the specimens can be summarized as three stages: When the curing time of
concrete in a moist environment reached 21 days, the concrete surface was treated via
vacuum blast. After 28 days, the CFRP grid was installed on the concrete surface by coating
with epoxy primer and spraying PCM with a thickness of 40 mm. Finally, pull-out tests
were carried out after the age of concrete reached 46 days. Tables 2 and 3 show the mix
proportions of the concrete and PCM, respectively. The material properties of the concrete
and PCM are summarized in Table 4. The material properties of the CFRP grid are shown
in Table 5.
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Table 1. Types of the specimens.

Specimen
CFRP Grid

Type
Grid Interval

(mm)
Dimension of
Concrete (mm)

Dimension of
PCM (mm)

C6D50 CR6 50
300 × 270 × 90 250 × 250 × 40C6D100 CR6 100

C8D50 CR8 50
300 × 270 × 90 250 × 250 × 40C8D100 CR8 100

  
(a) (b) 

  

(c) (d) 

Figure 3. Dimensions of the specimens and arrangement of strain gauges on the CFRP grid.
(a) C6D50; (b) C6D100; (c) C8D50; (d) C8D100 (units: mm).

Table 2. Mixture proportions of concrete.

Specimen
Gmax *
(mm)

SL *
(mm)

W/C
(%)

Air Content
(%)

Unit Content (kg/m3)

W * C * S * G *

C6D50
C6D100 20 80 58 4.5 174 300 823 985

C8D50
C8D100 20 120 55.6 4.5 158 284 792 1099

* Gmax: maximum size of coarse aggregate; * SL: slump of concrete; * W: water; * C: cement; * S: fine aggregate; * G: coarse aggregate.
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Table 3. Mixture Proportions of PCM.

Ready-Mixed Mortar
(kg/m3)

Polymer
(kg/m3)

Water
(kg/m3)

1450 70 239

Table 4. Mechanical properties of concrete and PCM.

Material Specimen
Compressive

Strength
(N/mm2)

Tensile
Strength
(N/mm2)

Elastic Modulus
(kN/mm2)

Concrete

C6D50
C6D100 33.2 3.0 25.3

C8D50
C8D100 36.7 2.87 30.1

PCM

C6D50
C6D100
C8D50

C8D100

47.1 3.21 16.8

Table 5. Mechanical properties of CFRP grid.

Grid Type
Cross-Sectional Area

(mm2)
Tensile Strength

(N/mm2)
Elastic Modulus

(kN/mm2)

CR8 26.4 1400 100
CR6 17.5 1400 100

2.2. Load Program

Pull-out tests were conducted based on JSCE-E 539-2007 [27] and ACI 440.1R-06 [28].
The monotonic tensile load with a loading rate of 200 N/mm2/s was subjected to a vertical
CFRP grid extended from the bond interface. To prevent eccentricity loads during the
loading process, four iron blocks and steel plates were used to fix the position of the
specimens. The strain gauges were installed on the surface of the CFRP grid to measure
the strain values of the CFRP grid. The test schematic is shown in Figure 4.

  

Figure 4. Diagram of specimen loading.

3. Experimental Results and Discussion

3.1. Failure Patterns and Maximum Loads

Figure 5 shows the failure patterns of all specimens. The loading position is at the
bottom of the sketch. It can be observed that the vertical tensile grids in all specimens
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were pulled out, and PCM developed surface cracks to varying degrees, while the interface
between the PCM and the concrete remained intact throughout the whole loading process.
This could attributable to the fact that epoxy primer was used on the surface between
the CFRP grid–PCM reinforcing layer and the concrete, resulting in the improvement of
interface bond action. For the specimens C6D50 and C6D100, no cracks appeared on the
surface of the PCM, and the specimens failed due to the vertical tensile grids being pulled
out. For the specimens C8D50 and C8D100, the vertical tensile grids were pulled out, and
cracks appeared on the PCM. It can be seen that the degree of damage to the CFRP grids
for specimens C6D50 and C6D100 was more severe than that for specimens C8D50 and
C8D100. This might be attributable to the fact that the ultimate tensile action (24.5 kN)
of the CR6-type CFRP grid used in specimens C6D50 and C6D100 was lower than that
(36.96 kN) of the CR8-type CFRP grid used in specimens C8D50 and C8D100. Table 6 shows
the maximum loads and failure patterns of all specimens. The tensile strength utilization
ratio of CFRP was defined as the ratio of the maximum tensile load of the specimens to
the test ultimate tensile action of the CFRP grids [29]. The tested ultimate tensile loads of
the CR8 and CR6 CFRP grids were 45.07 kN and 28.6 kN, respectively. It can be seen that
the tensile strength utilization ratio of the CFRP grid in specimen C6D50 was 84% higher
than that in specimen C6D100, and the tensile strength utilization ratio of the CFRP grid in
specimen C8D50 was 23% higher than that in specimen C8D100, indicating that the tensile
strength utilization ratios of the CFRP grid with small grid intervals were higher than those
with large grid intervals. This might be attributable to the fact that the smaller grid interval
has more grid points to resist the tensile load, resulting in the higher tensile strength
utilization ratio of the CFRP grid for specimens with smaller grid intervals compared to the
specimens with larger grid intervals. In addition, it can be seen that the maximum load of
specimen C8D50 with the CR8@50-type CFRP grid was 133% higher than that of specimen
C6D50 with the CR6@50-type CFRP grid, and the maximum load of specimen C8D100
with the CR8@100-type CFRP grid was 247% higher than that of specimen C6D100 with
the CR6@100-type CFRP grid, indicating that the specimen with the larger cross-sectional
area of the CFRP grid could obtain a higher tensile capacity under the precondition of
reliable interface bonding. Meanwhile, comparing specimens C6D100 and C8D50 showed
that the simultaneous use of a CFRP grid with a larger cross-sectional area and smaller
grid interval can significantly improve the interfacial bearing capacity between the CFRP
grid–PCM reinforcing layer and the concrete.

Table 6. Summary of test results.

Specimen
Maximum
Load (kN)

Test Ultimate
Tensile Load of

CFRP Grid
(kN)

Tensile
Strength

Utilization
Ratio of CFRP

Grid (%)

Failure Pattern
of CFRP Grid

Failure Pattern
of PCM

Interface
Failure Pattern

between
Concrete and

PCM

C6D50 14.92
28.6

52.2

The vertical
grid was pulled

out

No significant
cracks were

observed
Kept intact

C6D100 8.11 28.4

C8D50 34.72
45.07

77.04 Cracks
occurred on the

surfaceC8D100 28.12 62.39
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(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

Figure 5. Failure patterns of the specimens: (a) failure pattern of PCM for specimen C6D50; (b) failure pattern of CFRP grid
for specimen C6D50; (c) failure pattern of PCM for specimen C6D100; (d) failure pattern of CFRP grid for specimen C6D100;
(e) failure pattern of PCM for specimen C8D50; (f) failure pattern of CFRP grid for specimen C8D50; (g) failure pattern of
PCM for specimen C8D100; (h) failure pattern of CFRP grid for specimen C8D100.

3.2. Strain Distribution of CFRP Grids

According to the analysis above, the stress transfer mechanism between the CFRP
grid–PCM reinforcing layer and the concrete is rather complicated. So as to preliminarily
investigate the mode of tensile stress transfer between the three materials, the specimens
C8D50 and C8D100 were taken as examples to analyze the strain distribution of the vertical
tensile CFRP grid, as shown in Figure 6. It can be observed that the strain on the vertical
tensile grid gradually decreased from the loaded edge to the free edge at the lower load
level. However, the strain distribution patterns changed at the higher load level. For the
specimen C8D50, as shown in Figure 6a, the strain of grid point GP3 sharply increased
and exceeded the strain of grid point GP2 after the tensile load reached approximately
10 kN. This might be attributable to the fact that the restraining action for grid point GP3
from PCM gradually decreased with the increase in the tensile load due to the fracture of
PCM (see Figure 5e), resulting in a change in the tensile stress transfer mode of the CFRP
grid. For the specimen C8D100, as shown in Figure 6b, when the tensile load exceeded
approximately 15 kN, the strain of grid point GP2 increased sharply, while the strain of
grid point GP1 increased slightly, indicating that under the higher load, the PCM near the
loaded edge fractured severely, and lost its restraining action on the grid points; after this,
the tensile load was transferred to other grid points, where the PCM was relatively intact
or only slightly fractured. In addition, comparing the strain distributions of two specimens,
it can be found that the strain difference between the vertical grid near the loaded edge and
the vertical grid far away from the loaded edge for specimen C8D50 was smaller than that
for specimen C8D100, indicating that the strain distribution of the vertical grid in specimen
C8D50 was more uniform than that in specimen C8D100. This might be explained by the
fact that the grid interval of the CFRP grid in specimen C8D50 was smaller than that in
specimen C8D100, resulting in more grid points in specimen C8D50 to share the tensile
load compared to specimen C8D100.
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Figure 6. Strain distribution patterns of the vertical grid. (a) C8D50; (b) C8D100.

4. Interface Bond Mechanism

4.1. General

The tensile stress transfer process between the CFRP grid–PCM reinforcing layer and
the concrete can be divided into two stages, as shown in Figure 7. In the first stage, the
tensile load applied to the vertical CFRP grid was transferred to the PCM via the anchorage
action of the CFRP grid in the PCM, as shown in Figure 7b. In the second stage, the
tensile stress borne by the PCM was transferred to the concrete via the interface bond
between the CFRP grid–PCM reinforcing layer and the concrete, as shown in Figure 7a.
Based on the experimental results mentioned above, it can be seen that the epoxy primer
as an interfacial binder could effectively improve the bond behavior between the CFRP
grid–PCM reinforcing layer and the concrete. Similarly, the failure modes of the specimens
mainly depended on the CFRP grid and the PCM. So as to make full use of the high tensile
strength of the CFRP grid, a credible anchorage of the CFRP grid in the PCM must be
ensured. Previous investigators have noted that the anchorage action of the CFRP grid in
PCM is mainly provided by two parts: the resistant action of the horizontal grid, and the
bond action of the vertical grid [30]. In addition, it is clear that the tensile stress transfer
mode between the CFRP grid and the PCM changes with the generation of cracks on the
surface of the PCM. Consequently, the specimen C8D100 was taken as an example to reveal
the stress behavior of the CFRP grid in PCM in further detail, based on the strain analysis
of the CFRP grid.

4.2. Load–Strain Difference Curves

As discussed previously, the interface bond between CFRP grid–PCM reinforcing
layer and concrete can be significantly improved by using the epoxy primer, and the
tensile bearing capacity of the specimen is determined by the anchorage action of the CFRP
grid in the PCM. So as to further clarify the anchorage action of the CFRP grid in the
PCM, the resistant action of the horizontal grid and bond action of the vertical grid were
characterized based on the strain difference on both sides of the grid points for the vertical
grid, and the strain difference between the bottom and top ends within the grid interval,
as shown in Figure 8. The strain values can be measured by strain gauges arranged on
the CFRP grid. It was found that, under the lower load, with the increase in the tensile
load, the strain difference of grid points near the loaded edge sharply increased, while the
strain difference of the grid points far away from the loaded edge increased slightly. This
indicates that the tensile stress was transferred from the loaded edge to the free edge by
the resistant action of the horizontal grid at the grid points. However, under the higher
load, the tensile stress transfer mode changed. As shown in Figure 8a, the strain difference
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ε (2CH)–ε (6CH) of grid point GP1 gradually decreased after the tensile load exceeded
8.45 kN, while the strain differences of the remaining grid points continued to increase
with the increase in the tensile load. Past a load of 13.18 kN, the strain difference of grid
point GP1 was lower than the strain difference ε (8CH)–ε (12CH) of grid point GP2. This
phenomenon might be attributable to the fact that the PCM at grid point GP1 fractured,
which reduced the resistant action of grid point GP1, resulting in the transfer of tensile
stress from grid point GP1 to grid points GP2 and GP3. Accordingly, the resistant action of
grid points GP2 and GP3 gradually increased. In addition, it can be found that the strain
difference of grid point GP1 began to increase after the tensile load reached 21.47 kN. This
might be caused by the pulling out of the vertical grid (2CH) near the loaded edge. As
shown in Figure 8b, under the lower load, with the increase in the tensile load, the increase
in strain difference within the grid interval near the loaded edge was more significant than
that far away from the loaded edge—especially the strain difference ε (12CH)–ε (14CH) far
away from the loaded edge, which began to increase until the tensile load reached ~4.83 kN.
This indicates that the tensile stress was transferred from the loaded edge to the free edge
by the bond action between the vertical grid and the PCM. However, under the higher load
(i.e., 13.59 kN), with the increase in the tensile load, the strain difference ε (6CH)–ε (8CH)
near the loaded edge gradually decreased, while the strain difference ε (12CH)–ε (14CH)
far away from the loaded edge continued to increase. When the tensile load exceeded 17.95
kN, the strain difference ε (12CH)–ε (14CH) was larger than the strain difference ε (6CH)–ε
(8CH). This might be attributable to the fact that the fracture of the PCM near the loaded
edge reduced the bond action of the vertical grid, resulting in the transfer of tensile stress
via the bond action of the vertical grid far away from the loaded edge.

 
(a) (b) 

Figure 7. Schematic diagram of the stress transfer process for the specimen: (a) interface bond stress
between the CFRP grid–PCM reinforcing layer and the concrete; (b) anchorage action of the CFRP
grid in the PCM. τcp: bond stress between the reinforcing layer and the concrete; f b: bond action
between the vertical grid and the PCM; f r: resistant action of the horizontal grid.
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Figure 8. Load–strain difference curves of the grid points: (a) strain difference of the grid points; (b) strain difference in grid
intervals.

5. Simplified Interface Model

5.1. Simplified Mechanical Model

According to the analysis of the interface bond mechanism between the CFRP grid–
PCM reinforcing layer and concrete, the tensile stress is balanced by the anchorage action
of the CFRP grid in the PCM and the interface bond action between the CFRP grid–PCM
reinforcing layer and the concrete. Therefore, a simplified model based on a nonlinear
spring system was proposed from the perspective of mechanical analysis, as shown in
Figure 9. It is clear that the resistant action of the horizontal grid plays a dominant role in
the anchorage action of the CFRP grid in the PCM, so the tensile springs and shear-resistant
springs are used to simulate the resistant action of the CFRP grid in the PCM and the
interface bond action between the reinforcing layer and the concrete, respectively. In order
to reduce the complexity of the model, the two categories of springs are equivalent to the
same category of spring in terms of stiffness.

 

Figure 9. Schematic diagram of the specimen interface.

In view of the brittle failure characteristics of specimens, a nonlinear spring was used
for the equivalent simulation. Figure 10 shows the load–deflection curve of the nonlinear
spring. The load–deflection curve can be divided into two stages: In the first stage, the
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resistant action of the spring increased linearly with the increase in deflection until the
spring deflection reached the critical deflection dt. When the spring deflection was equal to
the critical deflection dt, the resistant action of the spring reached the maximum value Rmax.
In the second stage, the spring deflection increased rapidly and resistant action gradually
decreased after the spring deflection exceeded the critical deflection dt. When the spring
deflection reached the maximum value dmax, the resistant action of the spring was equal to
zero. At this point, the spring failed, and the stress was transferred to the adjacent springs
until all springs failed, and the spring system lost its bearing capacity.

 

Figure 10. Stiffness curve of the nonlinear spring.

The critical deflection dt and maximum deflection dmax of the nonlinear spring were
determined by the concrete material test, and the maximum resistant action Rmax was
determined by the interface shear strength between the PCM and concrete, along with
the tensile strength of the PCM. Each spring represents the local interface shear area and
tensile area of the PCM. The bearing capacity of the nonlinear spring can be calculated by
Equation (1):

Rmax = (Rs + Rt)× β

Rs = h × s × σs

Rt = t × s × σt

(1)

where β is the adjustment coefficient; s is the spring spacing; t is the PCM thickness; h is
the horizontal grid interval; σs is the interface shear strength between the PCM and the
concrete; and σt is the tensile strength of the PCM.

5.2. Finite Element Analysis

In order to conduct a further investigation of the interface bond mechanism and tensile
stress transfer mode between the CFRP grid–PCM reinforcing layer and the concrete, the
FEM analysis was carried out on the basis of pull-out tests. At first, the effectiveness of
the simplified model was verified via the numerical simulation method. Then, the stress
variation of the CFRP grid was explored based on the results of the FEM analysis.

5.2.1. Establishment of the Model

Based on the simplified mechanical model, the two-dimensional FEM model was
established using the FEM software ABAQUS. According to the stress behavior of the
CFRP grid in the PCM, when the vertical CFRP grid was elongated along the axial direction
under the tensile load, the horizontal CFRP grid would generate resistant action and cause
apparent lateral deformation. Therefore, beam elements and truss elements were used
to simulate the horizontal grid and vertical grid, respectively. Considering that the grid
points of the CFRP grid have a certain rigidity, the crossing points of the horizontal and
vertical grids were simulated by rigid joints. The nonlinear springs were arranged along
the axis of the horizontal grids, and a nonlinear spring was arranged on the two sides of
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the grid points to constrain the CFRP grid. Taking the specimen C8D100, for example, the
FEM model is shown in Figure 11. The spring stiffness was calculated by Equation (1),
where the interface shear strength was obtained via the direct shear tests between the PCM
and the concrete [26], and the tensile strength of the PCM was obtained from the material
property tests (see Table 4). The critical deformation dt and maximum deformation dmax of
the nonlinear spring were 0.1 mm and 0.3 mm, respectively. The tensile strength σt of the
PCM and interface shear strength σs between the PCM and the concrete were 3.21 N/mm2

and 4.69 N/mm2, respectively. Spring spacing was 2.5 mm. It was assumed that the stress
distribution in the area around each spring gradually decreased, and that only half of the
area around each spring plays a role in bearing stress. Thus, the adjustment coefficient
was set as 0.5. The bearing capacity of springs at different locations can be obtained by
substituting these parameters into Equation (1), as shown in Table 7. It can be seen that
the maximum resistant actions Rmax of the bottom springs were lower than those of the
non-bottom springs, because the support area of the CFRP grid near the bottom loaded
edge was smaller than that of the CFRP grid far away from the bottom loaded edge.

 

Figure 11. FEM analysis model.

Table 7. The maximum force of the spring.

Specimens Grid Interval (mm) Location of Spring Rmax (N)

C6D50
C8D50

50
Non-bottom 453

Bottom 307
C6D100
C8D100

100
Non-bottom 747

Bottom 307

5.2.2. Model Verification

Figure 12 shows the deformation of the CFRP grid for the FEM model based on the
specimen C8D100. It can be seen that the deformation of the CFRP grid near the loaded
edge was larger than that of the CFRP grid far away from the loaded edge, while the
tensile stress was gradually transferred from the loaded edge to the free edge. Figure 13
shows the comparison of the maximum tensile loads obtained via the pull-out tests and
FEM calculations. It can be seen that the ratios of the test values to the simulation values
were close to 1, indicating that the simplified interface model with a nonlinear spring
system could effectively reflect the mechanical behavior of the concrete specimens with
a CFRP grid–PCM reinforcing layer. There was a certain error between the ultimate load
of the FEM results and the test values. The main reason for these differences was that the
simplified model considered the interface interaction between the CFRP grid–PCM and the
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concrete, as well as the interaction between the CFRP grid and the PCM from the overall
point of view, which is an equivalent simplification of the interaction of the various parts.
In addition, the nodes of the CFRP grids were regarded as rigid connections, which caused
the inaccurate expression of the working performance of the actual nodes under loading.

  
(a) (b) 

P 

Figure 12. Diagram of specimen deformation. (a) diagram of specimens C6D50 and C8D50 deformation;
(b) diagram of specimens C6D50 and C8D50 deformation.
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Figure 13. Comparison between the FEM and corresponding experimental results.

The FEM analysis results were compared with the test results, as shown in Figure 14.
It can be observed that the pull-out test results and the FEM analysis results were almost
identical in the strain distribution patterns of the tensile vertical grids; that is, the tensile
strains gradually deceased from the loaded edge to the free edge. Therefore, it is reasonable
to reflect the stress transfer change by the equivalent springs in the simplified mechanical
model. In addition, the FEM strain values at some grid points were inconsistent with the
test strain values. As shown in Figure 14a,c, the FEM strain value of specimens C6D50
and C8D50 at nodes GP1 and GP2 were essentially consistent with the test strain value;
however, a discrepancy occurred at GP3. The test strain value increased suddenly at GP3,
indicating that the specimen bore a large load and the force transfer form changed, which
was probably related to the cracking of the mortar in the test process that was unable
to be completed in the simplified simulation. In conclusion, since the simplified model
considering the equivalent simplification based on reasonable analysis was the inaccurate
simulation of the stress of the original specimens, the stress state of the vertical or transverse
reinforcement was different from that in the test, and a certain error occurred between
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the FEM value of the node strain and the test value. Further investigations using a fine
mechanical model considering grid point failure should be conducted in the follow-up
study.
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Figure 14. Comparison of strain distribution for vertical grids. (a) comparison of strain distribution for vertical grids in
specimen C6D50; (b) comparison of strain distribution for vertical grids in specimen C6D100; (c) comparison of strain
distribution for vertical grids in specimen C8D50; (d) comparison of strain distribution for vertical grids in specimen
C8D100.

5.2.3. Strain Analysis of CFRP Grids

Figure 15 shows the strain distribution in the FEM results to explain the stress trans-
mission change. The results show that the trend of strain distribution on vertical grid
points was almost identical for all pull-out specimens during the loading process. There
were three stages in the variation of strain distribution with load: In the initial stage, the
strain of the vertical grids was concentrated at the loaded edge, indicating that the load
was mainly undertaken by GP1 and GP2, and the strain at GP1 was larger than at GP2,
owing to the transmission mode of the vertical grid load. With the load increasing, the
strain growth tendency from GP1 to GP5 (GP3) decreased, indicating that the load was
gradually transferred from the loaded edge to the free edge. In the final stage, the load of
specimens was close to its maximum, the spring failure expanded, and the strain at the
grid points increased. With all springs failed, the specimens completely lost their carrying
capacity. In addition, as shown in Figure 15a,b, comparing the strain distribution at the
grid points at a certain load for C6D50 and C6D100 (i.e., 2 kN and 6 kN), it can be seen that
with the upward transfer of stress, GP3 in C6D50 is less than GP2 (at the same height) in
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C6D100, indicating that more grid points can share the stress with small grid spacing at the
identical cross-sectional area. As shown in Figure 15a,c, for specimen C6D50, at a load of
2.0 kN, the grid strain of GP4 and GP5 is close to 0. When the load reaches 10.0 kN, the
strain of GP1 to GP5 decreases; due to the large cross-sectional area, the grid point strain
of C6D50 is greater than that of specimen C8D50, which is consistent with the results of
carrying capacity, indicating that the upper grid point of the vertical grid can effectively
bear the load and improves the carrying capacity of the specimens.
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Figure 15. Strain distribution for CFRP grids. (a) strain distribution for CFRP grids in specimen C6D50; (b) strain distribution
for CFRP grids in specimen C6D100; (c) strain distribution for CFRP grids in specimen C8D50; (d) strain distribution for
CFRP grids in specimen C8D100.

5.2.4. Strain Difference Analysis

The variation in strain difference on both sides of vertical grids in different specimens
is shown in Figure 16, wherein the load–strain difference curve shows an upward tendency
with the increase in pull-out load for all specimens, and the linear relationship mostly
occurs in the initial stage. The farther away from the loaded edge, the smaller the strain
difference, indicating that the resistance of the transverse reinforcement is smaller. As can
be seen from Figure 16a,c, the strain difference at GP1 is close to that of GP2, which shows
that the force is mainly undertaken by these two grid points. As the load reached a certain
value (specimen C6D50 in 11.8 kN and specimen C8D50 in 17.9 kN), the strain difference of
GP1 changed with the gradual failure of some springs at the grid point after the softening
stage, and the load was borne by the spring at the next adjacent position. Then, with the
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load increasing, the force was continuously transmitted upward, and the resistance of the
transverse grids further reduced until the ultimate load. As can be seen from Figure 16b,d,
the overall strain difference variations of specimens C6D100 and C8D100 were effectively
consistent with the others. However, the strain difference of GP1 was smaller than that
of GP2 throughout the whole loaded process, due to the concentrated load at GP1 for the
larger grid interval of CFRP grids, resulting in the premature failure of some springs, after
which the load was transmitted to GP2, which bore the main load, even if the elastic spring
near GP1 did not completely quit working.
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Figure 16. Strain difference distribution for CFRP grids. (a) C6D50; (b) C6D100; (c) C8D50; (d) C8D100.

6. Conclusions

In this paper, the interface bond mechanism between the CFRP grid–PCM reinforcing
layer and concrete was investigated via pull-out tests, and a numerical simulation method
based on the simplified mechanical model was proposed. The main conclusions can be
drawn as follows:

(1) The tensile strength utilization ratio of the CFRP grid in specimen C6D50 was 81%
higher than in specimen C6D100, and the tensile strength utilization ratio of the CFRP
grid in specimen C8D50 was 23% higher than in specimen C8D100. Meanwhile, the
maximum load of specimen C8D50 with the CR8@50-type CFRP grid was nearly
2.5 times higher than that of specimen C6D50 with the CR6@50-type CFRP grid,
and the maximum load of specimen C8D100 with the CR8@100-type CFRP grid was
3.5 times higher than that of specimen C6D100 with the CR6@100-type CFRP grid.
The use of a CFRP grid with a larger cross-sectional area and smaller grid interval
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can significantly improve the interfacial bearing capacity between the CFRP grid–
PCM reinforcing layer and the concrete. Moreover, the interfacial bond behavior
between the reinforcing layer and the concrete can be effectively enhanced by using
an interfacial binding agent;

(2) The tensile stress in the CFRP grid deceased gradually from the loaded edge to the
free edge. The tensile stress borne by the CFRP grid was transferred to the PCM by
the resistant action of the horizontal grid and the bond action of the vertical grid, and
then to the concrete by the interface bond between the PCM and the concrete. The
interfacial bearing capacity between the CFRP grid–PCM reinforcing layer and the
concrete depended on the tensile strength of the CFRP grid, the anchorage action of
the CFRP grid in the PCM, and the bond behavior between the PCM and the concrete;

(3) The simplified interface model with a nonlinear spring system could effectively
reflect the mechanical behavior of the concrete specimens with the CFRP grid–PCM
reinforcing layer, indicating that it can be used to simulate the stress transfer modes
and interface bond mechanisms between the CFRP grid, PCM, and concrete;

(4) The stress was gradually transferred from the loaded edge to the free edge through
the grid action in the process of drawing the load. There was an obvious turning
point in the load–strain difference curve in the CFRP grid, indicating the change in
the tendency of the resistance of transverse reinforcement—that is, the stress transfer
mode changes with the failure of the springs.
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Abstract: The worldwide use of pallet racking storage systems leads to the necessity for research
regarding the effects of the clearance between the metallic tabs of the connector and upright slots
(looseness effect) on the performance of load-bearing beams. Firstly, the looseness angle and the
rotational stiffness were experimentally obtained for three types of beam-to-upright connections. A
theoretical approach is used to investigate the magnitude of the looseness effects that occurred on
the performances of the bearing beam of the pallet storage systems in terms of the bending moment
developed at the midpoint of the beam and maximum deflection. Calculation corrections were
evaluated for the connections involved in the experimental part, for the case which considers the
looseness effects with respect to the case which does not consider the looseness effect. In order
to evaluate the effects of the parameters of the connections on calculus corrections, the theoretical
model was used for other types of beam-to-upright connections. It is shown that the maximum
corrections are 2.99% and 5.16% for the bending moment developed at the midpoint of the beam
and for the maximum deflection, respectively. It is proved that the connector type affects the size of
the correction.

Keywords: storage systems; looseness; stiffness; beam-end connection; bending; gap; clearance

1. Introduction

Design assisted by testing is a well-known procedure that is often used for design
calculus of the pallet storage racking systems. The analysis of the mechanical behavior of
semi-rigid connections used on pallet racking systems is generally based on experimental
tests according to the European standard EN 15512 [1]. The old version of standard
EN 15512 from 2009 [1] was replaced with the updated version, published at the end of
2020 [2]. The procedure for correcting bending moment developed in the bearing beam
and deflections caused by the looseness of the beam-end connections was included in the
updated version of standard EN 15512-2020 [2]. Looseness effect is not often investigated
in steel structure connections. However, this effect has a significant impact on the behavior
of the entire structure.

Typical connections used to assembly the uprights with beams, for the racking storage
systems, are bolted connections [3,4] and connections with metal tabs [5–9]. Most research
on such connections focuses on the analysis of rotational stiffness at ambient tempera-
ture [5,6,9] and high temperatures [10]. Bolted connections are a less expensive alternative
to tab connectors, used for assembling of the pallet storage systems by taking into account
the manufacturing technology of the tab connectors and the upright slots [3]. On the other
hand, tab connectors have major advantages in terms of time and flexibility in on-site
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installation, but also the disadvantage of the initial looseness that should be considered in
the design calculus of the racking storage systems having such connectors.

The investigation method regarding the measuring of looseness for beam-upright
connections and the looseness effect on the beam deflection and bending moments are
shown in the last version of the EN 15512 standard [2]. The experimental investigation of
the looseness for beam-to-upright connections could significantly improve the literature in
terms of testing the connection elements used in civil engineering, like the ones addressed
in a recently published editorial [11].

A looseness effect can also be noticed in the bolted connection. The main difference
between connections with metallic tabs and bolted connection is the slippage occurs, in the
first case, at the beginning of the moment-rotation curve.

Considering the clearance between the bolt and hole (Figure 1), the slip effect has a
significant effect on bolted connections in cold formed steel sections [12–14]. In the case of
the bolted connection, there is a clearance between bolt and hole (Figure 1a), which leads to
a sliding effect in the joint after loading. The bolt is subjected to bearing stresses once the
slip effect has been overcome. In this phase, the bolt is in contact with the hole, as is shown
in Figure 1b.

 
(a) (b) 

Figure 1. Clearance in bolted connections: (a) clearance between bolt and hole; (b) bolt in contact
with the hole.

In literature, there are a lot of scientific works which investigated the behavior of the
bolted connections under static or impulsive loads, considering the clearance between bolt
and hole [14,15]. By considering the finite element analysis of the models of beam-column
connections with bolts, subjected to cyclic loading, Gharebaghi and Hosseini [14] showed
that the increasing of the bolt-hole clearance and the decreasing of the pretention force in
bolt lead to the reduction of the flexural strength of the bolt connection while the rotation
angle increases.

The slip effect depends on the clearance between the bold diameter and the hole.
In case of the bolted connections, the slip effect happens after a certain load is reached,
as shown in Figure 2 for moment-rotation curve recorded for joint with pre-tensioned
bolts [13,15,16].

Gilbert and Rasmussen [3] showed that the looseness in bolted connections subjected
to bending moment can be neglected in design at ultimate stress state for drive-in and
drive-through storage rack systems. Their results are based on the finite element non-
linear analysis of the bolted connections between upright and the portal beam for pallets,
subjected to cyclic bending moment.

Galeotti et al. [17] showed the positive effects of adding bolts to tab connections
for steel storage systems in order to diminish the effect of pinching phenomenon, which
appears especially for dynamical loads (earthquake, cyclic loading). The pinching phe-
nomenon affects the looseness angle of the connection.
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Figure 2. Typical behavior of bolted connections in cold formed steel structures: (1) linear behavior
before slipping; (2) slipping effect caused by clearance between bold and hole; (3) linear behavior
after cancelling of clearance; (4) nonlinear behavior.

Godley and Beale [18] showed that the analysis of the scaffold structures must consider
non-linear joint models since the moment-rotation curve is usually not the same for positive
and negative rotation and the looseness appears. The looseness influences the overall
deflection of the scaffold structure but its effects on the load-bearing capacity for the braced
frames may be neglected [18,19]. Prabhakaran et al. [19] showed a method for the non-linear
analysis of the scaffold structures, taking into account the looseness effects in the joints.

Contrary to the bolted connections, the European standard EN 15512 [2] and scientific
work [3] require considering the looseness of the tab connectors used between the upright
and beam in stability analysis of the storage racking systems in the down-aisle direction.
The down-aisle represents the direction parallel to a run.

On the other hand, the slip effect (looseness angle, as is mentioned in EN15512)
happened at a lower load in case of the tab connections compared with the bolted connec-
tions [2]. This can be very simply explained because the bolts are generally pre-tensioned.
In the case of the tab connections which are designed for the pallet racking systems, it is
difficult to establish a general rule to take in consideration the looseness effect because of
different shapes of both the metallic tabs and upright’s slots. For these reasons, the agreed
procedure is based on experimental tests. The difference between the metal tab width
and the upright slot dimensions has a direct impact on the looseness δ (Figure 3). Until
the metallic tab will not be in contact with the upright’s slot (Figure 3a), the connection
will behave like a pinned connection. Once the tab gets in contact with the upright slot
(Figure 3b), the connection behaves like a semi-rigid connection.
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(a) (b) 

Figure 3. Looseness effect of beam end connector: (a) clearance between tab of the beam-end
connector and upright slot; (b) tab of the connector will is in contact with one side of the upright slot.
Note: (1) slot of the upright; (2) tab of the beam-end connector; δ is clearance.

There are some published papers [5,6,9] which approach the experimental testing of
the beam-to-upright end connections for steel storage system, with tab connectors, under
bending loading, without considering the looseness effects. Investigations conducted on
the rotation stiffness of the tab connections showed that the increasing of the height of the
connector or the increasing of the number of the tabs of the connector, respectively, lead
to the increasing of the connection rigidity [6,20], while the effect of the gap between the
beam and the face of the tab connector could be neglected [20].

Moreover, Escanio [9] validated the numerical models of such a beam-to-upright end
connection subjected to bending, by correlation with the experimental results obtained for
different combination between three types of uprights and four kinds of beams whose cross
sections were different. However, the looseness between the metallic tabs and upright slots
was not approached in the experimental program.

In literature, there are also analytical methods used to estimate the rotational stiffness
and bending capacity for a rack connection with metallic tabs. The component method
represents a good alternative to the experimental tests. Considering the component method,
Gusella et al. [8] showed how the connections for racking storage systems are affected
by the uncertainty in steel mechanical properties and geometrical features. In another
research [21], the values for the initial rotational stiffness of beam-to-upright connections
were also evaluated based on component method and compared with the experimental
results. In that research, Zhao et al. [21] concluded that the maximum ratio between
the theoretical and the experimental results was equal to 1.44 for the beam-to-upright
connections involved in their research.

In this context, the accuracy predicting of the mechanical behavior of the tabs connec-
tion subjected to bending loading, including the looseness effect, represents an important
aspect for the structural behavior of the beam-connector-upright assembly, especially
for pallet racking systems. The experimental findings on the rotational stiffness and
on looseness of the beam-to-upright connections used for storage racking systems can
be used in numerical analysis for prediction of the mechanical behavior of the entire
storage structure [22].

The main purpose of this research is to investigate the looseness that occurs in the tab
connector in beam-upright connections and to evaluate the influence of looseness effect
for the portal beam loaded with pallets, having different types of tab connectors at the
beam-ends. For this purpose, the main objectives of this research are: (i) experimental
determination of the looseness for three types of beam-connector-upright assemblies in-
volving three types of uprights (different thickness of the section wall); (ii) considering
the looseness effect occurring for the tab connections, in an analytical model used for
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computing of the bending moment developed at the middle of the beam and maximum
deflection of the beam; (iii) comparison regarding to the looseness effect on the bending
moment and maximum deflection, for the portal beam loaded with pallets, having different
configurations for the beam-end connections.

2. Materials and Methods

2.1. Assemblies Subjected to Looseness Tests

The purpose of the experimental program is to determine the looseness angle for three
different beam-to-upright connections, which are presented in Table 1. The corresponding
identification codes, which are referred to further in this research, are also shown in Table 1.

Table 1. Upright-connector-beam assemblies tested.

Assembly
Code

Upright
W * × t *

Beam
H ** × W1 ** × t1 **

Connector Type
Number of

Looseness Tests
for Assembly

Number of
Bending Tests for

Assembly

0-I-5T 90 × 1.50
BOX

150 × 50 × 1.75 5T
4 6

0-II-5T 90 × 1.75 4 6
0-III-5T 90 × 2.00 4 6

* Dimensions of the uprights are shown in Figure 4a. ** Dimensions of the beam are shown in Figure 4b.

 
(a) (b) 

  
(c) (d) 

Figure 4. Elements of the upright-connector-beam assemblies tested: (a) upright sections; (b) beam
section; (c) connector with 5 tabs; (d) sketch of the tested assembly.

The elements of the upright-connector-beam assemblies tested are shown in Figure 4.
Three different upright sections (Figure 4a) are used, which have the same shape for cross
section, but three different wall thicknesses (1.50 mm, 1.75 mm, and 2.00 mm), as shown in
Table 1. The same boxed beam, which is obtained from two C-profiles brought together
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(Figure 4b), is connected with the upright with a five tab connector (Figure 4c) that is
welded at the end of the beam. For every tested assembly (Figure 4d and Table 1), the same
type of five tabs connector was used, denoted as 5T in Table 1. It was used a beam having a
large second moment of area with respect to the major axis in order to reduce, as much as
possible, the bending effect of the beam in the mechanical tests made for obtaining of the
looseness angle.

Test assembly is presented in Figure 4d. A set of four assemblies was prepared for
every looseness test setup (penultimate column of Table 1), resulting in total 12 individual
tests. A set of six beam-connector-upright assemblies (last column of Table 1) was prepared
for each bending test to determine the rotational stiffness.

2.2. Work Method for Bending and Looseness Tests on Beam End Connectors

Three different beam-connector-upright assemblies were investigated in the bending test
and then for the looseness angle, as shown in Table 1, in accordance with EN 15512 standard [2].

The experimental test setup is presented in Figure 5 and it is the same for the both
bending test and looseness test for the beam end connectors, according to European
standard EN 15512 [2]. The scheme of loading is shown in Figure 5a, while a photo of the
test stand is given in Figure 5b. Firstly, the bending test of each type of beam-connector-
upright assembly was made in order to determine the design moment denoted with MRd
and the rotational stiffness km. The bending test for the beam end connectors, and the
method for obtaining both the design moment MRd and the rotational stiffness km, are
described in detail by the authors of this research in their previously published research [6],
according to European standard EN 15512 [2]. For the looseness test, it is mentioned that
the loading jack must be capable of applying both downward force and upward force
(Figure 5a) in order to apply bending moment in reverse direction.

 
 

(a) (b) 

Figure 5. Experimental test setup for bending test and looseness test according to European standard
EN 15512: (a) scheme of the test stand; (b) photo of the test stand.
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A rigid plate is fixed on the beam, on which the displacement transducers are bearing,
to measure the rotation angle of the beam in connection by using the test stand (Figure 5b).
In order to avoid the influence of the connector distortion on the rotation angle measured,
the distance of 50 mm (dimension a in Figure 5) is set between the connection and the plate
fixed on the beam, on which the displacement transducers are bearing, used to measure
the rotation angle. This clearance between the connection and the plate fixed on the beam
was established according to European standard EN 15512 [2] and the test method was
described in other research [23–25]. Prabha et al. [26] used an inclinometer fixed on beam,
close to the connection, in order to measure the rotation angle of the beam for evaluation
of the stiffness of the connection. It also avoids the effects of the local deformations of the
beam which occurred near the connector during the cantilever test. On the other hand, the
distance between connector and plate fixed on the beam is required because there is the
weld between beam and connector.

For both the bending test and looseness test, the moment-rotation (M − θ) curve is
required to be plotted. Considering the notations shown in Figure 5a, the bending moment
M developed at beam end connector and the rotation angle θ of the connector, expressed in
radians, are computed by using Equation (1) and Equation (2), respectively [2].

M = bF, (1)

θ = (D1 − D2)/h. (2)

In the looseness test, the force F (Figure 5a) was slowly increased until the moment
the connector reached a value of 10% of the design moment denoted with MRd. Further, the
load was gradually reduced and then reversed in the opposite direction, until the moment
reached 10% of the design moment MRd, in that direction.

Twice the looseness angle denoted with 2Φl was measured for each looseness test by
extrapolating the linear parts of the moment-rotation curve towards the origin to find their
intersection points with the rotation axis, as shown in Figure 6. The difference between the
abscissas corresponding to the two points of intersection obtained in this manner is equal
to twice the looseness angle Φl of the beam end connector.

Figure 6. Typical moment rotational curve as test output to determine the looseness angle Φl .

All moment rotation (M − θ) curves obtained for the beam-connector-upright assem-
blies involved in this research are reported as results. The paper also reports the following
data obtained by processing of the experimental data: looseness angle Φl , design moment
MRd, and rotational stiffness km.

2.3. Theoretical Approach

In fact, the looseness effect is caused by the gap between the width of the metallic tabs
of the connector and the width of the slots located on the upright front side. In Figure 7, it
is shown how the effect of looseness affects the real deflection of the beams in operation
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on storage systems. The beam shape before deformation is drawn with a continuous line.
After loading of the beams with pallets, the deformed shape of the beam is drawn with a
dashed line without considering the looseness effect, and it is also drawn with a dotted line
by taking into account the looseness effect (Figure 7).

Figure 7. Looseness effect on the deflection of typical beam of the storage racking systems.

It has to be mentioned that the simplified static scheme shown in Figure 7 is considered
for the portal beam, in accordance with the Annex C of the European standard EN 15512:
2020 [2], in order to make correction of bending moment and deflection due to looseness. In
the design of the pallet racking storage systems, it is usually considered that the distributed
force q, acting on the beam shown in Figure 7, is caused by the weight of the pallets
supported by the beams of a shelf.

According to Annex C of the European standard EN 15512: 2020 [2], in operation of
the tab connections, the rotational stiffness of the connection km, which is determined by
experimental tests, works once the looseness angle Φl is reached. Until this value rotation
angle, the connection behaves like a pin-connection. Therefore, theoretical approach to
include the looseness effect in the structural design is divided in two steps in Figure 8:
the first step is presented in Figure 8a, for which the tab connection behaves like a pin-
connection; the second step is presented in Figure 8b, when the tab connection behaves like
a semi-rigid connection whose rotational stiffness km is experimentally determined.

 
(a) (b) 

Figure 8. Beam design by considering the looseness effect of beam end connector: (a) the first step
(pinned connections); (b) the second step (semi-rigid connections).

In this manner, the European standard EN 15512: 2020 [2] neglects that the rotational
stiffness km and the looseness angle Φl are experimentally determined in bending test of
the beam-connector-upright assembly, when the beam was subjected to the concentrated
force applied to its free end, for which the work method is described in Section 2.2 of
this research.
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It is well-known from literature that the rotation ϕ of the beam end of the simply
supported beam subjected to the uniformly distributed force q is computed by using
Equation (3) [27].

ϕ = qL3/(24EI), (3)

where E is the modulus of elasticity of the material of the beam; I is the second moment
of inertia of the beam cross section with respect to the neutral axis; EI represents stiffness
modulus in bending that is constant along the axis of the beam, having the length L.

From Equation (3), it may compute the distributed force q1 (Figure 8a) that is needed
to cover the looseness angle Φl by Equation (4).

q1 = 24EIΦl/L3. (4)

The distributed force q1, acting on simply supported beam (Figure 8a), causes the
bending moment Mmid, Φl

developed at the middle of the beam and the maximum deflection
vmax, Φl of the middle of the beam, which are computed by Equation (5) and Equation (6),
respectively [27].

Mmid,Φl
= q1L2/8. (5)

vmax,Φl = 5q1L4/(384EI). (6)

Once the looseness angle Φl has been reached, the connection behaves like a semi-rigid
connection. From this point further, assuming that the weight of the pallets is placed on the
same shelf and is uniformly distributed, the corresponding distributed force q is computed
by Equation (7) according to European standard 15512 [2].

q =
npFpγF

2L
, (7)

where np is the number of pallets; Fp is the weight of one pallet; γF is the load factor that is
equal to 1.40 [2].

The uniformly distributed force q2, which is applied on the beam length L in the
second case of loading after the looseness angle Φl is covered (Figure 8b), is computed by
subtracting the load q1 from the load q by Equation (8).

q2 = q − q1 = npFpγF/(2L)− 24EIΦl/L3. (8)

For the beam shown in Figure 8b, the rotational stiffness of the both end connec-
tions is denoted with km and it is experimentally investigated according to European
standard 15512 [2].

The bending moment Mend, q2 developed at the both beam end connections and the
bending moment Mmid, q2 developed at the middle of the beam, shown in Figure 8b,
are computed by Equation (9) and Equation (10), respectively, according to the recently
published paper [6] by the authors of the present research.

Mend, q2 =
q2L3

24EI
(

1
km

+ L
2EI

) . (9)

Mmid,q2 = q2L2/8 − Mend,q2. (10)

The maximum deflection vmax, q2 of the middle of the beam shown in Figure 8b is
computed by using Equation (11), given by the authors in the recently published paper [6].

vmax, q2 =
q2L4(10EI + Lkm)

384EI(2EI + Lkm)
. (11)
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Using the method superposition of effects, the total bending moment Mmid, t devel-
oped at the middle of the beam and the maximum deflection vmax, t of the middle of the
beam are computed with Equation (12) and Equation (13), respectively.

Mmid,t = Mmid,Φl
+ Mmid,q2. (12)

vmax, t = vmax,Φl + vmax, q2 . (13)

It is noted that both Equations (12) and (13) take into account the looseness effects of
the beam-upright connectors located at both beam ends.

If the looseness effects of the beam-upright connectors are neglected, replacing the
distributed force q2 with q in Equations (10) and (11) leads to the mathematical expressions
of the bending moment Mmid developed at the middle of the beam and of the maximum
deflection vmax, given by Equation (14) and Equation (15), respectively.

Mmid = qL2/8 − qL3

24EI
(

1
km

+ L
2EI

) . (14)

vmax =
qL4(10EI + Lkm)

384EI(2EI + Lkm)
. (15)

Finally, the calculation corrections (denoted with CORR) concerning the bending
moment and maximum deflection considering the looseness effect are computed by
Equations (16) and (17), with respect to the case of the beam for which the looseness effects
of the beam-upright connectors are neglected.

CORRMmid =

∣∣Mmid, t − Mmid
∣∣

Mmid
·100 (%). (16)

CORRvmax =
|vmax, t − vmax|

vmax
·100 (%). (17)

In order to comparatively analyze the looseness effects on the beam deflection for
different combinations of beams, uprights, and connectors, the experimental results shown
in Table 2 are additionally considered, reported by the authors in the previously published
research article [6] regarding the rotational stiffness km and design moment MRd obtained
for other beam-connector-upright assemblies, which are similar to the ones involved in
this research. The bending moment developed at the middle of the beam and maximum
deflection of the beam are computed by using the Equation (12) and Equation (13), respectively,
considering the looseness effects occurred at the connectors with tabs located at both beam
ends. The results are compared with the ones obtained by using Equations (14) and (15),
which are valid when the looseness effects that occurred at tab connections are neglected.

Table 2. Characteristics of the upright-connector-beam assemblies involved in analysis of the loose-
ness effect on beam’s deflection and bending moment developed, adapted from ref. [6].

Assembly
Identification

Code

Upright
W * × t *

Beam
(H ** × W1 ** × t1 **)

Connector
Type

Rotational
Stiffness

km
(kN·m/rad)

Design
Moment

MRd
(kN·m)

A-I-4T
90 × 1.50

A
(BOX 90 × 40 × 1.25)

4T 39 1.54

A-I-5T 5T 48 2.30

A-II-4T
90 × 1.75

4T 42 2.43

A-II-5T 5T 76 2.21

A-III-4T
90 × 2.00

4T 45 2.16

A-III-5T 5T 77 2.09
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Table 2. Cont.

Assembly
Identification

Code

Upright
W * × t *

Beam
(H ** × W1 ** × t1 **)

Connector
Type

Rotational
Stiffness

km
(kN·m/rad)

Design
Moment

MRd
(kN·m)

B-I-4T
90 × 1.50

B
(BOX 100 × 40 × 1.25)

4T 35.9 1.38

B-I-5T 5T 57.8 2.24

B-II-4T
90 × 1.75

4T 56 2.03

B-II-5T 5T 86.1 2.36

B-III-4T
90 × 2.00

4T 51.2 2.43

B-III-5T 5T 102 2.18

C-I-4T
90 × 1.50

C
(BOX 110 × 40 × 1.25)

4T 43.7 1.70

C-I-5T 5T 77.4 2.15

C-II-4T
90 × 1.75

4T 52.4 2.74

C-II-5T 5T 83.7 2.95

C-III-4T
90 × 2.00

4T 63 2.89

C-III-5T 5T 115 2.61
* Dimensions of the uprights are shown in Figure 4a. ** Dimensions of the beam are shown in Figure 4b.

3. Results and Discussion

3.1. Experimental Results

In Figure 9, the moment-rotation (M − θ) curves recorded in looseness tests are shown
for the following beam-connector-upright assemblies: 0-I-5L; 0-II-5L; 0-III-5L.
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Figure 9. Cont.
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Figure 9. Moment-rotation (M − θ) curves recorded in looseness tests for the beam-connector-upright
assemblies: (a) 0-I-5L; (b) 0-II-5L; (c) 0-III-5L.

The moment-rotations (M − θ) curves recorded in bending tests of the three beam-
connector-upright assemblies investigated (0-I-5L, 0-II-5L, 0-III-5L) are shown in Figure 10,
Figure 11 and Figure 12, respectively.

0

1

2

3

4

0.00 0.02 0.04 0.06 0.08 0.10

M
om

en
t M

(k
N

·m
)

Rotation θ (rad)

Test 1 Test 2
Test 3 Test 4
Test 5 Test 6

Figure 10. Moment-rotation curve (M − θ) recorded in bending tests for the beam-connector-upright
assembly of type 0-I-5T.
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Figure 11. Moment-rotation curve (M − θ) recorded in bending tests for the beam-connector-upright
assembly of type 0-II-5T.
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Figure 12. Moment-rotation curve (M − θ) recorded in bending tests for the beam-connector-upright
assembly of type 0-III-5T.

The experimental results regarding the looseness angle Φl , design moment MRd, and
rotational stiffness km corresponding to the beam-connector-upright assemblies involved
in this research are summarized in Table 3.

Table 3. Results obtained in looseness tests and bending tests for all assemblies involved in the
experimental program.

Assembly
Code

Looseness Angle Design Moment Rotational Stiffness

Φl i (rad) Φl (rad)
Stdev
(rad)

MRd
(kN·m)

Stdev
(kN·m)

km
(kN·m/rad)

Stdev
(kN·m/rad)

0-I-5T

0.00139

0.00133 0.000124 2.91 0.035 72 10.029
0.00140

0.00114

0.00137

0-II-5T

0.00115

0.00116 0.000171 4.02 0.058 96 4.118
0.00126

0.0013

0.00092
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Table 3. Cont.

Assembly
Code

Looseness Angle Design Moment Rotational Stiffness

Φl i (rad) Φl (rad)
Stdev
(rad)

MRd
(kN·m)

Stdev
(kN·m)

km
(kN·m/rad)

Stdev
(kN·m/rad)

0-III-5T

0.00075

0.00080 0.000104 4.32 0.086 114 4.425
0.00093

0.00083

0.00069

3.2. Effects of Looseness of the Semi-Rigid Connections on Mechanical Behavior of the Beam

In order to evaluate the effects of the looseness which takes place at beam-to-upright
connections with tabs, it is necessary to investigate the maximum deflection and bending
moment developed for the bearing beam being in operation on the storage pallet racking
systems. It is considered that the shelf of the storage system consists of two beams having
the length of 2.7 m, which must support the maximum weight of 15,000 N corresponding
for loading with three pallets. Assuming that the load of 7500 N corresponding to one beam
of the shelf is uniformly distributed on the beam length of 2.7 m, the scheme of loading of
the bearing beam shows like that shown in Figure 7, subjected to the uniformly distributed
force q of 2.78 N/mm (7500 N distributed over 2.7 m).

The looseness effects are investigated for all types of beam-to-upright connections,
whose values for the rotational stiffness km are given in Tables 2 and 3. Because the looseness
angle Φl depends mainly on the combination between upright and tabs connectors, it is
assumed that the looseness angle Φl remains the same for all beam-connector-upright
assemblies that combine the same type of upright (type I, II, or III) and connector with
4 tabs (denoted with 4T) or 5 tabs (denoted with 5T). The critical case of the beam-to-upright
connections with 5 metallic tabs, denoted with 5T, was involved in looseness tests in this
research (Table 1). Taking into account this assumption, the results given in Table 3 for the
looseness angle Φl were extended for the beam-connector-upright assemblies shown in
Table 2. The values of the looseness angle Φl , considered in calculus for each connection
type, are given in the second column of Table 4.

Table 4. The looseness effects on the bending moment and maximum deflection at the middle of the
beam for the upright-connector-beam assemblies involved.

Assembly
Code

Looseness
Angle

Φl (rad)

With Looseness
Effects

Without Looseness Effects

CORRMmid

(%)
CORRvmax

(%)

Bending
Moment at

Mid.
Mmid, t
(kN·m)

Max.
Deflection at

Mid.
vmax, t
(mm)

Bending
Moment at

Mid.
Mmid

(kN·m)

Max.
Deflection at

Mid.
vmax
(mm)

0-I-5T 0.00133 3.245 2.83 3.163 2.709 2.59 4.47

0-II-5T 0.00116 3.168 2.753 3.076 2.618 2.99 5.16

0-III-5T 0.00080 3.089 2.662 3.016 2.555 2.42 4.19

A-I-4T
0.00133

2.794 12.383 2.758 12.104 1.31 2.31

A-I-5T 2.692 11.831 2.651 11.511 1.55 2.78

A-II-4T
0.00116

2.753 12.153 2.72 11.897 1.21 2.15

A-II-5T 2.441 10.45 2.394 10.085 1.96 3.62
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Table 4. Cont.

Assembly
Code

Looseness
Angle

Φl (rad)

With Looseness
Effects

Without Looseness Effects

CORRMmid

(%)
CORRvmax

(%)

Bending
Moment at

Mid.
Mmid, t
(kN·m)

Max.
Deflection at

Mid.
vmax, t
(mm)

Bending
Moment at

Mid.
Mmid

(kN·m)

Max.
Deflection at

Mid.
vmax
(mm)

A-III-4T
0.00080

2.709 11.884 2.685 11.7 0.89 1.57

A-III-5T 2.419 10.297 2.387 10.043 1.34 2.53

B-I-4T
0.00133

2.947 10.325 2.911 10.106 1.24 2.17

B-I-5T 2.735 9.429 2.684 9.122 1.90 3.37

B-II-4T
0.00116

2.744 9.455 2.7 9.193 1.63 2.85

B-II-5T 2.522 8.515 2.465 8.174 2.31 4.17

B-III-4T
0.00080

2.774 9.561 2.746 9.39 1.02 1.82

B-III-5T 2.41 8.01 2.368 7.752 1.77 3.33

C-I-4T
0.00133

2.968 8.321 2.923 8.106 1.54 2.65

C-I-5T 2.715 7.478 2.649 7.158 2.49 4.47

C-II-4T
0.00116

2.887 8.043 2.843 7.83 1.55 2.72

C-II-5T 2.668 7.306 2.607 7.012 2.34 4.19

C-III-4T
0.00080

2.79 7.693 2.755 7.524 1.27 2.25

C-III-5T 2.479 6.64 2.426 6.396 2.18 3.81

For the study case considered above, consisting of a beam whose length L is 2.7 m,
subjected to the uniformly distributed force q of 2.78 N/mm, having the same beam-to-
upright connection at its both ends, the bending moment developed at the middle of the
beam and the maximum deflection were computed with Equation (12) and Equation (13),
respectively, considering the looseness effects occurred at both beam-end connectors. The
results obtained for all beam-connector-upright assemblies are summarized in Table 4.
Additionally, the same quantities (bending moment at midpoint of the beam and maximum
deflection) were computed for all beam-connector-upright assemblies involved without
considering the looseness effect, and the results are also given in Table 4.

To highlight the looseness effects, the calculation corrections concerning both the bend-
ing moment Mmid developed at the middle of the beam and the maximum deflection vmax
of the beam are computed with Equation (16) and Equation (17), respectively, with respect
to the case of the beam for which the looseness effects of the beam-upright connectors are
neglected. The results regarding the calculation corrections are summarized in the last
two columns of Table 4. It is remarked that the maximum corrections for both the bending
moment developed at the midpoint of the beam and the maximum deflection are recorded
for the beam-connector-upright assembly, having the code 0-II-5T.

4. Discussion

In order to interpret the effect of the looseness that occurred at beam-to-upright
connections, on the size of the corrections concerning the calculus of both the bending
moment Mmid developed at midpoint of the beam and the maximum deflection vmax of the
beam, with respect to the type of the upright and with respect to the rotational stiffness km,
it is used for the plots shown in Figures 13 and 14.
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CORRMmid = 0.0334km + 0.0201
R² = 0.9704

CORRMmid = 0.0288km − 0.0227
R² = 0.9387

CORRMmid = 0.0192km
R² = 0.9446
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Figure 13. Variation of the calculation correction concerning the bending moment developed at
midpoint of the beam related to the rotational stiffness km of the connection for each type of the
upright involved.
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Figure 14. Variation of the calculation correction concerning the maximum deflection of the beam
related to the rotational stiffness km of the connection for each type of the upright involved.

In Figures 13 and 14, the results regarding the corrections are approximated by us-
ing linear functions with respect to the rotational stiffness, km, for each type of upright
involved in this study. The least squares method was used for approximation of data in
both Figures 13 and 14, where the value R2 close to 1 shows that the data are accuracy ap-
proximated. It is observed that for close values of the rotational stiffness km, the correction
is even greater the thinner the wall thickness of the upright. Those functions shown in
Figure 14 could be used in further research to evaluate the size of the corrections, which
should be considered in calculation of the maximum deflection vmax by considering the
looseness effect for a certain type of beam-to-upright connection with tabs. Of course,
the approximation functions shown in Figures 13 and 14 only cover the beam-to-upright
connections involved in this study.

In Figure 15, the ratio between the bending moment developed at the midpoint of
the beam computed by considering the looseness effect of the connection and the same
quantity computed without considering that effect is plotted with respect to the rotational
stiffness km, with two different colors to highlight the effect of the type of the connector. It
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may be observed that this ratio is greater for the connector 5T, having five tabs compared
to the connector 4T with four tabs.
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Figure 15. Variation of the ratio Mmid, t/Mmid related to the rotational stiffness km of the connection
for each type of tabs connector involved.

In a similar way, in the plot shown in Figure 16, it is remarked that the ratio between
the maximum deflections computed by considering and without considering the looseness
effect is in the range 1.016–1.029 for the connector 4T (with four tabs), while this ratio is in
the range 1.025–1.052 for the connector 5T (with five tabs).
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Figure 16. Variation of the ratio vmax, t/vmax related to the rotational stiffness km of the connection
for each type of tabs connector involved.

The reliability in results concerning the looseness effects could be affected by the
magnitude of the vertical load applied to the beam in operation of the storage racking
system. Plastic deformation of the tabs of the connector, caused by dynamical loads
(earthquake, cyclic loading) applied in the past, could also influence the looseness angle of
the tabs connection. Jovanovic et al. [28] have already shown that cyclic loading applied to
the beam-to-upright connection of the steel racking systems lead to the increasing of the
looseness angle. As a result, the looseness effects on both the deflection of the beam and
strength capacity of the beam are much more pronounced in the case of dynamic loading.
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5. Conclusions

This paper presents the results experimentally obtained for the looseness angle Φl
according to the methodology of the European standard 15512 [2], recently updated, for
different beam-connector-upright assemblies. Moreover, the effects of the looseness that
takes place in connection are evaluated and interpreted concerning the values of the
maximum deflection of the bearing beam of the racking pallets system and considering the
bending moment developed at the midpoint of that beam.

It may be concluded that there are maximum calculation corrections of 2.99% and
5.16% for the bending moment developed at the midpoint of the beam and for the maximum
deflection, respectively, computed by considering the looseness effect with respect to the
same quantities computed without considering the looseness effect.

The graphic interpretation of the results proves that the corrections regarding both
the bending moment developed at the midpoint of the beam and the maximum deflection
are all the more significant the thinner the upright wall. It is also remarked that the ratio
between the maximum deflections, computed by considering and without considering the
looseness effect, is greater for the connector 5T than for the connector 4T.

In practice, the design engineers should take into account the looseness effects on the
maximum deflection of the bearing beam of the racking pallets systems and also on the
bending moment developed at the midpoint of the beam, especially for values greater than
80 kN·m/rad of the rotational stiffness of the connection.
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Abstract: Tensile uniaxial test is typically used to determine the strength and plasticity of a material.
Nominal (engineering) stress-strain relationship is suitable for determining properties when elastic
strain dominates (e.g., yield strength, Young’s modulus). For loading conditions where plastic
deformation is significant (in front of a crack tip or in a neck), the use of true stress and strain values
and the relationship between them are required. Under these conditions, the dependence between
the true values of stresses and strains should be treated as a characteristic—a constitutive relationship
of the material. This article presents several methodologies to develop a constitutive relationship
for S355 steel from tensile test data. The constitutive relationship developed was incorporated
into a finite element analysis of the tension test and verified with the measured tensile test data.
The method of the constitutive relationship defining takes into account the impact of high plastic
strain, the triaxiality stress factor, Lode coefficient, and material weakness due to the formation of
microvoids, which leads to obtained correctly results by FEM (finite elements method) calculation.
The different variants of constitutive relationships were applied to the FEM loading simulation of the
three-point bending SENB (single edge notched bend) specimen to evaluate their applicability to the
calculation of mechanical fields in the presence of a crack.

Keywords: S355 steel; uniaxial tensile test; strength properties; true stress-strain relationships

1. Introduction

The most fundamental test performed to define strength characteristics and plasticity
of the material is a uniaxial tensile test. On the basis of this test, the basic material
characteristics used in engineering methods of structural strength analysis are determined:
yield strength σYS, longitudinal elasticity modulus E (Young’s), ultimate tensile strength
σUTS, and plasticity characteristics-relative elongation A and relative necking Z [1,2]. The
most important and most often used are Young’s modulus E and yield strength σYS. The
currently applied methods of strength analysis are developed based on the assumption
that in the material there is a linear-elastic relationship between stress and stress (σ = Eε),
and the yield strength is a quantity that limits the scope of applicability of this linear
relationship (σ ≤ σYS). It should be noticed that ultimate tensile strength σUTS, plasticity
characteristics: relative elongation A and necking Z play rather an auxiliary role; they
enable one to qualitatively assess which material is stronger or more plastic.

However, in the case of strength assessment of components containing crack-like
defects, high-stress concentration is observed near the crack tip, the intensity of which
reaches several times the values of the yield strength. Moreover, the size of the plastic zone
significantly exceeds the one permissible as specified in the requirements of linear fracture
mechanics. In this situation, while performing strength analysis, it is essential to apply
the model of the non-linear material and defined the relationship between true stress and
strain values.
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Defining the relationship between true stress-strain, also called the constitutive equa-
tion, requires establishing the critical stress and strain of the material. Different methods
used to define such relationships were analyzed in the articles [3–6]. However, in sum-
mary, the authors of the paper [4] came to the conclusion that, up to date, no uniform
and unequivocal method for determining the true stress-strain relation of the material
was suggested.

To create a true stress-strain relationship of the material, the data from the uniaxial
tensile test are needed. Until the specimen reaches the maximum strength (until necking
starts), there is a uniform elongation of the testing coupon of the specimen, and true stress
and strain are calculated building upon nominal values based on the Equation (1):

εt = ln(1 + εn); σt = σn(1 + εn) (1)

During neck formation, the material is deformed unevenly, and different levels of
stress and strain occur in various cross-sections of the specimen; the maximum values are
in the minimum cross-section of the neck. To determine stress and strain in the minimum
cross-section of the neck and, based on their basis, define a relationship of true stress-strain,
different methods were developed and proposed.

The approach based on the correlation of stress level in the neck bottom with the use
of Bridgman’s equation [7] does not enable the assessment of the plastic strain and does
not involve material hardening. The extrapolation of the stress-strain relationship obtained
as a result of fitting the true stress and strain values by power function over the section of
uniform elongation the specimen is frequently applied. The above-mentioned approach
is also not suitable since the true stress-strain relationship during necking is described
rather by a linear function, not by a power function. More information on this topic is
provided in the further part of this paper. Methods for establishing the true stress-strain
relationships based on the iterative adjustment are also in use. In this approach is believed
that the relationship is true when the numerically calculated load curve of the specimen is
compatible with the diagram obtained during the uniaxial tensile test [8–12].

In the method of defining the constitutive relationship of a material developed by Bai
and Wierzbicki [13–15], it was proposed to take into account the influence of characteristic
values of the stress field-the stress triaxiality coefficient, Lode coefficient, and the plastic
strain of a material. In the articles of Neimitz et al. [16–18], some modifications of the
Bai and Wierzbicki method were introduced. They allowed for taking into account the
emerging inhomogeneity of the material in the areas of high levels of plastic deformation.

The knowledge of constitutive relation is necessary at determining the mechanical
fields in elements containing the crack-type defects or sharp notches, where are high level
of concentration stress and strain. The obtained values of strain and stress distributions
will depend on the correct determination of the material constitutive relationship, which
has an impact on the assessment of strength and safety using of the elements [19–22].

The problem of the influence of material inhomogeneity on the process of its destruc-
tion is also analyzed in the model known as GNT (Gurson-Needleman-Tvergaard) [23–28].
In the GTN model, the process of void nucleation—growth—coalescence is directly taken
into account using certain postulated functions, but the functions must be properly cali-
brated by experimental and numerical testing.

This article presents experimental and numerical research, the main goal of which
was to determine the constitutive relationship between the true strain and stress of the
material. The paper addresses test results obtained by the authors on S355 steel of ferrite-
pearlite microstructure, although similar results were obtained for other types of ferritic
microstructure [29,30]. The results concern the application of different test methods to pro-
vide the true stress-strain relationship, including evaluation of the specimen cross-section
reduction using the voltage potential change method and video recording; microstructural
and fractographic tests carried out with a scanning microscope. Numerical modeling and
calculation of stress and strain fields at loading specimen containing crack (SENB) were
performed for verification of the constitutive relations correctness.
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2. Materials and Research Methods

The material used in tests is S355 steel (former symbol—18G2A steel). It is a structural
steel similar to ASTM A765. The chemical composition of S355 steel is presented in
Table 1 [31]. It is a low carbon structural steel with a medium level of strength characteristics
and suitable weldability. The steels of this grade are widely applied to construct different
types of building structures, tanks, and pipelines [32,33]. A laboratory heat-treatment was
conducted on specimen sections to reduce the influence of the thermomechanical treatment
used during the production of elements in steel plants. The specimens were normalized by
annealing it for 20 min at the temperature of 950 ◦C, and next cooled in the air. Due to such
processing were obtained of ferrite-pearlite microstructure (FP), with grain size of 7–20 μm
(Figure 1), in the specimens.

Table 1. Chemical composition of S355 steel (weight %).

C Si Mn Cr Ni S P

0.18 0.2–0.5 1.5 max. 0.003 max. 0.003 max. 0.004 max. 0.004

  
(a) (b) 

Figure 1. Steel S355 of ferrite-perlite (FP) microstructure: (a) ×1000; (b) ×5000.

The uniaxial tensile test in laboratory conditions (at 20–22 ◦C) was conducted on
standard five-fold cylindrical specimens with an initial diameter d0 of 5.0 or 10.0 mm. Tests
were performed with the use of a Zwick-100 testing machine (ZwickRoell, Ulm, Germany)
with an electrodynamic drive, equipped in the automated system of loading control and
data recording in real-time. The signals of the load force and elongation of the measuring
distance were recorded in all tested specimens. In addition, in order to determine the
minimum diameter of the specimen, video recording of the neck zone was performed
during its elongation, as well as the potential of voltage change [34,35]. The details of
this research would be presented in the next chapters of this article. In addition, to define
the changes in the microstructure by different strain levels, some tested specimens were
subjected to metallographic and fractographic testing on a scanning electron microscope
(SEM, JEOL, Zaventem, Belgium) JSM-7100F. Tensile specimens and specimens containing
cracks loaded by three-point scheme bending (SENB were also modeled and analyzed
using the program for numerical testing ABAQUS (ver. 6.12-2, 3DASSAULT SYSTEMES,
Vélizy-Villacoublay, FR-78, France).

3. Experimental Research

Nominal stress-strain curves with Luder’s yielding strain plateau were obtained for
tested S355 steel (Figure 2). Based on nominal values, true stress and strain values were
calculated in the range of uniform elongation (Equation (1)), and they were fitting by the
power function, Equation (2):

σt = α·(εt)
n (2)
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(a) 

 
(b) 

Figure 2. The stress-strain plots for specimens of S355 steel: (a) nominal values; (b) true values.

The appropriate values of strength characteristics and plasticity obtained based on
nominal and true data are present in Table 2.

Table 2. The strength and plasticity properties of S355 steel.

S355 Steel
σYS_L, (MPa) σYS_H, (MPa) σUTS, (MPa) E, (GPa) n A5, (%)

Nom. True Nom. True Nom. True Nom. True Nom. True Nom.

Average 366.7 368.3 377.5 380.0 489.6 596.9 200 201 7.89 4.78 37.23
Maximum 375.7 379.5 381.9 392.0 495.6 613.3 203 204 8.93 5.08 40.45
Minimum 353.3 356.7 357.6 362.7 479.6 587.9 198 198 6.96 4.28 35.12

3.1. Assessment of Material Strain

Metallographic examinations were conducted on specimen sections made in an axis
plane, which was polished and etched with a solution of 3%HNO3. The aim of this
research was to determine the changes in the strain-induced material microstructure. The
microstructure was observed along the specimen axis at a different distance from the
fracture plane. The exemplary images taken at different distances from the fracture surface
are shown in Figure 3. The images provided clearly saw the differences in the material
microstructure. With the approaching proximity to the specimen fracture plane, the grains
become more stretched out in the direction of specimen tensile force.

It is easy to notice that the grains elongation near the fracture plane is several times bigger
as compared to the material undeformed in the gripping section of the specimen. Grains
measurement was performed on the microstructure images obtained at the appropriate
distances from the fracture in order to determine the quantitative values of deformed material.
The measurements were conducted in accordance with the norm requirements [36]. The
statistical analysis of data was performed next. The exemplary histograms of the grain length
of the microstructure of S355 steel in different distances from the fracture plane and the
statistical normal distribution of grain size are shown in Figure 4.

  
(a) (b) 

Figure 3. Cont.
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(c) (d) 

  
(e) (f) 

Figure 3. Deformed microstructure of S355 steel at different distance from the fracture plane:
(a) 17 mm (undeformed material); (b) 7 mm; (c) 4 mm; (d) 2 mm; and (e,f) 0.1–0.2 mm.

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 4. Histograms and graphs for normal distributions of grain length at different distances from the
fracture plane of the specimen: (a) 17 mm; (b) 10 mm; (c) 5 mm; (d) 3 mm; (e) 2 mm; and (f) 0.1 mm.

The average grain size in the appropriate distance from the fracture plane was
determined based on the statistical normal distribution (Figure 5a). The knowledge
of the average grains size enabled to define the grain deformation at appropriate dis-
tances from specimen fracture plane. Strain in the appropriate point was calculated as:
εi_11 = (li_11 − l0_11)/l0_11, where l0_11 and li_11—are average grains size in the undeformed
and deformed state. The strain distribution depending on the distance from the fracture
plane, which was obtained based on grain measurements, is shown in Figure 5b. Strain
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achieves the maximum value directly near the fracture plane, so that is why the strain
level in this region was assumed to be critical. Based on the conducted measurements—
εc1_11 = 2.80–3.10 = 280–310%. In a similar way, strains in the perpendicular direction
(radial) εi_22 and critical value were determined as εc_22.

  
(a) (b) 

Figure 5. Graphs of changes in ferrite grain length (a) and strain level (b) in a uniaxially tensile
specimen made of S355 steel.

The strain level also can be determined with the assumption that the strain is the ratio
of the increase in ΔΔLi to the length of the measuring section ΔLi0, in the case when the
length of the segment ΔLi0 tends to an infinitely small value d:

ε = lim
ΔLi0→d

(
ΔΔLi
ΔLi0

)
(3)

where: ΔΔLi = ΔLi − ΔLi0; ΔLi0—length of the testing segment before tensile test, ΔLi—
length of the testing segment after tensile test; d—this value can be equated with the
microstructure size, namely the size of the grain.

In this approach, the critical level of strain, εc2_11, was determined by extrapolating
the fit function to the size of the deformed ferrite grain. In this approach, the measuring
segment of the tested specimen was divided into equal sections by plotting marks, every
2.5 mm, as is illustrated in Figure 6. When the test was performed, the elongation of each
section was measured, and the ratio of elongation to the initial length of sections of various
lengths ΔΔLi/ΔLi0 was determined and presented the dependence of these ratios to the
length of the initial sections (Figure 6). For example, the photo shows two sections with
initial lengths ΔLi0 = 5 mm and 15 mm. The next extrapolation of the fit function to the
ferrite grain size level (40–42 μm) allows us to estimate the critical deformation value:
εc2_11 ≈ 2.88.

 

Figure 6. The scheme presents the measurement of strain in a uniaxial tensile test of the specimen (in
the photo) and the obtained strain values together with the fitting function.
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So, the two approaches presented above are lead to obtaining similar critical strain
values from the range of: εc_11 = 2.80–3.10.

3.2. Assessment of the Actual Minimum Diameter of Specimen

During the uniaxial tensile test, the minimum cross-sectional area in the neck per-
manently changes. To calculate the actual stress in the specimen at uniaxial tensile, it is
necessary to know the area of the minimum cross-section of the neck. Two methods were
used for this purpose. In the first, video recording of the tensile process was used to record
the size of the minimum diameter in time (Figure 7). That allowed to calculate the value
of the actual stresses σa as the ratio of the actual value of the force to the actual value of
the minimum cross-section area S. The stress value at the moment of specimen fracture,
determined by this method, is σc1 ≈ 1275–1300 MPa.

   
(a) (b) (c) 

Figure 7. Examples of forming neck during specimen tensile (recorded by video-camera Olympus):
(a) ~250 s, start of necking; (b) ~350 s; and (c) ~450 s, before specimen fracture.

Using video recording also allowed us to establish the elongation of the measured
sections in time. On the basis of these measurements, the actual strain values occurring in
the specimen tensile process were estimated. This allowed us to present the stress-strain
diagram for true values, assuming that σa = σt (Figure 8). Based on these results, the
stress-strain relationship for actual values on the neck forming section can be described by
a linear function.

 
(a) (b) 

Figure 8. (a) Reduction in the specimen cross-sectional area S and increase in stresses σa during
loading; (b) the stress-strain plots for nominal and true values.

The second method used to estimate the minimum cross-sectional area was the method
of recording the change of the electric voltage potential measured on the tested sample
section. This method is often used for determining length or increment of cracks growth
in quasi-static or fatigue tests [34,35]. The relationships between the change in nominal
stresses (σn-t) and the potential value (ΔV-t) over time are shown in Figure 9a. When the
specimen is tensile, the values ΔV significantly increase and is inversely proportional to
the specimen minimum cross-sectional area S.
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(a) (b) 

Figure 9. (a) The graphs of nominal stresses, potential increase, and minimum specimen cross-section
during the tensile test; (b) the graphs of nominal and true stresses as a function of nominal strain.

The stress diagram σa obtained as the ratio of the actual force values to the minimum
cross-sectional area is shown in the Figure 9b. The true stresses increase during specimen
tensile and reach a critical value at the moment of specimen breaking at the level of
σc2 ≈ 1870–2000 MPa. These values are higher as compared to those obtained via the
method for determining cross-sectional area with video recording—σc1 ≈ 1275–1300 MPa.
The reason for this difference will be analyzed in the further part of this article.

3.3. Numerical Analysis of Stress-Strain State

The results obtained in the experimental tests followed the creation of stress-strain
relationships of the tested material. The use of various research methods has led to the
presentation of several different variants of the stress-strain relationship of a material. The
constitutive stress-strain relationships were defined on the basis of the obtained characteris-
tic values εc and σc. The correctness of the material relationship was verified by entering it
into the numerical model of the specimen that was subjected to the uniaxial tensile test. The
result, in the form of the force-elongation relationship of the specimen, obtained by calcu-
lating with the use of the finite element method (FEM), was compared with the relationship
recorded during the test. The suitable compatibility of graphs obtained by calculation and
experimental test should indicate a correctly defined material constitutive relationship.

3.3.1. Numerical Modeling

The numerical modeling of specimens was performed in the ABAQUS program. Due
to the fact that in the uniaxial tensile specimen, an axisymmetric state occurs, the model
of 1

4 specimen, which is shown in Figure 10a, was used for the calculations. The load was
applied by displacement of the plane of the specimen grip according to those recorded
during the experimental tests (Figure 10a). The four-node finite elements were used in
the mesh. The mesh was condensed along with the approaching to the blocked radial
edge. The selection of the size of finite elements and the change in mesh condensation
was preceded by initial calculations in order to obtain the convergence of the results. An
enlarged fragment of the concentrated undeformed mesh near the blocked plane is shown
in Figure 10b, and the same deformed fragment, in Figure 10c.

Numerical calculations were performed to determine the stress and strain distributions
in front of the crack tip. The FEM calculations have been realized on the numerical model
of the SENB (single edge notched bend) specimen by using the Abaqus program. The
dimensions of the SENB specimen were as follows: W = 24 mm, S = 96 mm, B = 12 mm,
a0/W = 0.55. The 1/4 of the numerical specimen was modeled due to the occurrence
of symmetry. The SENB specimen was divided into 21 layers in thickness direction.
The eight-node three-dimensional elements were used in the calculation. The possibility
of transference was blocked according to the scheme shown in Figure 11 (enabling the
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movement of the cracked part of the XOZ specimen, blocking the possibility of movement
of the uncracked part of the XOZ specimen along the y-axis, blocking the possibility of
moving the central plane of the XOY specimen along the z-axis, blockage of the lower
roller). The density of the elements net increases in the direction to crack tip. The crack
tip was modeled as an arc of 0.012 mm in the radius. The selection of the finite element
size and the partition of the specimen into layers was preceded by preliminary analyses
in order to achieve convergent analysis results with the appropriate quality of the finite
element mesh.

   
(a) (b) (c) 

Figure 10. Numerical model of the tensile specimen (a); undeformed mesh fragment near blocked
plane (b); deformed mesh fragment near blocked plane (c).

 
(a) (b) 

Figure 11. Numerical model of SENB specimen: (a) scheme of the boundary conditions; (b) scheme
of the mesh.

3.3.2. The Stress and Strain Distributions in the Neck of the Tensile Specimen

Three variants of the material stress-strain relationships were investigated in a numer-
ical simulation. The constitutive relationship used as the first variant (var. 1) is presented
by a stress-strain diagram with critical values: εc = 3.2 and σc = 1300 MPa (Figure 12a).
For the second variant (var. 2), a constitutive relationship was assumed for the critical
value of stress at σc = 2000 MPa and strain of εc = 3.2 (Figure 12b). The calibration method
of the constitutive dependence of material suggested by Bai and Wierzbicki [13–15] with
the modification of Neimitz et al. [16,17] was also verified (var. 3; Figure 12c). In the Bai
and Wierzbicki method, the influence of the stress triaxiality factor in the specimen is
taken into account during calibrating of the material constitutive relationship. In turn, the
modification proposed by Neimitz takes into account the weakening of the material at the
expense of the formation of voids during the neck formation. These suggestions will be
further talked over in the Discussion chapter.

The comparison of the curves obtained experimentally and the calculated by FEM
for the tensile-loaded specimens are shown in Figure 12d–f. The curve FEM calculated is
lower than the experimental one in an interval corresponding to the necking zone for var. 1,
Figure 12d. The difference between these curves increases with the necking intensification.
Thus, the obtained result indicates that the constitutive relation (var. 1) is not properly.
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(a) (b) (c) 

   
(d) (e) (f) 

Figure 12. The stress-strain graphs for: (a) var. 1, (b) var. 2, (c) var. 3, and suitable numerical and experimental force-
elongation curves for: (d) var. 1, (e) var. 2, and (f) var. 3.

For var. 2 and var. 3, the experimental and computational curves are very close to
each other, and they almost overlap (Figure 12e,f). This means that the constitutive relations
with the proposed parameters are correct.

An important aspect, which should be taken into consideration, is the character of
fracture surface in a specimen subjected to the uniaxial tensile test. The specimen break
surface shows two areas, which differ in fracture mechanism (Figure 13). In the central
part of the fracture surface is observed zone with radius r2 called the “cup bottom”, which
is perpendicular to the specimen axis. That zone consists of many small areas where the
fracture process developed mainly according to the void growth and shear mechanisms.
While, near the side surfaces of the specimen, the crack development follows along quasi-
conical surface mainly according to the shear mechanism. The outside radius (r1) measured
in the neck includes these two areas.

The critical stress level calculated as the force value at fracture to the surface of the
inner region leads to the results in the range of 2100–2300 MPa, which is higher than the criti-
cal stress value obtained by the method for changing the voltage potential (1870–2030 MPa).
Direct application of such a relationship in numerical calculations leads to obtaining values
higher than the experimental ones (blue symbols in Figure 12c). However, carrying out
calibration taking into account the state of stresses and strains as well as the material
weakening (var. 3) leads to the obtaining of computational results consistent with the
experimental ones (red symbols in Figure 12c).

3.3.3. Stress and Strain Analysis in Crack Front of the SENB Specimen

Calculations of mechanical fields for the model of the SENB specimen also were per-
formed in order to check the correctness of the results obtained by using different consti-
tutive relations (var. 1, var. 2, and var. 3). For the select point of the specimen deflection
(Δu = 1.2 mm), the distributions of the stress and plastic strain in front of the crack tip are
presented for the symmetry plane of the SENB specimen, where the highest values occurred
(where: σ11—in the direction of crack growth, σ22—in the direction of perpendicular to the

206



Materials 2021, 14, 3117

crack plane, σ33—in the direction of the specimen thickness). The stress component σ22 and
plastic strain εpl have a dominant role in fracture process initiation [37–41].

 

Figure 13. View of break surface of the tensile specimen (a) and a scheme of the break plane profile (b).

In plastic strain distributions εpl, the differences are insignificant, while in stress
distribution, they are visible (Figure 14). It is clearly noticeable that stress components
obtained using a constitutive relationship of var. 1 demonstrate a significant deviation
from the results computed of var. 2 and var. 3, especially in of σ22 and σ33 distributions
(Figure 14c,d). In the vicinity of the crack tip, where the highest strain levels are observed,
the differences are 100–150 MPa. While receding from the crack tip and along with the
decrease in the strain level, the difference between stress distributions determined by
assuming various constitutive relations is on the decrease. Thus, the using the constitutive
relation of var. 1 in calculations leads to obtaining incorrect stress values, especially in
high-strains zone near the crack tip.

  
(a) (b) 

  
(c) (d) 

Figure 14. The distributions of plastic strains (a) and of stress components (b–d) in front of the crack
calculated by means of FEM.
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The stress distributions σ22 and σ33 were calculated according to constitutive rela-
tionships of var. 2 and var. 3 overlap everywhere except the area near the crack tip. The
differences in stress distribution curves are observed for σ22 stress (Figure 14c). They are
due to different assumptions in defining constitutive relations in var. 2 and var. 3. This
problem will be discussed in detail in the Discussion chapter below.

4. Discussion

The comparison of the results obtained according to FEM with the experimental
results shows that for the correct numerical mapping of the specimen load, the proper
definition of the stress-strain relationship of the material is of key importance. However,
only the verification carried out using FEM calculations allows indicating the proper of
constitutive relation.

The results received according to the methods for determining the constitutive rela-
tionship for var. 2 and var. 3 are similar to each other, although they are based on different
approaches. In the var. 3 method, developed by Bai and Wierzbicki [13,14], the constitutive
relationship is defined based on the characteristics of the stress field, Equation (4):

σyld = σ(εp)
[
1 − cη(η − η0)

][
cs

θ + (cax
θ − cs

θ)

(
γ − γm+1

m + 1

)]
(4)

where:

• σ(εp)—the function that describes the true stress-strain relationship, which is obtained
experimentally during the tensile test;

• η—triaciality stress factor: η = σm
σe

; σm = 1
3
(
σxx + σzz + σyy

)
; σe—effective stress; η0—

the reference factor of the triaxial stress factor in the calibrated specimen (for uniaxial
tensile specimen—0.33);

Quantities cη , cs
θ , cax

θ , m are usually determined experimentally. Quantities cs
θ , cax

θ are
related to the Lode angle value: θ (cax

θ = ct
θ for θ ≥ 0, cax

θ = cc
θ for θ < 0);

The function γ is calculated from the Equation (5):

γ = 6.46[sec(θ − π/6)− 1] (5)

Lode angle is calculated from the Equation (6):

θ = 1 − 6θ

π
= 1 − 2

π
arccosξ (6)

where:

ξ = L
9 − L2√
(L2 + 3)3

(7)

where L is the Lode parameter, calculated from the formula:

L = −2σI I − σI − σI I I
σI − σI I I

(8)

where: σI is the biggest and σIII the smallest component of principal stress.
In articles Neimitz et al. [16–18], modification of the factor cη was suggested, which

considered the increasing effect of material weakness along with the increased level of in
high plastic strain, Equation (9):

cη
′ = cη

[
1 + H

(
εpl_0

)(
εpl_i − εpl_0

)]α
(9)

where:
εpl_0—plastic strain level, by which the onset of void coalescence takes place;
α—the exponent takes values in the range from 5.0 to 6.0;
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H(εpl_0)—is a Heaviside function.
The process of nucleation, growth, and coalescence of voids in the material was

confirmed by SEM tests of microsection of specimen axial plane after uniaxial tensile
(Figure 15). The increase in the number and the size of voids was observed while ap-
proaching the plane of specimen fracture plane, where the plastic strain increases, which
qualitatively confirms the correctness of modification introduced by Neimitz et al. [16].
A detailed description of determining the quantities used while defining the constitutive
relation according to var. 3 on specimens made from S355 steel with different geometrical
shapes was described in papers [17,18].

  
(a) (b) 

Figure 15. Development of voids in a uniaxially tensile specimen: (a) ~1.0 mm since the fracture
plane; (b) directly at the fracture plane.

FEM results similar to var. 3 were obtained using the stress-strain relationship defined
on the basis of determining the minimum cross-section of the specimen using the change
in voltage potential (var. 2). On the other hand, the results obtained by applying the
stress-strain relationship for var. 1, which was defined based on the data of the specimen
outside diameter, differ significantly from data for var. 2, var. 3, and of the experiment.
Such a result indicates that the true stress determined based on the measurement of the
outside minimum diameter in the neck of the specimen is incorrect.

The stress triaxiality factor, Lode coefficient, and effect of material weakness in high-
strain zones were taken into consideration when determining the constitutive stress-strain
relationship for var. 3. However, when defining a constitutive dependency for var. 2
indirectly, only the material weakening effect has been taken into account, while changes
in the stress triaxiality factor and Lode coefficient are not taken into account. The impact of
the stress triaxiality factor and Lode coefficient is revealed at high-strain levels when the
plastic fracture mechanism occurs through the growth and coalescence of voids; thus, the
differences in stresses are recorded for true plastic strains εpl ≥ 0.4.

The calculation of stress distributions by means of FEM indicates that the use of the
constitutive stress-strain relationship according to var. 3 leads to obtaining the correct
results in the entire diapason of strain values the material. In the case of using the constitu-
tive relationship according to var. 2, the results convergent with var. 3 were received for
range εpl < 0.4, which corresponds to strain up to the beginning of the neck formation for
the specimen uniaxial tensile.

The presented approach to defining the constitutive relationship of the true stress-
strain of the material allows for the analysis of mechanical fields in areas with very high
levels of plastic strains. In tests carried out by the authors, the material weakness effect
due to the voids growth was noticed in different types of ferritic steels in tensile and
bending tests (Figures 15 and 16) [17,30,42]. The presented method, as well as the GNT
method [23–28], allow for the accurate analysis of mechanical fields in areas with very
high levels of plastic strain, where the material is no longer actually homogeneous. The
problem related to carrying out numerical calculations and determining the distribution of
mechanical fields before the tip of crack-type defects is a very important aspect on which
the local approach to the analysis of the strength of structural elements is based [43–47].
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(a) (b) 

Figure 16. Deformed and damaged material in front of crack tip in SENB specimen: (a) S355 steel;
(b) 14MoV6 steel.

5. Summary

This article presents the procedure of defining the true stress-strain relationship. For
this purpose, it is necessary to take into account the coefficient of stress triaxiality, Lode
coefficient, and the phenomenon of material weakening as a result of the development
of microvoids. In addition, there is necessary to determine a key material characteristic—
critical values of strain and stress. To determine the constitutive relationships of steel S355
during tensile loading, the following characteristics should be received.

Material critical strain value—εc. This quantity can be obtained based on the meth-
ods described in the article.

• According to the metallographic method based on strain measurement of the material
microstructural component—grains;

• According to the method basing on the extension measurement of the decreasing
segment of the specimen with the further extrapolation of the fit function to the level
corresponding to the grain size of the material. Applying video recording during the
uniaxial tensile test enables us to estimate true strain values for each moment of neck
formation and not only for the critical when fracture occurs.

Both of these methods can be simultaneously applied during uniaxial tensile on the
same specimen. The critical strain level evaluated by using the above-mentioned methods
is obtained as an estimated value, thus adopting various approaches allows us to compare
the result and its supplement and increase the probability of correctness.

Material critical stress value—σc. The article presented a few methods of determin-
ing this quantity and carried out verification of its correctness.

• Seemingly the simplest—the force divided by the full cross-section in fracture moment
of the specimen does not lead to obtaining the correct material constitutive relationship,
which has been confirmed by verification performed by FEM calculations;

• The critical stress values obtained based on the change electric voltage method allow
us to obtain the material constitutive relationship, which leads to convergence of the
experimental and calculated force-displacement relations.

The use of the constitutive relationship defined by method, which takes into account
the impact of high plastic strain, the stress triaxiality factor, Lode coefficient, and material
weakness due to the growth of microvoids, allowed proper results in numerical modeled
uniaxial tension test and in the test of bending of the specimen with crack (SENB).
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Abstract: The paper analyzes losses during the development of low-value water-soluble ore deposits.
The importance of development systems with backfill is shown. The use of industrial wastes of
water-soluble ores to replace specially produced inert components in the preparation of backfill seems
to be a good way to utilize them. The aim of the work was to create a fill mass with improved strength
properties based on industrial wastes of water-soluble ores activated with a nanomodifying material.
The characteristics (chemical and granulometric compositions) of an aggregate of the backfill based on
the waste from enrichment of water-soluble ores are given. The validation of the hardening mixture
compositions for various mining systems was carried out considering: the specified strength, the
time of the artificial mass erection, the time to achieve the required strength properties of the material,
which determine the possible intensity of the mining operations; method of transporting the backfill.
The expediency of using a multilayer fulleroid nanomodifier astralene as a nanomodifying additive
has been proved. The effect of the backfill activation with a nanomodifying additive, astralene, on
the structural changes of halite wastes from the halurgic enrichment of water-soluble ores (potash)
was investigated. To study the strength properties of the fill mass, the comparative analytical method
was used. The strength properties of the backfill were measured in standard test periods, taking
into account the intensity of hardening of the backfill material (after 7, 14, 28, 60, 90 days). To
obtain reliable results, 10 backfill samples were tested at each of the scheduled dates. The shape and
chemical composition of crystalline new forms were studied. Studies were performed using X-ray
phase analysis and scanning electron microscopy. As a result of uniaxial compression of hardening
backfill samples, the dependence of the ultimate strength on the astralene content and the hardening
time were established. It has been experimentally proved that the use of a nanomodifying additive,
astralene, in the backfill allows an increase in the strength properties of the created artificial mass by
1.76–2.36 times while reducing binder consumption.

Keywords: waste from enrichment of water-soluble ores; artificially supported mining method;
backfill; activation; nanomodifier astralene; ultimate compressive strength

1. Introduction

The growth of the world’s population more than twofold, from 3 billion people in 1960
to 7.7 billion people at present, has entailed a forced increase in agricultural production [1,2].
This has led to increased consumption of mineral fertilizers [3–5]. The growing demand
for mineral fertilizers has required an increase in the production capacity of enterprises
producing potash fertilizers [6]. Increasing the production of this type of fertilizer requires
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an increase in the extraction of potash salts at mining enterprises, which involves a larger
amount of reserves in the development.

The increased consumption of potash fertilizers implies the intensification and growth
of potash salt extraction, which in turn predetermines the high rates of geotechnology
development in general. All of this is accompanied by industrial and environmental risks
and induced disasters.

One of the world’s largest deposits of potassium–magnesium salts is located in the
Russian Federation, in the Perm Territory (59◦35′36′′ N 56◦48′36′′ E) (Figure 1).

Figure 1. Location of the Verkhnekamsk deposit.

The Verkhnekamsk potassium–magnesium salt deposit is the main component of the
Solikamsk potassium-bearing basin, located in the left-bank part of the Kama river valley.
In the north, this deposit is limited by Lake Nyukhti, located in the Krasnovishersk region;
in the south, it extends to the Yayva river basin. The length of the explored part of the
deposit from north to south is 140 km, and from west to east, about 60 km. The thickness of
the ore-bearing strata is about 80 m, and its depth is 400 m. Potash horizons are represented
by alternating red layered sylvinites with rock salt interlayers. The thickness of individual
potash strata ranges from 0.75 to 5 m.

The salt stratum with a total thickness of up to 550 m is subdivided (from bottom to
top) into underlying rock salt (URS-P1br2), potash deposits (P1br3) consisting of sylvinite
(SZ) and carnallite (CZ) zones and mantle rock salt (MRS-P1br4) (Figure 2).

All of the main reserves of the Verkhnekamsk potassium–magnesium salt deposit are
located on the left bank of the Kama River. There is a small area on the right bank. The total
area of the basin is more than 6.5 thousand square kilometers.

The Verkhnekamsk deposit was discovered in 1925, and development has been carried
out by the underground method since 1934. Development centers are concentrated in the
area of Solikamsk and Berezniki cities (Figure 3). At present, stope and pillar mining is
used for the Verkhnekamsk deposit development.

On the basis of the above, creation of nanomodified backfill based on the tailings
from enrichment of water-soluble ores, that allows replacing the traditional technology of
water-soluble ore mining with a safer one and obtaining an environmental and economic
effect, seems to be a very urgent task.

Stope and pillar mining are characterized by high mineral losses. This technology
is most often used in the development of water-soluble ores with low value. Extraction
of water-soluble ores is characterized not only by high losses (up to 65%) [7] of minerals
left in pillars, but also by the formation of a large amount of waste generated during the
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extraction and processing of water-soluble ores. The volume of the generated waste is
60–70% of the total volume of the extracted ore mass [7].

 

 1—clay 
 2—marl 

 3—rock salt 

 4—carnallite rock and rock salt 

 5—sylvanite and rock salt 

 6—mudstone 

 7—dolomite 

 8—limestone 

 9—anhydrite 

Figure 2. Stratigraphic section of the halogen formation of the Solikamsk depression.

 
Figure 3. Location of the Verkhnekamsk deposit in the Perm Territory.

215



Materials 2022, 15, 3689

The plasticity of natural salt pillars causes deformation changes in them, which leads to
their destruction [7]. Destruction of pillars causes deformation disturbances of the overlying
rock mass [8]. In some cases, the propagation of these deformation disturbances reaches the
daylight surface. This leads to the formation of sinkholes and disruption of the waterproof
stratum of the aquifer [9]. The violation of the waterproof stratum leads to the breakthrough
of water into the mine, to its flooding and loss of reserves. Due to the destruction of rib and
barrier pillars at the Verkhnekamsk deposit, deformation disturbances developed in the
underworked mass and caused a breakthrough of the aquifer. As a result, two mines of
the Verkhnekamsk deposit were lost. Consequently, the use of development systems that
exclude or minimize the likelihood of disturbing the waterproof stratum is one of the main
tasks in the development of water-soluble ore deposits.

The incessant induced impact, caused by drilling and blasting [10] and extensive
exposed surfaces, causes seismic activity in the mining regions [11]. Vibrations and induced
earthquakes of up to magnitude 5 are recorded at Russian and foreign mines developing
deposits of water-soluble ores [12–15].

The use of development systems with artificial support reduces the likelihood of
disasters and improves the qualitative and quantitative indicators of extraction. An artificial
mass based on waste, while maintaining its main purpose of supporting the stoping space,
allows minimizing the impact of mining enterprises on the environment [16].

Due to the limited ability of the biosphere for self-regulation and self-reproduction, it
is necessary to create gentle technologies that minimize the impact of the enterprise on the
environment and maintain the ecological balance [17].

2. Materials and Methods

Geotechnology with artificial support is impossible without the selection of backfill
components that satisfy economic, technological and technical conditions [18]. The backfill
is a composite material capable of hardening in mining conditions. This material contains
aggregate, binder, mixing water and chemical additives.

2.1. Backfill

The characteristics of the future artificial mass largely depend on the properties of the
starting materials. Therefore, their correct choice is one of the most important factors in the
backfill technology. The material must be highly transportable, which ensures that it will
be delivered through pipes over long distances without fear of premature hardening [19].
The material must have high plasticity for the most complete filling of the mined-out
void. The setting time should not be less than that required to deliver the material to the
stope [20]. This is especially important for materials with a large aggregate, since in this
case stratification leads to an uneven distribution of the components in the mined-out void,
the heterogeneity of the created artificial mass, and its reduced strength. The components
of the backfill must be selected in such a way as to exclude their negative impact on the
created artificial mass: loss of strength; warming up; shrinkage; expansion, etc.

2.2. Characteristics of Aggregate for Backfill

Due to the fact that the aggregate makes up 75–90% of the total volume of the backfill,
its quality has a significant effect on the material and the artificial mass characteristics. In
this regard, especially high requirements are imposed on the quality of the aggregate. In
addition, large volumes of aggregate have a significant impact on the cost of the backfill,
the cost of mining operations, and as a result, on the cost of the extracted ore.

Therefore, the main, widely developing direction is the replacement of the traditional,
specially mined aggregate with waste from mining and processing industries. These wastes
meet the following requirements: they are cheap, have stable physical and mechanical
properties and a low-change granulometric composition, and are located near enterprises
engaged in the extraction of minerals. With the appropriate preparation technology, these
wastes will completely replace the traditional, specially mined aggregate, while maintaining
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the necessary characteristics of the created fill mass. Consequently, the use of waste as a
replacement for traditional aggregates in the backfill composite has the potential to reduce
the total cost of mining operations.

Waste from the enrichment of water-soluble ores is a product with the following
properties: hygroscopicity; tendency to caking and clumping and having mainly sodium
chloride in its composition. Depending on the enrichment method, the waste of water-
soluble ores is divided into flotation and halurgic types. The chemical compositions of
wastes differ slightly, but the difference lies in the granulometric composition. The particle
size of halite waste of halurgic enrichment is 4.5 times higher.

For research and experiments, halite wastes of halurgic enrichment were used as an
aggregate. Saturated salt solutions were used as a grout to avoid aggregate dissolution.
The waste humidity was 10–12%. The chemical composition is given in Table 1, and
granulometric composition in Table 2.

Table 1. Chemical composition of waste from the enrichment of water-soluble ores (halurgic).

Halite Waste

Components KCl NaCl MgCl2 CaSO4 Insoluble residue Br− H2Ocryst.
Mass fraction, % 1.91 94.3 0.07 1.914 1.7 0.026 0.08

Table 2. Granulometric composition of waste from the enrichment of water-soluble ores (halurgic).

Halite Waste Average Size

Particle size, mm +7 7–5 5–3 3–2 2–1 1.0–0.5 0.5–0.25 −0.25 2.54
Mass fraction, % 7.4 7.3 17.0 16.3 20.9 19.5 8.6 3.0 100

2.3. Binder Selection

In previous studies, various binders were used to prepare the hardening backfill:
lime [21], cement [22], ash and slag waste from the State District Power Plant and Thermal
Power Plant [23], blast-furnace granulated slags [24], and gypsum and calcium chloride
additives [25]. In addition, in a number of studies, bischofite [26], caustic magnesite [27],
magnesian cement [28], and expanded clay [29] were proposed as starting materials for the
backfill material preparation. In early studies, the advantages of magnesia binders in the
fill mass formation with an increased amount of salt in its composition were proved [30].

At the same time, the magnesian component of the binder increases the hardening
speed and the strength of the created mass in comparison with traditional binders. Fur-
thermore, one of the features of the magnesian binder is its ability to bind large aggregate
masses with a minimum amount. In addition, magnesia binders reduce the negative effect
of salt on cement. In this study, magnesia cement was used as a binder, which contained
75–85% magnesium oxide (MgO), depending on the grade.

Magnesia cement (TR (technical requirements) 5745-001-92534212-2014) is produced
by mixing magnesium oxide pre-calcined to 800 ◦C with a 30% aqueous solution of MgCl2
(two weight parts of MgO per one weight part of anhydrous MgCl2). The main advantages
of magnesia cement are fast hardening, high achievable strength, and high adhesion.

One of the largest producers of magnesia binding cements in Russia is the Russian
Chromium group of companies (in the city of Beloretsk, Republic of Bashkortostan, Russia).

2.4. Activation of the Starting Components and Selection of the Activating Additive

Analysis of previously conducted studies of the geotechnology with backfill shows
that the main cost in the backfill material is binder. Physico-chemical activation of the
backfill components can improve the quality properties of the binder and, therefore, reduce
its consumption.

One of the most affordable and cheap methods of activation is the mechanical method
of activation in disintegrators [31,32]. In addition to mechanical treatment of the backfill
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material, a fairly effective activation method is the addition of activating additives to the
material. Considering previous studies [33], it can be concluded that one of the most
affordable and cheap activating additives can be lignosulfonate for the preparation of a
backfill based on water-soluble ores. Lignosulfonate is an anionic surfactant that is a waste
product of the pulp and paper industry.

Carbon frame structures (fullerenes and nanotubes) are used as additives that increase
the strength of the created material. The high strength and high elasticity of nanotubes
is a rather successful combination, which makes it possible to improve the mechanical
properties of the material [34]. It is possible to create new nanomodified materials using
the high strength characteristics and elasticity of nanotubes [35]. In this case, nanotubes
act as strengthening additives. One such nanomodifying additive is astralene (TR (techni-
cal requirements) 31968474.1319.001-2000), obtained by the discharge-arc method [36,37].
Previous studies [38] have demonstrated positive results of using astralene (fulleroid mul-
tilayer synthetic nanomodifier). Its inclusion into the material significantly increases the
elastic and strength properties [39]. The use of astralene as an activation additive to improve
the properties of concrete-building mixtures showed positive results [40]. Water-soluble
ores have hygroscopicity, caking ability, and, with a small amount of moisture, form a
sufficiently dense and solid mass. Therefore, the effect of a nanomodifying additive without
the use of a binder was initially studied to determine the optimal dose in the backfill.

The preparation of the material with the nanomodifying additive was carried out in
the following sequence: astralene, the concentration of which is from 0.001% to 0.02% of the
mass of the waste from the enrichment of water-soluble ores, is mixed for 5 min, then gaged
with brine and blended for 10 min until a homogeneous mass is formed. The resulting
mixtures were placed in cubes with faces of 10 cm.

2.5. Preparation and Study of the Backfill Material

Previously, the optimal amount of nanomodifying additive was determined, which
was 0.01% of the solid mass in the material. Therefore, the amount of nanomodifying
additive remained unchanged during the experimental studies. Nanomodifying additive
and magnesia binder were mixed for 5 min, after which the wastes from enrichment of
water-soluble ores were added, and the mixing was continued for up to 10 min. Then,
the salt brine was added, and the mixing was continued for an additional 10 min until a
homogeneous mass was achieved.

Such a sequence of mixing is due to a sufficiently small amount of one of the com-
ponents (nanomodifying additive astralene) and will lead to its better distribution in the
entire volume of the material being prepared.

Mixing was carried out in a laboratory planetary mixer MICS-D-C (МИКC-Д-Ц (EN
196-1, EN 196-3, EN 413-2, EN 459-2, EN 480-1, EN-ISO 679, NF P15-314, DIN 1164-5,
UNE 80801, UNE 83258, ASTM C305, AASHTO T162). Optimal and efficient mixing was
achieved due to the characteristic planetary motion of the mixer, namely, a combination of
circular motion and motion around its axis. The planetary rotation speed was 62 rpm with
an increase to 125 rpm at an initial circular rotation speed of 140 rpm with an increase to
250 rpm. Then, the material was placed in cubes with faces of 10 cm.

The storage and hardening of the samples occurred in conditions close to those of
the mine, provided with the methodology (T = 20 ± 2 ◦C; W = 95 ± 5%). The subsequent
compression test was carried out at specified periods in accordance with the methodology:
7, 28, and 60 days [41]. The magnitude of the ultimate compression strength of the hard-
ened mixture was tested by crushing samples of standard sizes (edge 10 cm) on the test
press PI-2000-A.

Reliability was confirmed by the repeatability of the results with a sufficient number of
experiments. The condition for obtaining high reliability of the results is a large number of
experiments. In order to obtain the most accurate values close to the actual ones, 18 samples
were made for each composition. Then, the average values were calculated and presented
in tables.
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2.6. Microstructural Analysis of the Backfill Material

Microscopic analysis—the study of the internal structure of the created material—was
carried out using optical or electronic microscopes at magnifications from 100 to 1000 or
higher. The method of microscopic analysis was used to study the structure and material-
mineralogical composition of the material (coarseness, various inclusions or new forma-
tions, etc., invisible to the naked eye), which made it possible to give a more detailed and
accurate characterization of the material properties and quality [42].

The study of the created material microstructure required the use of analytical methods
and appropriate equipment allowing adequate determination of the shape, composition
and structure of particles of both the original components and new formations in the size
range from tens of microns to nanometers [43,44].

To study the microstructure of the nanomodified composite prepared on the basis
of wastes from enrichment of water-soluble ores, structural-mineralogical (petrographic
analysis) and X-ray analyses were used.

All microstructural studies were carried out on a fracture of samples of the investigated
nanomodified material. The fracture was obtained by a mechanical method. The fine
delaminated fractions and dust particles, formed on a fracture as a result of mechanical
influence, were removed by a jet of air.

The application of scanning electron microscopy to diagnose textured material has
become the most powerful method for studying the structure and physical and chemical
features of solid materials, including nanostructures, in the last few years [35,39].

Operating peculiarities and research methods using electron microscopy are analyzed
in [45–48]. Scanning electron microscopes present patterns in secondary electrons, which
makes it possible to highlight light and dark contours.

2.6.1. Structural-Mineralogical Analysis (Petrographic Analysis) of the Backfill

Structural-mineralogical analysis (petrographic analysis) is a method of visual or
microscopic investigation of the mineralogy and composition of a created material on the
basis of morphological features.

Petrographic analysis was carried out on a Polam R-211 polarizing microscope using
the immersion method. The phases were identified by refractive indices, birefringence,
basicity, sign, elongation, and extinction angles. Immersion liquids were used as standards.
The quantitative ratio of the phases (crystallographic composition) was determined by the
Stroyber method. In the study using a polarizing microscope Polam R-211, the maximum
magnification was 720 times.

These researches were supplemented by studying the samples using a Philips SEM
515 scanning electron microscope. In this case, the maximum magnification was 2000 at an
accelerating voltage of primary electrons of 20.00 kV. The pressure in the chamber at the
time of the study was 2 × 10−5 Torr.

2.6.2. X-ray Analysis

X-ray analysis is a method of studying the structure of matter by the distribution in
space and intensity of X-ray radiation scattered on the analyzed object.

A DRON-3 diffractometer was used for X-ray phase analysis. Recording signals
in digital form allowed data processing automatically. Further, the obtained data were
processed manually using a graphical editor or decrypted using a specially program for
X-ray phase analysis of new crystalline formations. The operation of the graphical editor
and the program used are described in detail in the study [49].

3. Results

A set of experiments were carried out to determine the optimal quantitative com-
position of the nanomodifying additive astralene in the backfill and its effect on the
strength characteristics.
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For comparison, the data obtained in reference [50] were taken when studying the
effect of the activating additive astralene on the backfill based on the waste from enrichment
of water-soluble ores. Experimental data on the use of the nanomodifying additive astralene
are juxtaposed in Table 3 and presented in Figure 4.

Table 3. Compositions with different contents of astralene.

Composition
Activating
Additives

Content,
Mass. % of

Waste

Water–Solid
Ratio

Strength of Samples Under Uniaxial Compression, Mpa

Duration of Hardening, Days

7 28 60

1 astralene 0.001 0.15 0.1 0.3 0.4
2 astralene 0.005 0.15 0.26 1.12 1.34
3 astralene 0.01 0.15 0.44 1.51 1.75
4 astralene 0.015 0.15 0.4 1.49 1.7
5 astralene 0.02 0.15 0.39 1.44 1.68

Figure 4. The change in the samples’ compressive strength depending on the astralene content at the
age of: 7 days, 28 days60 days.

3.1. Optimal Astralene Content

The hardened samples were tested for uniaxial compression. The test results are
shown in Table 3. From the analysis of the strength characteristics of the samples, it follows
that the activation with nanomodifying additive astralene significantly increases them.

The dependence of the ultimate compressive strength of the samples at the age of
7, 28 and 60 days on the astralene content C are very well approximated by third-order
polynomial Functions (1)–(3):

σcomp,7 = 610,216·C3 − 27,131·C2 + 380.23·C + 0.0450 (R2 = 1.0000) (1)

σcomp,28 = 468,815·C3 − 21,934·C2 + 323.27·C − 0.0029 (R2 = 1.0000) (2)

σcomp,60 = 57,272·C3 − 3710.9·C2 + 69.226·C + 0.0261 (R2 = 0.9667) (3)

where σcomp,7, σcomp,28, σcomp,60—ultimate compressive strength of the samples at the age
of 7, 28 and 60 days respectively, MPa; C—astralene content. mass. % of waste. Values in
brackets show the accuracy of approximation R2, respectively.
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3.2. Strength of Backfill with Different Component Contents

The method for selecting the composition of the hardening backfill is standard and
includes studies of the main characteristics and properties. One of the main ones is
obtaining necessary or specified physical and mechanical characteristics.

The choice of the rational composition of the backfill implies methods for comparing
experimental compositions, analogies with previously performed works, and the exclusion
of compositions that do not meet the requirements or specified characteristics.

Laboratory studies of the physical and mechanical properties of raw materials assess
the possibility of their use in backfill. Then, studies of materials and hardened samples
based on the selected raw materials are carried out. The samples were studied after
material solidification with different component contents: binder/additive/aggregate. The
components were mixed in a certain sequence in various combinations and ratios in order
to determine the optimal composition of the backfill. Then, the material was fabricated into
cubes with faces of 7 cm and stored in conditions close to those of the mine.

Previously, the optimal amount of nanomodifying additive was determined, which
was 0.01% of the solid mass in the material. Therefore, the amount of nanomodifying addi-
tive remained unchanged during the experimental studies. The nanomodifying additive
and magnesia binder were mixed for 5 min, after which the waste from enrichment of
water-soluble ores was added, with mixing continued for 10 min. Then, the mixture was
gaged with brine, and mixing was continued for an additional 10 min until a homogeneous
mass was produced.

The samples were tested for uniaxial compression after material hardening to
determine the rational-optimal composition. The test results are presented in
Table 4 and Figure 5.

Table 4. Research on compositions with different content of components.

Composition

Content, Mass.%
Water–Solid

Ratio

Strength of Samples Under Uniaxial Compression, Mpa

Waste Binder Astralene Ligno-Sulfonate Duration of Hardening, Days

7 28 60 90

1 99.49 0.50 0.01 - 0.125 0.12 1.62 2.29 2.46
1a 98.00 1.00 - 1.00 0.125 0.10 1.20 1.70 1.80
2 98.99 1.00 0.01 - 0.125 0.19 2.12 3.02 3.30
2a 97.00 2.00 - 1.00 0.125 0.15 1.60 2.20 2.40
3 99.00 1.00 - - 0.150 0.11 0.73 1.12 1.40
4 99.99 - 0.01 - 0.130 - 1.51 1.75 2.12
4a 99.00 - - 1.00 0.130 - 0.80 0.90 1.00

Figure 5. Kinetics of the backfill strength set depending on the component content:
1—waste/magnesia cement/astralene: 98.99/1.00/0.01. 2—waste/magnesia cement/astralene:
99.49/0.50/0.01. 3—waste/magnesia cement/astralene 99.99/0.00/0.01. 4—waste/magnesia ce-
ment/astralene 99.00/1.00/0.00.
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The optimal water–solid ratio was selected based on the requirements that ensure the
necessary mobility of the composite—20 cm according to the Suttarda viscometer.

The dependence of the ultimate compressive strength of the samples (Composition 2,
Table 4) on the hardening time is well approximated by a logarithmic function:

σcomp = 1.2444·ln(t) − 2.1581 (R2 = 0.9916) (4)

where: σcomp—ultimate compressive strength of the samples, MPa. tduration of hardening,
days. R2—accuracy of approximation.

A comparative analysis of the experimental results with the data obtained from early
studies (Compositions 1a, 2a, 4a) allowed us to conclude that the use of a nanomodified
additive makes it possible to reduce the magnesia binder consumption by at least 2 times
while increasing the strength properties of the hardened mass. It may be also concluded that,
despite some similarities to concrete, the time-dependent increase in compressive strength
lasted longer than 28 days. Longer setting times resemble the case of other soil–cement
composites with or without additives [51,52].

3.3. Microstructural Study of the Backfill Material

Structural-mineralogical and X-ray phase analyses facilitated study of the influence
of a separate component of the backfill material on the creation of structural bonds. We
performed X-ray phase analysis of compositions No.2, No.3 and petrographic analysis of
compositions No.2, No.3 and No.4 (Table 4).

To determine the crystallographic parameters, we used the constants of the op-
tical properties of minerals combined in the Winchell A.N [53,54] reference book for
inorganic compounds:

• Composition No.4 (waste/nanomodifying additive): the introduction of astralene into
the waste from enrichment of water-soluble ores did not cause the formation of any
amorphous bonds or the appearance of new crystalline structures. This confirms the
absence of any chemical interaction between these components. Astralene segregates
on the surface of minerals presented in an aggregate, evenly distributing and forming
continuously dense interlayers with a thickness of up to 0.5 microns in the volume of
the entire composite (Figure 6a).

• Composition No.3 (waste/binder): after enrichment waste and magnesia cement
mixing, amoeboid compounds are formed as a result of the concentration of the
magnesian component, which is 1% of the total volume of enrichment wastes from
the water-soluble ores. Mineralized crystals of waste are cemented by creating a mesh
frame, the size of the faces (joints) of which varies from 10 to 15 microns. The hydrated
phase of brucite (Mg (OH)2) is formed as a result of hydration. Brucite with a size
of no more than 4–5 microns has the form of basalt plates, has a closed porosity and
creates a loose structure (Figure 6b).

• Composition No.2 (waste/binder/nanomodifying additive): simultaneous introduc-
tion of a magnesian binder and a nanomodifying additive into a composite based on
waste from water-soluble ores after solidification causes the formation of a continuous
fine-mesh nanomodified structure. Magnesium hydroxy chlorides are structured in
the form of a needle frame into the fundamental phases of the NaCl crystal matrix
along the edge amoeboid formations of the Mg(OH)2 brucite structures. The forming
crystals, the size of which along the long axis is 1–2 microns, have a needle frame.
Grains of amoeboid brucite crystals have a fine-crystalline structure. The grain size
does not exceed 2 microns (Figure 6c).
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(a) 

 
(b) 

 
(c) 

Figure 6. Microstructure of the studied samples. (a) Peripheral needle frame of magnesium hydroxy
chloride. (b) Formation of a cryptocrystalline structural frame representing secondary NaCl crystals.
(c) Brucite.
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Analysis of the X-ray patterns of samples No.2 and No.3 allowed us to note that the
bulk of the reflections with the highest amplitudes were crystals of sodium (NaCl) and
potassium (KCl) salts, which was explained by the large amount of waste from enrichment
of water-soluble ores (Figure 7a,b). Crystals of brucite and magnesium hydroxy chloride,
which are the products of the magnesian binder hydration, were reflected with a lower
amplitude. This proved that there is a compaction of pore voids between crystals of sodium
(NaCl) and potassium (KCl) salts by filling them with brucite and magnesium hydroxy
chlorides. As a result, the strength characteristics of the homogeneous mass increase
during solidification.

 
(a) 

 
(b) 

Figure 7. Evaluation of samples by X-ray phase method: (a) waste/binder, (b) waste/binder/astralene.

In the studied samples, which did not contain a nanomodifying additive (Figure 7a),
there were noticeably smaller numbers of magnesium hydroxy chloride reflections dα = 8.1315;
5.6427; 3.4670 Å, and a slight dominance of reflections corresponding to brucite was
revealed dα = 2.3540; 1.3019; 1.4857; 1.2928 Å. In samples obtained after solidification of
the material containing a nanomodifying additive (Figure 7b), the numbers of reflections
that corresponded to the fundamental crystal structures of magnesium hydroxy chloride
were preserved da = 8.1227; 2.9094; 2.0964 Å. At the same time, there was a significant
reduction in reflections corresponding to brucite da = 1.4856 Å. Additionally, in these
samples, reflections appeared, indicating the formation of new structures da = 5.6577;
5.5597; 3.4772; 1.6960; 1.2900 Å, not typical for samples without a nanomodifying additive.

The use of a nanomodifying additive, astralene, influenced the formation of a fine-
crystalline nanomodified structure of the fill mass. Structural-mineralogical and X-ray
phase analyses made it possible to establish that astralene acts as an activating additive in
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the backfill. In the hardening (hydration) process, brucite was formed along the peripheral
zones. This created additional stable crystal structures of magnesium hydroxy chlorides
(Figure 6a) and provided an increase in the strength of the created fill mass.

In addition, the cryptocrystalline frame was formed when astralene was injected on
the surface of sodium salt (NaCl) grains. The frame represented secondary crystals of these
salts (Figure 6c). The formation of this structure was favored by the mutual penetration of
halite aggregates and hydration products of magnesium hydroxy chlorides into the pore
space and their additional adhesion.

4. Discussion

Figure 6a,c show the microstructures of the fill mass, visually representing the marked
crystalline new formations.

In the analysis of the X-ray study (Figure 7), it can be seen that upon introduction of
the nanomodifying additive astralene into the composite, reflections from the new phase
appeared (Figure 7b), testifying to the new formation in the composite being created. This
new formation corresponded to development of a cryptocrystalline structural frame.

Upon activation of the backfill material with astralene, after its solidification, a denser
and more homogeneous structure was formed (Figure 8a), in contrast to the composite that
did not contain the nanomodifying additive (Figure 8b).

 
(a) 

 
(b) 

Figure 8. Microstructure of the studied samples: (a) with a modifying additive, (b) without a
modifying additive.
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When analyzing Figure 8a,b, it can be seen that image 8a is more even, while image
8b shows a sharp contrast. Dark contrasts (Figure 8b) indicate the presence of pores, and
light contrasts turning into white indicate a high graininess of the material. The more even
contrast in Figure 8a indicated that the composition of the material containing astralene
hade less porosity and granularity. The combination of astralene with magnesian cement
contributed to the formation of a dense, therefore, more durable structure. The setting time
of the mixture was not changed significantly and required a long period of time. This was
due to the fact that when mixing a mixture with a saturated solution of salts consisting
mainly of halite, the process of hydration of magnesia binder takes a longer period of time
in comparison with the setting time of magnesia-based mixtures with bischofite (saturated
solution of MgCl salts).

Experiments proved that the use of the nanomodifying additive astralene in the backfill
makes it possible to increase the strength properties of the created artificial mass with a
decrease in binder consumption. Activation of the backfill with the additive astralene
formed a fine-crystalline nanomodified structure and allowed creation of a completely new
nanomodified material with stronger bonds.

Activation occurs by adding a nanomodifying additive to the backfill. The formation
of a nanomodified artificial mass based on the wastes from enrichment of water-soluble
ores occurs due to the formation of fine-structured bonds by filling its pore voids. As a
result of the introduction of a nanomodifying additive (astralene) into the backfill, needle
crystalline and cryptocrystalline frames were formed, which filled the pore space. These
structures guaranteed the formation of stable structural bonds between the crystalline
matrix components, which increased the strength of the mass by at least 1.76–2.36 times.

Testing of composite samples after 60 and 90 days proved that even after a standard
28 day period, an important increase in compressive strength may still be observed. The
range of this increase is higher than that for standard cementitious materials such as
concrete, and it is comparable to the results from the creation of soil–cement composites in
the course of geotechnical works.

5. Conclusions

To study the possibility of creating and using nanomodified backfill material based on
the waste from enrichment of water-soluble ores, the composition was selected, physical
properties were studied, and micro-structural research was conducted. From the conducted
research, the following conclusions can be drawn:

(1) Wastes from enrichment of water-soluble ores cannot be an ideal inert aggregate for
backfill production. However, the use of magnesia cement as a binder and astralene as
a nanomodifying additive will make it possible to freely use tailings of water-soluble
ore enrichment for backfilling.

(2) The optimal proportion of the nanomodifying additive astralene in the backfill is
0.01% of the total mass. This content allows one to achieve maximum strength of the
fill mass. The recommended waste content is 98.99% with a binder content of 1%. The
use of a nanomodifying additive significantly increases the strength properties of the
created backfill composite.

(3) The use of a nanomodified backfill based on waste from enrichment of water-soluble
ores contributes to a multiplier effect: economic due to the introduction of mining
technology that decreases losses and reduces costs for the storage of industrial waste;
ecological due to reducing the volume of industrial mass and the introduction of
technology that improves the safety of mining operations.

6. Patents

The presented results are the subject of Russian Patent RU 2754908 C1: “Backfill
mixture with nanomodified additive”. Authors of the patent: Elena A. Ermolovich, Albert
M. Khayrutdinov, Yulia S. Tyulyaeva, Cheynesh B. Kongar-Syuryun.

Field of application: mining industry.
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Substance: Invention relates to the mining industry, namely to backfill mixtures, and
can be used to backfill a goaf in the development of mineral deposits. The filling mixture
contains a saturated solution of halite waste salts and a solid mixture consisting of: halite
waste from potash ore processing, a binder-magnesia cement, an additive, and the filling
mixture contains a nanomodified additive, astralene, as an additive. The filling mixture
contains, wt.%: 11.11—a saturated solution of salts of halite waste and 88.89—a solid
mixture, which contains, wt.%: halite waste from potash ore processing—98.99–99.49;
nanomodified additive astralene—0.01; magnesia cement—the remainder.

Effect: increasing strength of the filling mixture, reducing the consumption of the binder in
the filling mixture, increasing completeness of utilization of potash ore processing waste.
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Abstract: This article shows the results of research into the damaging effect of high temperature on the
structure of fibre-cement boards. Samples of fibre-cement boards were exposed to high temperatures
over various lengths of time and then they were investigated under the three-point bending and
acoustic emission methods. In this way, the critical temperature and the duration of its influence
on the structure of a fibre-cement board were determined. An artificial neural network was used
to analyse the results obtained using the acoustic emission method. The investigations showed a
marked fall in the number of registered AE events for the tested series of boards exposed to high
temperature in comparison with the reference boards. Moreover, in the boards exposed to high
temperature, a marked increase in the energy of AE events occurs during the bending test, whereby
the registered events, by and large, come down to a single pulse induced by a brittle fracture. It is
also demonstrated that the determination of the damaging effect of high temperature on the structure
of fibre-cement boards solely on the basis of bending strength (MOR) is inadequate.

Keywords: artificial neural networks; non-destructive testing; fibre-cement boards; acoustic
emission; SEM

1. Introduction

Fibre-cement boards (FCB) have been used in buildings from the beginning of the
twentieth century. This is a building product. The method of manufacturing this composite
material was devised and patented by the Czech engineer Ludwik Hatschek, but the
first such boards were with asbestos fibres. Asbestos fibres had been recognized to be
carcinogenic, and they were replaced with synthetic or cellulose fibres [1]. The currently
produced fibre-cement boards consist of synthetic fibres, cellulose fibres, cement and
various innovative additives and admixtures, whereby they have become a completely
different construction product. FCB have also other components and fillers: limestone
flour, mica, pearlite, kaolin, microsphere, and also recycled materials [2,3], whereby FCB
continues to be a very innovative material. It is also important for sustainable development
and carbon footprint reduction [4]. FCB are used in construction mainly as rainscreen
exterior wall cladding [5]. During use, FCBs are exposed to various environmental factors,
chemical damage from acid rain and physical damage from ultraviolet radiation. Moreover,
fibre-cement boards are exposed to operational and exceptional factors. These include,
first of all, the high temperature produced by, e.g., a fire. Therefore, the determination
of the degree of damage caused by high temperature is a major problem from both the
scientific and practical points of view. A lot of the research to date on fibre-cement boards
has dealt with the determination of their standard physico-mechanical properties, the
effects of operational factors (such as wetting-drying cycles and freeze-thaw cycles), the
effect of heating and sprinkling, the effect of high temperatures and the effect of using
various types of fibres and production processes, solely on the basis of bending strength
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(the modulus of rupture (MOR)) [6]. In the literature, one can find few non-destructive
investigations of fibre-cement boards and they describe only the imperfections arising
during production [7–10]. The impact of high temperature is certainly one of the major
damaging factors peculiar to many building products, particularly composite ones which
contain reinforcement in the form of various kinds of fibres, especially cellulose fibres, as
the latter undergo pyrolysis at temperatures above 200 ◦C. This has been experimentally
demonstrated in studies [11–13]. Thus, high temperature greatly affects the durability
of the whole composite [6]. To prove this thesis, experiments during which samples of
fibre-cement boards were exposed to high temperatures ranging from 170 ◦C to 250 ◦C over
a period of 0.5–4 h were carried out. After the exposure to high temperature the samples
were investigated by registering the acoustic emission (EA) during three-point bending
and then analysing the results using artificial neural networks (ANNs) [14]. Research
conducted by the authors has shown that assessments of the degree of damage to fibre-
cement boards caused by high temperature solely on the basis of bending strength (MOR)
are inadequate [11,12,15,16]. By applying the acoustic emission method, it became possible
to determine the effect of high temperature on the basis of the acoustic phenomena which
may occur in the fibre-cement board. The registered AE signals were used to determine
model acoustic spectrum characteristics which accompany the cracking of the cement
matrix and the rupture of the fibres during bending. Then, recognition of the model
characteristics in the EA recordings was carried out using artificial neural networks.

2. Survey of Literature

A review of literature on the subject shows that most of the research to date on FCB
has been devoted to examining the effect of operational factors [17–19] and that of high
temperatures by testing the physico-mechanical properties, mainly MOR, of such boards.
In [20,21], nanoindentation was employed to assess the changes taking place in the structure
of FCB under the influence of selected operating conditions. So far, there have been few
works dealing with the investigation of FCB by means of non-destructive methods and the
acoustic emission method. For example, [6] presents the results of research on fibre-cement
boards, including the influence of high temperature, but based only on MOR. Furthermore,
Li et al. [22] studied the effect of high temperatures on extruded composites on the basis
of their mechanical properties. To assess the impact of high temperature and fire on fibre-
cement boards, non-destructive methods such as acoustic emission were used, not only
on the basis of physico-mechanical parameters in [11,12,23]. In the literature, one can
also find other non-destructive studies of FCB, which deal mainly with the detection of
imperfections arising at the production stage. In reference [7,24] by the authors present the
possibility of using Lamb waves in a non-contact ultrasonic scanner to detect delamination
and cracks in fibre-cement boards already at the production stage. Reference [25] describes
a method of detecting delamination in materials using a mobile ultrasonic probe. Ultrasonic
equipment and an idea for detecting delamination in FCB are described in [8] by Dębowski
et al. In [26–28], it was proposed to use the impact-echo method and the impulse response
method to discover delamination in concrete elements. However, it is not recommended to
test fibre-cement boards using the two methods as they are intended for testing elements
thicker than 100 mm, while the currently available fibre-cement boards are usually 8 mm
thick. Furthermore, in the case of the impulse response method, a hammer strike can
damage the board, while in the case of the impact-echo method, disturbances arise as a
result of multiple reflections of waves, which makes the interpretation of the obtained
image difficult, as described in [26]. In the literature, there is not enough information about
the application of other non-destructive methods to the testing of FCB. Preliminary research
reported by Chady et al. [10,29] confirmed the usefulness of the terahertz (t-ray) imaging
method for testing FCB. Terahertz signals are similar in character to ultrasonic signals, but
their interpretation is more complex. Adamczak-Bugno et al. [16] and Schabowicz et al. [30]
used microtomography to identify delamination and low density regions in fibre-cement
boards. The test results indicate that this method accurately distinguishes differences in the
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microstructure of the boards. However, this method can be applied only to small boards.
As mentioned above, so far there have been few investigations into fibre-cement boards
conducted using acoustic emission. Ranachowski et al. [31,32] carried out pilot studies of
fibre-cement boards manufactured using extrusion and exposed as part of this process to
the temperature of 230 ◦C. They used acoustic emission (AE) to determine the contribution
of cellulose fibres to the strength of the boards and attempted to distinguish between the AE
events emitted by the fibres and the ones emitted by the cement matrix. In their [11,12,15]
the authors proposed to use the acoustic emission method to study the impact of fire and
high temperature on fibre-cement boards. It should be mentioned that the influence of high
temperature on concrete and the dependences involved were extensively investigated using
acoustic emission by, e.g., Ranachowski et al. [33,34]. Melichar et al. [35] used the acoustic
emission method to study modified cement-bonded particleboard under static load stress.
During measurements performed using the acoustic emission method, a large amount of
data are acquired. The data should be analysed and interpreted in a proper way. For this
purpose, it can be useful to combine the AE method with artificial intelligence, including
artificial neural networks (ANNs). Artificial neural networks have been successfully used
to analyse and recognize signals obtained during the failure of different materials [36]. The
most important feature of ANN is the parallel processing of information, which makes it
possible to process large amounts of data and significantly speed up calculations. ANN was
used to detect and recognize the characteristics of the acoustic spectra accompanying the
cracking of the fibers or the cement matrix from the AE records during three-point bending.
ANNs were used in [37–39] to analyse the results obtained from non-destructive tests of
concrete. In [40,41] the acoustic emission method was used to test steel and artificial neural
networks were employed to analyse the test results. Rucka and Wilde [42,43], Zielińska
and Rucka [44] and Wojtczak and Rucka [45] successfully used the ultrasonic method to
investigate damage to masonry structures. Finally, it should be mentioned that ANNs were
also successfully employed to analyse the results of investigations of fibre-cement boards
subjected to fire and freeze-thaw cycles [11,24].

Considering the above, the acoustic emission method combined with ANNs would
be proper for assessing the damaging effect of high temperature on the structure of fibre-
cement boards.

3. Strength Tests

High-temperature impact tests were carried out for five series of FCB designated with
letters from A to E. The basic specifications of the boards in all the series, determined in
accordance with the standard requirements [46] are presented in Table 1.

Table 1. Tested fibre-cement boards of series A to E and their basic specifications.

Series
Designation

Board Thickness
e

[mm]
Board Colour Application

Board Bulk Density
ρ

[g/cm3]

Bending Strength
MOR
[MPa]

A 8.0 natural exterior 1.60 23.1
B 8.0 full body coloured exterior 1.60 30.4
C 8.0 full body coloured exterior 1.65 32.3
D 8.0 natural interior 1.70 20.5
E 8.0 natural interior 1.20 12.7

The samples of fibre-cement boards were first exposed to high temperatures of
170–250 ◦C in a laboratory oven over times ranging from 0.5 to 4 h. The tests were first of
all designed to indicate the “critical” temperature that has a significant effect on the bend-
ing strength (MOR) of the tested fibre-cement boards. The determined effect of selected
temperatures on the MOR of series A and C samples is shown in Figure 1.
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(a) (b) 

Figure 1. MOR of samples exposed to high temperature over time of 0.5–4 h: (a) series A, (b) series C.

The diagrams in Figure 1 show that the influence of the temperature of 230 ◦C and
higher on the bending strength (MOR) of the FCB is significant. On this basis, a critical
temperature of 230 ◦C and its duration of 3 h were established. It is apparent that the above
diagrams indicate only that as a result of the high temperature the MOR of the boards
decreases, but they do not answer the question what changes occur in the structure of the
tested boards. In order to find an answer to this question the authors carried out detailed
investigations described further in this paper.

The tests aimed at determining the effect of the temperature of 230 ◦C lasting for 3 h on
the structure of fibre-cement boards were carried out on samples designated AT to ET. The
reference samples (in air-dry condition) not exposed to high temperature were designated
AR to ER. In total, 50 samples (10 from each series) were tested. Figure 2 presents exemplary
views of the tested 8 mm thick 20 × 100 mm samples.

  
(a) (b) 

100  
20 

[mm]  

Figure 2. Tested fibre-cement board samples: (a) board A, (b) board C.

In order to identify the effect of the high temperature on the structure of the FCB,
the latter were investigated under three-point bending by means of acoustic emission.
During the three-point bending, the trace of bending force F, strain ε and acoustic emission
signals were registered. Figure 3 shows the three-point bending test bench with the acoustic
emission measurement apparatus.

234



Materials 2022, 15, 6460

  
(a)  (b) 

Figure 3. Test bench with equipment for acoustic emission measurements (a) and close-up of cement
board sample during test (b).

The analysis of the three-point test results covered the trace of flexural stress σm, the
bending strength (MOR), impact energy Wf, the limit of proportionality (LOP) and strain ε.
MOR was determined from the standard formula [46]:

MOR =
3Fls
2b e2 , (1)

where:

F—the ultimate force [N],
ls—the spacing of the supports [mm],
b—the width of the tested sample [mm],
e—the tested sample’s mean thickness measured in four places [mm].

The impact energy was determined using the following formula taken from [32]:

Wf =
1
S

∫ F0.4max

F0
F da, (2)

where:

S—the sample’s cross-sectional area [m2],
A—the deformation during bending [m].

Because of the wide range of test results, only the results for two selected series of
the tested fibre-cement boards are presented and analysed in the further part of this paper.
Fibre-cement boards A and C were selected for further analysis. This choice was guided by
the fact that they are panels for external applications as façade claddings (nowadays it is
the most common way of using these panels). Moreover, in contrast to the B series boards,
these boards are in the opinion of the authors more representative due to the differences
in the obtained MOR flexural strength (about 30%). In turn, the D and E series panels are
characterized by much worse strength parameters and are panels for internal applications.
They also have a slightly different composition because they do not contain PVA fibres.
This makes it difficult to compare them with the A–C series boards.

Figure 4 shows bending σ–ε curves for exemplary fibre-cement boards of series A and
C. The LOP and MOR values are marked in the diagrams. Table 2 shows the results of the
bending test to which the fibre-cement boards were subjected.

As it appears from Figure 4, the 3 h long influence of the temperature of 230 ◦C on
MOR is clearly damaging for series AT and CT. The tests showed that under the influence of
the temperature MOR decreased by as much as 70%. An analysis of Table 2 shows that the
fall in the value of impact energy Wf is very large. The value of this parameter is indicative
of the changes which have taken place in the structure of the FCB under the influence of
temperature, which manifest themselves by a fall in the energy needed to break the sample.
It also appears from Table 2 that the value of Young’s modulus ED increases by about 30%
under the influence of a temperature of 230 ◦C lasting for 3 h. Moreover, it appears from
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the graphs presented in Figure 4 that the σ–ε dependence for the tested boards of series AT
and CT also changes under the influence of high temperature. The influence of temperature
manifests itself in not only in the decrease in MOR, but also in a change in the shape of the
σ–ε curve. One can notice that MOR has become equal to LOP. In the case of the reference
fibre-cement samples, the value of MOR is much higher. To sum up, it can be concluded
from the decreased parameter values presented in Table 2 that damage occurred as a result
of the exposure to a temperature of 230 ◦C for 3 h.
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Figure 4. Bending σ–ε curves for fibre-cement boards of: (a) series A, (b) series C.

Table 2. Tested FCB of series A and C and their basic specifications.

Board Series
Designation

Ultimate Force
F

[N]

LOP
[MPa]

Young’s Modulus
ED

[GPa]

Impact Energy
Wf

[J/m2]

MOR
[MPa]

Series AR 252.26 15.5 6.0
391.82 20.73

(3.45%) * (2.39%) *

Series AT 82.36 6.77 7.5
42.99 6.77

(3.87%) * (3.44%) *

Series CR 475.18 24.20 8.1
1352.60 35.60

(1.94%) * (3.98%) *

Series CT 115.28 8.64 10.4
45.44 8.64

(3.51%) * (3.14%) *
* Note: The coefficient of variation is in brackets.

In order to better characterize the effect of high temperature on the structure of FCB,
acoustic emission and artificial neural networks were employed.

4. Investigations Using Artificial Neural Networks and Acoustic Emission

As mentioned above, the next step in the study of the damaging effect of the high
temperature on the structure of the FCB was an analysis of the AE signals recorded during
three-point bending. Such AE descriptors as: events rate Nev, events sum ∑Nev, events
energy Eev and EA signal frequency distribution were used in the investigations. Table 3
shows exemplary values of events sum ∑Nev and events energy Eev for series AR and CR
in air-dry condition and for series AT and ET exposed to the temperature of 230 ◦C for
3 h. In addition, the average energy Eev,avg of the events registered during the test was
calculated. The analysis of the test results showed that EA signals were collected after the
stress corresponding to MOR was exceeded.
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Table 3. Summary of representative values of events sum ∑Nev, events maximum energy Eev and
events average energy Eev,avg for boards of series AR and CR in dry-air condition and series AT and
CT exposed to temperature of 230 ◦C for 3 h.

Board Series
Designation

Events Sum

∑Nev

[ev]

Events Energy
Eev

[nJ]

Events Average Energy
Eev,avg

[nJ]

Series AR 223.0 4214.0 18.89
Series AT 111.0 31,6765.0 1853.74
Series CR 496.0 18,338.0 36.97
Series CT 142.0 348,255.0 2452.50

The results contained in Table 3 indicate a marked fall in the number of events reg-
istered for the tested series of the boards exposed to the temperature of 230 ◦C for 3 h
in comparison with the boards in air-dry condition. Moreover, it is apparent that the
exposure to the temperature of 230 ◦C for 3 h results in a considerable increase in events
energy Eev during the bending test for all the tested series of FCB. The correlation between
the events sum ∑Nev descriptors and events energy Eev indicates that the exposure to a
temperature of 230 ◦C for 3 h results in an increase in energy Eev of the registered events
and a simultaneous reduction in their number. As a result of this exposure, the registered
events come down to a single pulse induced by a brittle fracture. This is a high-energy
event whose energy Eev reaches 0.35 mJ.

In order to examine in more detail the course of the bending test and the effect of the
damaging factor (the exposure to the high temperature of 230 ◦C for 3 h) on it, events sum
∑Nev and bending stress σm versus time are presented graphically in Figures 5 and 6.

A marked fall in the number of registered events and a change in the path of events
sum ∑Nev are visible in Figures 5 and 6. Besides the fall in the number of events under
the influence of the high temperature of 230 ◦C lasting for 3 h, it was noticed that all the
registered events occurred within one time segment of 0.1 s. Hence, one can conclude that
the events originate from a single fracture of the cement matrix. The damaging factor in
the form of high temperature reduced the number of events, but resulted in an increase in
their energy. The events registered for the cases in air-dry conditions, and which no longer
registered in the boards after the latter had been baked at a temperature of 230 ◦C for 3 h,
originate from the rupture of fibres damaged under the influence of the high temperature.
The events registered for the boards of series AT and CT originate from the high-energy
cracking of the cement matrix alone. In order to confirm the origin of the registered AE
events, further investigations had to be made. A spectral analysis of the characteristics of
the AE events spectra was carried out to identify the source of the registered AE events.
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Figure 5. Bending stress σm and events sum ∑Nev versus time t for boards of: (a) series AR and
(b) series AT.
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(b) series CT.

Acoustic spectra models for the cracking of the cement matrix were selected on the
basis of the analysis of the acoustic activity in the time-frequency domain during the
bending of the boards in air-dry condition and the ones exposed to a temperature of
230 ◦C for 3 h. A model acoustic spectrum for the rupture of the fibres was selected from
the spectra obtained for the boards in air-dry conditions. The model acoustic spectrum
showed a repeatable similar pattern in the frequency range of 10–24 kHz, clearly distinct
from that of the cement matrix spectrum. The characteristic of the acoustic spectrum
of the background originating from the press was determined on the basis of the initial
phase of bending by averaging the characteristics obtained for all the tested boards of
series A and C. The selected spectral characteristics of a fibre rupture are understood as
the signal accompanying the cracking of the cement matrix with fibres, while the model
spectral characteristic of the matrix is understood as the signal accompanying the cracking
of the cement matrix alone. The selected model acoustic spectrum characteristics were
registered at every 0.5 kHz in 80 intervals. Figure 7 shows the record of the model spectrum
characteristics of the signal accompanying the cracking of the cement matrix and the
rupturing of the fibres, and of the background signal.
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Figure 7. Background, fibre and cement matrix acoustic spectrum characteristics versus frequency.

It appears from Figure 7 that the acoustic activity of the background is within 10–15 dB.
The characteristic of the acoustic spectrum of the cement matrix reaches the acoustic activity
of 25 dB in the ranges of 5–10 kHz (segment 1) and 20–32 kHz (segment 3). For the fibres, an
activity level above 25 dB in the frequency ranges of 12–18 dB (segment 2) and 32–38 kHz
(segment 4) was read. The model characteristic for the cement matrix, the fibres and the
background were implemented in artificial neural networks and the training and testing of
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the latter began. A unidirectional multilayer structure with error backpropagation with
momentum was selected for the ANNs [11,47,48]. Details concerning the selected ANNs
and the training and testing procedures can be found in [49]. Having trained the ANN
on the input data, the correctness of its mapping was checked on the training data and
the testing data. Two pairs of input data, i.e., the data used for training the network and
checking its ability to reproduce the model characteristics and the testing data used for
checking the network’s ability to identify the model spectral characteristics originating
from the fibres and the matrix respectively during the bending test were used for this
purpose. Consequently, a record of the neural networks’ outputs of the recognized acoustic
spectra corresponding to the fibre rupturing, matrix crack and the background respectively
was obtained.

Figures 8 and 9 present the results of the recognition of the model acoustic spectra for
the cement matrix and the fibres. They are marked on the record of events rate Nev and
bending stress σm as a function of time. The graphs are for the boards of series AR and CR
in air-dry condition and series AT and CT exposed to the temperature of 230 ◦C for 3 h. For
clarity, the recognized model acoustic spectra for the matrix are marked green and the ones
for the fibres are marked orange.
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Figure 8. Events rate Nev and bending stress σm versus time, under influence of fire, with marked
identification of model spectral characteristics: (a) series AR, (b) series AT.
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Figure 9. Events rate Nev, and bending stress σm versus time under influence of fire, with marked
identification of model spectral characteristics: (a) series CR, (b) series CT.

Analysing Figure 8a, three intervals, A, B and C, could be distinguished. It appears
from this figure that as late as in interval C (after MOR had been reached) AE events were
registered. No AE events were registered in intervals A and B. The registered events suc-
cessively dominate after the maximum tensile bending stress is exceeded. The recognized
events in interval C originate from the rupturing of the fibres and the cracking of the cement
matrix. An event originating from the cracking of the cement matrix initiates subsequent
events originating from the rupturing of the fibres. The matrix fractures after the bending
strength (MOR) is reached. It appears from Figure 8b that MOR has become equal to LOP.
Interval B between LOP and MOR is missing, while interval C has been reduced to a single
time segment of 0.1 s with registered AE events. The fact that MOR has become equal to
LOP is evidence of changes in the board’s structure which occurred under the influence of
high temperature. Whereas the reduction of interval C to a single segment is indicative of a
single signal of the brittle fracture of the fibre-cement board and of the absence of fibres in
its structure, which could carry tensile stresses. The acoustic spectrum characteristic of the
events registered in interval C was recognized as the model spectrum of the cement matrix.

An exemplary breakdown of the events recognized as accompanying the rupturing of
fibres and the cracking of the cement matrix for series AR and AT is presented in Table 4.
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Table 4. Events recognized as accompanying rupturing of fibres and cracking of cement matrix for
boards of series AR and AT.

Series
Events Sum

∑Nev

Total Number of
Recognized Events

∑Nev,r

Total Number of Events
Ascribed to Fibre Rupturing

∑Nev,f

Total Number of Events
Ascribed to Matrix Cracking

∑Nev,m

Series AR 223 203 195 8
Series AT 94 94 0 94

The results presented in Table 4 indicate that no events originating from the rupturing
of fibres were registered in the case of the boards exposed to the high temperature, which
is clear evidence of the total failure of the fibres. The events which were not recognized
during the testing of the fibre-cement boards in air-dry condition had too low event energy
Eev or their acoustic spectrum characteristics were atypical and at the similarity classifier of
0.9 were not assigned to the selected characteristics. The increase in the number of events
ascribed to the cracking of the cement matrix in the boards exposed to the high temperature
is due to the extreme event energy Eev accompanying the brittle fracture.

Figure 9a shows that the course of bending and that of the AE signals registered for the
boards of series CR are similar to those for series AR. Three intervals can be distinguished
in the bending stress diagram. Numerous AE signals predominate in the last interval. The
boards of series CR have a large number of fibres in their structure. It appears from the
figure that there is no interval B, while interval C containing AE signals has been reduced
to a single time segment of 0.1 s, in which the recognized brittle fracture pattern was
registered. The course of the bending test and that of AE descriptors are similar to those for
the boards of series AT. A comparison of Figures 9a and 9b clearly shows that exposure to
a high temperature of 230 ◦C for 3 h is a damaging factor causing the degradation of the
fibres contained in the board. This fact is very well reflected by the results presented in
Table 5 in which the events recognized as accompanying the rupturing of fibres and the
cracking of the cement matrix are collated for the fibre-cement boards of series CR and CT.

Table 5. Events recognized as accompanying the rupturing of fibres and cracking of the cement
matrix for boards of series CR and CT.

Series
Events Sum

∑Nev

Total Number of
Recognized Events

∑Nev,r

Total Number of Events
Ascribed to Fibre Rupturing

∑Nev,f

Total Number of Events
Ascribed to Matrix Cracking

∑Nev,m

Series CR 496 483 445 38
Series CT 142 142 0 142

Table 5 shows an exemplary comparison of the events recognized as accompanying
the rupturing of fibres and the cracking of the cement matrix for series CR and CT.

It appears from Table 5 that the fibre-cement boards of series CR are characterized by a
large number of events originating from the rupturing of fibres. These boards show the
highest MOR from the tested series.

To sum up, it should be noted that the boards of series AR and CR in air-dry conditions
are characterized by a similar bending stress diagram in which three intervals can be distin-
guished. The fact that high-energy AE events are registered signals possible differences
between the reference boards and the ones subjected to damaging factors. By identifying
the acoustic spectrum characteristics through reading and assigning them to the cement
matrix or the fibres, it became possible to accurately identify the damage which takes place
in the boards under the influence of temperature.

No acoustic spectrum characteristics corresponding to fibres were recognized in the
boards of series AT and CT exposed to the temperature of 230 ◦C for 3 h. This confirms the
fact that the fibres undergo degradation at the high temperature of 230 ◦C. They fracture
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brittlely under the influence of the high temperature. Analysing AE signals and identifying
the acoustic spectrum characteristics, one can assess damage to the structure of the boards,
especially damage to the fibres contained in fibre-cement boards. In order to verify the
above conclusions, the authors decided to carry out additional optical investigations using
a scanning electron microscope (SEM) to compare the structure of the tested boards.

5. SEM Examinations

The optical investigations by means of a scanning electron microscope with EDS
analyser were carried out in collaboration with the Faculty of Civil Engineering and
Architecture at Kielce University of Technology.

The boards of series AR and CR in air-dry condition and the boards of series AT and CT
exposed to a temperature of 230 ◦C for 3 h were subjected to SEM examinations. Figure 10
shows example images for series A and C.

  
(a) (b) 

  
(c) (d) 

Figure 10. SEM images of boards of series: (a) AR, (b) AT, (c) CR, (d) CT.
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On the basis of the images shown in Figure 10 one can describe the macrostructure of
the tested fibre-cement boards as compact. The SEM examinations revealed the structure to
be fine pore, with the pores up to 50 μm in size. Cavities and grooves left by the pulled-out
fibres were visible in the fracture area. Cellulose fibres and PVA fibres are clearly visible
in the images, as shown in Figure 10a,c. Various forms of calcium silicate hydrates of the
C-S-H type occur, with an amorphous phase and a phase made up of strongly adherent
particles predominating. An EDS analysis of the cement matrix’s chemical composition
showed elements consistent with the composition of the cement. The fibres are covered
with a thin layer of cement paste and hydration products. The fact that there are few places
with a space between the fibres and the matrix is indicative of a strong bond between
them. The examination of the fibre-cement boards of series AT and CT exposed to a
temperature of 230 ◦C for 3 h revealed a distinct change in the colour of the samples at the
macroscopic level. Most of the fibres in the boards were found to be burnt out or fused into
the cement matrix, leaving cavities and grooves, as shown in Figure 10b,d (some such places
are marked with a yellow circle). The structure of the few remaining fibres was heavily
degraded. Examinations of the cement grains in other fractured surfaces also revealed that
their structure was damaged by the high temperature. The structure of the cement matrix
was found to be highly granular with numerous delaminations. More numerous cavities
and grooves left after the pulled-out fibres and grooves left after the pulled-out cement
grains were observed.

Summing up the examinations carried out using the optical method, we note that this
method makes it possible to very precisely describe the inner structure of fibre-cement
boards. In the case of the boards exposed to high temperature, most of the fibres were
found to be burnt out or fused into the matrix, leaving cavities and grooves. However,
significantly, in the case of the reference fibre-cement boards there are many more ruptured
fibres whose ends are well “anchored” in the cement matrix. This clearly means that
exposure to a temperature of 230 ◦C for 3 h has a damaging effect on the structure of
fibre-cement boards.

6. Conclusions

Exposure to high temperature is by nature damaging to most building products. The
tests have shown that the exposure of a fibre-cement board to a temperature of 230 ◦C for
3 h is critical as it results in the total destruction of the board. The following conclusions
emerge from the investigations:

1. The influence of the temperature of 230 ◦C for 3 h on bending strength (MOR) is
clearly damaging for series AT and CT. Under the influence of the temperature MOR
decreased by as much as 70%. In the case of these boards, impact energy Wf also
decreased considerably, while Young’s modulus ED increased by 30%.

2. The σ–ε, curves indicated that the influence of the temperature results not only in a
decrease in MOR, but also in a change in the shape of the σ–ε curve. Moreover, MOR
becomes equal to LOP. In the case of the reference fibre-cement boards, the value of
MOR is much higher.

3. The acoustic emission investigations during the three-point bending test showed a
marked fall in the number of AE events registered for the tested series of boards
under the influence of the high temperature in comparison with the reference boards.
Moreover, it was noticed that the exposure to the temperature of 230 ◦C for 3 h results
in a considerable increase in events energy Eev during the bending test for the tested
series of fibre-cement boards, whereby the registered events, by and large, come down
to a single pulse induced by a brittle fracture.

4. The results yielded by the identification of the model spectral characteristics by
means of ANNs indicate that the boards of series AR and CR in air-dry condition
are characterized by a similar bending stress diagram in which three intervals can
be distinguished. The acoustic spectrum characteristics corresponding to the fibres
and the cement matrix respectively were identified. However, no acoustic spectrum
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characteristics corresponding to the fibres were identified in the boards of series AT
and CT exposed to the temperature of 230 ◦C for 3 h. This confirms the fact that
at high temperatures, the fibres undergo degradation. Under the influence of high
temperature, the boards fracture brittlely.

5. The optical examinations under a SEM with an EDS analyser revealed that in the
boards exposed to the high temperature, most of the fibres had been burnt out or
fused into the cement matrix, leaving cavities and grooves. In the case of the reference
boards, a large number of fibres whose ends were well “anchored” in the cement
matrix were ruptured on the fractured surfaces.

Summing up the above conclusions drawn from the experiments carried out as part
of this research, one can definitely state that exposure to a temperature of 230 ◦C for 3 h
has a damaging effect on the structure of fibre-cement boards. In the authors’ opinion,
the findings are important for building practice as, so far, there has been little information
about the behaviour of rainscreen cladding made of fibre-cement boards exposed to high
temperatures. It is also worth noting that exterior wall cladding is exposed to high temper-
ature not only in the case of a fire, but also through insolation. In the authors’ opinion, it
would be worth to carry out ageing tests of fibre-cement boards subjected to UV radiation.
This will certainly be the subject of further research.

Finally, it is worth noting that the research carried out in this paper clearly confirmed
the usefulness of the acoustic emission method and artificial neural networks for the
assessment of the impact of the destructive effect of high temperature on the structure of
fiber-cement boards. According to the authors, the use of the method of acoustic emission
and artificial neural networks to assess the destructive effect of high temperature on the
structure of fiber-cement boards is a unique measuring technique that can play a large role
in construction practice today or in the near future. In addition, it is worth adding that the
new approach to measuring cracks, deformations or acoustic measurements in materials at
elevated temperatures certainly has great application in other materials. This approach can
be used to monitor the development of microcracks or scratches in materials in order to
control their strength and thus create new safer composites with a view to fire safety.
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1. Schabowicz, K.; Gorzelańczyk, T. Fabrication of fibre cement boards. In The Fabrication, Testing and Application of Fibre Cement
Boards, 1st ed.; Ranachowski, Z., Schabowicz, K., Eds.; Cambridge Scholars Publishing: Newcastle upon Tyne, UK, 2018; pp. 7–39.
ISBN 978-1-5276-6.

2. Bentchikou, M.; Guidoum, A.; Scrivener, K.; Silhadi, K.; Hanini, S. Effect of recycled cellulose fibres on the properties of
lightweight cement composite matrix. Constr. Build. Mater. 2012, 34, 451–456. [CrossRef]

3. Savastano, H.; Warden, P.G.; Coutts, R.S.P. Microstructure and mechanical properties of waste fibre–cement composites. Cem.
Concr. Compos. 2005, 27, 583–592. [CrossRef]

4. Coutts, R.S.P. A Review of Australian Research into Natural Fibre Cement Composites. Cem. Concr. Compos. 2005, 27, 518–526.
[CrossRef]

5. Schabowicz, K.; Szymków, M. Ventilated facades made of fibre-cement boards. Mater. Bud. 2016, 4, 112–114. (In Polish) [CrossRef]
6. Ardanuy, M.; Claramunt, J.; Toledo Filho, R.D. Cellulosic Fibre Reinforced Cement-Based Composites: A Review of Recent

Research. Constr. Build. Mater. 2015, 79, 115–128. [CrossRef]

244



Materials 2022, 15, 6460

7. Drelich, R.; Gorzelanczyk, T.; Pakuła, M.; Schabowicz, K. Automated control of cellulose fibre cement boards with a non-contact
ultrasound scanner. Autom. Constr. 2015, 57, 55–63. [CrossRef]
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12. Schabowicz, K.; Gorzelańczyk, T.; Szymków, M. Identification of the degree of degradation of fibre-cement boards exposed to fire
by means of the acoustic emission method and artificial neural networks. Materials 2019, 12, 656. [CrossRef] [PubMed]

13. Zhang, C.; Chao, L.; Zhang, Z.; Zhang, L.; Li, Q.; Fan, H.; Zhang, S.; Liu, Q.; Qiao, Y.; Tian, Y.; et al. Pyrolysis of cellulose:
Evolution of functionalities and structure of bio-char versus temperature. Renew. Sustain. Energy Rev. 2021, 135, 110416. [CrossRef]

14. Leflik, M. Some aspects of application of artificial neural network for numerical modeling in civil engineering. Bull. Pol. Acad. Sci.
Tech. Sci. 2013, 61, 39–50. [CrossRef]
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40. Łazarska, M.; Woźniak, T.; Ranachowski, Z.; Trafarski, A.; Domek, G. Analysis of acoustic emission signals at austempering of

steels using neural networks. Met. Mater. Int. 2017, 23, 426–433. [CrossRef]
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44. Zielińska, M.; Rucka, M. Non-Destructive Assessment of Masonry Pillars using Ultrasonic Tomography. Materials 2018, 11, 2543.

[CrossRef] [PubMed]
45. Wojtczak, E.; Rucka, M. Wave Frequency Effects on Damage Imaging in Adhesive Joints Using Lamb Waves and RMS. Materials

2019, 12, 1842. [CrossRef] [PubMed]
46. EN 12467—Cellulose Fibre Cement Flat Sheets. Product Specification and Test Methods. 2018. Available online: https://standards.

cen.eu/dyn/www/f?p=204:110:0::::FSP_PRJECT,FSP_ORG_ID:66671,6110&cs=1151E39EDCD9EF75E3C2D401EB5818ACD (ac-
cessed on 25 April 2018).

47. Osowski, S. Neural Networks for Information Processing; OWPW: Warsaw, Poland, 2000. (In Polish)
48. Estêvão, J.M.C. Feasibility of using neural networks to obtain simplified capacity curves for seismic assessment. Buildings 2018, 8,

151. [CrossRef]
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Abstract: Safety and reliability of constructions operated are predicted using the known mechanical
properties of materials and geometry of cross-sections, and also the known internal forces. The
extensometry technique (electro-resistant tensometers, wire gauges, sensor systems) is a common
method applied under laboratory conditions to determine the deformation state of a material. The
construction sector rarely uses ultrasonic extensometry with the acoustoelastic (AE) method which
is based on the relation between the direction of ultrasonic waves and the direction of normal
stresses. It is generally used to identify stress states of machine or vehicles parts, mainly made
of steel, characterized by high homogeneity and a lack of inherent internal defects. The AE effect
was detected in autoclaved aerated concrete (AAC), which is usually used in masonry units. The
acoustoelastic effect was used in the tests described to identify the complex stress state in masonry
walls (masonry units) made of AAC. At first, the relationships were determined for mean hydrostatic
stresses P and mean compressive stresses σ3 with relation to velocities of the longitudinal ultrasonic
wave cp. These stresses were used to determine stresses σ3. The discrete approach was used which
consists in analyzing single masonry units. Changes in velocity of longitudinal waves were identified
at a test stand to control the stress states of an element tested by the digital image correlation (DIC)
technique. The analyses involved density and the impact of moisture content of AAC. Then, the
method was verified on nine walls subjected to axial compression and the model was validated
with the FEM micromodel. It was demonstrated that mean compressive stresses σ3 and hydrostatic
stresses, which were determined for the masonry using the method considered, could be determined
even up to ca. 75% of failure stresses at the acceptable error level of 15%. Stresses σ1 parallel to bed
joints were calculated using the known mean hydrostatic stresses and mean compressive stresses σ3.

Keywords: masonry structures; autoclaved aerated concrete masonry units (AAC); compressive
strength; minor-destructive (MDT) techniques; non-destructive (NDT) techniques; ultrasonic testing;
acoustoelastic effect (AE); hydrostatic stresses; modeling; DIC technique

1. Introduction

The ultrasonic technique [1–4] is used in spectroscopy, defectoscopy, evaluation tests,
coagulation, dispergation, sonoluminescence cavitation, and chemical reactions. Ultra-
sounds can be also applied to crush, form hard media, bond, solder, wash, extract, and
dry substances. Another important application of these ultrasonic techniques includes
stress measurements in metal constructions. Ultrasonic methods of measuring stress use
the acoustoelastic effect (AE), i.e., the correlation between the stress and the velocity of
acoustic wave propagation.

The ultrasonic pulse velocity (UPV) is a method applied to cement (concrete) and
ceramic materials. This method is used to determine a setting time, changes in the elasticity
modulus, and to test the compressive strength (only with the applied minor non-destructive
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(MDT), technique) [5,6]. Besides the AE tests conducted on isotropic materials, the current
experience and theoretical analyses of construction materials are related to the anisotropy
effect on the wave propagation. The tests mainly include almost isotropic, moderately and
strongly anisotropic metamaterials at shear strain and standard deformation. Reference [7]
describes the quantitative effect of finite deformations with reference to their magnitude
and load direction. Strain-induced instabilities cause negative increments in the phase
velocity just as in the case of the isotropic materials. It was also demonstrated that shear
strains did not change the velocity of longitudinal waves as the material volume was
stable. On the other hand, the effect of high values of deformations on the propagation
of acoustic waves in repetitive network materials was explored in the paper [8]. The
deformations were found to significantly affect the frequency waves and the phase velocity.
In particular, the phase velocity for the hexagonal network strongly decreased under
finite compressive deformations. The effective density was shown to have an important
impact on the dispersion relation and band diagrams under the application of incremental
deformation over the lattice unit cell. Additionally, the theoretical analyses [9,10] are
made on mechanical wave propagation in the infinite two-dimensional periodic lattices
using Floquet-Bloch. Conclusions derived from the tests can be applied to research on
orthotropic construction materials (composites, composite panels, homogeneous masonry
structures, etc.). The paper [11] showed that the acoustoelastic effect (AE) [12] also occurs
in autoclaved aerated concrete (AAC). The stress state in the wall made of AAC masonry
units was determined on the basis of the conducted analyses.

This paper describes the tests aimed at determining the complex state of stresses in
masonry units made of autoclaved aerated concrete. As in [11], verification tests were
performed on small parts of the wall subjected to axial compression. Their aim was to
define empirical relationships of mean hydrostatic stresses P, and then normal stresses
σ1 and σ3 in the wall, in which the AE effect was observed [12]. Taking into account the
AAC vulnerability to moisture content [13] which deteriorates insulation and strength
parameters, the analyses included both density and relative humidity of this material. This
paper demonstrates a practical application of the AE effect in testing masonry structures
which was described in previous works of the author [11,14,15]. The tests were divided
into two stages. In the first stage of the tests, experiments were performed on 24 small
cuboidal specimens (180 mm × 180 mm × 120 mm) of autoclaved aerated concrete with
nominal densities of 400, 500, 600, and 700 kg/m3. The obtained results were used for
determining the acoustoelastic constant δP that showed the relationship between mean
values of hydrostatic stress P and velocity of the longitudinal wave cp.

Stage II included nine wall models [11] made of AAC masonry units which had a
nominal density of 600 kg/m3. They were subjected to axial compression The velocity of
ultrasonic wave cp in the masonry units was measured. The complex stress state in the wall
was examined using the relationships established in stage I. Then, the linear elastic FEM
models was applied to match the P–cp relationship. Knowing stress values σ3 determined
in [11], the levels of normal stress σ1 could be determined.

2. Theoretical Bases of the AE Method

Stress in the material can affect velocity of the acoustic wave because of inhomogeneity
and anisotropy. That effect was theoretically described for the first time in the paper [16],
and the experimental verification was presented in the papers [17,18]. The static stress
was found to have an impact on changes in the velocity values of the acoustic wave in the
medium. This pattern has been known as the acoustoelastic (AE) effect [19,20].

This effect, whose theoretical background was described in the paper [12,21], specifies
the relationship between stress and velocity of transverse wave propagation. As from
then, this subject has significantly evolved [22–24]. The normal stresses have an impact
on a change in the velocity of longitudinal and transverse waves (as in the elastooptic
effect involving light waves), which is determined by the direction of wave propagation
over the direction, the stress, and the wave polarization. Following the theory of solid
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deformation [17], the higher orders elasticity constants (neglected in the linear theory
of elasticity) which describe the non-linear effects, should be taken account during the
analysis of the AE effect. A sum of velocities in the tensionless state (σ = 0) and its
change (an increment) as a result of the stress (strain) expresses the velocity of ultrasonic
wave propagation.

In accordance with the Murnaghan theory [25], the function of free energy Ws defined
below [17,26], is described by the stress-deformation relationship

Ws =
1
2
(λ + 2μ)I2

1 − 2μI2 +
1
3
(l + 2m)I3

1 − 2mI1 I2 + nI3, (1)

where: λ, μ–Lamé constants, l, m, n–elasticity constants of second and third order by
Murnaghan, I1, I2, I3–deformation invariants.

Following the principle of energy conservation, Hooke’s law can be given by

ρδWs = σij
∂δui
∂uj

, (2)

where δW and δui mean finite increments in the function of free energy and the displace-
ment area, ρ is density after deformation (in the stressed body). This AE equation specifies
the relationship between the static load and the elastic wave velocity under hydrostatic
conditions (that is, under the hydrostatic stress P)–Figure 1

c2
p =

λ + 2μ

ρ0︸︷︷︸
c2

p0

− P
ρ0(3λ + 2μ)

(6l + 4m + 7λ + 10μ), (3)

c2
t =

μ

ρ0︸︷︷︸
c2

t0

− P
ρ0(3λ + 2μ)

(3m + 0, 5n + 3λ + 6μ) , (4)

where cp and ct are velocity of longitudinal and transverse waves respectively, and ρ0 body
density in the tensionless state, P–hydrostatic stress defined as P = 1

3 (σ1 + σ2 + σ3).
The Equation (2) [27] can be used to determine the stress P. For that purpose velocity

of the longitudinal and transverse waves is measured. The squared velocities of waves at
uniaxial stress states are expressed by these equations

V2
111 = c2

p0 −
σ1

3K0ρ0

[
λ + μ

μ
(4λ + 10μ + 4m) + λ + 2l

]
, (5)

V2
113 = c2

p0 +
σ3

3K0ρ0

[
2λ

μ
(λ + 20μ + m)− 2l

]
, (6)

V2
131 = c2

t0 −
σ1

3K0ρ0

[
4λ + 4μ + m +

λn
4μ

]
, (7)

V2
133 = c2

t0 −
σ3

3K0ρ0

[
λ + 2μ + m +

λn
4μ

]
, (8)

V2
132 = c2

t0 +
σ2

3K0ρ0

[
2λ − m +

n
2

λ

2
n
μ

]
, (9)

where K0 = E
3(1−2ν)

= 2μ+3λ
3 , ct0 =

√
μ
ρ0

, cp0 =
√

λ+2μ
ρ0

.
The velocity of the ultrasonic wave (in the deformed material), elastic constants of the

first (λ, μ), second and third order (m, n, l), whose detection is the most difficult in the tests,
are used to determine the normal stresses in the material.
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Figure 1. Directions of the stress and the ultrasonic wave in the isotropic material at the state of
hydrostatic compression.

The theoretical background of the AE effect has been adequately proved. Also, the
suitable equipment is employed to determine the elastic constants of the third order
l, m, n for metal and plastic materials following the procedures presented in e.g., the
papers [28–31]. Knowing the direction of the exerted load and a gradient of changes in the
longitudinal or transverse wave velocity is required to examine the stress states with the
NDT technique.

The proposed procedures can be easily applied to the laboratory tests, however, their
use under the in-situ conditions can be troublesome. Hence, a relative increment in the
longitudinal wave velocity [32] (knowing the Murnaghan coefficients is not required)
is more favorable for practical applications and it can be obtained from the following
relationship (based on the Equation (3))

c2
p − c2

p0 = −P (6l+4m+7λ+10μ)
3ρ0K0

→ (cp − cp0)(cp + cp0) = −P (6l+4m+7λ+10μ)
3ρ0K0

,
assuming that cp + cp0 ≈ 2cp0 → (cp − cp0)2cp0,
the following was obtained

(cp−cp0)

cp0
= −P (6l+4m+7λ+10μ)

6ρ0K0c2
p0

,

taking into account the following terms
K0 = 2μ+3λ

3 ; c2
p0 = λ+2μ

ρ0
,

finally, we obtain
(cp−cp0)

cp0
= −P (6l+4m+7λ+10μ)

2(2μ+3λ)(λ+2μ)
= PδP.

(10)

where δP is the AE coefficient expressing the relationship between a relative increment in
the longitudinal wave and the mean hydrostatic stresses.

The relative AE coefficient can be expressed as

(cp−cp0)

cp0
= P

Pmax
ηP. (11)

where ηP is the relative AE coefficient expressing the relationship between a relative
increment in the longitudinal wave and the relative mean of hydrostatic stresses.

The paper [11] defined values of the AE coefficients under the uniaxial compression
in the form (

cp − cp0
)

cp0
= β113σ3. (12)

(
cp − cp0

)
cp0

= γ113
σ3

σ3max
. (13)

where
β113 = 1.39 · 10−4ρ − 0.104, R2 = 0.995,
γ113 = 1.72 · 10−4ρ − 0.206, R2 = 0.923,

(14)
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when 397 kg
m3 ≤ ρ ≤ 674 kg

m3 .

3. Program of Own Research

Following the procedure described in the paper [11] the tests were divided into two
stages. In the first stage of the tests, the biaxial compression was exerted until the failure
of the specimens with dimensions of 180 mm × 180 mm × 120 mm. Velocity of the
longitudinal wave was determined under different hydrostatic stress P. The tests were
conducted in a test stand specially prepared to test the specimens and simultaneously
control their deformations by the non-contact technique of Digital Image Correlation
DIC. The obtained results were the base to determine the linear correlations of the cp–P
relationship. The test results for nine masonry models under axial compression, described
in [11], were used in the stage II to determine at first mean hydrostatic stress, and then
the normal stress σ1 which was parallel to the plane of bed joints. The test results for the
complex state of stresses were compared with the results for the linear-elastic FEM models.
Then, the method was validated.

4. Test Results

4.1. Stage I-Determination of Acoustoelastic Constant
4.1.1. Physical and Mechanical Properties of Autoclaved Aerated Concrete AAC

The tests included four series of masonry units with a thickness within the range
of 180–240 mm and different classes of density: 400, 500, 600, and 700 [33], which were
the subject of tests presented in the paper [11]. Six cores with a diameter of 59 mm and a
height of 120 mm were cut out from the masonry units. They were used to determine the
fundamental properties of the test autoclaved aerated concrete (AAC). All the cores were
dried until constant weight at a temperature of 105 ± 5 ◦C. The modulus of elasticity E and
Poisson’s ratio ν were determined for the core specimens. Mean mechanical parameters
obtained for all the tested types of masonry units are shown in Table 1. The results from
testing density and compressive strength of the specimens 100 mm × 100 mm × 100 mm
were taken from [14].

Table 1. Fundamental characteristics of masonry units as defined in the papers [11,14].

No.

Nominal Class
of Density

kg/m3

Acc. to [11]

Density Range
of AAC, kg/m3

Acc. to [11]

Mean Density
ρ0, kg/m3

(C.O.V)
Acc. to [14]

Mean
Modulus of
Elasticity E,

N/mm2 (C.O.V)
Acc. to [11]

Mean
Poisson’s Ratio

ν, (C.O.V)
Acc. to [11]

Compressive
Strength of

AAC f B,
N/mm2 (C.O.V)

Acc. to [14]

1 400 375–446 397 (6%) 1516 (9.6%) 0.19 (7.9%) 2.88

2 500 462–532 492 (3%) 2039 (8.9%) 0.21 (8.7%) 3.59

3 600 562–619 599 (2%) 2886 (10.5%) 0.20 (8.5%) 5.05

4 700 655–725 674 (3%) 4778 (10.1%) 0.19 (9.2%) 8.11

Apart from the core specimens of AAC masonry units, also 24 rectangular specimens
having dimension of 180 mm × 180 mm × 120 mm were cut out and used in the stage I.
To determine the correlation between mean hydrostatic stress P and ultrasonic velocity,
all the specimens were air-dried at a temperature of 105 ± 5 ◦C for at least 36 h until
constant weight. That way the impact of moisture content on AAC was eliminated [15,34].
Generally, moisture content tends to significantly reduce compressive strength and change
velocity of the ultrasonic wave propagation [14].

4.1.2. Test Stand and Procedure

The velocity of ultrasonic waves was determined by the method of transmission [11,35,36].
Velocity of ultrasonic waves in 180 mm × 180 mm × 120 mm specimens taken from
the masonry units, was measured at the specially prepared test stand—Figure 2. The
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test stand for testing biaxial compression consisted of two vertical columns 1 made of a
set of two channel profiles 120 with a length of 1000 mm and connected at the bottom
with a spandrel beam 2 made of three I-beams 140 with a top spandrel beam 3 which
was made of an I-beam 200 with a length of 1000 mm and reinforced with ribs. Inside
dimensions between spandrel beams and the column were 820 mm in a vertical plane, and
810 mm in a horizontal plane. Openings with the spacing of 75 mm were made in vertical
columns 1 and in the spandrel beam 3 to change its position. The hydraulic actuator 4
with an operating range of 500 kN was pin jointed to the top spandrel beam. A draw-wire
displacement converter 5 of SWH-1-B-FK-01 type with the TRA50-SA1800WSC01 encoder
(TWK-ELEKTRONIK GmbH, Düsseldorf, Germany) was attached to the side wall of the
actuator. The hydraulic actuator was connected to the hydraulic power unit “A” (Zwick
Roell Company Group, Ulm, Germany) with a pressurized pipeline, to which the pressure
transmitter P30 was attached (WIKA SE & Co. KG, Klingenberg, Germany) 6. Its operating
range was 0–1000 bar and the reading accuracy was 1 bar. The hydraulic actuator 7 with
an operating range of 500 kN was sliding jointed to one vertical column. A draw-wire
displacement converter 8 (SWH-1-B-FK-01 type with the TRA50-SA1800WSC01 encoder)
was fixed to the actuator. The actuator was connected to the hydraulic power unit “B”
(Hydac International GmbH, Sulzbach/Saar, Germany) with a pressurized pipeline, to
which the pressure transmitter P30 was attached-9 The research model 10 was placed
between Teflon washers 11 and steel plates 12 with ball joints.

This test stand was a complex system designed and prepared by the authors [37].
This design is copyrighted [38]. The advanced control algorithms had to be applied as
many non-linearities were present in the subsystems. These algorithms ensured the proper
interactions between elements of the test stand. Due to the continuous improvement of
these algorithms [39,40], the test stand performance is characterized by high repeatability
as proper feedback is ensured among the following components of the system:

1. Hydraulic systems “A” (Zwick Roell Company Group, Ulm, Germany) and “B”
(Hydac International GmbH, Sulzbach/Saar, Germany),

2. Electrical system: developed by authors’ of the tests
3. Peripheral devices: the model P30 pressure transmitters (WIKA SE & Co. KG, Klin-

genberg, Germany), the draw-wire displacement converters of SWH-1-B-FK-01 type
with the TRA50-SA1800WSC01 encoder (TWK-ELEKTRONIK GmbH, Düsseldorf,
Germany), the Digital Image Correlation System ARAMIS 6M ((GOM GmbH, Braun-
schweig, Germany), the PUNDITLAB+ instrument for reading and recording ultra-
sonic waves (Proceq Europe, Schwerzenbach, Switzerland),

4. The measurement and control interface: based on the NIcRIO 9022, NIcRIO 9056
controller (National Instruments, Austin, TX, USA),

5. IT system: developed by the authors in the LABVIEW 2020 software (National Instru-
ments, Austin, TX, USA) [41].

The block scheme in Figure 3 illustrates the interactions between individual elements
of the system. The IT system with the hydraulic system generated stresses σ1 and σ3 of the
same value and were used to read the ultrasonic wave path recorded with the PUNDIT
LAB+ instrument. The ARAMIS 6M system was used to control deformations and observe
crack images in individual specimens. Collecting data from different subsystem in one IT
system ensured an additional option for the tests due to the time correlation of many data
and their cause–effect relations. When different systems were combined, the set tasks were
performed in a more effective way compared to individual subsystems [42–45].
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Figure 2. Test stand for measuring the acoustoelastic effect under the biaxial stress state (described in
the text).

 

Figure 3. Block diagram of the test stand.
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The tests were conducted on the specimens which were dried to constant weight
and which had relative humidity w/wmax = 0%. The tests included at least 6 specimens
of the same density, and 24 specimens in total were tested (Figure 4a,c,d). The PUNDIT
LAB+ instrument (Proceq SA, Schwerzenbach, Switzerland), which was integrated with
the IT system of the test stand, was used to measure velocity of ultrasonic waves. The
point measurements were taken with the exponential transducers the frequency 54 kHz
(Figure 4e). The measurement accuracy of passing time of the ultrasonic wave was equal
to ±0.1 μs. Each specimen was placed between the plates of the test stand using Teflon
washers of 10 mm in thickness. Compressive stress σ3 was generated in the vertical
direction. In the horizontal direction, in which the normal stress σ1 was generated, Teflon
plates, and then steel sheet were placed on the lateral sides to generate loading. The
measuring templates were placed to end face of each specimen (Figure 4b) in the next step.
The passing time of the wave was measured with transducer which were in put (at 90◦) into
the openings of the measuring templates. Each time a distance was measured between the
transducers with an accuracy of 1 mm. An increment in stress values could be uniform by
controlling loads exerted in both vertical and horizontal directions by hydraulic actuators
‘A’ and ‘B’. Velocities of ultrasonic waves were read every 5 kN (for the specimens with
nominal densities of 400 and 500 kg/m3) and every 10 kN (the specimens with nominal
densities of 600 and 700 kg/m3). A view of the test stand in operation is shown in Figure 5.

4.1.3. Test Results

There were not any models with damaged front face during the loading cycle. Prior to
the failure crack was heard and noticeable cracks were observed on the surface. Noticeable
cracks were also found on the specimen surfaces under loading that preceded the failure.
Debonding of external surface of each test element was observed at failure. It revealed a
type of the specimen damage with clearly truncated pyramids that were connected in the
center of the specimen. Passing time of the ultrasonic wave using the transmission method
was measured at 25 points of each specimen at the following stress values: 0, ~0.25Pmax,
~0.50Pmax, ~0.75Pmax, Pmax. Examples of the obtained maps showing passing time of the
wave are illustrated in Figures 6–9.

Velocities of ultrasonic waves in all the specimens were significantly disturbed in the
edge areas. Noticeably lower wave velocities were observed in these areas. The results
referred to 16 points (as shown in the template–Figure 4a): A1–A5, B1, B5, C1, C5, D1, D5,
E1, E5, and F1–F5. The observed disturbances were caused by the immediate vicinity of
loaded edges of the specimens and the recorded wave reflection at the edge, and also by
local damage to the material during the loading phase. The highest homogeneity of the
results was found in central areas of each specimen at nine points B1–B3, C1–C3, D1–D3,
and E1–E3. Table 2 presents the measurement results for the ultrasonic wave with reference
to the mean and maximum values of hydrostatic stress Pmax. The table below presents
velocities of the longitudinal wave obscp0 determined at free state and relative mean values
of hydrostatic stress P/Pmax. The measurements expressed as (cp − obscp0)/obscp0 ratio
of a relative increment in ultrasounds as a function of stress P are shown in Figure 10a.
Figure 10b illustrates the relative rate of an increase of ultrasonic wave velocity rise over
the relative of compressive stresses P/Pmax.
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Figure 4. Measurements of ultrasonic wave velocity in biaxially compressed specimens: (a) com-
ponents of stress states and the position of the measuring template; (b) geometry of the mea-
suring template; (c,d) the test specimen; (e) the exponential transducer; 1—the AAC specimen
180 mm × 180 mm × 120 mm, 2—exponential transducers, 3—cables connecting transducers with
recording equipment, 4—the measuring template, 5—PUNDIT LAB+ recording equipment.
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Figure 5. View of the test stand in operation: (a) overall view, (b) specimen view; 1—the test stand with the fixed actuators;
2—a test element; 3—the hydraulic system ‘A’; 4—the hydraulic system ‘B’; 5—the measurement and control interface;
6—IT system; 7—cameras of the ARAMIS 6M system; 8—PUNDIT LAB+ instrument.
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Figure 6. Maps of passing time the ultrasonic wave in the model 400/1 at selected loading levels: (a) P = 0, (b) P = Pmax.
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Figure 7. Maps of passing time the ultrasonic wave in the model 500/1 at selected loading levels: (a) P = 0, (b) P = Pmax.
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Figure 8. Maps of passing time the ultrasonic wave in the model 600/1 at selected loading levels: (a) P = 0, (b) P = Pmax.
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Figure 9. Maps of passing time the ultrasonic wave in the model 700/1 at selected loading levels: (a) P = 0, (b) P = Pmax.
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Figure 10. Results from measuring velocity of the longitudinal ultrasonic wave: (a) relative change in velocity of longitudinal
wave as a function of compressive stress, (b) relative change in velocity of longitudinal wave as a function of relative
compressive stresses.
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Table 2. Test results for ultrasonic wave velocity in AAC under various mean hydrostatic stresses determined at central
points (B1–B3, C1–C3, D1–D3, E1–E3) of each specimen.

No.

Mean Density ρ,
(Nominal Class

of Density)
kg/m3

Mean
Compressive

Stress
P, N/mm2

Mean Relative
Compressive

Stress
P/Pmax

Mean Path
Length
L, mm

Mean Passing
Time of Wave

t, μs

Mean
Ultrasonic
Velocity

cp = L/t, m/s

(cp−cp0)

cp0

COV,
%

1 2 3 4 5 6 7 8 9

1

397
(400)

0 0

120.1

64.7 obscp0 = 1875 0 1.7%

2 0.51 0.23 70.6 1704 −0.09 2.1%

3 1.13 0.52 76.5 1572 −0.16 1.4%

4 1.65 0.75 87.0 1387 −0.26 0.5%

5 2.19 1 105.2 1145 −0.39 2.3%

6

492
(500)

0 0

119.9

63.4 obscp0 = 1893 0.00 2.1%

7 0.62 0.23 69.3 1732 −0.08 1.9%

8 1.34 0.51 78.3 1534 −0.19 1.6%

9 2.01 0.76 82.8 1451 −0.23 1.1%

10 2.65 1 93.4 1286 −0.32 1.7%

11

599
(600)

0 0

120.1

59.1 obscp0 = 2031 0.00 1.9%

12 0.98 0.24 61.3 1960 −0.03 3.1%

13 2.01 0.50 66.7 1800 −0.11 2.7%

14 3.03 0.76 70.8 1695 −0.16 2.2%

15 4.01 1 75.6 1588 −0.22 2.4%

11

674
(700)

0 0

120.2

54.0 obscp0 = 2225 0.00 2.1%

12 1.54 0.25 57.7 2083 −0.06 1.4%

13 3.19 0.51 59.1 2032 −0.09 1.8%

14 4.73 0.75 62.0 1936 −0.13 1.9%

15 6.30 1 66.8 1799 −0.19 3.1%

The tests showed that AAC density had an impact on velocities of ultrasonic waves,
which confirmed the previous tests [14]. At stress values P = 0, velocities of ultrasonic waves
increased in the specimens dried until constant weight. This increase was proportional
to densities of AAC under stress The longitudinal wave velocity obscp0 in the AAC units
of the minimum nominal density of 400 kg/m3 was equal to 1875 m/s and increased
to 2225 m/s in concrete characterized by the highest density of 700 kg/m3. Velocities of
longitudinal waves noticeably dropped as means stresses P increased in all the units. Under
relatively low stress when 0 ≤ P ≤ 0.25Pmax, values of ultrasounds decreased by 3–9% to
the value obscp0. At slightly higher values of hydrostatic stress 0.25Pmax ≤ P ≤ 0.50Pmax
the ultrasonic wave velocities dropped by 9–16% (with reference to the base value). Higher
stress values 0.50Pmax ≤ P ≤ 0.75Pmax in concrete having nominal densities of 400 and
500 kg/m3 caused the highest percentage drop in the velocities of ultrasonic waves by
23–24%. Ultrasonic wave velocities dropped by 13–17% in more dense masonry units made
of AAC (600 and 700 kg/m3). In opposition to lower hydrostatic loads, no clear reduction
in wave velocity was observed at the stress level preceding the failure when local cracking
and crushing were found within the stress range of 0.75Pmax ≤ P ≤ ~Pmax. For concretes
with lower density, the velocity was reduced by 32–39%, whereas the velocity drop by
19–22% was found in concretes having density of 600 and 700 kg/m3. As in the tests
under uniaxial stress state [11], a nearly linear drop in the relative velocity of longitudinal
ultrasonic wave was observed at any density of AAC. A drop in velocity was practically
1.5–2.0 times higher than in the tests [11] on the specimens under uniaxial stress state and
subjected to stress σ3. The resulting biaxial stress state confirmed the linear correlation
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which specified a reduced velocity of ultrasonic wave over mean hydrostatic stress. This
effect was noted during the tests on AAC [11] and metals [29,32].

Table 3 presents coefficients of the linear correlation of the relative velocity of ultrasonic
waves as a function of mean hydrostatic stress which are shown in Figure 10. Regression
lines based on values of AE coefficients contained values of AE (δ, η) coefficients and
density of AAC, which are illustrated in Figure 11. The coefficients were determined at
moisture content of AAC w = 0. Additionally, values of coefficients β113, γ113 determined
in the tests on uniaxial compression which are described in the paper [11], are shown in
Figure 11.

Table 3. Values of AE coefficients for concrete of specific densities.

No.
Mean Density ρ,

(Nominal Class of Density)
kg/m3

AE Coefficient
δP, m3/kg

Relative Coefficient
ηP

1 2 3 4

1 397
(400) −0.1632 −0.3574

2 492
(500) −0.1196 −0.3168

3 599
(600) −0.0530 −0.2134

4 674
(700) −0.0281 −0.1772

ρ

,  
 δ

   
η

δ

η

β
γ

Figure 11. Values of coefficients δ and η as a function of AAC density.

δ = 5.068 · 10−4ρ − 0.635, R2 = 0.991, (15)

η = 6.91 · 10−4ρ − 0.64, R2 = 0.976 (16)

when 397 kg
m3 ≤ ρ ≤ 674 kg

m3 .

Walls in real structures have moisture content w > 0 and the effect of this factor has to
be taken into account. Considering the results from own research [14] and the procedure
described in the paper [11], the empirical relationship was defined to determine velocities
of UV waves under air-dry conditions cp (at w = 0) based on the equation

cpw

cp
= a

(
w

wmax

)2
+ b

(
w

wmax

)
+ 1 → cp =

1
cpw

[
a
(

w
wmax

)2
+ b

(
w

wmax

)
+ 1

]
, (17)
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where cpw—velocity of ultrasonic wave in wet AAC in the unloaded state P = 0; cp—
velocity of ultrasonic wave in dry (w = 0) AAC in the unloaded state P = 0; w—relative
humidity of AAC; wmax—maximum relative humidity of AAC [14] calculated from the
following relationship

wmax = −1.23
ρ

1000
+ 1.34, when 397

kg
m3 ≤ ρ ≤ 674

kg
m3 . (18)

a, b–empirical coefficients dependent on density were

a = 9.187 · 10−4ρ + 0.932, when 397 kg
m3 ≤ ρ ≤ 674 kg

m3 .

b = 1.416 · 10−3ρ − 1.373, when 397 kg
m3 ≤ ρ ≤ 674 kg

m3 .
(19)

4.2. Stage II-Testing Models under Compression

Stage II involved small models of the masonry already used in the tests described in
the previous paper [11]. The models of 500 mm × 726 mm × 180 mm in dimensions were
composed of three layers of masonry units made of AAC of nominal density of 600 kg/m3.
They were connected with thin bed joints laid in the commercial mortar with a strength
f m = 6.10 N/mm2 [46] and the nominal class M5 [47]. Models (nine specimens)—divided
into three series marked as I, II, and III—were tested. The models differed in the presence
or lack of head joints. The models of series I did not have the head joint, whereas the
unfilled head joint in the central layer was at mid-length or 1/4 length of the masonry unit
in other series II and III. An overall view of tests specimens of the series I, II, and III is
shown in Figure 12.

 

Figure 12. Geometry of models made of AAC tested in stage II: (a) models of series I without head
joint, (b) models of series II with head joint at mid-length of the masonry unit, (c) models of series III
with head joint at 1/4 length of the masonry unit; 1—masonry units, 2—bed joints, 3—head joints.

All the models were subjected to monotonic compression perpendicular to the plane
of bed joints by exerting the uniform increment in the shift of the testing machine piston–
Figure 13. The mean normal stress σ3 was calculated as a ratio of the exerted load F
and the area of bed face of the masonry unit A (A = 180 mm × 500 mm= 90,000 mm2).
For two models from each series [11] velocities of ultrasonic waves cp were measured at
the following values: 0, 0.25σ3max, 0.50σ3max, and 0.75σ3max. In the stage I, waves were
measured using the method transmission–Figure 13a. The template was used to ensure the
coaxiality of the transducers. The tests are described in details in the paper [11]. Vertical
strains were measured during the tests on all the models except for I-3, II-3, III-3 series,
using the digital-image correlation system ARAMIS 6M (GOM GmbH, Braunschweig,
Germany) [48–51]. The main tests were preceded by determination of apparent density ρ0
(at air-dry state) and relative humidity w in AAC. Then the maximum moisture content
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wmax was calculated from the Equation (19). Table 4 presents the main results from
material tests and the results from main tests as crack-inducing stress σ3cr, and maximum
stress σ3max.

Considering density (ρ0 = 587–597 kg/m3) and relative humidity (w =4.5–6.0%),
the research model were regarded as nearly homogeneous. In all the models a nearly
proportional increase in deformations was noticed at increasing loading. Cracks were
formed at failure stress of ca. > 90%. They were detected at horizontal edges of the
masonry units and in the extended head joints. The failure was gentle. An increase in the
width of vertical cracks and spalling of external parts of the masonry units were noticed—
Figure 13b,c. The passing time tp of the ultrasonic wave was measured at defined load
levels (then the strength testing machine was stopped). Calculating the velocity of the
wave propagation from the relationship cp = L/tp (L = 180 mm) was the next step. The
synthetic test results for all measuring points and the points located at mid-height of each
masonry unit are shown in Table 5, and the partial results can be found in the paper [11].

 

Figure 13. The procedure employed in Stage II to test the AAC wall models: (a) measurements of
velocity of the ultrasonic wave at different stress value σ3, (b) selected models at failure, (c) vertical
strains of selected wall models under stress σ3max; 1—masonry units, 2—ultrasonic transducers,
3—templates to arrange symmetrically ultrasonic transducers.

As presented in the paper [11], passing time of the ultrasonic wave through the
models under zero loads was characterized by some variability. The longest passing time
was usually recorded in central parts of the elements. Distinct disturbances described by
different passing times of the wave were noticed at vertical edges of the masonry units
and at bed joints. Passing times were consistent in the central areas of the units in spite
of disturbed edge areas. The obtained variation coefficient was rather low within a range
of 1.4–1.6% even though all the measurements were considered (even from the disturbed
areas). A clear increase in the passing time of the ultrasonic wave in all the models was
observed when the loads increased up to 0.25σ3max. The coefficient of variation was rather
low within a range of 1.0–1.3% as in the case of lower stress values. An increase in loads to
0.50σ3max and 0.75σ3max resulted in a gradual increase in the mean time of propagation for
almost all measuring points. The calculated coefficients of passing time of the wave were
close to the values noticed at previous loading values and amounted to ca. 1.4%.
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Table 4. Summary of mean results from the tests on the models.

Series
Mean Density ρ0,

kg/m3
Moisture Content

w, %

Maximum
Moisture Content

(17)
wmax, %

Mean Compressive
Stress Inducing Cracks

σ3cr, N/mm2

(COV)

Maximum Mean
Compressive Stress

σ3max, N/mm2

(COV)

1 2 3 4 5 6

I
592 5.20% 61.2% 2.89 3.01

(0.43%) (14.5%) (0.57%) (1.1%) (1.3%)

II
595 5.63% 61.1% 2.95 2.96

(0.34%) (11.3%) (0.90%) (2.8%) (2.6%)

III
590 5.33% 61.4% 2.90 2.97

(0.59%) (3.90%) (0.73%) (3.3%) (1.9%)

Table 5. Results from measuring propagation of ultrasonic waves.

Series
No. of Measuring Points in

Each Loading Step, n

Time of Ultrasonic Wave Passing at Different Levels of Loading, tpmv, μs
(COV)

0 0.25σ3max 0.50σ3max 0.75σ3max

1 2 3 4 5 6

I-1

315
90.8 92.2 93.9 94.4

(1.4%) (1.3%) (1.4%) (1.4%)

45
91.2 92.3 93.6 94.3

(1.3%) (1.1%) (1.3%) (1.2%)

II-1

308
89.2 90.6 92.2 92.5

(1.6%) (1.2%) (1.1%) (1.1%)

44
89.6 90.5 92.2 92.4

(1.5%) (1.2%) (0.9%) (0.9%)

III-1

308
88.8 90.2 91.6 92.1

(1.4%) (1.2%) (0.9%) (0.9%)

44
89.1 90.2 91.5 92.0

(1.2%) (0.8%) (0.7%) (0.8%)

5. Analysis of Test Results

5.1. Components of Stress State Based on the AE Effect

Values of stress P were determined at each measuring point using the empirical
relationships which describe changes in mean hydrostatic stresses as a function of changes
in the relative velocity of ultrasonic waves and propagation times of ultrasonic waves,
which were determined in stage I and presented in the paper [7]. Mean values of hydrostatic
stress P expressed as the maps of stress at different stress levels (0.25σ3max, 0.50σ3max,
0.75σ3max) are shown in Figures 14–16.
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P

   

(a) (b) (c) 

Figure 14. Mean hydrostatic stress values P at load σ3 = 0.25σ3max: (a) model I-1, (b) model II-1, (c) model III-1.

P

   
(a) (b) (c) 

Figure 15. Mean hydrostatic stress values P at load σ3 = 0.50σ3max: (a) model I-1, (b) model II-1, (c) model III-1.

P

   
(a) (b) (c) 

Figure 16. Mean hydrostatic stress values P at load σ3 = 0.75σ3max: (a) model I-1, (b) model II-1, (c) model III-1.

The distribution of mean hydrostatic stresses P in all the test models indicated the
predominating compression (P > 0) in the masonry units. Mean hydrostatic stresses were
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clearly decreasing in some areas adjacent to the head joints. Only at some individual points
did mean hydrostatic stress represent tension (P < 0).

By reference to the paper [11], the qualitative analysis for the obtained results was
performed in a comprehensive way using all the test results and then was constrained to
a limited number of points. The comprehensive method included n = 315 (the model of
series I) or 308 (the models of series II or III) measured passing times of ultrasonic wave
at each analyzed stress level. The results for the clearly disturbed areas were also taken
into account. In the method using a limited number of points stress was estimated only
on the basis of the points located in the central area of the masonry units. In that way, the
measuring points were considerably reduced to 45 for the model I, and to 44 for the models
of series II and III.

At first, the velocity of ultrasonic waves was determined under air-dry conditions
according to the following relationship (17). A relative difference in the passing time of
the ultrasonic wave was then determined at other stress values. Determination of the
acoustoelastic coefficient δP from the Equation (15) was the next step. At the end the
stress P was obtained from the converted relationship (10). Table 6 demonstrates the
calculated stresses.

Table 6. Calculated mean values of hydrostatic stress in the wall using all measuring points.

M
o

d
e

l

Number of
Measurements

n

0.25σ3max 0.50σ3max 0.75σ3max

(cp−cp0)

cp0

δP
(15)

P =
(cp−cp0)

δP ·cp0
N/mm2

(10)

(cp−cp0)

cp0

δP
(15)

P =
(cp−cp0)

δP ·cp0
N/mm2

(10)

(cp−cp0)

cp0

δP
(15)

P =
(cp−cp0)

δP ·cp0
N/mm2

(10)

1 2 3 4 5 6 7 8 9 10 11

I-1 315 −0.0156 −0.0640 0.247 −0.0319 −0.0640 0.502 −0.0403 −0.0640 0.634

II-1 308 −0.0151 −0.0635 0.240 −0.0333 −0.0635 0.528 −0.0372 −0.0635 0.590

III-1 308 −0.0150 −0.0640 0.240 −0.0306 −0.0640 0.495 −0.0360 −0.0640 0.587

Values of coefficients δP depended on the density of AAC, however, these differences
were relatively small (δP = −0.0635–−0.0640 mm2/N). Mean values of hydrostatic stress
were evidently increasing with an increase in vertical stress values, which showed that
compressive stress predominated in the compressed wall. The stress values calculated for
the individual models were close to each other only when stress values were relatively low,
that is, 0.25σ3max and 0.50σ3max. Stresses in the model III-1 determined by the AE differed
by maximum 12%. At 0.75σ3max the stress values did not differ by more than 8%.

The same procedure was repeated in the method based on the limited number of
results (from central areas of the masonry units). Analogous to the method, which was
based on all the test results, velocities of ultrasonic waves under air-dry conditions were
determined at first, and then a relative difference in the passing time of the ultrasonic wave
and the stress values P were calculated from the converted relationship (10). The coefficient
δP was the same as the value specified in Table 6. The obtained values of hydrostatic stress
P are presented in Table 7.

The stress values were much lower at a limited number of measuring points. When
stresses were the lowest, that is, equal to 0.25σ3max, the stresses determined with the AE
method at the minimum number of points were lower by no more than 31% (the model II-1).
Mean hydrostatic stresses at higher stresses (0.50σ3max and 0.75σ3max) were underestimated
by a maximum of 18%.
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Table 7. Results of calculations of normal stress σ3 in the wall using a limited number of measuring points.

M
o

d
e

l Number of
Measurements

n

0.25σ3max 0.50σ3max 0.75σ3max

(cp−cp0)

cp0

P =
(cp−cp0)

δP ·cp0
N/mm2

(10)

(cp−cp0)

cp0

P =
(cp−cp0)

δP ·cp0
N/mm2

(10)

(cp−cp0)

cp0

P =
(cp−cp0)

δP ·cp0
N/mm2

(10)

1 2 3 4 5 6 7 8

I-1 45 −0.0115 0.181 −0.0261 0.410 −0.0337 0.528

II-1 44 −0.0104 0.166 −0.0293 0.464 −0.0316 0.501

III-1 44 −0.0119 0.187 −0.0270 0.424 −0.0324 0.509

By knowing mean hydrostatic stresses and stresses σ3 determined from the Equation (12)
and presented in the paper [11], horizontal stresses σ1 could be determined from the relationship

P =
1
3
(σ1 + σ2 + σ3) =

1
3
(σ1 + σ3) → σ1 = 3P − σ3, (20)

where P—mean hydrostatic stress, σ3—normal stress perpendicular to the plane of bed
joints, σ1—normal stress parallel to the plane of bed joints.

The values of stress P and stress σ3 shown in Tables 6 and 7 and presented in the
paper [11], were the base to determine stresses σ1 which are summarized in Table 8.

Table 8. Calculated mean stress σ1 based on a varying number of measuring points.

M
o

d
e

l Number of
Measurements

n

0.25σ3max 0.50σ3max 0.75σ3max

σ3,
N/mm2

[7]

P
N/mm2

(Tables 5 and 6)

σ1,
N/mm2

(20)

σ3,
N/mm2

[7]

P
N/mm2

(Tables 5 and 6)

σ1,
N/mm2

(20)

σ3,
N/mm2

[7]

P
N/mm2

(Tables 5 and 6)

σ1,
N/mm2

(20)

1 2 3 4 5 6 7 8 9 10 11

I-1
315 0.737 0.247 0.004 1.499 0.502 0.008 1.892 0.634 0.010

45 0.540 0.181 0.003 1.224 0.410 0.007 1.577 0.528 0.008

II-1
308 0.714 0.240 0.005 1.573 0.528 0.011 1.757 0.590 0.012

44 0.493 0.166 0.003 1.383 0.464 0.009 1.493 0.501 0.010

III-1
308 0.716 0.240 0.004 1.478 0.495 0.008 1.750 0.587 0.009

44 0.557 0.187 0.003 1.265 0.424 0.007 1.518 0.509 0.008

5.2. Numerical FEM Model

The numerical FEM model was necessary to perform the comprehensive analysis of the
determined mean values of hydrostatic stress P and normal stress σ1 (determined indirectly
on the basis of known values of stress σ1). This model was used to determine mean values
of hydrostatic stress from the components of the stress state. As it was demonstrated in the
paper [11], the defined relationships between stress and strain were similar to the linear
relationship. Hence, the linear-elastic FEM micro-model was sufficient for that purpose.
The model included nominal geometric dimensions and boundary conditions. The model
was 726 mm high, 500 mm wide, and 180 mm thick. It was supported along its bottom edge
using the roller supports in each node, except for the middle one with the blocked horizontal
movement. Five-node finite elements with 4 degrees of freedom for each node were used for
calculations in a plane stress state (2D, PSS). The masonry units were modelled separately,
for which the modulus of elasticity was EB = 2039 N/mm2 and Poisson’s ratio was νB = 0.21
(cf Table 1). Mortar in joints was also modelled separately, and the finite elements took
the following parameters Em = 6351 N/mm2 and νm = 0.18 [52]. Due to linear elasticity of
the FEM models, the model was subjected to unit loads q = 1 kN/m, and the stress values
at higher loads were determined using superpositioning of load states. The numerical
FEM models are shown in Figure 17. The calculated data presented as the maps of vertical
stresses σ3 and σ1 of unit loads are illustrated in Figure 18.
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The stress–strain relationships for all the test elements and the FEM models were
compared as shown in Figure 19. These curves indicate that the behavior of the test models
was almost linear until the moment of cracking. Strains began to increase much faster
than in the linear-elastic FEM model when the stresses were >0.75σ3max. Differences in
calculated and experimentally determined moduli of elasticity did not exceed 10%.

 

Figure 17. FEM models for the test walls: (a) models of series I without head joint, (b) models of series II with head joint
at mid-length of the element, (c) models of series III with head joint at 1/4 length the masonry unit 1—masonry unit;
2—mortar; 3—unfilled head joint.

 

Figure 18. FEM calculations for the test walls: (a) stresses σx in the model of series I without a head joint, (b) stresses σy in
the model of series I without a head joint, (c) stresses σx in the model of series II with the head joint at mid-length of the
element, (d) stresses σy in the model of series II with the head joint at mid-length of the element, (e) stresses σx in the model
of series III with the head joint in 1/4 length of the masonry unit, (f) stresses σy of the model of series III with the head joint
in 1/4 length of the masonry unit.
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Figure 19. Compared relationships between stress and strain (σ3–εy) for all tested models and
numerical FEM models.

The data for components of the stress states P, σ1, σ3 obtained on the basis of the FEM
calculations are compared in Table 9. The results are compared in Table 10.

Table 9. FEM-based calculations for mean stresses P and σ1.

M
o

d
e

l Number of
Measurements

n

0.25σ3max 0.50σ3max 0.75σ3max

FEMσ3,
N/mm2

FEMP
N/mm2

FEMσ1,
N/mm2

FEMσ3,
N/mm2

FEMP
N/mm2

FEMσ1,
N/mm2

FEMσ3,
N/mm2

FEMP
N/mm2

FEMσ1,
N/mm2

1 2 3 4 5 6 7 8 9 10 11

I-1 315 0.752 0.251 0.003 1.503 0.503 0.006 2.255 0.754 0.008

II-1 308 0.741 0.248 0.003 1.483 0.496 0.006 2.224 0.744 0.009

III-1 308 0.743 0.249 0.003 1.486 0.497 0.006 2.229 0.746 0.009

Table 10. Compared mean values P and σ obtained from the tests and FEM calculations.

M
o

d
e

l Number of
Measurements

n

0.25σ3max 0.50σ3max 0.75σ3max

σ3
FEM σ3

P
FEM

P

σ1
FEM σ1

σ3
FEM σ3

P
FEM

P
σ1

FEM σ1

σ3
FEM σ3

P
FEM

P

σ1
FEM σ1

1 2 3 4 5 6 7 8 9 10 11

I-1 315 0.98 0.98 1.33 1.00 1.00 1.33 0.84 0.84 1.25

II-1 308 0.96 0.97 1.67 1.06 1.06 1.83 0.79 0.79 1.33

III-1 308 0.96 0.96 1.33 0.99 1.00 1.33 0.79 0.79 1.00

on average: 0.97 0.97 1.44 1.02 1.02 1.50 0.81 0.81 1.19

I-1 45 0.72 0.72 1.00 0.81 0.82 1.17 0.70 0.70 1.00

II-1 44 0.67 0.67 1.00 0.93 0.94 1.50 0.67 0.67 1.11

III-1 44 0.75 0.75 1.00 0.85 0.85 1.17 0.68 0.68 0.89

on average: 0.71 0.71 1.00 0.87 0.87 1.28 0.68 0.69 1.00

The maximum difference in mean stresses σ3 perpendicular to the plane of bed
joints, which were determined for all the measuring points, was 3% at the stress levels
0.25σ3max–0.50σ3max. The biggest difference was observed under compressive stress equal
to 0.75σ3max. When the number of measurements was limited to central areas of the ma-
sonry units, significantly greater differences were noticed, The highest mean overestimation
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of the results exceeding 32% was found at the stress level of 0.75σ3max. Almost the same
results were obtained for the hydrostatic stress P in the wall. For all the measuring points,
the differences did not exceed 3% at the stress levels of 0.25σ3max–0.50σ3max. Mean stresses
were greater by 31% also under higher compressive stress equal to 0.75σ3max.

The greatest variation of the results was found under the stresses σ1 which were
parallel to the plane of bed joints. A higher number of measurements caused in this case
a higher degree of inconsistency between the results. Under the compressive stresses
0.25σ3max–0.50σ3max, the stress values were overestimated by ca. 44–50%. An increase in
mean values of stresses to the level of 0.75σ3max caused that the overestimation of stresses
was reduced to ca. 19%. The best results were obtained for the limited number of measuring
points. Then, at the stress levels of 0.25σ3max and 0.75σ3max, the stresses determined with
the NDR technique did not significantly vary from the stresses obtained from the FEM
calculations. The highest overestimation of the stresses of the order of 28% was found for
mean stresses equal to 0.50σ3max.

The best agreement with the FEM calculations was reached when the maximum
number points were used for vertical stresses σ3 and mean hydrostatic stresses P. The
measurements limited to central areas of the masonry units resulted in bigger differences
in the results when compared to the numerical results. The contradictory tendency was
noticed for the stresses σ1, under which the biggest differences in the results were obtained
when the maximum number of points were used. Limiting the measurements only to the
central areas caused a clear drop in the stress values which were empirically determined.

The results were obtained from the methodology of determining the coefficients AE
(β113 ηP), which was conducted on relatively small specimens subjected to the load which
eliminated additional stress components and boundary disorders. The stress distribution in
real masonry structures (on which the main tests were performed) is significantly disturbed
by the presence of head and bed joints, the shape, and interaction with other masonry units.
The results were close to the FEM calculations when the measurements were taken in the
central area of the masonry units at the least disturbed stress state. A narrower spread
of the calculated and test results was the immediate effect. It should be remembered that
the plane stress state assumed for the analyses is observed locally in central areas of the
masonry units. Additional stresses σ2 = 0 perpendicular to the front plane of the masonry
are found in the edge and support areas, which has an impact on mean hydrostatic stresses.
The proposed procedure cannot be applied for the whole range of stress values without its
prior calibration. At relatively low stresses 0.25σ3max and 0.50σ3max, the test results were
similar to the calculated results. The most significant differences were obtained for the
stresses of 0.75σ3max, and at this level NDT tests can be performed.

5.3. Model Update

It is more favorable to perform in practice only the tests restrained to central areas
of the masonry units. Such an approach reduces the effect of disturbances created at the
element edges due to the presence of bed and head joints. As shown in point 6.2, the
NDT technique based on the AE effect and the stresses determined for the central areas
of masonry units are expected to provide inconsistency in all the determined stresses.
Assuming that the results obtained from the FEM calculations correctly estimate the stress
values in the masonry units, the stress values σ3 in the masonry units were at first corrected.
For that purpose, mean quotients presented in Table 9 were applied. It was the base to
calculate the mean quotient of stresses determined by the NDT and FEM techniques. On
this basis, the mean coefficient equal to α3 = 0.75 was determined. Coefficients of stresses P
and σ1 were determined similarly. These values were αP = 0.76 and α1 = 1.09. The update
empirical values to determine stress in the wall can be expressed as

σ3 =
1
α3

(
cp − cp0

)
cp0β113

, (21)
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P =
1

αP

(
cp − cp0

)
cp0δP

, (22)

σ1 =
1
α1

(3P − σ3). (23)

The results obtained by the NDT technique before and after validation and by the
FEM methods are compared in Figures 20–22.

σ σ

P

(a) 

σ σ

σ

 
(b) 

σ σ

σ

(c) 

Figure 20. Comparison of stress values determined by the NDT and FEM methods for the model
I-1: (a) mean hydrostatic stress; (b) normal stress perpendicular to the plane of bed joints; (c) normal
stress parallel to the plane of bed joints.
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Figure 21. Comparison of stress values determined by the NDT and FEM methods for the model
II-1: (a) mean hydrostatic stress; (b) normal stress perpendicular to the plane of bed joints; (c) normal
stress parallel to the plane of bed joints.

The stresses σ3 and P in the updated model were underestimated by no more than
15%. On the other hand, the underestimation of the stresses P parallel to the plane of head
joints σ1 did not exceed 6%.
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Figure 22. Comparison of stress values determined by the NDT and FEM methods for the model
III-1: (a) mean hydrostatic stress; (b) normal stress perpendicular to the plane of bed joints; (c) normal
stress parallel to the plane of bed joints.

The described validation resulted in mean stresses in the wall which were comparable
to the data determined by the FEM technique after taking at least n > 44 measurements
in the central parts of the wall. However, taking the measurements at so many points (at
a relatively low variation) can be troublesome in practice. That is why it is necessary to
specify the minimum number of measuring points, at which the obtained results are reliable
with reference to the defined confidence level [53]. Therefore, the minimum number of
measuring points was define assuming that:

1. the general population had the normal distribution N(μ, σ),
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2. the variance σ of the general population was unknown at the known standard devia-
tion for the small sample, which was taken as s = νtestx (νtest = 15%—the coefficient
of variation corresponding to the results from the in-situ tests),

3. α = 0.05—the confidence level,
4. the relative error was defined at the level 0.5α = 0.0025. The absolute value was taken

as d = 0.5α x,
5. the minimum number of samples [53] were determined from the relationship

n0 = (tα,n−1s/d)2, where tα ,n−1 = 2.017—the parameter of a two-tailed T distribution
at n − 1 degrees of freedom, n = 44—the number of samples to determine the number
of samples.

Based on these assumptions, the calculations were performed under the stresses equal
to 0.75σ3max. Only the stresses σ3 and P calculated from the relationships (21) and (23)
were considered. It was not necessary to specify the number of samples on the basis of the
stress σ1 as it was not an independent variable. The obtained number of samples is shown
in Table 11.

Table 11. Minimum number of measuring points to determine the stresses σ3 and P.

Model
¯
x = σ3max

N/mm2

¯
x = P

N/mm2
sσ3 = νtestσ3maxN/mm2 sP = νtestσPN/mm2 dσ 3 = 0.5α σ3max

N/mm2
dP = 0.5α P

N/mm2
t2
α,n−1

s2
σ3

d2
σ3

t2
α,n−1

s2
P

d2
P

1 2 3 4 5 6 7 8 9

I-1 2.089 0.699 0.313 0.105 0.052 0.017 8 23

II-1 1.978 0.663 0.297 0.099 0.049 0.017 7 22

III-1 2.011 0.673 0.302 0.101 0.050 0.017 7 22

When the tests were focused on determining compressive stress σ3 during the in-situ
tests on the wall made of AAC masonry units, the minimum number of measurements
was estimated to be n0 = 8. On the other hand, when the aim of the tests is to determine
the complex state of stress, the minimum number of measurements should not be lower
than n0 = 23. When the results were expressed in 1 m2 of the wall, then the minimum
number of measuring points required to determine stresses σ3 should not be lower than
n0 = 8·(1/0.726·0.5) = 22 measurements/m2, and in case of mean hydrostatic stresses
n0 = 23·(1/0.726·0.5) = 61 measurements/m2.

The proposed update method was intended to determine mean stresses in the wall,
which were crucial for diagnostic tests for structures. Development of the complete model
which can be used to define characteristics and design values to verify the estimated
structural safety, should include the non-linear FE model and the application of FORM
procedures [54,55].

6. Conclusions

This paper is a continuation of the tests [11,14] concerning the use of the ultrasonic
(UPV) techniques, in particular the acoustoelastic (AE) method to detect stresses in a
structure by means of the non-destructive technique (NDT). The tests were focused on
the commercially produced autoclave aerated concrete (AAC) which is characterized by
high homogeneity and repeatability of the parameters. Considering different purposes, the
tests were carried out in two stages. In Stage I, the test procedure was specified and the
acoustoelastic coefficient δP was determined. This coefficient specified the relationships
between the mean hydrostatic stresses P and the velocity of the longitudinal ultrasonic
wave propagation cp.

The non-standard cuboidal specimens 180 × 180 × 120 mm were used for the calibra-
tion purposes. They were tested at the in-house developed test stand [37] which can be
used to exert the biaxial compression. Based on the tests on AAC of different densities, the
impact of relative humidity w and density ρ was included using the correlations presented
in paper [14]. These considerations resulted in formulating the relationship δP(ρ). Verifica-
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tion of the discussed procedure was performed in Stage II, in which the complex stress state
was to be determined. This stage based on the results from previous test [11] performed
on small AAC walls having a nominal density of 600 kg/m3. The models differed in the
position of head joints without mortar and were classified into series I, II, and III. The mea-
sured velocities of ultrasonic wave propagation were analyzed under various compressive
stresses: 0.25σ3max, 0.50σ3max and 0.75σ3max. The performed measurements (n = 308–315)
were used to define the coefficients AE δP = −0.1632–−0.0281. The data obtained from the
AE method were compared with the data calculated for the linear-elastic FEM models of
the walls. For the mean values of hydrostatic stress P, the stresses were underestimated at
the order of 3% at 0.25σ3max. Under higher compressive stresses 0.50σ3max, the stresses P
obtained by the AE method were greater by 2% than the calculated mean values. Under
the highest analyzed stresses equal to 0.75σ3max, the empirically determined stresses were
greater by over 19% than the calculated values. By knowing the stresses P and the stresses
σ3 perpendicular to the plane of head joins presented in the paper [11], the stresses σ1
could be determined. These results were compared with the values obtained by the FEM
calculations under various compressive stresses. Each time the values were overestimated.
The stress values σ1 at 0.25σ3max were overestimated by 44%. An increase in vertical loads
to the values of 0.50σ3max and 0.75σ3max caused that the stress values determined with
the AE method were greater by 50% and 19% compared to the data obtained from the
FEM method. These discrepancies were caused by disorders of the stress state in the real
structure and they considerably differed from the stress state, under which the coefficient
AE (β113 and δP) was determined.

It is not effective to use so many measuring points in practice (as a high number of
points and results from the measurements have to be prepared and captured). For that
reason, it was suggested that the measuring points were constrained only to the central
areas of each masonry units which reduced the number of measurements to n = 45 and 44.

A similar comparison as for all the measurements produced considerably higher
underestimations of the mean stresses σ3 by 13–32%, and the stresses P by 3–19%. These
values are not desirable taking into account safety of the structure. Hence, a decision was
made to validate the model using the numerical FEM model by defining the coefficients
α3 = 0.75, αP = 0.76, and α1 = 1.09. The stresses in the validated model were underestimated
by no more than 15% under the stresses σ3 and P. On the other hand, under the stresses P
parallel to the plane of head joints σ1 the underestimation did not exceed 6%.

In summary:

• the acoustoelastic (AE) method was confirmed to be applied to mean hydrostatic
stresses in AAC,

• the relationships between the acoustoelastic coefficient δP and AAC density and
moisture content AAC were established,

• the performed measurements of the velocity of ultrasonic wave propagation were
used to quite precisely determine the mean hydrostatic stresses in the wall (when
compared to the FEM calculations) when the number of measuring points was high,

• a reduction in the measuring points significantly underestimated the mean
hydrostatic stresses,

• the method validation considerably diminished differences between the experimen-
tally obtained results and the calculations. The maximum overestimation of stress
values did not exceed 15%, and the underestimation was at the level of 6%.

• an empirical nature of the employed method constraints possible applications to the
complete range of standard stresses in the masonry. The reliable estimation of the
mean stresses for the model validated can be used even to the level of <0.75σ3max.

Also, the minimum number of measurements were defined to ensure reliability of the
results at the pre-determined measurement error at the specified level of confidence. If the
tests are to measure normal stresses in the plane of bed joints, then the minimum required
number of measuring points is 22 measuring points/m2. The tests focused on the analysis
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of the complex state of stresses require the minimum number of measurements equal to 61
measurements/m2.

Specifying the detailed guidelines for in-situ tests for structures at the present stage
of analyses of masonry structures is impossible. It is required to conduct additional tests
on slender walls to determine the bending effect (varied stress state in the wall) and to
improve the methodology of selecting the measuring points. The selection method of
measuring points used to evaluate both the complex and the uniaxial stress state [11] may
prove to be inadequate for bending. The double-sided access to the structure can be another
problem. Hence, further tests are planned to be performed on the AE coefficient AE (β133)
in the AAC wall with one-sided access.
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27. Tylczyński, Z.; Mróz, B. The influence of uniaxial stress on ultrasonic wave propagation in ferroelastic (NH4)4LiH3(SO4)4. Solid

State Commun. 1997, 101, 653–656. [CrossRef]
28. Takahashi, S.; Motegi, R. Measurement of third-order elastic constants and applications to loaded structural materials. SpringerPlus

2015, 4, 1–20. [CrossRef]
29. Takahashi, S. Measurement of third-order elastic constants and stress dependent coefficients for steels. Mech. Adv. Mater. Mod.

Process. 2018, 4. [CrossRef]
30. Egle, D.M.; Bray, D.E. Measurement of acoustoelastic and third-order elastic constants for rail steel. J. Acoust. Soc. Am. 1976, 60,

741–744. [CrossRef]
31. Takahashi, S. Stress Measurement Method and its Apparatus. U.S. Patent 7299138, 10 December 2007.
32. Deputat, J. Properties and Use of the Elastoacoustic Phenomenon to Measure Self-Stress; Institute of Fundamental Technological

Research Polish Academy of Sciences: Warsaw, Poland, 1987. (In Polish)
33. EN 771-4:2011. Specification for Masonry Units—Part 4: Autoclaved Aerated Concrete Masonry Units; CEN: Brussels, Belgium, 2012.
34. Bartlett, F.M.; Macgregor, J.G. Effect of Moisture Condition on Concrete Core Strengths. ACI Mater. J. 1993, 91, 227–236.
35. Suprenant, B.A.; Schuller, M.P. Nondestructive Evaluation & Testing of Masonry Structures; Hanley Wood Inc.: San Antonio, TX,

USA, 1994; ISBN 978-0924659577.
36. McCann, D.M.; Forde, M.C. Review of NDT methods in the assessment of concrete and masonry structures. NDT E Int. 2001, 34,

71–84. [CrossRef]
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Abstract: This paper proposes the use of X-ray computed tomography (μCT, xCT) measurements
together with finite element method (FEM) numerical modelling to assess bond failures mechanism
of fiber-reinforced fine-grain concrete. Fiber-reinforced concrete is becoming popular for applica-
tion in civil engineering structures. A dynamically developing topic related to concretes is the
determination of bond characteristics. Nowadays, modern technologies allow inspecting the inside
of the element without the need to damage its structure. This paper discusses the application of
computed tomography in order to identify damage occurring in the structure of fiber-reinforced
fine-grain concrete during bond failure tests. The publication is part of a larger study to determine
the bonding properties of Ukrainian steel fibers in fine-grain concrete. The authors focused on the
visual evaluation of sections obtained from tomographic data. Separately, the results of volumetric
analysis were presented to quantitatively assess the changes occurring in the matrix structure. Finite
element analysis is an addition to the substantive part and allows us to compare real damage areas
with theoretical stress concentration areas. The result of the work is the identification of a path that
allows verification of the locations where matrix destruction occurs.

Keywords: fine-grain concrete; bond; industrial computed tomography; numerical simulation;
xCT; fiber

1. Introduction

Economic changes resulting from the intensity of mankind’s activities are forcing
society to reuse available materials. Recycling has become an everyday habit, and newer
and newer recovery technologies try to ensure minimal waste. New trends are forming,
such as urban mining [1]. Properly implemented, urban mining process allows for effective
recycling of valuable raw materials. In the construction industry, the dynamic development
of new-generation concretes, so-called green concretes, has been observed [2]. This trend
adds additional components to concrete mixes such as recycled aggregate, ash, or recycled
steel in order to improve the environmental standard while ensuring the assumed physical-
strength properties [3,4].

Construction and demolition waste, commonly referred to as CDW, is increasingly
being used in the construction industry [5]. Sources also include recycled tire steel fiber
(RTSF) in this group. Recycled tire steel wire is used as a fiber in plain concrete and concrete
with recycled aggregate in volume proportions of 0.5 and 1% [6]. The introduction of
recycled tire waste into the steel mixture resulted in a decrease in compressive strength
with an improvement in tensile test results [7]. It is worth noting the additional challenges
associated with corrosion susceptibility [8]. Steel-fiber-reinforced concrete (SFRC) is not
only about using waste materials. There are functioning production lines of industrial
steel fiber (ISF) e.g., Micro- or Hooked-end fiber. There are differences in the obtained
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mechanical parameters of mixtures reinforced with recycled and dedicated fibers, but
the nature of their behavior remains very similar [9]. Research on one group influences
the development of the whole RTSF trend. Industrial-fiber-reinforced concrete has been
studied reasonably accurately in terms of compression [10], impact resistance [11], and
torsion [12]. SFRC can be incorporated into more complex composites using, for example,
steel profiles [13]. Studies of compressive fatigue behavior and failure evolution with
similar materials use digital image correlates to determine deformation and strain [14]. The
growing interest in SFRC has led researchers to investigate the problem of bonding between
fiber and concrete matrix. A step in the analysis of the contact between two materials can be
a visual assessment of behavior occurring at their interface. Therefore, for obvious reasons,
macroscopic inspection is not possible. Modern technology and computed tomography
can provide assistance [15]. The authors see a research gap in the use of CT to verify the
bond failure mechanism of fiber-reinforced fine-grain concrete.

Computed tomography is typically associated with medical applications. The first
CT scanner was developed in 1973 and its authors—Godfrey Newbold Houns-field and
Allan MacLeod Cormack—received the Nobel Prize in 1979. Almost half a century of
technology development has made modern tomographic examinations highly automated,
safer, and faster [16]. Computed tomography allows nondestructive inspection of elements
by determining their parameters. Speaking of the tomography itself, it should also be noted
that there are many different techniques available, using different signal sources. Some
tomographic technologies have a narrow scope of application. Authors distinguish three
groups most frequently used in industry:

• Electrical Resistance Tomography, used to determine slurry flow measurements [17].
• Ultrasound tomography, which can be used to visualize the internal behavior of a

concrete structure [18,19].
• X-ray microtomography (XCT, μCT, X-ray CT), covering the entire spectrum of materi-

als [20,21]; applications of extended XCT scanning and neutron CT are also known [22].

X-ray tomographs used in industry are based on X-ray spectroscopy. A detailed
description of the principle of operation was published in [20]. The device has been in use
for more than 20 years and the information on its concept of operation has not become
outdated. An illustrative device is shown in Figure 1. An object is inspected in a special
chamber of the device. The item is placed between the radiation emitter, the so-called
lamp, and the detector. The device is controlled by determining the position of the object
in the space between the lamp and the detector, entering the value of voltage and current
generating radiation (power), and determining the operating characteristics of the detector.
Appropriate selection of parameters allows the acquisition of results enabling further 3D
reconstruction of the object. In contrast with tomography used in the practice of medicine
(where the comfort and health of the patient is a priority), during an industrial examination,
the detector and the lamp remain in a fixed position, while the sample is rotated along the
vertical axis. In the course of a single scan, thousands of absorption measurements of the
radiation beam penetrating the examined object are made. A schematic view of the cone
beam tomograph and the inside of the chamber are shown in Figure 2.

The next step is the reconstruction of the 3D volume. During a full rotation, the
device generates thousands of images in high grayscale (e.g., the GE Phoenix v|tomex|m
uses 14 bit). The most common is the implementation of complex algorithms at the
reconstruction stage, resulting in correction of images such as beam hardening correction,
automatic geometry calibration, and geometry optimization [23,24]. The reconstructed
object can be visually inspected by analyzing 2D cross-sectional images, 3D images, and
further volumetric analysis. Modern CT images are characterized by highly detailed
detectability, allowing details <1 μm to be seen [25].

278



Materials 2022, 15, 2193

Figure 1. X-ray CT scanner GE phoenix v|tomex|m.

Figure 2. The tomographic chamber of the cone beam device.

The current software offers a number of built-in analysis types that are helpful when
working with CT data. The leading analyses are porosity, geometric deviation, and ma-
terial orientation analysis. The software also allows for FEM calculations and flow sim-
ulations. [26]. Sources indicate the use of data obtained from CT scans to evaluate the
compactness of concrete [27]. The method was also used to describe the surface of con-
cretes [28]. Existing methods for working with CT-acquired data are described extensively
in the publication [27]. Studies on the effect of static loading on concrete specimens using
tomographic imaging have been reported in [29]. The usefulness of the tomographic image
method in evaluating shear tests is pointed out in [30]. There are studies that show how
to determine the change in pore size of a concrete sample undergoing freezing cycles by
tomography using a medical device [31]. Basic tomographic studies of steel-fiber-reinforced
concretes are presented in [32]. The tomographic analysis mainly focused on the orientation
of fibers in space and the cracks formed during the strength tests.

An extensive review of the analysis of concrete and asphalt construction materials is
presented in [33]. According to [34], porosity analysis of concrete materials by microCT
is popular because of the inherent porosity of such materials and the important role that
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pores can play in mechanical and transport properties. There are significant correlations
between pore size distribution and concrete strength [35], and the transport properties of
concrete [36]. Another application that researchers find for computed tomography in the
analysis of fiber-reinforced concrete is the analysis of fiber distribution. A homogeneous
distribution is a key factor for the correct behavior of a fiber concrete element. Fiber
orientation has been clearly indicated by CT in [37]. At the same time, in [38], computed
tomography was used to determine fiber distribution in macro-plastic fiber-reinforced
concrete slab-panels, indicating the versatility and usefulness of CT in analyzing the
distribution of fibers of different densities.

2. Materials and Methods

2.1. Specimens and Strength Testing

The essence of the planned strength tests was to determine the forces required to pull
out the fibers of the concrete cubes. Hooked-end fibers were placed in the concrete cubes
(Lviv National Agrarian University, Lviv, Ukraine. Prisms 50 × 50 × 100 mm were made of
fine-grained concrete. To vary the results, the fibers were anchored at three lengths: 10, 15,
and 25 mm. The geometry of the fiber is shown in Figure 3a. The bend results in improved
bonding, and fibers with this shape are widely used. The tested samples were based on
concrete with the following formulation: cement M400 444 kg/m3, water 240 l/m3, sand
1644.43 kg/m3. The w/c ratio was kept at 0.54.

Figure 3. Laboratory testing of concrete specimens with fibers: (a) nominal fiber geometry; (b) MTS
measurement system with test specimen.

In order to obtain general concrete parameters, 12 cubic concrete samples were sub-
jected to uniaxial compression testing according to the procedure in [39]. The test series
were tagged as Series 10, Series 15, and Series 25, respectively. Strength corresponds to the
concrete class C25/30. This study is a continuation of the research conducted by the authors’
international group [40,41]. During the test, one end of the specimen was fixed. The other
end was acted upon by force. The detailed methodology is described in [40]. An analytical
approach for determining bond parameters is presented in [41]. Testing was performed on
the machine shown in Figure 3b. During the test, displacement was controlled. The pullout
speed was set at 0.05 mm/s. The adopted methodology is in accordance with the review
in [42].
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A similar study, but on materials of a different type, was presented in [43], where
the essence of the study was to determine the chemical bond properties of Polyvinyl
Alcohol—Engineered Cementations Composite. The authors took a similar approach to
strength testing.

2.2. CT Scan

The tomographic examinations were performed on a GE Phoenix v|tomex|m device
(General Electric Company, Hürth, Germany) with a microfocus lamp using a cone beam.
The warm-up and centering procedure was carried out on the instrument. In order to test
irregularly shaped specimens, the samples were mounted on a low-absorbent foam for
stable mounting on a manipulation table. The specimen was positioned to focus the viewing
range on the fiber/concrete interface—the Region of Interest (ROI) option was selected.
The ROI focuses the scope of the test on a portion of the specimen allowing us to select the
section of interest. Each specimen was scanned twice, before and after the strength test,
with the same scanning parameters—130 kV at 250 μA. A copper filter of constant thickness
was used during the test. The measurement was performed with an accuracy at which
the voxel dimension was equivalent to 30 μm. A calibration procedure was performed
according to the manufacturer’s recommendations. One examination assumed the taking
of 2700 images. A single run lasted approximately 50 min. During the examination, the
detector’s shift module was activated to exclude the effect of defect of a single detector pixel
and the auto-sco function, which allows for geometry optimization. For safety reasons, the
radiation level was monitored during and after the examination.

2.3. Volumetric Analysis

The first task was to reconstruct separate 3D solids based on data from separate scans.
The program provided by the manufacturer of the tomograph (General Electric Company,
Hürth, Germany), datos|x, was used for this purpose. During the reconstruction, the
beam hardening correction, automatic geometry calibration, and geometry optimization
algorithms were used. The reconstructed 3D geometry allows for visual inspection and
further analysis.

Afterwards, a registration of two scans (before and after pulling out the metal element)
was performed. Scanning a component using ROI leads to one fundamental difficulty: there
is no complete image of the outer edges, making it difficult to bring the two scans into a
common coordinate system. In order to establish a common position, an internal algorithm
was developed. The procedure required determining the porosity of two samples. Then,
the coordinates of the 11 largest pores and the coordinates of the centers of gravity of the
two samples were entered as input to the script. The transition between coordinate systems
was determined. In successive steps, the coordinates of progressively smaller pores were
compared. The 3D rotation angles and the displacement vector of one of the samples were
output. Fitting was assessed visually. After 10 shift-rotation iterations, a correct match
between the two data sets was found. A diagram of data workflow is shown in Figure 4.

Porosity determination is widely used in concrete testing [33,44] and describing
changes in the material caused by external factors. Leading CT software (3.4, Volume
Graphic, Stockholm, Sweden) allows automated porosity/inclusion analysis. Before the
porosity analysis were calculated, the absorption characteristics of three materials—steel,
concrete, and air—are defined. The process of determining the volume of air voids was
carried out on the reconstructed 3D solid. The VGDefX algorithm set to Voids mode was
used. The pores were considered significant if their volume exceeded 8 voxels. The analysis
reveals air voids in the entire solid or in a portion of the solid indicated by the operator. The
evaluation is performed visually and based on tabular summaries and graphs. Depending
on the void size, the pores are visualized with different colors on the cross-sections and in
the 3D view. In addition, the distribution of pores as a function of the respective coordinate
is clearly measurable.
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Figure 4. Data workflow diagram.

2.4. Numerical Simulations

The development of tomographic analysis allows us not only to evaluate data inside a
given CT software, but also to further transform the obtained data and perform strength
analyses. The dedicated software has a built-in Finite element method (FEM) calculation
module; however, it is only designed for basic simulations [26]. The authors of this paper
note the great potential for applications of microtomography-acquired data (especially geo-
metric data) in numerical simulations. So far, sources [45] indicate the use of tomographic
images to reconstruct the sample geometry as a mesh grid.

The authors decided to develop models of fibers that could be numerically extracted
from a three-dimensional (3D) concrete block. The CT data allow us to reconstruct the
geometry in two ways: develop a surface consisting of triangular planes or define the
geometry by using simple solids (e.g., cubes, spheres, or cylinders). The authors’ experi-
ence shows the wide applicability of the mesh method when working with samples with
complex geometries. Fine triangles very accurately described the surface of, for example,
a transverse flute, the model of which was used to simulate airflow. The high variability
of the geometry justified the use of a complex meshing method, which in further steps,
needed powerful computational software and high computing power. The second ap-
proach involves replacing the geometry of a given element by fitting basic 3D solids. The
solids are matched in a semiautomated way. The approach enables fast and fairly accurate
reproduction of the actual geometry of uncomplicated shaped elements such as simple
rods, cubes, or rings. The approach allows for optimal use of computing power and a better
representation of the geometry than the popular 3D extrude. Due to the variable shape
of the fibers, it was deemed necessary to develop an accurate model containing a large
number of triangles.

The purpose of the analysis was to determine the stresses occurring at the contact
between the steel fiber and the concrete. The assumed numerical verification would allow
us to determine where the failure of the concrete structure may occur. In the course of
the work, the focus was on accurate mapping of individual fibers extracted from concrete
specimens. The fiber defined by the triangles was subtracted from the concrete cube.
Visually, in Figure 5, the fiber is shown in red and the concrete in blue. Due to the innovative
approach to the applicability of CT data in the numerical calculations, the distribution
of aggregate and air pores in the concrete mix was neglected. When working with this
type of data, the process of meshing 3D solids can be problematic. The calculation of a
specimen where the fiber has a radius of 0.5 mm required the use of extremely small finite
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elements. A manual check of the mesh size was made and it was determined that the
fiber finite elements should be 0.15 mm in size. Optimization of the mesh size allowed for
variation in the size of elements responsible for the concrete structure—denser elements in
the immediate area of the fiber resulted in higher accuracy of the numerical solution, while
larger elements (5 mm) at the edges allowed for shorter computation time. The resulting
models consisted of approximately 3 million tetrahedral finite elements. The calculations
were performed in midas GTS NX software (2019 ver. 1.2, MIDAS Information Technology
Co., Seongnam, Republic of Korea).

Figure 5. Mesh model: (a) isometric view of the mesh; (b) top view—finite element size progression.

The boundary conditions assigned to the models were full fixation of the lower nodes
of the concrete mesh and static load applied to the upper edge of the fiber. The assigned
force was determined according to MTS press pullout tests and was taken as the series
average value. The material properties for the concrete and fiber were assigned according
to tests that are the basis for another article. The data loaded into the numerical software
(2019 ver. 1.2, MIDAS Information Technology Co., Seongnam, Republic of Korea) (Midas
GTS NX) are shown in Table 1.

Table 1. Comparison of point cloud mesh to CAD model—cumulated absolute.

Parameter Fine-Grain Concrete Steel Fiber

Model Type Mohr–Coulomb Elastic
Density (kg/m3) 2000 7850

Elastic Modulus (GPa) 31 210
Poisson’s Ratio 0.15 0.30

Frictional angle (deg) 31
Linear elastic materialCohesion (MPa) 3.86

3. Results

3.1. Strength Testing

Tests were conducted by pulling the fiber out of the concrete. The test was performed
on an MTS Model 685.53 machine. The displacement and force values were recorded
during the tests. The exact force values are shown in Table 2. The test results and analytical
approach are the basis for the analyses that are part of a separate study conducted by
the team. Detailed results are described in the publication [40]. Relevant to the subject
of the thesis is the fact of the quasi-linear increase in the force required to pull out the
fiber. At this stage, the team hypothesized that the main damage to the structure would be

283



Materials 2022, 15, 2193

expected within the bend of the fiber. The team consider that the structure of the concrete
and the porosity of the matrix in the immediate vicinity of the fibers was important during
the study.

Table 2. Comparison of point cloud mesh to CAD model—cumulated absolute.

Anchorage
(mm)

Pullout
Force (kN)

Anchorage
(mm)

Pullout
Force (kN)

Anchorage
(mm)

Pullout
Force (kN)

10 218.66 15 309.27 25 250.44
10 184.35 15 231.88 25 357.17
10 121.53 15 179.23 25 308.23
10 264.71 15 208.71 25 316.11
10 281.32 15 261.56 25 271.74

Average 214.11 238.13 300.74

3.2. Computed Tomography

The purpose of the visual inspection was to determine the potential damage occurring
in the concrete structure due to the pullout force. By analyzing the scans of the samples
before mechanical action with 10 mm anchorage, the contact surface between the fiber
and matrix of good quality can be observed. In these specimens, no additional spaces or
pores of large volume were observed at the reinforcement–matrix interface. The test did
not reveal additional cracks. The aggregate was distributed homogeneously throughout
the concrete. Pulling out the metal element caused visible changes within the direct contact
area between the two materials. There are visible cracks in the concrete at the edge of the
sample. Part of the loose material was removed during the test, reducing the volume of the
concrete element. The changes are particularly visible at the top edge of the specimen and
at the height of the metal bend. Visually, the changes are interpreted as a result of tensile
and shear stresses acting on the matrix.

The reconstructed specimen with an anchorage length of 15 mm revealed a higher
overall porosity of the concrete. Visually, pores are assessed that they have a larger diameter.
In visual assessment, the difference from the specimen with anchorage length of 10 mm
is found to be significant. Air spaces between fiber and concrete are locally observed. No
cracks are seen in the concrete structure. Similar to the previous specimen, no aggregate
sedimentation occurred. The pullout of the fiber led to the destruction of the concrete in
the area where the bending of the steel element occurred. Some of the loose material was
removed during the test, reducing the volume of the specimen.

The cross-section of the specimen with an anchorage length of 25 mm indicated a
situation similar to the first specimens. Small air pores, uniformly distributed, are visible in
the matrix. Locally, the fiber is surrounded by air pores. Cross-section analysis indicated
fine cracks in the concrete around the upper contact zone. The pullout test led to crack
propagation, but the material was not pulled out together with the steel fiber. The cross-
sectional images are shown in Figures 6, 7 and 8a,c.

3.3. Volumetric Analysis

The primary tool used to describe the volume changes is porosity analysis. Figures 6–8
summarize the 2D cross-sections and 3D porosity analysis results, reduced to pore volume
dependence plots shown on the vertical axis. The horizontal bars represent the volume of
pores with a geometric center at a given height. The beginning of the coordination system
was taken to be the upper surface of the analyzed sample. In Figures 6–8, the beginning
of the height axis corresponds to the concrete surface. Cylinders of 2.5 cm diameter were
analyzed. The heights of the cylinders are 20, 30, 30 mm respectively. Voxels belonging to
fibers were excluded from the analysis—the void created by removing the steel element
did not affect the results obtained. The following graphs show pore volumes in voxels. A
voxel is the basic cell of data acquired during the tomography process. A voxel of a 3D
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solid can be compared to a pixel in a 2D image. A local increase in porosity indicates that
destruction has occurred at a particular location in the structure under analysis.

Figure 6 shows the analysis results of the sample with the fiber being anchored to
a depth of 10 mm. Figure 6b,d show the results of porosity analysis before and after the
fiber pullout test. Except for isolated differences, the graphs are visually consistent with
each other, which speak to the correctness of the applied methodology. The main changes
can be seen in two places on the graph: at 0.49 mm and at 5 mm depth. The analysis of
visualization of the data indicated that the change in porosity in the range of 0–1 mm was a
result of propagation of cracks created during the process of pulling out the fiber.

Figure 6. The 10 mm sample: (a) 2D cross-section before fiber pullout; (b) 3D porosity analysis—plot
of pore volume against height in sample before fiber pullout; (c) 2D cross-section after fiber pullout;
(d) 3D porosity analysis—plot of pore volume against height in sample after fiber pullout.

Figure 7. The 15 mm sample: (a) 2D cross-section before fiber pullout; (b) 3D porosity analysis—plot
of pore volume against height in sample before fiber pullout; (c) 2D cross-section after fiber pullout;
(d) 3D porosity analysis—plot of pore volume against height in sample after fiber pullout.
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Figure 8. The 25 mm sample: (a) 2D cross-section before fiber pullout; (b) 3D porosity analysis—plot
of pore volume against height in sample before fiber pullout; (c) 2D cross-section after fiber pullout;
(d) 3D porosity analysis—plot of pore volume against height in sample after fiber pullout.

At a depth of 5 mm, the most significant change in structure occurred. The pore
volume changed from 4 mm3 to over 10 mm3. Thus, there was more than a doubling of
the local air space in the bend zone of the tested fiber. The increased pore volume is due to
concrete deterioration and pullout of the loose material. The destruction occurred at the
locations where the air pores between the fiber and concrete were noted.

When analyzing the sample with an anchorage length of 15 mm (Figure 7), additional
pore volumes are noticeable, appearing after the fiber pullout test. The largest changes are
seen at 1.5 and 6.5 mm. The results indicate destruction of the concrete structure within the
upper contact zone—the zone near the surface of the sample. Large destruction can be seen
on the lower side of the fiber curve (depth of approximately 6 mm). Destruction occurred
on a smooth surface. Pulling out the fiber resulted in widening of the hole. In Figure 7c, an
additional air pocket caused by fiber extraction is clearly visible.

The results for the sample with an anchorage length of 25 mm (Figure 8) indicate the
presence of an air void between the fiber and the concrete. Its geometric center is located at
11 mm length. Local air voids, about which the authors wrote in the previous subsection,
create a single, connected space, which locally, on individual cross sections, appears to be a
separate air pocket. Based on the analysis of CT data, it can be clearly stated that adhesion
forces were not transferred through the entire fiber surface. Pulling out the fiber resulted
in ejection of the damaged and loose material. It should be noted that all specimens with
an anchorage length of 25 mm had air voids in the “before fiber pullout test” condition.
Damage to the matrix is visually apparent from the surface to a depth of 2 mm. Microcracks
smaller than 2 voxels (60 μm) were not captured by the VGDefX algorithm, which was
focused on finding pores larger than 8 voxels.

3.4. Numerical Simulations

The variable geometry of the fibers intuitively suggests that the stresses from the pull-
out test will not be consistent along the length of the element. The advantage of numerical
methods over analytical approaches is the ability to input a geometrically and materially
complex system. The models developed on the basis of tomographic investigations, as-
suming appropriate materials, closely represent the real stress concentrations in the tested
specimens. The results are summarized in Figure 9. Stress maps show shear stresses from
the contact between fibers and fine-grain concrete. The visuals have been scaled so that the
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color range is consistent in all three images. Stress concentration locations were indicated
graphically by white arrows.

Figure 9. Cross-sectional results of 3D FEA analysis: (a) legend; (b) 2D cross-section of the model
anchored at 10 mm-depth; (c) 2D cross-section of the model anchored at 15 mm-depth; (d) 2D
cross-section of the model anchored at 25 mm-depth.

The highest shear stress values were obtained for the model anchored at 10 mm
(Figure 9b). For this specimen, the highest strain is observed at both edges of the contact
surface and reaches a value of about 10 MPa. The increased stresses occur locally. Increasing
the anchorage length to 15 mm caused a decrease in the values of local stress concentrations.
As in the previous model, the concentrations occur at the lower end of fiber and at the
location of the element course change. The stresses exceed the value of 4 MPa. For the
specimen with 20 mm anchorage, the increased stress level is noticed under the lower end
of fibers. The maximum stresses reach the value of 4.07 MPa. In addition, the increased
stress level occurred at the location of the change in the course of the element.

The last test containing specimens anchored at a depth of 25 mm globally indicated
another reduction in stresses. As in the previous cases, the stress concentrations occur at
the bottom part of the course change and just below the top surface. By identifying low
stresses, the FEM analysis indicates that potential failure may occur in areas where stresses
are induced by random factors such as porosity or material weakening related to the setting
of the concrete itself.

The shear stresses are found locally just below the surface of the concrete and are
characteristic of all three experimental models. The authors identify the lower left side of
the bend as the second such location (assuming a consensus datum with that shown in
Figure 9). The third location for the transfer of forces from the fiber to the dies is the bottom
edge of the metal member. The last location is the result of internal forces and horizontal
displacements of the end due to deformations of higher elements. The shear stresses are
concentrated at the contact surface between the materials. No shear surface formation is
observed inside the matrix. The numerical experiment indicates a failure model in which
no damage occurs in the deep concrete structure due to adhesion, as proven by the low
range of stress concentration. The bond strength is exceeded by generating excessive forces
on the fiber flanks. However, damage to the concrete can appear locally.

4. Discussion

In the course of the work, the locations where deterioration of the concrete structure
occurs were identified. The data were processed visually and by porosity analysis. The
bar graphs in Figures 6–8 clearly show where the damage occurs. When comparing the
tomographic data with the results of the 3D FEM analysis, similarity is noted in the locations
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of increased stresses and increased pore volume. The authors believe that the movement
of fibers itself is a key factor in the experiment. Once the bond failure occurs, pullout can
appear in the following cases: when there is damage in the matrix structure (especially in
the area of the component bends) or when there are plastic changes in the shape of the
metal component. The authors claim that in the analyzed case, an intermediate situation
occurs, where locally acting stresses and their extents indicate partial destruction of the
matrix (pullout of the destroyed material) and partial plastic deformation of fibers. Visual
view of the destroyed element unambiguously indicates the fact of its shape change. The
authors are in agreement with the pullout behavior of hooked-end fibers described in [42].
The authors acknowledge that the fiber must undergo plastic deformation during the test.
The theoretical behavior presented in the publication [42] should be expanded to include
possible matrix damage. An additional aspect not addressed in the source is the effect of
pores on the bonding phenomenon. Considering the fiber–pore size ratio, the statistical
distribution of porosity in the matrix should be taken into account.

The FEM analysis did not include porosity information. During the visual evaluation
of the tomographic data, attention was given to the concentration of damage around the
existing pores. As can be seen in [46], air pores also exist between the reinforcing bars and
the concrete structure, which has little effect on the bonding phenomenon that is the essence
of reinforced concrete construction. The distribution, size, and shape of the pores directly
affect the safety of the structure. In their work with fiber reinforced concrete, the authors
have identified pores as critical locations where the edges of the concrete structure fail.
Again, the authors of this paper would like to focus on the size ratios of pores and fibers,
and pores and reinforcing bars. Taking into account the small size of the fiber element,
pores are described as an important factor influencing the bonding phenomenon.

Regarding the material itself, the authors see practical applications for Steel-Fiber-
Reinforced Concrete. The results of the experimental study on bended beams with di-
mensions 1500 × 150 × 60 mm [47] seem to be worth quoting. The program required
three beams with the same geometry: a nominal beam, a beam with added fibers in the
amount of 1.59 kg, and beam with 2.12 kg of fibers, which correspond to the coefficient
of fiber reinforcement in volume, ρfv = 1.5% i 2%, respectively. The beams were loaded
with concentrated force in the middle of the span. The experimentally obtained bearing
capacities were 6082.5, 7055.5, and 7351.1 N·m, respectively. The use of fiber reinforcement
not only improved the strength parameters but also reduced the crack propagation, which
indicates the effectiveness of the SFRC trend.

The authors of article [48] presented the next step in the study of SFRC materials. They
described the results of pullout tests on rebar while the concrete was additionally reinforced
with steel fibers. From the failure mode studies, it was observed that the addition of 1%
hooked-end steel fibers can change the failure mode of pullout specimens from premature
splitting to pullout failure. The main role of the steel fibers is not necessarily to increase the
strength of the bond; instead, the main role of steel fibers is to increase the ductility of the
concrete, which is necessary for high-strength concrete that is prone to brittleness.

5. Conclusions

In this paper, the authors attempted to present the possibilities of tomographic image
analysis. Modern approaches to research require the knowledge of modern instruments
from researchers, both in terms of measurements and for further analysis. Current technol-
ogy of tomographic imaging and dedicated software allows for complex defect analysis.
The research itself requires experience of the operator and the ability to select parameters
in such a way that the reconstructed solid is a set of high-quality data. The research can be
summarized by the following conclusions:

(1) Data processing should be carried out in two ways, and each analysis requires a visual
assessment. When using the results of the analysis, it is necessary to remember the
assumptions made (e.g., as to the range of size and shape of the pore in the porosity
analysis), which is verified visually. Obtained images present critical areas from the
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point of view of bond. Industrial computed tomography allows to assess the interior
of the material without interfering in its structure. The obtained cross-sectional images
make it possible to unequivocally determine the areas where the stresses occurring in
the concrete exceeded its strength and changes in the material occurred.

(2) Numerical models can be developed from CT data. The authors processed the data to
generate models on which finite element simulations were performed. The simulation
results identified the stress concentration locations. Both volumetric porosity analysis
and numerical simulation indicated the same locations where damage can occur.

(3) In the course of the work, contact characteristics between materials were derived from
the authors’ assumptions. The combination of tomography and strength tests is a
complex issue. The study can be deepened by taking into account the randomness of
the pore distribution in the matrix.

Based on the tomographic data, it is possible to determine a statistical model of the pore
distribution and implement it into the model using, for example, Voronoi tessellation [49], or
by reconstructing the geometry directly from an exact sample. Further studies are planned
to use the unique Deben CT5000 in situ loadcell tensile stage for X-Ray CT applications.
Additional testing would capture changes in the sample structure over the course of the test,
which may result in an accurate description of the contact properties between materials.
Thus, the next step would be to develop a fully dynamic simulation of the pullout test.
Adjusting the dynamic contact parameters of a fiber with a complex geometry will also
allow accurate determination of the internal forces.
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1 Faculty of Building Services, Hydro and Environmental Engineering, Warsaw University of Technology,
Nowowiejska 20, 00-653 Warsaw, Poland

2 Faculty of Civil Engineering, Silesian University of Technology, Akademicka 5, 44-100 Gliwice, Poland
3 Faculty of Materials Science and Engineering, Warsaw University of Technology, Wołoska 141,

02-507 Warsaw, Poland
* Correspondence: malgorzata.jastrzebska@polsl.pl; Tel.: +48-32-237-1543

Abstract: In the field of soil drying methods, rapid microwave heating is progressively replacing
conventional techniques. Due to the specific heat transport caused by microwaves, the drying process
can significantly modify soil structure, which, in turn, can influence mechanical and filtration charac-
teristics. In this study, we compared structural changes of exemplary non-cohesive (medium quartz
sand (MSa)) and cohesive soil (silty clay mainly composed of kaolinite (siCl)). The sample materials
were subjected to three different drying methods: air-drying, conventional oven (CO) drying, and
microwave oven (MO) drying (MO). Soil structure was studied using X-ray microtomography (XμCT)
and described in detail by image analysis methods. The study showed that the analyzed types of
heating had a negligible effect on the structure of the sands, but a significant impact in the case of
silty clay. Such a phenomenon is discussed and explained in this paper. The study advances the
testing of soils microwave drying in a geotechnical laboratory.

Keywords: drying of soil; microwave heating; soil structure; computed microtomography; water
content

1. Introduction

Different soil drying methods can have various effects on the structure and, thus, on
the geomechanical and filtration features (thermally induced thermo-hydro-mechanical
behavior of saturated or unsaturated soils [1–3]). The rapid change in conditions can affects
the soil fabric [4] and therefore, it can weaken the soil grains or solid material, leading to
cracking, fracturing, and crushing. Furthermore, with cohesive soils, the repeated drying
procedure may cause bond degradation or cementation. Moreover, temperature variations
can initiate mineralogical changes. All these phenomena can also occur in situ, although on
a different time scale and markedly smaller temperature ranges (generally to approximately
40 ◦C [4,5]).

Many experimental studies have explored rapid microwave drying [6,7] and the
influence of multiple wet–dry cycles (such as those that occurred during laboratory drying)
on the physical and mechanical properties of soil or its mixtures with various additives
(e.g., with cement, liquid modifiers, bentonite, etc.), which include thermally modified
swelling parameters [8,9], hydraulic conductivity/permeability coefficients [8,10,11], shear
strength [12,13], durability, stiffness, and the void ratio [12], Atterberg limits [8], and even
intensification of landslides [11,14,15]. Listed soil features which may be (but do not have
to be) affected by the impact of thermal changes are strongly related to changes in the
macrostructure (crack intensity factor, length, and cracks opening), the microstructure
(e.g., porosity and density), and the geochemical composition (mineralogy and chemical
composition) of the soils [10]. Nevertheless, reducing the drying time of soils has many
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implications, which make the procedure of accelerated drying of soils in the laboratory and
their potential field applications important research issues.

Therefore, in this pilot study, the focus is on the influence of rapid changes in water
content (because of microwave drying) on the structure of selected soil (specifically, medium
sand and hydrophobic silty clay). The impact of temperature on soil structure is a complex
phenomenon and requires a multifaceted approach, especially due to the variety of existing
microwave drying procedures. In order to evaluate the effects of microwave drying,
comparative drying in a conventional oven and air drying were performed. The reference
test was the air-dry state of a sample that was not exposed to high-temperature drying.
Non-invasive and non-destructive X-ray computed microtomography (XμCT) was used to
determine structural changes.

2. Materials and Methods

The test procedures involved three types of drying tests using soil samples, after which
the samples were exposed to X-ray computed microtomography. Structurally similar sand
(3) and clay (3) samples were used in this study. The three types of drying methods used
were: air-drying (21 ◦C, 48 h), drying in a conventional oven (105 ◦C, 24 h), and drying in a
microwave oven (800 W, 7 min, estimated temperature < 200 ◦C for sand and <400 ◦C for
silty clay).

The air-drying method was the reference test because of its non-invasive characteristic
(drying at room temperature). The second method used heat energy (conventional oven
drying), and is a well-standardized method for soil testing. The third method (the mi-
crowave radiation drying method) seemed to be a fast and effective alternative as compared
with the previous method.

2.1. Selected Soils and Their Preparation

This comparative study tested two exemplary soil types (cohesive and non-cohesive):
medium sand (MSa) and silty clay (siCl). The exact types were determined based on
granulation curves according to the European standard classification [16]. According to the
Unified Soil Classification System (USCS), MSa is poorly graded clean sand (SP) and siCl
is inorganic clay (CL). Quartz is the dominant component of the sandy material, and silty
clay is mainly composed of kaolinite. These two materials were subjected to three drying
methods: one sample from each specific soil type per drying method. The range of tests
was designed to indicate possible directions of study with regards to changes in structure,
for the purpose of future, more focused testing.

The selection of appropriate containers for the samples was very important. Materials
must be X-ray transparent and resistant to heat, as the temperature increase of some
cohesive soils exposed to microwave energy can exceed 200 ◦C, reaching up to 800 ◦C [17].
For this purpose, specially designed polypropylene rigid cylindrical transparent containers
(Figure 1) were chosen, measuring 25 mm in diameter, 50 mm high, and with a high melting
point (>400 ◦C). These containers are resistant to heat energy and microwave radiation and
can be placed directly into the microtomograph after drying. The density of the material
lent rigidity and strength to the containers, but the density had to be lower than the soil
density to avoid disturbing the microtomographic images. Figure 1 shows a container filled
with a sandy sample.

The medium sand originated from excavations at a highway construction site in
southern Poland. Its average water content in natural state (in situ state) was just a few
percent (w ≈ 3%). The characteristic diameter d50 for the prepared soil samples was
0.42–0.47 mm. Its basic material characteristics are given in Table 1. Due to the loose state of
the soil in the field, sandy material was carefully piled up to fill the entire container without
additional compaction. Sample weights without containers were approximately 48 g.
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Figure 1. A medium sand sample prepared for testing in microtomography.

Table 1. Basic physical properties and classification characteristics of medium sand (MSa—SP) from
southern Poland.

Parameter Symbol Unit Value

Specific gravity ρs g/cm3 2.65

Effective diameter

d10 mm 0.20
d30 mm 0.34
d50 mm 0.42
d60 mm 0.48
d90 mm 1.15

Coefficient of uniformity Cu - 2.40

Coefficient of curvature Cc - 1.20

Clay fraction ClF % 0

Silt-size fraction SiF % 0.38

Sand fraction SaF % 99.54

Gravel fraction GrF % 0.08

The silty clay came from the Porcelain Factory in Tułowice, in southern Poland. The
experimental material was macroscopically homogeneous. The range of its water content in
the natural state (in situ state) was 20% to 30%. Its basic material characteristics are given in
Table 2. Due to the stiff state of the soil in the field, the sample could be cut out from a larger
silty clay fragment, and then trimmed by the container during careful pushing. Sample
weights, without containers, were approximately 55 g. According to a literature study [18],
it can be stated that the lack of colloidal activity (low value of Skempton’s coefficient A
~0.56) confirmed significant dominant presence of kaolinite in the mineral composition.

2.2. Procedure of Soil Drying by Air, Oven, and Microwave

Generally, different soil drying methods were basically used to calculate the elementary
physical soil parameter of the water content. The water (moisture) content in the soil can
be expressed as:

w = 100·Mw

Ms
(1)
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where w is the water content (%); Mw is the mass of water in soil (g), that is, the difference
between the mass of the wet sample (initial mass, Mi (g)) and the mass of the sample after
drying (final, dry mass, Ms (g)); Ms is the dry mass of soil (g).

Table 2. Basic physical properties and classification characteristics of Tułowice silty clay (siCl—CL,
modified from [19]).

Parameter Symbol Unit Value

Specific gravity ρs g/cm3 2.64

Liquid limit LL % 42.2

Plastic limit LP % 20.0

Plasticity index PI % 22.2

Liquidity index PL - 0.60–0.78

Activity A - 0.52–0.60

Effective diameter

d10 mm 0.0001
d30 mm 0.001
d50 mm 0.0046
d60 mm 0.008
d90 mm 0.05

Coefficient of
uniformity Cu - 73

Coefficient of
curvature Cc - 1.25

Clay fraction ClF % 37

Silt fraction SiF % 55

Drying of soil samples according to standards such as PKN-CEN ISO/TS 17892:
2009 [20] or ASTM D 2216-19 [21] is typically carried out in a conventional oven for at
least 24 h at a temperature of 105–110 ◦C. The soils can also be dried using microwave
radiation. However, in this case, the procedure was not as clear-cut. This type of soil
drying has been the subject of research for many years and so far, only in the United
States (ASTM D4643-00 [22] and ASTM D4643-08 [23]), Australia (AS 1289.2.1.4-2015 [24]
and AS 1289.0:2014 [25]), and France (NF P 94-049-1 [26]), standardized guidelines of
different levels of detail have been published regarding the determination of soil moisture
in microwave ovens. In addition, many national reports have been created as a result of
research, for example, in Canada (ATT 15/96 [27]) or Hong Kong (Chung and Ho’s report
from 2008 [28]). However, it is worth noting that the indicated guidelines do not take into
account all variants related to soil heterogeneity and research methods. The selection of the
specific heating power and the mass of the specimen are still, generally, arbitrary decisions
of the researcher. Numerous examples can be found in Jastrzębska’s work [6].

In this study, the soil samples were subjected to air, oven, or microwave drying
methods. For all samples, the same type of container was used. After drying, the containers
were secured with a screw cap to prevent changes in water content and spillage, and then
taken for X-ray testing.

Reference air-drying tests were performed in the laboratory, where an air-conditioning
unit ensured a steady room temperature (~21 ◦C) and air humidity (~50%). The durations
of these tests were 48 h. The second group of two samples was dried (according to [29]) in
a conventional oven (CO) at 105 ± 5 ◦C in a traditional laboratory drier with convection
drying. The time duration for these two tests was 24 h.

The third sample group was dried in an 800 W microwave oven (MO), model WD800AP20-6,
which corresponded to the most probable temperature increase, up to 200 ◦C (cohesionless
material) and 400 ◦C (hydrophobic cohesive material), based on estimations from [17,30,31].
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Higher temperatures are less possible due to no large quantities of adsorbed water; specific
susceptible minerals (allophane or other hydrophilic materials, which are more prone to
temperature rise than study hydrophobic kaolinite); or excessive organic content. Therefore,
there was no cause for soil specimen dehydration, and the samples could not catch fire, or
develop dangerously high temperatures (1000 ◦C) [17]. Aspects related to the variability
of the temperature, soil preparation, and technical solutions complicate the possibility
of evaluating the temperature resulting from microwaves. In the research, at this stage,
microwave power was used to describe the methodology as a temperature driver. Such
an approach is also related to the common use of microwave power for a description
of drying procedures. Nonetheless, this is a very important issue, which is worth more
detailed discussion.

There is no universal drying procedure with microwave heating. It is used for
a wide variety of purposes (e.g., preparation for further specialist research, to reduce
swelling [32,33], and to clean polluted soils [34,35]) and for a wide variety of soil types,
including high inhomogeneity of microstructure even within the same soil sample, that is,
with various mineralogical compositions and structures. Nevertheless, it is believed that
microwave drying can be applied for all types of soils, excluding soils with organic matter
content exceeding 10% and bentonites with water content higher than 110% [36], as well as
soils with a high content of halloysite, mica, montmorillonite, gypsum, and other hydrated
materials [28].

The microwave oven used for the soil drying process was mainly adjusted to: soil
type, sample mass and number, spatial arrangement, and drying time. The selection of soil
mass and drying time strictly correlated with the heating power of the device. Care should
be taken to avoid explosion or burning of dried soils (e.g., clay soils and fine sand, gravel
particles, and hard brittle rock, especially when they have a high water content [6,17,28,37]).
General recommendations include using 700–800 W microwave power and 2–50 minute
drying time intervals. Details can be found, among others, in studies by [6,36,38].

For the concerned cases in this study, the following experimental procedures were
performed: The first two mass measurements during microwave drying were performed
at intervals of 30 s, and then every 1 min until a constant mass was obtained. For both
MSa and siCl, the total drying time was 7 min. In this study, the limitation on sample mass
(approximately 50 g) was dictated by the size-related requirements affecting the duration
and quality of XμCT results.

2.3. X-ray Computed Microtomography

X-ray CT is an imaging technique followed to observe the internal structure of objects.
By rotating the X-ray source and detector, a series of projections of the sample can be
generated. The contrast of the projection image is a function of the absorption coefficient,
which is determined by the density of the material. In the case of complex soils, the
absorption coefficient is correlated with the sum of all chemical components and moisture
of the material [39]. The studied samples were dried, hence, during the XμCT exposure the
registered change of absorption coefficient was related mainly to material density.

Among other methods, microtomography has been successfully used to assess the
qualitative and quantitative characteristics of sandy and clay soil structure (e.g., [40,41]
studied water-induced structure changes with use of XμCT). As part of this study, XμCT
was also used to analyze the soil structure characteristics, but in relation to three drying
approaches. Thus, after drying, all 6 dried samples were taken to a desiccator for cooling.
Then, the samples were sequentially put on a so-called holder, and finally placed in the
tomograph cell. An XμCT analyzer and the Data Viewer software were employed to analyze
the outcome images, while the Avizo Fire software was used to develop numerical models
of samples. Qualitative descriptions included structural variability and the differentiation
of grains. Three-dimensional numerical modeling of the samples was used to produce
precise analyses of the span of fractures and the distribution of voids. The results of spatial
analyses of the sample models were used for the calculation of the porosity parameter
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(including fractures and volume of void space), average pore diameter (i.e., the sum of all
pores or free spaces diameters divided by their number), centroid path tortuosity (ratio of
the real length of the flow path to the straight line between the start and the end of flow),
and equivalent diameter; the parameters have been described in [42].

Microtomography was provided with an air-cooled Hamamatsu L8121-03 X-ray tube
(with tungsten anode) that generated conical X-rays. The tests were carried out with
an 8 second exposure time of a single radiograph, at a voltage of 120 kV and power
of 10 W. A single spatial image of the sample (consisting of 1601 radiographs) required
a test duration of approximately 4 h. At the selected technical exposure settings, the
minimum size of the voxel side was 28 microns (i.e., 28 × 28 × 28 microns cube), which
was the smallest identifiable element of structure. The raw images originating during the
scanning were converted to an 8-bit digital form with a resolution of 1024 × 1024 pixels.
Reconstructed tomographic images are presented on a shades of gray scale (higher density
zones are lighter).

The study question about the effects generated by various drying methods was,
“Are there any effects?”; therefore, as a reference, the tomographic results of air-dried
samples were used. There were no tomographic exposures of the samples before drying
because the procedure of filling the samples was controlled; no larger voids, loosening, or
linear discontinuities were observed. The accuracy of the acquired images was sufficient
to identify significant changes. The structural elements below the voxel size remained
”masked”, and, to identify them, the SEM technique is recommended. However, this
technique also has its limitations, i.e., small area of recognition and surface recognition, as
well as, in the case of soil, quite complex preparation of research material. Therefore, for
this study, we focused on the greatest and unambiguous effects of high temperature on
soil samples.

3. Results and Discussion

The water content test results of the study samples (Table 3) are typical for these
soils occurring in the field, at the places of collection. The average water content of the
medium sand was ~3.2% with a standard deviation of 0.22%. Due to the large pores and
ready evaporation of humidity, such variation in results can be considered to be a natural
variation of the research material. The average water content of the silty clay was ~22.5%
with a standard deviation of 0.65%. Slightly lower water content was associated with air
drying (a difference of up to 1.6%), which could be associated with water present in closed
pores. Thus, the use of different methods and different drying times produced similar
effects, militating in favor of the shortest method.

Table 3. Results of the water content tests.

Soil Type
Water Content (%) by

Air Drying Drying in a Conventional Oven Drying in a Microwave

Quartz medium sand 3.1 3.5 3.0

Silty clay (mainly consisting of kaolinite) 21.7 23.3 22.6

The similar water content values confirm the estimated (based on the results of similar
tests on similar materials [17,30,31]) temperature range associated with drying in MO. Such
test results indicated the absence of dehydration processes (expected to be just above 400 ◦C
in the case of kaolinite, dehydration curve [17]), which would result in higher water content
values in microwave tests than in other methods with lower temperatures.

Digital overall spatial microstructure reconstructions of sand and silty clay images
after drying in air, in a conventional oven, and in a microwave oven are presented in
Figure 2.
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Figure 2. 3D images of dried sand and silty clay: in air without heating (a,d); in a conventional
oven (b,e); in a microwave oven (c,f). Pores and fractures are shown in red.

The structure of the sand is heterogeneous and consists of uniformly dispersed grains
and pores (shown in red). In the silty clay, air drying produced few fractures, CO drying
produced some voids and small fractures, and MO drying produced major fractures
(Figure 2a).

Three-dimensional images of the structures were quantitatively analyzed and the
outcomes are summarized in Table 4. Notably, XμCT identified structure components bigger
than the voxel size in the reconstructed 3D images. Therefore, the measured porosity may
be smaller than the ”true” porosity, as pores that are too small cannot be seen. Moreover,
according to Table 2 and Jastrzębska’s tests [43], the silty clay samples have a void ratio
of e = 0.71 (based on the formula e = (RD − DBD)/DBD, where RD is relative density and
DBD is dry-bulk density), which corresponds to n = 42% porosity (based on the formula
n = e/(1 + e)), whereas the measured (by XμCT) porosity is in the range 2–15% (Table 4).
The 27–40% difference means that most voids have a diameter of less than 28 μm. The
same applies to other parameters in Table 4 and especially Figure 3 since, once again, they
probably differ from the ”true” values. In addition, the largest structural elements have the
greatest impact on soil behavior.

The results show that the porosity of the sand structure decreases when the drying
process is performed at elevated temperatures. Nevertheless, the fraction of pores is
similar for the samples heated conventionally and with microwaves. Other parameters
determined for sands, such as average pore size or centroid path tortuosity, do not reveal
relevant differences.

The results of the quantitative analysis of silty clay structure show that microwave
drying causes significant soil fracturing. In this case, the pore volume fraction, which is
mainly represented by cracks, increased significantly (6–7 times higher) as compared with
the same parameter for conventionally dried or air-dried samples.
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Table 4. Quantitative characteristics of the microstructure of soils dried by various methods.

Soil Parameter
Type of Drying

Air Conventional Microwave

Sand

Porosity (%) 25.5 18.3 15.2

Average pore diameter (μm) 95.2 98.5 92.3

Centroid path tortuosity 1.42 1.67 1.85

Silty clay

Porosity (%) 2.50 2.00 14.70

Average pore diameter (μm) 120.3 111.2 106.3

Centroid path tortuosity 8.25 8.92 2.70

Figure 3. Pore volume fraction by equivalent diameter.

In all the samples, the average pore size and pore size distribution (see Figure 3)
are similar.

After the general spatial structure analysis presented above, sand grains, in turn, merit
closer attention: The fractions and basic parameters are set out below in Table 5.

Table 5. Basic properties of medium sand (MSa—SP).

Parameter Symbol Unit Soil Air Dried
Soil Dried in a

Conventional Oven (CO)
Soil Dried in a

Microwave Oven (MO)

Clay-size fraction ClF % 0.04 0.38 0.28

Silt-size fraction SiF % 0.00 0.00 0.00

Sand-size fraction SaF % 99.65 99.54 99.49

Gravel-size fraction GrF % 0.31 0.08 0.23

Coefficient of uniformity Cu - 1.68 2.40 2.29

Coefficient of curvature Cc - 1.04 1.20 1.15

The content of the largest fraction is the highest in the sample not subjected to a rapid
temperature rise. This is reflected in the uniformity coefficient. However, the differences
are marginal (up to 0.23%). Markedly larger differences could indicate the crushing and
cracking of grains of larger fractions under the influence of temperature. However, no
cracks were found in the analyzed samples (Figure 4). Grains are enrobed and have a
continuous character. Certainly, this is influenced by the dominant share of tough quartz
and low humidity, and hence, the limited effect of microwave radiation. For fine quartz
sands with high water content (above 23%), the phenomenon of microwave drying has
a completely different nature and can even lead to the explosion of samples resulting
from too much evaporation (tests conducted on samples of 25 g [6]). For this reason, it is

300



Materials 2022, 15, 5891

worth expanding the range of samples with higher water content and determining critical
saturation in subsequent tests by using XμCT.

 

Figure 4. Sand microwave drying: perpendicular microtomographic sections through the medium
sand sample after microwave drying (a); schematic of unsaturated soil illustrating moisture evapora-
tion and condensation modified from [1] (b).

Thus, the weak effect of the drying process on sandy soil can be explained by the fact
that any stress that might accumulate during heating (Figure 4b) is released by the motion
of sand grains bonded through water by weak mechanical/physical forces. The motion of
the sand grains might be responsible for the compacted structure of the sand sample, and
therefore, the reduced porosity as compared with the air-dried sand. With respect to this,
an important aspect of the grain interaction process that occurs is its contact points, which
are involved in load transfer [44].

In the case of the silty clay tests, in relation to the effects of drying that we discussed
earlier, it is worth considering the causes. Hence, convectional drying is an air-to-air method
in which hot dry air is the factor that transfers heat to the soil and removes moisture. Air
flows around the samples in a natural way similar to air drying where the temperature
is much lower but the mechanism in CO drying is the same. Conventional drying by
convection means that heat is delivered from outside through the surface of the material,
which explains why the surface has the highest temperature, which is the reason why the
fracture contours are formed parallel to the surface in cylindrical probes. Warm air has
the strongest effect on the upper surface of the samples; therefore, the upper part of the
sample dries, and then shrinks, resulting in the final formation of an extensive longitudinal
fracture (Figure 5). Apparently, a high and steady temperature in CO drying results in
overall homogeneous heating of the sample, and thus, causes less cracking than air drying.
However, some zoning could be observed in the tested samples subjected to air drying and
CO drying, where the gaps in both cases developed or started to appear in similar places.
The structure of the tested air-drying and CO drying samples had the aforementioned
numerous smaller voids and gaps (Figures 4 and 5) that may constitute places for the
facilitated development of subsequent extensive fractures.

301



Materials 2022, 15, 5891

 

Figure 5. Perpendicular microtomographic sections through silty clay samples after drying by various
methods (arrows indicate the similar exemplary fracture locations): air drying (a); conventional
oven (b); microwave (c).

The different mechanisms of water–soil interactions during MO drying in the tested
silty clay (which is mainly composed of kaolinite) result in the drying process exerting a
marked effect on the structure of the material. In this case, water is chemically bonded to the
soil and, when it is removed, the local properties of the material are changed. Furthermore,
the pressure accumulated by the evaporating water cannot be released only by cracking,
as all soil structure elements are ”cemented”. Thus, during microwave drying, heating is
associated with electromagnetic radiation, which induces vibrations of water molecules in
the sample, forming an internal source of heat. Hence, microwaves have a greater impact
on specimens with higher water content (as well as lower permeability). This observation
corresponded to results of tests by [1], who noted the possibility of remarkable sensitivity
of the thermo-hydro-mechanical response to a change in temperature in “unsaturated clay,
while this observation is absent in soils whose permeability is greater than that of silty
sand”. In this way, the microwaves penetrate the interior of the material, heating up the
entire volume from the inside. This internal penetration can be observed in Figure 5c as the
result of MO heating. There is a system of parallel fractures (parallel to the upper sample
surface), with smaller perpendicular secondary fractures growing from the larger fracture
and using the smaller fractures and pores to form a background system.

Fracture growth at the lab scale might have a negative effect on the properties identified
in static loading (e.g., triaxial shearing [45]). Zones with such fractures in the field scale
can be used as privilege slip surfaces [46,47]. Furthermore, a high number of fractures
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significantly increases the permeability to water and may cause suffusion of fine particles
within the soil.

The processes and effects that accompany heating due to CO and MO drying bring
about some practical findings. First, MO drying, unlike the time-consuming CO drying,
cannot be used ad hoc. The long drying time associated with CO drying allows the soil
structure to adapt to the changing conditions of the water content. For this reason, before
using the MO drying method, a literature analysis should be conducted regarding the
recommended technical parameters of MO drying and its procedure. When there is no
recommendation, preliminary research of specific soils should be performed.

The results of these studies have shown that, despite the various structural degra-
dations caused by CO and MO drying, both drying techniques can be considered to be
alternatives to the estimation of soil water content (see Table 2). However, when pre-drying
is the early step for further testing, these methods cannot be used interchangeably, espe-
cially when drying of cohesive soils is considered (see Figure 5). In remolded cohesive
samples dried using MO drying, the presence of rapidly formed discontinuities initially
weaken the soil material. When soil is dried too rapidly, it can also cause the occurrence of
overheated and stiffened fragments that consequently cause falsification of the resultant
parameters describing the soil compressibility or elasticity ( most likely an increase in the
compressibility modulus or Young’s modulus values). Furthermore, the characteristics of
filtration and consolidation will change: filtration may increase (owing to the better per-
meability of the fracture system), but consolidation may ”decrease” (a stiffer, dry medium
consolidates faster). Therefore, the MO drying method is not recommended for cohesive
soils tested, for example, in a direct shear or a triaxial compression apparatus.

In the case of non-cohesive soils, the results indicate that the appropriate MO drying
procedure marginalizes the undesirable possible effects of rapid and intense heating. This
conclusion has been supported by studies that have been conducted on a larger number of
non-cohesive samples [6,7]. Furthermore, the greater the fraction of non-cohesive soil, the
faster the drying can be performed, which is important and helpful in preparing samples
several times from the same material, for example, direct shear tests. However, the mineral
skeleton may weaken due to frequent high-temperature applications. Consequently, pre-
mature grain crushing and further reductions in strength parameters (such as the angle
of internal friction) may occur, for example, in triaxial tests (especially when applying
higher effective stresses) or dynamic triaxial tests. Nevertheless, for example, according to
unpublished data, in the case of cohesive soils, a clear increase in the angle of internal fric-
tion by approximately 25–40% is observed. Geotechnical design based on such overstated
parameters may lead to a construction disaster (failure). In the case of non-cohesive soils,
the changes are negligible, in the order of 1%.

4. Conclusions

This comparative research investigated the effect of selected drying procedures on
the structure of exemplary soils, i.e., medium quartz sand (MSa) and silty clay (siCl)
mainly composed of kaolinite; both types of soil were subjected to air drying, drying in a
conventional oven (CO), and microwave drying (MO). The structures after drying were
qualitatively and quantitatively described by analysis of 3D images obtained by X-ray
computed microtomography (XμCT).

The most breakthrough deliverables of this study are:

• Silty clay, as a cohesive soil, is significantly more sensitive to drying processes than
the non-cohesive sand sample. The results obtained in this research showed severe
fracturing of silty clay for MO-dried samples. In the case of sandy material, MO
drying was successfully applied. The grains of the samples with relatively low water
content used in the study did not crack. Thus, the heating type (CO or MO) is not
interchangeable in the presented case of the selected cohesive soil. Further studies
with different water contents combined with XμCT analyses are recommended.
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• Uncritical use of MO drying in laboratories (due to the significant reduction in drying
time) may result in incorrectly determining the mechanical and filtration parameters
of the soils. The impact of microwaves on the soil during the study of basic physical
properties, and then using the same soil for testing shear strength or water permeability,
can cause a change in these characteristics. In the case of their reduction, they are
underestimated, and in the case of their increase, they are overestimated. As a result,
this may cause additional costs associated with the desire to unnecessarily improve
their specific characteristics, or there may be a risk of construction failure.

• The drying method had a considerable effect on the porosity of the treated samples.
After CO drying, the porosity was 28% lower than after air drying. In MO drying,
porosity was even 40% lower than after air drying. This is related to the soil skeleton
response to rapidly evaporating water.
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Numerical Evaluation of the Hygrothermal Performance of
a Capillary Active Internal Wall Insulation System under
Different Internal Conditions
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Abstract: In certain situations, internal insulation is the only possible renovation option. However, it
is risky where there is high humidity in a building and ventilation is not working sufficiently. The
internal insulation retrofit changes the original thermal and moisture balance of a wall, therefore,
it is necessary to carefully design it already at the initial stage. This paper analyses four interior
insulation systems based on open diffusion capillary active materials: wood fibreboards (flex and
rigid), perlite boards, and microporous calcium silicate. The hygrothermal performance under the
climatic conditions of Central Europe (Poland) was assessed using the WUFI Plus software, taking
into account the dynamic variation of indoor and outdoor conditions. The analysis included three
insulation thicknesses with different ventilation rates and varying moisture loads. The results show
that the hygrothermal properties of the wall change with the increase of insulation thickness and
depend on the individual moisture properties of the material. In addition, both the reduction of
moisture load and more intensive air exchange improve the hygrothermal properties at the interface
between the insulation and the wall. Of all the solutions analysed, the system with perlite board and
the system with wood fibreboard showed the worst hygric properties. Conversely, the highest risk of
mould and interstitial condensation was recorded for the flex wood fibreboard solution.

Keywords: hygrothermal simulation; capillary active internal insulation; mould risk; moisture effects

1. Introduction

As the construction sector is responsible for approx. 40% of Europe’s greenhouse gas
emissions [1], the European Commission has begun to take an interest in the industry’s
activities. In order to reach the ambitious European climate targets for reducing greenhouse
gas emissions, The Energy Performance of Buildings Directive (EPBD) [2] highlights the
need for member states to develop long-term strategies for building renovation. As a result,
in January 2021, new requirements for the thermal protection of buildings came into force
in Poland, according to which the heat transfer coefficient for external walls must be less
than U = 0.2 W/(m2·K), both for newly constructed buildings and buildings undergoing
thermal efficiency improvement. Not all buildings, however, are suitable for insulation
being fitted on the outside of walls. In such a case, internal insulation may be the only
feasible solution [3], although it is often considered more risky due to the presence of
thermal bridges [4–6] and the increased likelihood of interstitial condensation [7–10]. In
addition, this type of solution increases the diffusion resistance between the existing wall
and the occupied zone, which reduces the potential for the wall to dry inwards [9,11]. In
turn, higher moisture levels can lead to mould growth on the internal surface [9,12–14] or
damage to the timber elements of the wall [9,13,15]. In order to solve the issues concerning
moisture accumulation inside the wall, and to improve its thermal properties, new solutions
are constantly searched for. An example could be the thermal paint with a ceramic material
employed as a special filler. Despite the fact that the ceramic additive works well in
other solutions [16], unfortunately, it does not improve the thermal properties of this
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paint, nor the thermal insulation of the building structure on which it was applied [17].
Another option, increasingly popular in recent years, are capillary active systems with
open diffusion [18]. This group of materials includes, among others, autoclaved aerated
concrete (AAC) and calcium silicate (Ca-Si). Some studies [12,19,20] have shown that the
use of capillary active insulation materials based on calcium silicate (Ca-Si) significantly
reduces the moisture content in walls. The results, however, may have been influenced by
the application of additional wind-driven rain (WDR) protection by coating the external
layer with a hydrophobic agent or low internal moisture load. Other studies [21,22] have
shown high relative humidity (RH) levels at the interface between the wall and insulation,
depending on various factors such as wall thickness, rain load, or the hygroscopicity
of materials.

The results of many previous simulation studies [12,15,22–24] on the importance of
insulation thickness prove that increased thickness increases the risk of moisture problems.
In contrast, Nielsen et al. [25] and Straube et al. [9] suggested that insulation thickness is
only of minor importance and that the condensation risk associated with outward diffusion
is a minor problem compared to the amount of moisture introduced into the wall due
to WDR. Conversely, studies [3,22,26] indicated that critical relative humidity (RH) levels
decreased as masonry thickness increased. However, little information can be found in
the literature regarding the influence of mortar properties on the performance of internal
insulation, while the properties of the mortars themselves are the subject of numerous
works [27,28].

Another frequently used measure to improve hygrothermal conditions at the interface
between the wall and the insulation is to reduce internal moisture loads in the rooms, espe-
cially during the heating season. Both field [11,29] and simulation studies [8,18,22,30,31]
indicated the improvement of hygrothermal performance at critical locations resulting from
indoor moisture load reduction.

The group of capillary active materials also includes biomaterials, e.g., insulation
based on wood fibreboards. This type of insulation is most often used to fill finished
structures [32,33]; however, appropriately designed insulation can also be used as internal
insulation. An assessment of the suitability of this type of insulation for internal use in
the Central European region is presented in the work by Kočí et al. [34]. Furthermore,
Wegerer et al. [35] evaluated different wood fibre interior insulation systems based on the
results of measurements performed on two demonstration objects.

In light of the above, the aim of the conducted research was the evaluation of the
hygrothermal behaviour of four internal insulation systems in the climatic conditions of the
city of Kraków, Poland (temperate climate zone, middle latitude). The Glaser model [36,37]
has been used most commonly to assess the hygrothermal processes in external walls.
This model, however, is not suitable for the assessment of walls containing hygroscopic
materials in which variable moisture processes occur simultaneously in multiple phases [38].
Furthermore, in many studies on heat and mass transfer issues in the building envelope,
the internal environmental conditions were assumed to be constant [39] or determined in
accordance with EN 15026 [40], where indoor air temperature and relative humidity depend
linearly on the outdoor temperature [41,42]. There are many studies on the thermal comfort
and energy conservation of buildings, where dynamic thermal comfort is increasingly
considered in the thermal environment of buildings [43–45]. There are, however, relatively
few studies on heat and moisture transfer in walls in dynamic indoor thermal environments
using 3D models. Therefore, in this study, research based on the Heat and Mass Transfer
(HAMT) simulation model using the WUFI Plus simulation tool [45,46], for different
solutions of internal conditions was carried out.

This research analyses four interior insulation systems based on open diffusion capil-
lary active materials: wood fibreboards (flex and rigid), perlite boards, and microporous
calcium silicate. The research focused primarily on the analysis of the hygrothermal per-
formance of external walls under varying indoor environmental conditions in the room,
taking into account different ventilation solutions and occupancy schedules. The choice of
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variants for the analyses was aimed at reflecting the typical scenarios of using the typical
room in the residential building. The analyses carried out, made it possible to identify the
least favourable solution. The energy and economic analyses have been presented in an
earlier article [47].

2. Materials and Methods

2.1. Simulation Method

In order to test the hygrothermal performance of individual cases, numerical simula-
tions using the WUFI Plus software (version 3.1.0.3) were carried out. For these simulations,
from which information on the hygrothermal behaviour of the external walls and the
internal hygrothermal conditions was obtained, various comparative conditions were es-
tablished. Concerning the wall, total moisture content, temperature, and RH on its internal
surface and in the critical cross-section at the interface between the additional insulation
and the wall were analysed.

A hypothetical room model was built; it was assumed that this room is an internal
room and that neighbouring rooms are of the same type, thus excluding heat and mass
through internal walls. It was also assumed that the examined room with the following
dimensions: length—4.0 m, width—5.5 m, height—2.8 m, is a family room with a 2.9 m2

window facing south.
Tests have been conducted on a base wall made of two layers: 25 cm thick solid

brick and 11 cm thick extruded polystyrene (EPS) external insulation with a heat transfer
coefficient of 0.23 W/(m2·K), insulated from the inside using various internal insulation
systems so that the entire wall meets the thermal protection requirements effective in Poland
since 2021 (U ≤ 0.2 W/(m2·K)). The configuration of individual solutions together with
material data is presented in Table 1. The analyses were carried out for three thicknesses of
the insulation material: 4 or 5 cm (depending on the type), 8 and 12 cm. The values of the
physical properties of the insulation materials adopted for calculations were determined
as part of the H-house project in the Building Research Institute’s laboratory [48]. The
properties of other materials were adopted based on the WUFI Plus database.

Table 1. Wall assembly configurations used in simulations.

Wall Assemblies
(Additional Material Layers)

Thermal Conductivity
(W/(m·K))

Heat Capacity
(J/(kg·K))

Density
(kg/m3)

μ-Value
(–)

Thickness
(m)

U-Value
(W/(m2·K))

A—
bonding mortar 0.800 850 1350 16.2 0.05 0.176
perlite board 0.045 850 850 7.0 0.08

0.12
0.158
0.138

mineral plaster 0.800 850 190 25.0

B—
adhesive mortar 0.155 850 833 15.0 0.05 0.174
microporous Ca-Si 0.043 850 115 4.1 0.08

0.12
0.156
0.136

adhesive mortar 0.155 850 833 15.0
lime plaster 0.700 850 1600 7.0

C— 0.04 0.183
rigid wood fibreboard 0.045 2100 159 10.0 0.08

0.12
0.158
0.138

bonding mortar 0.800 850 1350 16.2
lime plaster 0.700 850 1600 7.0

D— 0.04 0.180
flex wood fibreboard 0.041 2100 61 3.0 0.08

0.12
0.150
0.133

gypsum fibreboard 0.300 1200 1153 16.0
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The walls were modelled as the walls in a tall building (>20 m) since higher buildings
are most exposed to the effect of driving rain than lower ones. In the absence of an
impregnation layer on the exterior surface of the wall, driving rain water absorption
coefficient of up to 70%, depending on the slope and type of wall, was adopted. The
computations were carried out over a period of 3 years. Hygrothermal computations
started in January with internal moisture content corresponding to 80% relative humidity
and a temperature of 20 ◦C.

2.2. External Conditions

The exterior conditions were derived from the WUFI Plus database for the city of
Kraków, Poland. The weather data included hourly values of temperature, relative hu-
midity, solar radiation, barometric pressure, long-wave counter radiation, and rain load.
Kraków is situated at 50.03◦ north latitude and 19.56◦ east longitude, in a temperate climate
zone (middle latitude). The average temperature in Kraków is: annual, 8.28 ◦C, in August,
17.5 ◦C, in January, −1.3 ◦C.

2.3. Internal Conditions

The tests analysed four different scenarios with respect to ventilation rates (Table 2).
In all analysed variants, the minimum temperature for the heating season was assumed at
the level of 20 ◦C. In variants V1, V2, and V3 cooling was assumed in the summer season
(max. temp. 26 ◦C). Variant V1 assumes that the room is ventilated by infiltration only,
with relatively tight windows, assuming an hourly air exchange value of n = 0.2 h−1. In
variant V2, the air exchange rate was increased to n = 0.5 h−1. In variant V3, infiltration
was increased by assuming that the room is ventilated twice a day (ajar window over a
period of one hour at 8 a.m. and 6 p.m., n = 4.0 h−1). In contrast, variant V4 analysed the
same conditions as variant V3 but without cooling.

Table 2. Variants of estimated air exchange.

Variants Simulated Scenario

V1 infiltration n = 0.2 h−1 with cooling (max. temp. 26 ◦C)
V2 infiltration n = 0.5 h−1 with cooling (max. temp. 26 ◦C)

V3 infiltration n = 0.5 h−1 + ajar window over a period of 1 h at 8 a.m. and 6 p.m.
(ACH 4.0 h−1) with cooling (max. temp. 26 ◦C)

V4 infiltration n = 0.5 h−1 + ajar window over a period of 1 h at 8 a.m. and 6 p.m.
(ACH 4.0 h−1 ) without cooling

Furthermore, it was assumed that two adults and one child would use the room.
In order to simulate the impact of moisture loads, two different variants of occupancy
schedule were adopted:

- constant from 8 a.m. to 10 p.m. for weekdays and weekends, assuming that the room
is used all the time during this time

- with variable occupancy schedule for weekdays and weekends according to Table 3.
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Table 3. Occupancy schedule with internal heat gains.

Occupancy Hours Weekdays Weekend

Heat
Conv.

Heat
Radiant

Moisture CO2
Heat
Conv.

Heat
Radiant

Moisture CO2

W W g/h g/h W W g/h g/h

6.00–7.00 80 41 59 36.3 – – – –
7.00–8.00 220 112 168 106.4 – – – –
8.00–10.00 – – – – 80 41 59 36.3
10.00–16.00 – – – – 220 112 168 106.4
18.00–20.00 220 112 168 106.4 220 112 168 106.4
20.00–22.00 160 82 118 72.6 160 82 118 72.6

3. Moisture Condition Assessment

According to the mechanisms of moisture transport through the building envelope,
water vapour diffusion typically occurs from a high-temperature environment to a cooler
environment, as does liquid transport from the high relative humidity side to the low
relative humidity side. This is, however, dependent on the properties of the individual
materials and the construction of the envelope; in some cases, there may be a situation
where moisture will accumulate in places where the transport of moisture is limited [34].
During the coldest and warmest seasons, when outdoor relative humidity is high, moisture
transport through the envelope is intensified by larger temperature and relative humidity
gradients, and moisture accumulation within the envelope can increase. The combined
effects of temperature and moisture cause the deterioration of building materials, especially
when moderate or high temperatures are combined with high humidity for extended
periods of time. In 2002, Beaulieu, Bomberg et al. [49] defined the Relative Humidity and
Temperature (RHT) index as an index used to quantify the hygrothermal condition of an
envelope, illustrating the duration of coexisting moisture and thermal conditions above
a pair of threshold levels. In 2005, Mukhopadhyaya et al. [50] developed the Relative
Humidity and Temperature Time (RHTT) index, defined below to indicate favourable
conditions for initiating the onset of moisture damage, including both the RHT index and
the calculated time of wetness (TOW). Higher RHTT values indicate an increased likelihood
of envelope damage. The RHTT index, determined from Equations (1)–(3) below, was used
to evaluate conditions conducive to potential mould growth in the envelope [51]:

RHpotential =

{
RH − RHcritical, if RH > RHcritical

0, if RH ≤ RHcritical
(1)

Tpotential =

{
T − Tcritical, if T > Tcritical

0, if T ≤ Tcritical
(2)

RHTT = TOW·
total hours

∑
1

RHpotential·Tpotential (3)

where RHpotential, the moisture potential for moisture damage (%); Tpotential, the tempera-
ture potential for moisture damage (◦C); RHcritical, the critical relative humidity level above
which moisture damage is more likely to occur (%); Tcritical, the critical temperature level
above which moisture damage is more likely to occur (◦C); TOW, the calculated time of
wetness (h) when RH > 80% and T > Tcritical.

The value of critical relative humidity and temperature depends on the interaction
between materials, surfaces, the surrounding environment, and moisture damage. Refer-
ring to previous studies on the possibility of mould growth using the RHTT index [52],
the following values were adopted in tests: relative humidity (RHcritical) 80%, temperature
(Tcritical) 5 ◦C.
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4. Results and Discussion

4.1. Total Water Content

The basic parameter used to assess the hygric properties of a wall is the total moisture
content in it. The course of the total moisture content in the wall during successive years of
building exploitation shows whether the wall dries out or accumulates moisture. Frequently,
moisture content that increases in time indicates numerous design errors, which may lead
to the occurrence of mould on the internal surface, damage to the wall as a result of water
freezing, as well as to the increase of heat losses.

Analyses of total moisture content in the wall for individual variants were performed.
Figure 1 only presents selected results for 4 or 5 cm insulation thickness for the variable
and constant occupancy schedule, respectively.

The wall assemblies analysed in all variants show annual cyclic fluctuations of mois-
ture content caused by seasonality. Similar results were found in Ref. [53]. In the initial
period of the simulation, in January, one can see a decrease in the walls’ moisture content,
which indicates that the walls are drying out. Then, after reaching the minimum level,
the total moisture content in the walls start to increase, reaching the maximum level in
the summer. This is due to the fact that the winter months (December, January) are the
months with the least amount of rainfall, while the summer months (June–August) are
characterised by peak rainfall. The obtained results are consistent with the previous stud-
ies [52]. In the case of variants V1, V2 and V3, all walls reach the minimum level of moisture
in April and the maximum level in September. These levels differ for variant V4, with a
minimum level in July and a maximum level in December. This is due to the higher internal
temperature that results from the lack of cooling in the summer. The higher temperature
translates into higher content of water vapour in the air, which in turn causes walls made
of capillary-active diffusion open insulation materials to absorb more moisture from the air.

Table 4 presents a summary of the maximum and minimum values of total moisture
content for all analysed cases.

When analysing max. and min. values of the total moisture content in a wall, one might
observe repeatability. For wall A (perlite board) and for wall C (rigid wood fibreboard),
both in the variant with constant and variable occupancy schedules, the same values were
obtained. Additionally, the maximum values for variants V3 and V4, apart from having
the same results for walls A and C, reached the same value in both constant and variable
occupancy schedules. In the case of 4 or 5 cm thick insulation, the highest value of total
moisture content was achieved by wall A (for all ventilation variants). For other thicknesses,
8 and 12 cm, such value was achieved by variants with more intensive ventilation: V2,
V3, V4, wall C. The lowest total moisture content was achieved by wall D (flex wood
fibreboard), irrespective of the insulation thickness and ventilation variant. This is largely
due to the sorption properties of capillary open materials, which were compared, among
others, by Zhao et al. [8] and Koči et al. [34] and the value of the diffusion resistance of
internal finishes. According to the research carried out by Hansen [23], the combination
of these two properties may significantly reduce drying out into a room and increase
the moisture content of a partition. This is the case for partition A. The perlite board is
characterised by the highest sorption, and the mineral plaster layer has the highest value of
diffusion resistance of all the cases considered.

In addition, one might see that the total moisture content of the wall increases with the
increase of insulation thickness. Many researchers have also studied the effect of insulation
thickness on the hygric behaviour of the wall [12,23,53]. Their research confirms that the
ability of the wall to accumulate moisture increases with the increase of insulation thickness.
In addition, one might spot that higher insulation thicknesses result in greater differences
between the materials, especially for variant V1, which has a low air exchange rate.
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Figure 1. Variations in total water content in walls for 4 or 5 cm internal insulation thickness:
(a) variable internal gains; (b) fixed internal gains.
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Table 4. Maximum and minimum values for total moisture content.

Wall
Assemblies

Total Moisture
Content [kg/m3]

Ventilation Variants

V1 V2 V3 V4

Insulation Thickness [cm]

4–5 8 12 4–5 8 12 4–5 8 12 4–5 8 12

constant occupancy schedule

A
min 1.53 1.69 2.06 1.04 1.27 1.53 0.97 1.16 1.40 0.96 1.15 1.38
max 2.74 3.19 3.65 2.59 2.97 3.37 2.56 2.97 3.37 2.56 2.97 3.37

B
min 1.20 1.41 1.75 0.89 1.20 1.20 0.82 0.96 1.12 0.82 0.94 1.04
max 2.74 2.96 3.32 2.43 2.99 2.99 2.40 2.65 2.97 2.40 2.65 2.97

C
min 1.53 1.69 2.06 1.04 1.04 1.27 0.97 1.16 1.40 0.96 1.15 1.38
max 2.74 3.19 3.65 2.59 2.59 3.37 2.56 2.97 3.37 2.56 2.97 3.37

D
min 1.05 1.41 1.75 0.89 1.20 1.20 0.82 0.96 1.12 0.82 0.94 1.04
max 2.96 2.96 3.32 2.43 2.99 2.99 2.40 2.65 2.65 2.40 2.65 2.97

variable occupancy schedule

A
min 1.77 2.12 2.82 1.12 1.37 1.66 0.97 1.30 1.51 0.98 1.15 1.33
max 2.87 3.56 4.03 2.61 2.99 3.39 2.56 2.97 3.37 2.56 2.97 3.37

B
min 1.44 1.82 2.47 0.97 1.12 1.33 0.88 1.02 1.12 0.81 0.91 1.12
max 2.87 3.17 3.55 2.45 2.69 3.01 2.40 2.65 2.97 2.40 2.65 2.97

C
min 1.77 2.12 2.82 1.12 1.37 1.66 0.97 1.30 1.51 0.98 1.15 1.33
max 2.87 3.56 4.03 2.61 2.99 3.39 2.56 2.97 3.37 2.56 2.97 3.37

D
min 1.21 1.82 2.47 0.97 1.12 1.33 0.88 1.02 1.12 0.81 0.91 1.12
max 2.80 3.17 3.55 2.45 2.69 3.01 2.40 2.65 2.97 2.40 2.65 2.97

4.2. Temperature and RH at Interior Surface

The variation of temperature and relative humidity on the internal surface were
analysed for all walls and ventilation variants, taking into account variable and constant oc-
cupancy schedules. Due to the considerable number of diagrams, they were not included in
this paper; however, the author included in Figure 2 exemplary diagrams, showing the an-
nual seasonal fluctuations in temperature and relative humidity on the inner surface of the
selected variants. The values of maximum and minimum temperature for particular types
of wall and ventilation variants and RH values are presented in Tables 5 and 6, respectively.

Annual seasonal variation in temperature and RH on the interior surface of the walls is
evident for all analysed cases. Variant V1 with the lowest intensity of ventilation n = 0.2 h−1

shows longer periods of maintaining higher temperature (from mid-March to the end of
October) than the remaining variants V2, V3, and V4 (from the beginning of May to the end
of September). Obviously, in variant V4, due to the lack of cooling, i.e., stabilisation of the
temperature at a certain level (t = 26 ◦C), in the summer period, the temperature gradually
increases and, then, after reaching its maximum at the turn of July and August, it gradually
decreases until it reaches its minimum at the level of 20 ◦C.

With the varying load profile for wall A (perlite board), the lowest recorded tempera-
ture value was 17.0 ◦C (this value was recorded with different ventilation variants V3 and
V4 and different insulation thicknesses). The highest value is 39.8 ◦C for variant V4 with
12 cm of insulation. For wall B (microporous Ca-Si), the lowest value was 16.9 ◦C, while
the highest was 39.9 ◦C. For walls C (rigid wood fibreboard) and D (flex wood fibreboard),
the values were 16.5 ◦C and 17.0 ◦C, and 39.3 ◦C and 39.8 ◦C, respectively. The highest
values of minimum temperature were recorded for ventilation variants V1 and V2, while
the lowest for variant V4. Conversely, in the case of maximum values, the opposite applies,
where the highest values of maximum temperature on the inner surface were recorded for
variant V4 and the lowest for variant V1. There were no significant differences between the
obtained temperature values for the different variants of wall system solutions with the
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same ventilation and insulation variants. A minimal increase in temperature values in the
range of 0.05–1 ◦C can be observed depending on the ventilation variant with increasing
insulation thickness. For variants V1 and V2, the average minimum temperature on the
inner surface was 19.5 ◦C and the maximum was 27 ◦C. On the contrary, for variants V3 and
V4, the average minimum temperature was 16.54 ◦C, whereas the maximum for variant V3
does not differ from variants V1 and V4, and is 39.3 ◦C. Lower temperature for variant V3
is the result of more intensive ventilation, while higher temperature for variant V4 is the
result of the absence of a cooling option for this variant.

  

  
(a) (b) 

Figure 2. Annual seasonal fluctuations in temperature and relative humidity on the inner surface for
4 or 5 cm internal insulation thickness; (a) variable internal gains; (b) fixed internal gains.

In the case of the constant occupancy schedule, the same regularities were observed,
but for ventilation variants V3 and V4, the minimum temperature value is on average by
0.3 ◦C, and at its maximum by 2.6 ◦C, higher than for the variable occupancy schedule (for
all walls), whereas, for variant V1, the minimum temperature value is on average 2.1 ◦C
higher for all walls. Interestingly, in variant V2, there was no difference in the minimum
and maximum temperature values between the constant and variable occupancy schedules.
Lower values of minimum temperature, below 20 ◦C for variants V3 and V4, are the result
of increased ventilation due to more intensive airing by opening the window.

Regardless of the wall type (A, B, C, D) for a given ventilation variant, the same
minimum and maximum RH values were obtained for both variable and constant load
profiles. Moreover, the minimum and maximum RH values do not change with increasing
insulation thickness. The tests by [42] also showed similar results. Increasing the internal
insulation thickness beyond 100 mm did not change the maximum and minimum RH
values on the internal surface of the wall.

For the variable load profile, the lowest minimum RH = 17–18% was recorded in
variants V4 and V3, which corresponds to a maximum RH = 52–50% in variant V4 and
RH = 67–65% in variant V3. The highest minimum value of RH = 37–38% was recorded
in variant V1, which corresponds to the maximum value of RH = 73–74%. Conversely, for
variant V2, the minimum RH = 22–23% and the maximum RH = 66–67% were obtained.
The obtained minimum and maximum RH values can be ranked from highest to lowest in
the following order for each ventilation variant V1 > V2 > V3 > V4.
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Table 5. Maximum and minimum values of temperature on the inner surface of the wall.

Wall
Assemblies

Temperature
[oC]

Ventilation Variants

V1 V2 V3 V4

Insulation Thickness [cm]

4–5 8 12 4–5 8 12 4–5 8 12 4–5 8 12

constant occupancy schedule

A
min 21.5 21.6 21.8 19.4 19.5 19.5 17.3 17.3 17.4 17.3 17.3 17.1
max 26.0 26.0 26.0 26.0 26.0 26.0 26.0 26.0 26.0 41.4 42.0 35.7

B
min 21.4 21.6 21.8 19.4 19.5 19.5 17.2 17.2 17.0 17.2 17.2 17.3
max 26.0 26.0 26.0 26.0 26.0 27.1 26.0 26.0 27.1 41.6 42.1 42.6

C
min 21.3 21.5 21.7 19.4 19.4 19.5 16.9 17.0 17.6 16.9 17.6 17.6
max 26.0 26.0 26.0 26.0 26.0 26.0 26.0 26.0 26.0 41.3 41.6 42.0

D
min 21.5 21.7 21.9 19.4 19.5 19.6 17.4 17.4 17.5 17.4 17.4 17.5
max 26.0 26.0 26.0 26.0 26.0 26.0 26.0 26.0 26.0 41.2 42.0 42.5

variable occupancy schedule

A
min 19.5 19.5 19.6 19.4 19.5 19.5 17.0 17.0 17.1 17.0 17.0 17.1
max 26.0 26.0 26.0 26.0 26.0 26.0 26.0 26.0 27.1 38.8 39.3 39.8

B
min 19.5 19.5 19.6 19.4 19.5 19.5 16.9 16.9 17.0 16.9 16.9 17.0
max 26.0 26.0 27.1 26.0 26.0 27.1 26.0 27.1 27.1 39.0 39.5 39.9

C
min 19.4 19.5 19.6 19.4 19.4 19.5 16.5 17.3 17.4 16.5 17.3 17.4
max 26.0 26.0 26.0 26.0 26.0 26.0 26.0 26.0 26.0 38.7 38.9 39.3

D
min 19.5 19.5 19.6 19.4 19.5 19.6 17.0 17.1 17.2 17.0 17.1 17.2
max 26.0 26.0 26.0 26.0 26.0 26.0 26.0 26.0 26.0 38.6 39.3 39.8

Table 6. Maximum and minimum values of RH on the inner surface of the wall.

Wall
Assemblies

RH
[%]

Ventilation Variants

V1 V2 V3 V4

Insulation Thickness [cm]

4–5 8 12 4–5 8 12 4–5 8 12 4–5 8 12

constant occupancy schedule

A
min 45 44 44 27 27 27 21 21 20 20 20 21
max 81 81 82 71 71 71 69 69 69 51 50 64

B
min 45 45 45 27 27 27 21 21 21 21 20 20
max 80 80 80 70 70 70 68 68 68 50 50 49

C
min 45 45 45 28 27 27 21 21 21 21 21 21
max 80 80 80 70 70 70 68 68 68 50 50 49

D
min 44 43 43 26 26 26 20 20 20 20 20 20
max 82 82 82 71 71 71 69 70 70 51 51 50

variable occupancy schedule

A
min 37 37 37 23 23 23 18 18 18 18 18 18
max 73 73 73 67 67 67 67 66 66 51 50 50

B
min 37 37 37 23 23 23 18 18 18 18 18 18
max 72 72 72 66 66 66 66 66 66 51 50 50

C
min 38 38 38 23 24 24 18 18 18 18 18 18
max 72 72 72 66 66 66 66 65 65 51 50 50

D
min 37 37 37 23 22 22 17 17 17 17 17 17
max 73 74 74 67 67 67 67 67 67 52 51 50
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For the constant load profile, the same patterns were observed with higher RH values
of min RH = 43–45%, max RH = 81–82% for V1, min RH = 26–27%, max RH = 70–73% for
V2, min RH = 68–69%, max RH = 20–21% for V3, and min RH = 17–18%, max RH = 49–51%
for V4. Higher RH values in variants V1 prove that higher humidity is maintained in the
room due to lower ventilation intensity and, in the case of constant occupancy schedules,
additionally, higher humidity gains are related to the constant presence of people. A similar
situation occurs with respect to temperature. More intensive ventilation is able to take
away the heat gains accumulated in the room, which contributes to a lower temperature
value on the internal surface of the wall.

4.3. TOW and RHTT Indexes

The external insulation of the base wall in the form of EPS board certainly reduces
the risk of condensation inside the wall; however, when installing additional internal
insulation, the hygrothermal conditions in the wall should be checked each time. The
level of relative humidity in the cross-section at the interface between the base wall and
the interior insulation has repeatedly been analysed in great detail in the literature [16,19]
due to the increased risk of mould and interstitial condensation in this section. The
relative humidity at the interface between the masonry and interior insulation depends,
in addition to the effects of WDR, on the relative humidity outside and inside the room
transmitted by diffusion and air leakage [39]. In addition, the moisture condition of a wall
is very significantly affected by the moisture properties of the various materials of which it
is constructed.

In order to avoid the risks associated with the occurrence of moisture, the wall must
maintain a balance between dampness and rapid drying. The TOW index defined in
Section 3 can be used to assess this situation. The calculated values of TOW and RHTT
indexes, on the basis of obtained variation patterns of temperature and relative humidity
RH (not included in the text because of their relatively large number—available on request)
in the cross-section between the additional layer of internal insulation and the base wall
are summarised in Table 7. Analysing individual values of TOW, we can see that only in
the case of ventilation variant V1, with minimal air exchange n = 0.2 h−1, the probability
of wall dampness appears. For the constant occupancy schedules, maximum values of
TOW = 8760 h were recorded for each wall A, B, C, and D at 12 cm thickness, and minimum
values at 4 or 5 cm thickness, with TOW = 0 for wall A (perlite board) and C (rigid wood
fibreboard). In general, wall D (flex wood fibreboard) has the highest susceptibility to
dampness followed in decreasing order by walls B, A and C.

In the case of the variable occupancy schedule, the probability of dampness only
applies to variants with 12 cm thick insulation. In this case, however, the walls line up in a
different order. The highest probability occurs in wall D, followed by B, C and finally A.
The difference between walls A and C, however, is minimal, and the TOW for wall C is
112 h higher than for wall A.

At the same time, the probability of mould growth on a wall (RHTT index), as well as
the probability of dampness (TOW index), appear only in the case of ventilation variant
V1 and increase with the number of hours of dampness of a wall and the thickness of
additional insulation. The highest RHTT = 7.9 × 109 was recorded for wall D with a
constant occupancy schedule and 12 cm of additional insulation. Compared to the other
walls A, B, and C, with the same insulation thickness, which also have a TOW value of
8760 h, the RHTT is 1.46, 1.13, and 1.61 times higher, respectively. In contrast, in the case of
variable moisture load profiles, the probability of mould occurrence appears for walls B, C,
and D with 12 cm of insulation. The highest value of RHTT = 1.7 × 108, i.e., the highest
probability of mould occurrence, was recorded for wall D and the lowest RHTT = 1.8 × 104

for wall C.
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Table 7. TOW and RHHT indexes.

Wall
Assemblies

Ventilation Variants

V1 V2 V3 V4

Insulation Thickness [cm]

4–5 8 12 4–5 8 12 4–5 8 12 4–5 8 12

constant occupancy schedule

A
TOW [h] 0 4780 8760 0 0 0 0 0 0 0 0 0
RHTT [-] 0 3.9 × 108 5.4 × 109 0 0 0 0 0 0 0 0 0

B
TOW [h] 351 5264 8760 0 0 0 0 0 0 0 0 0
RHTT [-] 3.0 × 105 9.8 × 108 7.0 × 109 0 0 0 0 0 0 0 0 0

C
TOW [h] 0 4425 8760 0 0 0 0 0 0 0 0 0
RHTT [-] 0 6.2 × 108 4.9× 109 0 0 0 0 0 0 0 0 0

D
TOW [h] 921 6131 8760 0 0 0 0 0 0 0 0 0
RHTT [-] 3.0 × 106 1.6 × 109 7.9 × 109 0 0 0 0 0 0 0 0 0

variable occupancy schedule

A
TOW [h] 0 0 0 0 0 0 0 0 0 0 0 0
RHTT [-] 0 0 0 0 0 0 0 0 0 0 0 0

B
TOW [h] 0 0 835 0 0 0 0 0 0 0 0 0
RHTT [-] 0 0 2.3 × 106 0 0 0 0 0 0 0 0 0

C
TOW [h] 0 0 112 0 0 0 0 0 0 0 0 0
RHTT [-] 0 0 1.8 × 104 0 0 0 0 0 0 0 0 0

D
TOW [h] 0 0 1905 0 0 0 0 0 0 0 0 0
RHTT [-] 0 0 1.7 × 108 0 0 0 0 0 0 0 0 0

The least favourable solution is, therefore, wall D with flex wood fibreboard insulation.
Analysing the differences between RH values obtained by individual walls, we see that they
are negligible. In the case of small insulation thickness 4–5 cm for all ventilation variants,
the highest RH values are characteristic for wall B followed by walls A, D, and C. This
order changes with higher insulation thicknesses of 8 and 12 cm, in which case the highest
RH value is characteristic for wall D and, then, in appropriate order, for walls B, A, and C.
This situation occurs both with variable and constant occupancy schedules of rooms. The
lowest RH value, in each case, occurs in wall C, a solution based on rigid wood fibreboard
with the highest value of diffusion resistance regardless of insulation thickness. Conversely,
wall A (perlite board) at 5 cm thickness has relatively high RH due to its high capillary
moisture transport capacity [8], which at lower thickness causes faster saturation, hence
the higher RH values in this case and the higher total moisture content (Section 2.1). Both
walls D (flex wood fibreboard) and C (Ca-Si) are characterised by low diffusion resistance,
hence their higher RH values, especially at higher insulation thicknesses. Similar results
were found in [22,52].

In addition, with increasing insulation thickness, seasonal fluctuations of RH decrease,
and this is much more evident for variants with lower ventilation intensity (V1 and V2)
than for variants V3 and V4.

Of course, the obtained results confirm that as moisture loads are reduced (cases with
variable occupancy schedule), the hygrothermal conditions in the cross-section between
the insulation and the base wall improve due to the reduced vapour diffusion potential to
the outside caused by the reduced vapour pressure in the room. These results are in line
with previous findings in [22,29,30].
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5. Conclusions

This paper presents a study of an exterior wall insulated from the inside using four
different capillary active open diffusion interior insulation systems. The primary objective
was to assess the hygrothermal behaviour of the different solutions under varying indoor
conditions. Based on the analyses, one might draw the following conclusions:

• The profiles of the total moisture content for all analysed walls show the cyclic season-
ality of moisture content caused by seasonal shifts in climatic conditions.

• The total moisture content of a wall increases with the increase of insulation thickness.
Furthermore, an increase in insulation thickness causes an increase in the RH level
inside the internal insulation, which significantly reduces the possibility of the wall
drying out into the room and reducing the seasonality of the RH level inside the
insulation, which in turn reduces the susceptibility of the wall to damage.

• The obtained values of temperature and RH on the internal surface are mainly influ-
enced by the conditions in a room depending on the heating and ventilating systems
and internal heat gains. Lack of proper ventilation with higher moisture gains in the
room cause an increase in RH and temperature on the internal surface of the wall.

• Analysis of RHTT and TOW indices has shown that the highest risk of mould growth
and interstitial condensation is typical for wall D with flex wood fibreboard. This
wall also has the highest profile of relative humidity in the analysed section. On the
contrary, the lowest RH values were recorded for wall C with rigid wood fibreboard,
which has the highest diffusion resistance.

The analyses carried out in this study for four different internal insulation systems
allowed for their hygrothermal assessment under different conditions. Due to the large
number of parameters that influence the hygrothermal behaviour of a wall, it is impossible
to carry out this assessment without using professional computing tools. Therefore, in
order to ensure a safe solution, one should carry out an individual assessment at the
design stage. This approach will help to avoid significant damage to walls during building
occupancy caused by moisture problems. The results of this study will broaden the design
knowledge of internally insulated envelopes, as they help to understand how and under
what conditions open diffusion capillary active internal insulation can be safely used.
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6. Krause, P.; Nowoświat, A.; Pawłowski, K. The impact of internal insulation on heat transport through the wall: Case study. Appl.
Sci. 2020, 10, 7484. [CrossRef]

319



Materials 2022, 15, 1862

7. Künzel, H.M. Effect of interior and exterior insulation on the hygrothermal behaviour of exposed walls. Mater. Struct. Constr.
1998, 31, 99–103. [CrossRef]

8. Zhao, J.H.; Grunewald, J.; Ruisinger, U.; Feng, S. Evaluation of capillary-active mineral insulation systems for interior retrofit
solution. Build. Environ. 2017, 115, 215–227. [CrossRef]

9. Straube, J.; Schumacher, C. Interior insulation retrofits of load-bearing masonry walls in cold climates. J. Green Build. 2007, 2,
42–50. [CrossRef]

10. Kolaitis, D.I.; Malliotakis, E.; Kontogeorgos, D.A.; Mandilaras, I.; Katsourinis, D.I.; Founti, M.A. Comparative assess-ment of
internal and external thermal insulation systems for energy efficient retrofitting of residential buildings. Energy Build. 2013, 64,
123–131. [CrossRef]

11. Klõšeiko, P.; Arumägi, E.; Kalamees, T. Hygrothermal performance of internally insulated brick wall in cold climate: A case study
in a historical school building. J. Build. Phys. 2015, 38, 444–464. [CrossRef]

12. Finken, R.; Bjarløv, S.P.; Peuhkuri, R.H. Effect of façade impregnation on feasibility of capillary active thermal internal insulation
for a historic dormitory—A hygro-thermal simulation study. Construct. Build. Mater. 2016, 113, 202–214. [CrossRef]

13. Viitanen, H. Moisture and Bio-Deterioration Risk of Building Materials and Structures. 2021. Available online: www.intechopen.
com (accessed on 10 September 2021).

14. Abuku, M.; Janssen, H.; Roels, S. Impact of wind-driven rain on historic brick wall buildings in a moderately cold and humid
climate: Numerical analyses of mould growth risk. indoor climate and energy consumption. Energy Build. 2009, 41, 101–110.
[CrossRef]

15. Vereecken, E.; Van Gelder, L.; Janssen, H.; Roels, S. Interior insulation for wall retrofitting—A probabilistic analysis of energy
savings and hygrothermal risks. Energy Build. 2015, 89, 231–244. [CrossRef]

16. Ferdous, W.; Ngo, T.D.; Nguyen, K.T.Q.; Ghazlan, A.; Mendis, P.; Manalo, A. Effect of fire-retardant ceram powder on the
properties of phenolic-based GFRP composites. Composites Part B 2018, 155, 414–424. [CrossRef]

17. Simpson, A.; .Fitton, R.; Rattigan, I.G.; Marshall, A.; Parr, G.; Swan, W. Thermal performance of thermal paint and surface coatings
in buildings in heating dominated climates. Energy Build. 2019, 197, 196–213. [CrossRef]

18. Jensen, N.F.; Odgaard, T.R.; Bjarløv, S.P.; Andersen, B.; Rode, C.; Møller, E.B. Hygrothermal assessment of diffusion open
insulation systems for interior retrofitting of solid masonry walls. Build. Environ. 2020, 182, 107011. [CrossRef]
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Abstract: Few researchers have attempted to experimentally evaluate the low-strain shear wave
velocity (Vs) of specimens undergoing large strain deformations. They report that the Vs is practically
unaffected by the strains, and the reasons behind this behavior are not fully understood. This
study presents the continuous measurement of low-strain Vs with bender elements (BE) during
monotonic shearing of two sand specimens in a triaxial device. The results are analyzed using a
micro-mechanical model based on contact theory. The results of this study confirm that the Vs values
from BE measurements are unaffected by an increase in axial strains that are induced by a separate
mechanism. The micro-mechanical model predictions of Vs agree well with the results of this study
and with the results of previous studies. They show that the mean effective stress and increase in
inter-particle stiffness controls the low-strain stiffness despite a global increase in strains during
monotonic loading.

Keywords: shear wave velocity; bender elements; triaxial testing; micromechanics

1. Introduction

Dynamic properties, such as shear wave velocity (Vs) and damping ratios (D), as a
function of wide range of shear strains are required for the dynamic analysis of structures
and construction sites. Low-strain Vs is required to classify sites for seismic analysis, and
corresponding amplification factors for ground accelerations are determined. Dynamic
properties are typically obtained by conducting field and laboratory tests (Khan et al. [1];
Khan et al. [2]; Khalil et al. [3]; Irfan et al. [4]). These tests have various limitations
and testing biases related to boundary conditions, assumptions, attainable strains and
frequencies (e.g., Khan et al. [1]; Clayton et al. [5]). A combination of tests is required to
evaluate the dynamic properties at the required range of strain levels; however, the results
seldom reconcile. Researchers and practitioners need a single test method that would
provide the dynamic properties at the required range of strain levels instead of resorting to
a combination of test methods.

In one approach, a few researchers have attempted to perform continuous BE tests
during the shearing of a specimen during triaxial testing (Chaney et al. [6] and Ismail and
Rammah [7], Dutta et al. [8]; Styler and Howie [9]). The outcomes of the studies are contrary
to expectations, which caused more interest; the main reasons for the unexpected results
are still not fully understood, but should be in order to better design future experiments.
Typically, Vs as a function of shear strains is measured with a combination of resonant
column (RC) and cyclic triaxial (CT) devices which require additional resources (e.g.,
Khan et al. [1], Khalil et al. [3]). Bender elements (BE) have been extensively used to
determine low-strain Vs (Dyvik and Madshus [10], Shirley and Hampton [11], Viggiani
and Atkinson [12], Kuwano and Jardine [13], Gu et al. [14], Khalil et al. [3]; Irfan et al. [4]).
Vs measurements with BE are carried out at very low strains because the elements in BE
systems are not capable of producing large strains in the specimens. Researchers have
always experimented using BE or other high frequency measurements such as ultrasonic
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testing (UT) at large strains without conducting dynamic CT or RC tests to complement
the results.

~Previous attempts to use BE and UT during monotonic shearing of specimens in
a triaxial device show inconclusive results (Dutta et al. [8]; Styler and Howie [9]). These
studies report that the low-strain stiffness (Vs measurements from BE or UT) is unaffected
by the strains that are generated by shearing the specimen in a triaxial device. The initial
increase and subsequent decrease in Vs measurements is attributed to the contractive and
dilative stages of the specimen, respectively. The observed behavior of the Vs from BE tests
is mostly explained in qualitative terms; therefore, more testing and analysis is required to
better understand the behavior. Micro-mechanical analysis can provide important insights
that can help us to understand the mechanisms that control the low-strain stiffness. It
can provide directions that can lead to the development of a single test method that can
evaluate Vs at the required range of strain levels.

This study presents the results of experimental program that includes the evaluation
of Vs from CT tests as a function of shear strain and low-strain Vs from continuous BE mea-
surements during the monotonic loading of specimens in a triaxial device. The Vs values
are also computed from the stress–strain curves of the monotonic loading of specimens.
All tests are performed at two different confinements and for two identical sand specimens
for each test, to ensure repeatability. The sands are characterized with scanning electron
microscope (SEM), energy-dispersive X-ray spectroscopy (EDS) and confocal microscopy
to better understand the inter-particle interaction. The BE results are further analyzed with
Hertz-Mindlin contact theory (Hertz [15]; Mindlin [16]) to study the evolution of Vs from
the perspective of interparticle forces, mean effective stresses and change in void ratio.

2. Background and Literature

The bender element (BE) test induces high frequency (>1 kHz) stress waves in the
specimen (e.g., Irfan et al. [4]; ASTM D8295-19 [17]). The strains generated in the specimen
are typically low to very low; therefore, a combination of other tests, such as RC and CT,
are used to evaluate the dynamic properties at other required strain values. In the BE test, a
transmitter generates a stress wave with a short duration impulse of step or sine function.
The duration of the pulse determines the frequency content of the propagating wave. The
receiver located at a known distance detects the arrival, and velocity is obtained by simply
dividing the known distance by the time of propagation. Velocity analysis can also be
performed in the frequency domain with phase velocities.

The triaxial test is an ASTM standard (ASTM D7181-20 [18]) in which monotonic axial
loads are applied to the specimen until failure, and a stress–strain curve is obtained for
further analysis. The stress–strain curve can be obtained from monotonic triaxial tests under
different confining and drainage conditions. Subsequent analyses of the curve provide
elastic and secant moduli at different axial strain levels. Changes in volumetric strains as a
function of axial strain represent the changes in void ratio during loading.

In cyclic triaxial (CT) tests (Khalil et al. [1]; Khan et al. [19]), dynamic axial loads are
applied to the specimen to evaluate dynamic properties as a function of shear strains at
different confining and drainage conditions. The operable frequencies in CT tests range
from less than 1 Hz to 10 Hz; however, only medium to large strains can be induced in the
specimen. Low strain tests such as bender elements (BE) are performed to compliment the
strain range.

The resonant column (RC) test is an ASTM standard (ASTM D4015-21 [20]) in which
dynamic torsional loads are applied to evaluate the dynamic properties of soils at low to
medium strain levels. The RC test has different testing biases which should be considered
to correct the results (Khan et al. [1]; Clayton et al. [5]; Khan et al. [21]). The results become
increasingly biased as the stiffness of the specimen increases, due to contributions from
the base of RC device. Salient features of the above tests, such as the operating range
of frequencies and induced strain levels, are presented in Table 1. The advantages and
limitations that can affect their results are also presented. The frequencies and strains that
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are generated in typical geotechnical problems involving dynamic loads, such as machine
vibrations and earthquakes, are presented for comparison purposes.

Table 1. Characteristics of RC, CT, BE, and field tests.

Test
Frequencies (Hz)

/Strains (e)
Dynamic Properties Advantages Disadvantages

RC 20–150
e < 10−3 Vs and D Wide range of frequencies

and strains
Many testing biases such as base

contributions

CT 0.1–10
10−4 < e < 10−2 Vs and D Same equipment can be used

for static test
Narrow strain range; requires additional

tests

BE 20–150
e < 10−6 Vs Fast and minimal equipment

setup
Damping ratio (D) cannot be calculated;

narrow strain range

Field tests 20–150
<10−6 Vs Representative Vs of the site Damping ratio (D) cannot be calculated;

narrow strain range

Earthquakes 0.1–50
10−6 < e < 10−1

A hyperbolic model is often used to curve fit the variation of shear wave velocity with
shear strains (e.g., Khalil et al. [3], Khalil [22]; Hardin and Drnevich [23]). Site response
analysis requires the hyperbolic model for each soil layer of the construction site as an input
for analysis. Equation (1) presents the functional form of the modified hyperbolic model.

G
Gmax

=
1

1 + γh
(1)

where γh is the hyperbolic strain which is defined by Equation (2). Gmax is the shear modu-
lus measured at the lowest possible strain level and G is the shear modulus corresponding
to higher strain levels.

γh =
γ

γh

(
1 + a exp (−b

γ

γr

)
) (2)

Model parameters a and b are defined in terms of curvature coefficients and γr is the
reference strain, indicating the beginning of non-linear behavior. These parameters are
obtained from the non-linear curve fitting of the model to measured data.

The shear wave velocity of soils depends on many test variables, such as confinement,
packing density (void ratio), particle shape and roughness and soil type. The effect of
void ratio is significant if all other variables are kept constant. The packing density (void
ratio) determines the structure of soil matrix and number of interparticle contacts (Cn). The
coordination number (Cn) is the number of contacts that a soil particle will create with
other surrounding particles in a packing. Sand particles are arranged randomly, and their
Cn is considered to be a function of void ratio of the soil matrix; however, this is not always
true. Many studies have shown that Cn can be related to void ratio; however, any changes
in which rearrangement of particles occurs can change the void ratio without significantly
affecting the Cn (Walton [24]). A summary of selected studies that relate Cn to the void
ratio of specimen are presented in Table 2.

Table 2. Selected correlations between Cn and e for a random assembly of particles.

Expression Reference

Cn = 26.486 − 10.726 (1 + e) Smith et al. [25]

Cn = 32
13

[
7 − 8

( e
1+e

)]
Ouchiyama & Tanaka [26]

Cn = 24e
(−2.547 e

(1+e) ) − 0.373 Zimmer [27]

Cn = 2 + 11
( 1

1+e

)2

German et al. [28]
Cn = −2.8 + 15.1

( 1
1+e

)

Chang et al. [29] experimentally determined soil stiffness at small strains by establish-
ing a relationship between Cn and e. Magnanimo et al. [30] showed that random samples
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prepared with different preparation methods had similar e, but different Cn which shows
the sensitivity of Cn-e to sample preparation. Smith et al. [25] investigated the Cn-e relation-
ship for random packing by comparing experimental data with regular arrays, including
face-centered cubic (FCC), hexagonal close-packed (HCP) and simple cubic (SC) arrays.
However, there is no agreement between the Cn-e data points for body-centered cubic
(BCC) array. Ouchiyama & Tanaka [26] and Arakawa & Nishino [31] presented theoretical
expressions for the Cn-e relationship which are in good agreement with the expression
derived by Smith et al. [25]. Furthermore, Suzuki et al. [32] incorporated a Gaussian error
function to the model proposed by Tory et al. [33] which shows good agreement with the
experimental results of Bernal and Mason [34] and Gotoh [35]. German et al. [28] presented
correlations between Cn and e for various packing types, including ordered, dispersive,
random, partially densified and fully densified packing.

2.1. Micro-Mechanical Evaluation of Internal Forces and Vs

Contact models for the random packing of spheres have been developed by researchers
for evaluation of the Poisson’s ratio of the packing (Hertz [15], Mindlin [16], Digby [36],
Walton [24], and Norris and Johnson [37]). Duffaut et al. [38] presented an expression for
the effective shear modulus combining Digby’s result (Digby [36]) with Mindlin’s extended
solution (Mindlin [16]) that includes frictional tangential contact stiffness. The normal
contact force (average) for an isotropic random assembly of particles is estimated with the
micromechanical formulation proposed by Rothenburg and Bathurst [39] for a given void
ratio e, coordination number Cn and isotropic confinement σo by

fn =
4π(1 + e)R2σ0

Cn
(3)

where Cn is the coordination number that can be computed from several empirical equa-
tions presented in Table 2. During monotonic triaxial loading, the specimen’s void ratio
decreases during the compression stage until the beginning of dilation. This phenomenon
is represented by changes in volumetric strains. The Cn number can be assumed to remain
practically constant during the compression stage (negative volumetric strain); therefore,
the normal contact force (fn) can be considered a function of void ratio and mean effective
isotropic confinement. The change in radius R of the particles is negligible due to their
large elastic moduli compared with the moduli of the packings.

If two elastic particles are in contact under the action of a normal force fn, the Hertz
theory (Hertz [15]) relates the contact area with the radius and the normal displacement
between the particles. Duffaut et al. [38] extended this inter-particle mechanism and
presented the final expression for bulk modulus of the random assembly of particles
(Equation (4)).

Kdry =

(
C2

n(1 − φ)2Gg
2σ

18 π2(1 − v)2

) 1
3

(4)

where φ is porosity (related to void ratio), Gg is shear modulus of the particles, σ is the
mean effective stress, and ν is the Poisson’s ratio of the particles. The conversion of bulk
modulus to shear modulus is based on friction between the particles that will either allow
no slippage or complete slippage under tangential force at the inter-particle contact. The
relationship between bulk and shear modulus is provided in Equation (5).

Gdry =
3
5

[
1 +

3(1 − v)
2 − v

f (μ)
]

Kdry (5)

The term f(μ) ranges from 0, when there is complete loss of inter-particle contact, to
1, when no slippage occurs. f(μ) represents the Mindlin friction term, which essentially is
a function of tangential force, normal force, and the coefficient of friction at inter-particle
contact. f(μ) can be estimated in various ways; however, Equation (6) presents a simpler
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approach of estimating f(μ) for a given Poisson’s ratio of the particles (ν) and of the
matrix (ν dry).

(μ) =
1
2

(
2 − v
1 − v

)(1 − 4 vdry

1 + vdry

)
(6)

Particles rearrange and deform when loaded, and the degree of disturbance depends
on the induced strain levels. Noticeable particle rearrangement and changes in fabric occur
at medium to large strains (γ > 10−3). The degree of changes depends on many factors,
such as surface roughness, gradation of particles and forces at the inter-particle contacts.
In the beginning of deviatoric loading in triaxial tests, the main mechanism is dominated
by particle deformation with slight slippage that can also cause crushing of asperities of
the surface. Particle rearrangement occurs when strains exceed 10−3, and the degree of
rearrangement depends on the coordination number and inter-particle forces, especially fn
(Equation (3)). Complete slippage of the contact area at the particle is assumed during the
dilatational stage, in which the void ratio increases and Cn decreases. At very low strain
measurements, such as in BE, particle deformation that depends primarily on the elastic
properties of the sand particles controls the stiffness.

Equation (3) suggests that during the initial stages and even within the contraction
stage, the low strain stiffness (if measured independently) shall increase due to an increase
in effective stress at contacts. The mean effective stress at the inter-particle contacts increases
with an increase in deviatoric stress, and primarily governs the stiffness in addition to the
effect of change in void ratio. On the other hand, velocity is expected to decrease during
dilatational stage.

2.2. Continuous Vs Measurements during Monotonic Triaxial Loading

Few researchers have attempted to evaluate the low-strain stiffness of specimens that
are sheared monotonically in triaxial testing. Chaudhary et al. [40] presented the results
of Vs measurements of the Toyoura sand with BE tests at a constant effective stress ratio.
The results show that the shear wave velocity practically remains constant during the
contraction stage; however, Vs starts to decrease following the phase transformation of the
specimen from contraction to dilation.

Styler and Howie [9] evaluated the variation of low-strain Vs with the change in void
ratio (e) of the specimens during triaxial loading. Fraser river sand is tested at different
confinements; however, the stress ratio is kept constant at 2.0. The results show that
the Vs increases as the void ratio decreases during the contraction stage. During phase
transformation and throughout the dilation stage, the Vs steadily decreases as the void
ratio increases. They show that the rate of increase during contraction stage is not the same
as the rate of decrease in Vs during the dilation stage.

Dutta et al. [8] presents continuous evaluation of low-strain Vs with disk-shaped
planar transducers during triaxial testing. The variation of Vs is presented as a function
of axial strains (εa). The study presents qualitative discussions and argues that the mean
Cn controls the evolution of Vs during the contraction and dilative stages. The results also
confirm the previous findings that the Vs increases during the contraction stage and then
starts to decrease after phase transformation to the dilative stage.

All studies indicate that low-strain Vs is not affected by the level of shear strain in the
specimen and the observed changes in Vs are attributed to the changes in void ratio (or
Cn) during monotonic axial loading of the specimens. The change in void ratio is relatively
simple to calculate from the change in volumetric strains; however, there is no experimental
evidence that Cn changes proportionally to void ratio. Table 2 presents different expressions
that relate void ratio to Cn. The functional form of the expressions ranges from linear to
exponential which indicates the level of uncertainty in relating Cn to e, especially for a
random assembly of irregular particles.
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3. Materials Properties

Sand samples are collected from a borehole located in Al Shamkhah area of Abu Dhabi,
United Arab Emirates (UAE). A typical cylindrical specimen of soil has a diameter of 7 cm
and a length of 14 cm in the study. Various routine tests are performed, such as moisture
content, index density and gradation analysis. Table 3 presents the main properties of
the sands and samples. Figure 1 presents the particle size distribution curves of the two
sand samples.

Table 3. Physical properties of the tested specimens and standard penetration test (SPT) values.

Sample
Name

Void Ratio
(e)

CC CU
Diameter/Height

(cm)
Moisture

Content (%)

Dry
Density
(kg/m3)

Material Description Depth (m)
SPT-N
Value

Sample A 0.81 0.82 2.45 7/14.2 22.2 1618
Sand with crystalline

gypsum inclusions, very
dense and poorly graded

11 to 12 50

Sample B 0.99 1 2.00 7.1/14.0 12 1478

Sand with silt and
crystalline gypsum

inclusions, very dense and
poorly graded

1.5 to 2 21

Figure 1. Particle size gradation of sands.

The sands are also characterized with scanning electron microscopy (SEM), energy-
dispersive X-ray spectroscopy (EDS) and confocal microscopy (CFM). SEMs produce images
that are magnified by using electrons instead of light, whereas EDS detectors separate the
characteristic x-rays of different elements into an energy spectrum. In addition, EDS
provides chemical composition of the material and creates element composition maps over
a larger raster area using the energy spectrum.

SEM and CFM are used to visualize the grain structure, grain size and surface rough-
ness. Sample A has angular-shape particles, whereas sample B has rounded to sub-rounded
particles (Figure 2). Visual inspection of these figures also provides an estimate of probable
Cn which is anticipated to be more than 10 in 3D space. Furthermore, three spectra each are
obtained for both materials with EDS to determine the chemical compositions (Figure 3).
The results of three spectra are averaged for each material. Both materials exhibit quite
similar chemical compositions with slight variations in the Calcium and Silicon content.
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(a) (b) 

Figure 2. SEM images with a magnification of 100× of tested soil materials; (a) sample A and (b)
sample B.

(a) (b) 

Figure 3. Typical EDS spectra of (a) Sample A, and (b) Sample B.

Table 4 summarizes the averaged chemical compositions of both samples. Silicon
dioxide (SiO2) was the dominant chemical composition of both samples A and B. Both
samples show inclusion of sodium chloride because of their proximity to the Arabian gulf,
and that the primary sediments at depth originate from the deep sea carbonate platform
(Khan et al. [2]). Moreover, both materials contain calcium inosilicate mineral (CaSiO3)
commonly known as wollastonite. Wollastonite primarily contains calcium oxide (CaO),
an ingredient used in Portland cement. Presence of minerals other than SiO2 in relative
abundance is indicative of heterogeneous composition and can be one of the possible
reasons for differing elastic deformation characteristics compared with pure silica sand.

Representative two-dimensional topographies for both samples are obtained using
confocal microscopy through a surface area of approximately 550 μm2. Figure 4 presents the
surface profile of typical particles from sample A and B. The profile indicates rough surfaces
with asperities that are brittle and can break upon deformation. The inter-particle slippage
is predicted to be smaller due to increased inter-particle friction caused by asperities.
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Table 4. Summary of the chemical compositions of tested soil samples.

Element
Standard

Label

Apparent
Voncentra-

tion

Weight
Fraction
(wt%)

Apparent
Concentra-

tion

Weight
Fraction
(wt%)

Sample A Sample B

O SiO2 2.52 48.82 2.71 52.74

Na Albite 0.05 0.78 0.10 1.75

Mg MgO 0.20 6.18 0.29 6.42

Al Al2O3 0.11 2.71 0.08 1.93

Si SiO2 0.87 20.47 0.60 13.74

Cl NaCl 0.14 1.7 0.13 3.30

Ca CaSiO3 0.28 10.51 0.85 20.12

Fe Fe 0.16 7.72 0.00 0.00

  
(a) (b) 

 
(c) 

(d) 

Figure 4. Scanned surfaces of (a) sample A and (b) sample B using confocal microscopy and 2D
surface topographies of (c) sample A and (d) sample B.
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4. Experimental Program

Dynamic triaxial testing (ASTM D3999-91 [41]) and monotonic triaxial loading (ML)
are performed with a dual mode cyclic triaxial test apparatus supplied by VJ Tech (UK). CT
equipment also includes BE fixed to the top and bottom platens with independent controls.
All tests are conducted under two confining pressures (σ3) of 150 kPa and 300 kPa. Identical
specimens with similar void ratios are produced for CT and ML tests from the two types of
sands. Continuous BE measurements are taken during ML tests at regular increments of
axial strains. Low strain measurements with BE are also taken before the start of CT tests
for comparison with BE measurements performed before the start of ML tests on the other
identical specimen.

An input signal of 1 Hz with 10 cycles is used for CT tests. The load and displacement
time signals are fitted with a simulated signal to create symmetrical loops for further
analysis following standard procedure (Khalil et al. [3], Khalil et al. [22]; Kumar et al. [42]).
Measured and fitted signals for the cyclic triaxial data are shown in Figure 5a,b. Figure 5c
shows the comparison of hysteresis loops from the measured and fitted signals. For clarity,
the load and displacement amplitudes are normalized in the figures. Elastic modulus (E) is
computed at various strain levels and subsequently converted to G and Vs.

 
(a) (b) 

 
(c) 

ms ms

Figure 5. Typical matching of normalized signals and loops from CT tests. (a) Stress amplitude;
(b) Displacement amplitude; (c) Hysteretic loops.

A baseline measurement of low-strain Vs with BE is obtained at axial strain (εa) of 0%
before conducting monotonic triaxial loading (ML). The soil specimen is then subjected
to monotonic triaxial loading (shearing at regular path) with simultaneous BE tests at
regular intervals. An axial strain rate of 1 mm/min is adopted for the ML testing. The
BE measurements are performed at a frequency of 5 kHz, and 10 signals are stacked to
improve the signal-to-noise ratio. Vs is estimated in the time domain after dividing the
distance (between the elements) by the propagation time of the wave front. The distance
between the elements is dynamically adjusted for different axial strains (εa). Secant modulus
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(Esec) at predetermined axial strains is computed from stress–strain curves. The secant
elastic modulus (Esec) is then converted to secant shear modulus (Gsec), and then finally
to Vs. Uncemented to lightly cemented sands can vary in Poisson’s ratio from 0.15 to 0.3
(Santamrina et al. [43]), therefore a value of 0.25 is chosen for conversion between moduli.

Typical time histories and their respective Fourier spectra recorded at the receiver
(Rx) for two randomly selected shear strains (7% and 14%) are shown in Figure 6. To
avoid near-field effects, at least one wavelength was ensured between the transmitter and
receiver in this study (Arroyo [44], Lee [45], Khalil et al. [3]; Khalil [22]). The peak power
spectrum in BE tests of a wave front propagating at an average Vs of 300 m/s is centered
around 4500 Hz (Figure 6). The average wavelength in this study is 6.6 cm compared
with the propagation distance of 14 cm, which ensures at least on wavelength between the
transmitter (Tx) and receiver (Rx).

Figure 6. (a) Time histories at the bender element (BE) receiver (Rx), and (b) Fourier spectra of
receiver signals. Tx corresponds to the transmitter (trigger) signal.

5. Results and Discussion

Figure 7a,b presents the relationship between deviatoric stress (q) and axial strain (εa)
for Samples A and B from ML testing. The stress–strain curves are compared with curves
presented by Dutta et al. [8] at two confinements. The results from Dutta et al. [8] are
presented for a predominately siliceous sand at 100 kPa. The behavior of sands in present
study is noticeably different from Dutta et al. [8]. There are many possible reasons for the
difference, such as different void ratios, particle shape and stress ratios, and difference
in mineral composition of the sand particles. The ductile behavior of sand specimens (A
and B) is evidenced by yielding at significantly larger axial strains. Sample A at 150 kPa
deforms almost linearly with strain despite having a relatively smaller void ratio (e = 0.81)
compared with Sample B (e = 0.99). Figure 7 also shows stick-slips (small serrations on the
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stress–strain curve) which has been reported by other researchers (Nasuno et al. [46]). The
stick-slips are typically observed in particles with rough to very rough surfaces.

(a)

ε

(b)

Figure 7. Stress–strain curve from siliceous sand (Dutta et al. [8]) at σ3 of 100 kPa and this study
(a) sample A, and (b) sample B.

Figure 8 presents the variation of normalized values of Vs with axial strain (εa) from
continuous BE tests, CT tests, and ML tests. All Vs values are normalized to Vs value BE
tests that correspond to an axial strain of 0%. The value of 0% is replaced with a very
small value of 10−6 for plotting on logarithmic scale. Hyperbolic model (Equation (1)) is
fitted to cyclic triaxial data and then extended to Vs values computed from the stress–strain
curves from ML tests. The Vs values from CT and those from ML decrease with increase in
strain level. It is interesting to note that the extended hyperbolic model fits the Vs values
from both CT and ML despite different mechanisms of loading, except for sample A at
150 kPa. ML is not a dynamic test; however, CT tests also do not operate at high enough
frequencies to involve the inertial response of a single degree of freedom (SDOF) system.
RC tests operate at much higher frequencies; therefore, the hyperbolic model fitted to RC
data typically does not reliably predict CT results.

Figure 8 shows that the low-strain Vs values from BE tests slightly increase with
increase in axial strain and seem to be unaffected by the increasing axial strain in the
specimen. The scatter in the Vs from BE tests at very large strains is due to lower quality
signals, possibly because of the distortion and misalignment of the transmitter and receiver.
Figure 8 indicates that the behavior of low-strain stiffness, representing small scale de-
formations of the specimen, is different from the evolution of stiffness corresponding to
larger-scale deformations. Previous studies have also noticed a slight increase in low-strain
Vs during the contraction stage of the sample during the ML test (Dutta et al. [8]; Styler
and Howie [9]). They attribute this slight increase in low-strain Vs to a decrease in void
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ratio anecdotally; however, relating the behavior to an observed change in void ratio is not
sufficient to understand its cause.

 

(a)

(c) (d)

Figure 8. Variation of normalized Vs from cyclic triaxial (CT), bender elements (BE), and stress–strain
curve of monotonic loading (ML) for (a) sample A at 150 kPa, (b) sample A at 300 kPa, (c) sample B at
150 kPa, and (d) sample B at 300 kPa.

The low-strain Vs of soils depends on the initial void ratio to some extent; however,
as noted earlier, the mean effective stress governs the magnitude of normal force at the
interparticle contacts (Equation (3)). The shear stresses caused by the propagation of shear
waves produce tangential forces at the inter-particle contacts, and the deformation response
at the contacts to tangential forces depends on the magnitude of the normal force (fn) at
the contacts (Duffaut et al. [38]). The stiffness and therefore low-strain Vs are expected to
increase with an increase in normal forces. The increase in axial stress (σa) during ML tests
results in an increase in mean effective stress in the specimen. A micro-mechanical model
based on contact theory (Equation (5)) is used to theoretically evaluate the low-strain Vs
for samples A and B. The Mindlin friction term f (μ) is computed from Equation (6) and
assumed to remain practically constant during the contraction stage. The prediction of Vs
(Equation (5)) at different stages of the sample deformation (axial strains) is also presented
in Figure 8.

The micro-mechanical prediction of Vs indicates a slight increase with an increase in
the mean effective stress. Micro-mechanical prediction of Vs does consider the change in
void ratio; however, the decrease in void ratio is not the main cause of slight increase in Vs.
Equation (3) suggests that the decrease in void ratio should cause a decrease in normal force
at the inter-particle contacts if the mean effective stress remains unchanged. The contact
theory assumes that a decrease in void ratio will cause an increase in the number of contacts
(not always true) which will result in many but relatively smaller contact forces. The overall
stiffness therefore remains unaffected. Figure 8 predicts an increase in low-strain Vs of
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about 10% to 15%, which is comparable to the increase measured in BE tests. The dilation
of tested specimens occurs very late in the loading cycle; therefore, the effect of an increase
in void ratio (decrease in inter-particle stiffness) on the low-strain Vs is not clear.

The comparison of the measured data from this study and two other studies
(Dutta et al. [8]; Styler and Howie [9]) from the literature are presented in Figure 9. The
compared studies include tests that are performed at confinement of 100 kPa which are
compared to the results of this study at their closest confinement of 150 kPa. The results
from CT tests are not compared because the selected studies did not perform the CT tests.
The logarithmic scale is decreased to better visualize the comparisons. The normalized
variation of low-strain Vs from Dutta et al. [8]; Styler and Howie [9] agree well with the
results from this study. The normalized Vs that are converted from secant shear modulus
(stress–strain curves) of Dutta et al. [8] are slightly higher than this study; however, the
trend is almost similar. The results from Dutta et al. [8] shows that the low-strain Vs
values (BE testing) decrease after an initial increase. They attributed the initial increase and
subsequent decrease in low-strain Vs to the contraction and dilatational phase, respectively.

(a) 

(b) 

Figure 9. Comparison of results from this study with the results from Dutta et al. [8]; Styler and
Howie [9] (a) sample A and (b) sample B.
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The behavior of random packing of spheres such as in sands can be predicted well
with contact theories based on the work of Hertz and Mindlin. The accuracy of contact
theories still needs to be investigated for cohesive soils such as clays and some silts. Other
theoretical models involving the response of structural materials and systems to complex
contact and non-contact loads, along with volumetric damage models, can be developed to
understand the behavior better (Sosnovskii et al. [47], Shcherbakov [48]).

6. Conclusions

In this study, the variation of shear wave velocity (Vs) with axial strain (εa) during
monotonic triaxial compression is obtained and compared with the literature. The Vs is
measured from BE tests, CT tests, and stress–strain curves. The BE tests are continuously
performed at regular intervals during the monotonic axial loading of the specimen. The
Vs from stress–strain curves is calculated after converting Esec to Gsec. The CT testing and
ML tests along with BE tests are performed on two identical specimens from each sand
type. The behavior of low-strain Vs from BE is analyzed by using contact theory. The main
conclusions of the study are presented in the following.

• The frequency content of the BE signals tends to shift towards higher frequencies with
an increase in axial strain (εa), possibly because of larger average stress at the location
of bender elements.

• The stress–strain behavior of tested sands (heterogeneous mineral composition) is
markedly different from siliceous sand; this can be attributed to many factors, such as
density of the packing, particle orientation and degree of freedom, and particle shape
and roughness.

• The Vs from BE is unaffected by the strains imposed during monotonic loading. This
behavior needs further numerical and experimental investigations to understand and
decouple the complex interaction of average inter-particle stress and reduction in void
ratio (e) during monotonic loading.

• The contact theory predicts the variation of low-strain Vs obtained from BE tests well.
• The Vs values calculated from the stress–strain curves and the Vs values from CT

follows the hyperbolic model with one exception.
• The low-strain Vs results of this study compare well with the Vs results of past studies.

The trends in Vs values calculated from the stress–strain curves are also comparable.
• The micro-mechanical models are based on contact theory of two spheres in contact.

The models may not be valid for cohesive soils, such as clays and some silts. Additional
parametric tests based on a similar approach on clayey soils are needed to understand
their behavior.
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Abstract: The paper deals with the issue of modelling elastic wave propagation using the discrete
element method (DEM). The case of a longitudinal wave in a rod with a circular cross-section was
considered. A novel, complex algorithm consisting of the preparation of models and simulation
of elastic waves was developed. A series of DEM models were prepared for simulations, differing
in discretisation and material parameters. Additional calculations with the finite element method
(FEM) were performed. Numerical wave signals were obtained from each simulation and compared
with experimental results to choose the best DEM model based on the correlation between the
waveforms. Moreover, dispersion curves were prepared for each model to verify the agreement with
the Pochhammer-Chree wave propagation theory. Both experimental and theoretical approaches
indicated the same model as the most suitable. The analysis results allowed stating that DEM can be
successfully used for modelling wave propagation in structural rods.

Keywords: guided waves; longitudinal wave; discrete element method; finite element method;
numerical modelling; dispersion curves

1. Introduction

Ultrasonic guided waves are widely used in engineering structures’ non-destructive
testing (NDT). They are mostly applied to detect and localise damage [1–3] or determine
elastic [4,5] and thermal properties [6–8]. For a comprehensive interpretation of results,
experimental investigations can be enhanced with wave propagation simulations in nu-
merical models. The calculations are typically performed in software implementing the
finite element method (FEM). Modelling elastic wave propagation in the FEM is widely
described in structural elements like rods and beams, plates and other more complex
structures [3,9–11]. The FEM is mostly used for modelling structures made of homoge-
neous materials (e.g., isotropic steel or orthotropic composites). However, it can also be
successfully applied in the case of highly heterogeneous materials (e.g., concrete). Several
works consider the mesoscale structure of materials in terms of wave propagation [12,13].
For modelling and characterising the fracture properties of concrete, the discrete element
method (DEM) is increasingly used, which allows for the study of its mechanical behaviour
at the aggregate level. However, for discrete element-based techniques, the problem of
wave propagation is not widely considered.

The discrete element method is a numerical modelling approach with many applica-
tions in various industries, e.g., hydromechanics, grinding, or even medicine [14–16]. The
modelled structure is built from particles (mostly discs and spheres) that may interact with
each other. For this reason, it is very popular in the fracture analysis of granular media
such as sand [14–17] or concrete elements [18–26]. The geometry of the model, such as the
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interactions between particles, are crucial issues. The DEM allows computing the motion of
a large number of elements. Its main advantage is the high level of detail of the behaviour
of each particle (at the macro- or even micro-level). The particles are considered perfectly
rigid bodies but with smooth (soft) contacts (so-called overlaps). The DEM is based on
the use of an explicit numerical integration scheme where the interaction of particles is
monitored contact by contact. The motion of the particles is modelled one by one. It is
based on Newton’s second law, which is discretised by a finite difference shape, solved
explicitly. In general, the DEM can be considered more complex than FEM, thus enabling
an accurate reconstruction of the actual concrete mesostructure and a realistic prediction of
fracture. An emerging research area is the investigation of the scattering of elastic waves
within heterogeneous materials. However, the literature dealing with wave propagation
problems in the DEM is still limited. An example of this kind of research was presented by
Rojek et al. [27]. The authors described a micro-macro relationship in wave propagation
simulation using the DEM. Their work involved calculations performed on 2D models
using DEMPack software. The presented results confirmed the possibility of application of
DEM for the simulation of guided wave propagation in solid materials.

The discrete element method is mainly used for modelling heterogeneous media.
However, since concrete structures usually are reinforced by bars, reinforcement cannot
be ignored in modelling, even though it is mostly made of steel. Thus, the current work
is focused on the steel rod problem as the first step for further analysis directed to wave
propagation-based diagnostics of reinforced concrete structures. The paper presents the
guided wave propagation problem formulation in a circular rod using the DEM. A novel
model preparation and calibration algorithm based on experimental and FEM analysis is
developed. The main attention is paid to the process of the determination of discretisation
and mechanical parameters.

The paper is structured as follows. The theoretical background of the DEM is given in
Section 2, including basic formulae and computational methods. The proposed methodol-
ogy for elastic wave modelling using the DEM is shown in Section 3. The description of
the tested object with the details of experimental investigations and numerical calculations
using the FEM and DEM methods is presented in Section 4. Moving on, Section 5 shows
the results of the analyses performed. The guided waveforms obtained with the DEM were
correlated with the experimental and FEM results. The theoretical dispersion curves were
also incorporated to verify the proposed modelling algorithm. The paper completes in
Section 6, which presents the main findings of the current study.

2. The Theoretical Background

2.1. Guided Waves in a Circular Rod

Longitudinal guided wave modes propagating in a circular rod with a radius r can be
described by the Pochhammer-Chree frequency equation [28]:

2α

r

(
β2 + k2

)
J1(αr)J1(βr)−

(
β2 − k2

)2
J0(αr)J1(βr)− 4k2αβJ1(αr)J0(βr) = 0, (1)

where J0 and J1 stand for Bessel’s functions of the first kind, parameters α and β are related
to the wavenumber k, the angular frequency ω by:

α2 =
ω2

c2
P
− k2, β2 =

ω2

c2
S
− k2 (2)

In Equation (2), c2
P and c2

S denote the velocities of longitudinal and shear waves,
respectively, and they are given by:

cP =

√
E(1 − ν)

ρ(1 + ν)(1 − 2ν)
, cS =

√
E

2ρ(1 + ν)
(3)
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where E is the young’s modulus, ρ is the mass density and ν is the Poisson ratio. The
solution of Equation (1) provides dispersion curves, which relate the group velocity to the
angular frequency by the relation:

cg =
dω

dk
(4)

2.2. Outline of Discrete Element Method

The numerical analysis was performed with the open-source code Yade [29,30]. The
algorithm for DEM calculations using spherical elements can be as follows. First, the
position of every particle is established. Then, the contact between each particle and its
neighbours (adjacent particles or other objects like walls or boxes) is found. If the contact
exists, the overlap u is calculated from the equation:

u = d − (RA + RB), (5)

where d is the distance between the centres of the elements and RA and RB are the radius of
the elements in contact. Compression forces exist if the overlap is negative (if it is positive,
tension appears).

The forces in contact points are calculated from the constitutive laws (Figure 1). This
paper used the simple linear elastic (in compression) law. The equations are as follows:

Fn = KnuN, (6)

Fs = Fs,prev + KsΔXs, (7)

where, Fn and Fs are the normal and tangential contact forces, respectively (Figure 2), N

is a unit normal vector on contact points connecting centres of the elements, Xs denotes
the relative tangential displacement increment and Fs,prev is the tangential force calculated
from the previous time step. Contact stiffnesses (i.e., normal stiffnesses Kn and tangential
stiffnesses Ks) can be calculated from the following relations:

Kn = Ec
2RARB

RA + RB
, Ks = vcEc

2RARB
RA + RB

, (8)

where Ec is Young’s modulus of particle contact and νc is the ratio between normal and
tangential contact stiffness. For the normal (in tension) and tangential force, the limit is
imposed:

Fmax
s = CR2, Fmin

n = TR2, (9)

where C corresponds to the cohesive contact stress (maximum shear stress at a pressure
equal to zero) [29,31] and T to the normal tensile contact stress [29] (R is a minimum value
of RA and RB). The current study’s force values are relatively low (significantly lower than
the limit); thus, contact break was not considered.
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Figure 1. Mechanical response of DEM: (a) tangential contact model, (b) normal contact model, and
(c) modified Mohr-Coulomb model [29].

 

Figure 2. Two spheres in contact with the forces and momentum acting on them (Fn—normal contact
force, Fs—tangential contact force, and N—normal contact vector) [29].

Moreover, the Coulomb friction is introduced. The model is described differently,
depending on whether the contact is broken or not. The equations for the situation before
and after the contact break can be expressed as follows, respectively:

‖Fs‖ − Fmax
s − ‖Fn‖ tan μc ≤ 0, (10)

‖Fs‖ − ‖Fn‖ tan μc ≤ 0, (11)

where μc is the Coulomb inter-particle friction angle.
After force calculations, external forces (e.g., gravity or boundary conditions) may be

added. In the next step, the motion of the elements is upgraded using Newton’s second
law. The acceleration, velocity, and finally, new particle position are calculated. Then, the
first step is repeated. Note that in this paper, no damping is introduced (however, usually,
for quasi-static calculations, it is necessary to use it). In the first step, the initial overlapping
was calculated (uint). Next, in every future step, Equation (6) was changed into:

Fn = Kn(u − uint)N. (12)

So, the overlap can exist in the geometry; however, no initial forces are generated.
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3. A Methodology of Building a DEM Model for Wave Propagation Problems

The simulation of the guided wave propagation phenomenon using the DEM is much
more complex than in the FEM, even in the case of symmetric wave mode propagating in a
rod with a circular cross-section. The current research proposes to build an appropriate
model based on the calibration with experimental results. The methodology scheme
developed using Yade software is presented in Figure 3. At first, it is assumed that the
geometry of the rod (length l, diameter of the cross-section D), the density of the material ρ,
and Young’s modulus E are known (measured on the physical model). Some representative
wave propagation signals need to be measured (using the particular excitation signal, e.g.,
wave packet). The first step of the scheme is the preparation of geometry, reflecting the
physical model, including the length and cross-section of the rod. The discretisation with
the use of spherical particles with the radius corresponding to the cross-section of the
rod is required. The particles are arranged in a single line. An important parameter that
must be assumed initially is the distance between the centres of the adjacent particles d.
Furthermore, the number of adjacent particles with which a specific particle can interact
can be set. It is determined by the parameter Lint specifying the area in which the centres of
adjacent particles should be included to create an interaction. It is assumed that the specific
particle should interact only with the closest neighbours (in general, two, one at each side);
thus, the following condition needs to be satisfied:

d ≤ Lint < 2d. (13)

 

Figure 3. A scheme of building a DEM model of a rod with a circular cross-section for wave
propagation using Yade DEM.

Having determined the model’s geometry, the calculation of two crucial material
parameters, i.e., the density of particles ρp and normal contact stiffness Kn needs to be
performed using procedure 1 (as presented in Figure 3). First, the initial value of ρp is
assumed. Based on this value, the total mass of the model is calculated and compared

343



Materials 2022, 15, 2738

with the actual mass of the physical model. The ratio between these two values is the
correction coefficient that is further applied to the initial value of ρp to obtain the final
particle density. When the value of ρp is established, a series of models with different
values of Kn is prepared. A simple tensile test simulation is performed for each model to
determine the stress-strain relation, also used to calculate Young’s modulus EDEM. The
comparison between the series of EDEM values and the experimental Young’s modulus
E allows for choosing the model with the appropriate contact stiffness. The resulting
values of ρp and Kn, such as the geometry and discretisation previously established, are
then incorporated into the second procedure concerning the wave propagation problem.
The guided waves are excited and acquired. The signals obtained are compared with
the experimental ones to validate the prepared model. The shape of waveforms, such as
the wave velocity, can be verified, e.g., by determining the correlation between the two
approaches. If the compatibility is satisfactory, the model is considered correct. If not, the
model needs modifications, and the algorithm returns to the discretisation. The distance
between particles must be changed, and the further steps in procedures 1 and 2 must
be repeated. In the present case, if the wave velocity in the numerical signals is too low,
the distance between particles needs to be decreased. Inversely, the distance should be
increased if the velocity is too high. In general, multiple repetitions of the steps presented
can be required.

4. Materials and Methods

4.1. Object of Research

The object of the investigation (Figure 4a) was a rod with a circular cross-section
(diameter D = 10.2 mm) and a length of l = 1000 mm. The rod was made of steel, with
the following material parameters: mass density ρ = 7850.66 kg/m3, Young’s modulus
E = 208.72 GPa (determined in a static tensile test) and Poisson’s ratio ν = 0.3.

 

Figure 4. An object of research: (a) specimen geometry, (b) numerical FEM model, (c) numerical
DEM model.

4.2. Experimental Procedure

The experimental measurements of guided waves were carried out using piezoelectric
plate transducers Noliac NAC2011 with dimensions of 2 × 2 × 2 mm3. One of the trans-
ducers acted as an actuator (A), while the second (S) acted as a sensor. The actuator was
attached to one end of the rod, while sensor S was attached to the other end, as shown in
Figure 5a, so the waves were excited and sensed in the longitudinal direction. The wave
packet induced by the actuator was a five-cycle sine function modulated with a Hann
window (Figure 5b). The central frequency of the wave packet was set in the frequency
range of 50–150 kHz with a step of 10 kHz. Signals were further processed with the Hilbert
transform to obtain signal envelopes [32].
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Figure 5. (a) Experimental setup. (b) Five-cycle sine wave packet with the carrier frequency of
100 kHz (time-domain signal and frequency spectrum).

4.3. Numerical Modelling
4.3.1. Finite Element Method

Numerical analysis was performed in the Abaqus software based on the finite element
method. The created 3D model of a bar (Figure 4b) reflected the experimental object
(including geometry and mechanical parameters). A linear-elastic, homogeneous, isotropic
material model was used. Rayleigh proportional damping was assumed with a mass
proportionality coefficient equal to α = 2000 1/N, neglecting the influence of stiffness
(β = 0 m/N). The use of damping allows one to reflect the real wave propagation in the
tested object. Boundary conditions were assumed as free edges. The numerical model was
made of solid 8-node finite elements with reduced integration (C3D8R). The mesh grid
had a size of 1 × 1 × 1 mm3. The explicit module was used to calculate the guided waves
propagation problem. An algorithm of the central difference method has been applied
to integrate the equation of motion. The total calculation time was assumed to be 1.5 ms
with the time step equal to 1·10−7 s. The wave was excited by applying a concentrated
force of a certain amplitude at one end of the rod. The input signal was the same as in the
experimental investigations. The results of the analysis were recorded at the point at the
opposite end.

4.3.2. Discrete Element Method

Numerical calculations based on the discrete element method were performed in the
Yade environment. There are a few significant parameters in wave propagation calculations:
the particle density ρp, normal contact stiffness Kn, the geometry (initial distance between
the spheres d) and the coordination number (the number of contacts for every element,
determined by the interaction zone Lint). In the first step, samples with a predetermined
geometry were prepared. The steel bar was created as a 3D model as one row of spherical
elements with a length of l = 1000 mm (Figure 4c). The radius of each particle was constant
and equal to half the diameter of the real bar (R = 5.1 mm). The parameter of the initial
distance of the particle d has been changed. The interaction zone Lint was chosen so
that the specific particle interacted only with its nearest neighbours. For such prepared
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geometry, the quasi-static tension test was performed (only elastic part, with no breakage).
The density parameter was unique for a specified distance to keep the overall mass of
the bar in agreement with the real value. The modification of the stiffness coefficient
directly affects the global Young’s modulus EDEM. The prepared model was used for the
1D problem of longitudinal wave propagation. An explicit procedure was used, and the
time step equal to dt = 5 × 10−8 s was adopted (critical time step dtcr = 1.3 × 10−5 s). The
total computation time was 1.5 ms. No additional damping was applied to the model;
nevertheless, attenuation was observed in the signals (resulting from the geometrical
damping). The disturbance was induced by force applied to the first particle. The signal
was recorded at the last particle (at the end of the bar, sensor S).

5. Results

A series of calculations were carried out to calibrate the DEM numerical model with
the experiment. In the following steps, due to the size of the calculation, only the results
for selected particle distances d = {0.95R, 1.03R, 1.05R, 1.15R} are presented. This set was
chosen to show all aspects of the considered issue and the arising difficulties as clearly as
possible. The experimental signal was taken as a reference one, to which the numerical
signals were matched. The adjustment accuracy was determined qualitatively by visual
evaluation of the signals and quantitatively using the Pearson correlation coefficient (PCC),
such as the sum of squared errors of the longitudinal wave velocities.

The first step of the calculation for each different distance was to determine the
static parameter (Young’s modulus). The static tensile test simulation was performed for
different values of contact stiffness Kn (assumed heuristically). Young’s modulus EDEM
was determined for each calculation by linear approximation of the stress-strain relation
obtained from the measurements. The final value of the contact stiffness Kn corresponded
to the model with an EDEM value close to the real value of E. Figure 6 presents an example
of the stress-strain relationship and its approximation for the model with d = 1.03R.

 

Figure 6. Stress-strain relation for the 1.03R model for the determination of Kn.

Having determined all the appropriate parameters, the guided wave propagation
calculations were carried out. Figure 7 shows the signals of the longitudinal wave collected
at the sensor. The signals for four selected distances of particles (d = {0.95R, 1.03R, 1.05R,
1.15R}) are presented. Excitation frequencies equal to 50 kHz, 100 kHz, and 150 kHz
were analysed. Firstly, there is a decrease in velocity with increasing frequency. When
considering the models’ signals with different particle distances, it is evident that the
d = 0.95R strongly deviates from the others. The densification of the rod particles implies
an increase in the propagation speed of the wave. Moreover, a numerical dispersion is
much more pronounced (in comparison to the three other models) at higher frequencies.
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When comparing the waveforms presented, it can be concluded that the 0.95R model is the
most unstable.

 

Figure 7. Comparison of signal for selected DEM models (various overlap) and frequencies.

Correlation calculations were performed using the PCC to determine which model
is the most unambiguously compatible with the experiment. Table 1 shows the estimated
static parameters for selected models with different particle distances with correlation
coefficients. The comparison is intended to show the influence of the agreement distance
parameter on the obtained agreement with reference (experimental) measurements and
FEM calculations. A strong effect of the distance applied in the DEM model on the obtained
correlation can be observed. This confirms previous observations, that the signals received
for d = {1.03R, 1.05R, 1.15R} are comparable. Their average correlation coefficients (for all
particular frequencies) indicate high similarity. However, this requires verification over a
wider frequency range.

Table 1. Properties of DEM models.

Model
Number of

Particles
Density

ρp (kg/m3)

Normal
Contact

Stiffness
Kn (N/m)

Young’s
Modulus

EDEM
(GPa)

Correlation
with

Experiment
PCC

Correlation
with FEM

PCC

0.95R 207 5577.17 2.3 × 1011 207.30 −0.018 −0.012
1.03R 191 6044.37 6.6 × 1011 216.30 0.906 0.892
1.05R 187 6173.66 6.4 × 1011 213.97 0.862 0.886
1.15R 171 6751.31 6 × 1011 219.37 0.853 0.860

Figure 8 presents the PCC variation in relation to the wave frequency. The correlation
between numerical (FEM and DEM with different overlaps) and experimental waveforms
are shown in Figure 8a. First, it can be observed that there is a rapid decrease in the PCC
at higher frequencies. The decrease is related to the presence of an increasing numerical
dispersion. A good agreement between the experimental and FEM results can be observed
(PCC above 0.85). In the case of DEM results, the PCC is above 0.7 only for the 1.03R
model; it could be considered a strong correlation [33]. When the experimental vs. DEM
correlation curves are considered, a characteristic decrease in the PCC value is observed
with an increase in the distance between the particles. Furthermore, it can be seen that
in the frequency range of 50–90 kHz, the PCC values of DEM vs. experimental signals
are noticeably higher than the PCC values of FEM vs. experimental signals, but above a
frequency of 100 kHz FEM model gives a stronger correlation. Figure 8b illustrates a plot
of the PCC calculated between the FEM and DEM signal envelopes. A strong agreement
between the methods is shown within the analysed frequencies. The PCC for all models
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ranges between 0.8 and 1.0. This confirms that these two different numerical approaches
can give comparable results.

 

Figure 8. Pearson correlation coefficient in relation to excitation frequency: (a) FEM and DEM vs.
experimental results, (b) DEM vs. FEM results.

For wave propagation analysis, it is crucial to recognise the relationship between
velocity and frequency. Thus, the characteristic dispersion curves were determined for the
steel bar analysed. Theoretical curves were obtained using PCDISP software based on the
Pochhammer-Chree theory [34,35]. The numerical FEM/DEM curves were obtained by
calculating wave propagation velocity based on two adjacent wave packets using the ‘peak
to peak’ method. Figure 9 shows the dispersion curves obtained by different approaches.
The DEM curves for four different distances were compared with the theoretical ones. This
comparison is intended to highlight the accuracy of the adopted discrete model. First of all,
it is worth noting that the obtained curves indicate the dispersive nature of the waves in
DEM. Second, it can be pointed out that the group velocity is closely related to the applied
particle distance. The shorter the distances between the particle’s centres, the faster the
wave propagates. As the distance increases, the group velocity decreases. Additionally,
as the frequency increases, the velocity decreases. In the case of d = 1.05R and d = 1.15R,
the curves that fit the theoretical curve at lower frequencies start to deviate increasingly
from the theory as the frequency increases. The dispersion curve obtained for the DEM
model at d = 1.03R was selected to present the greatest agreement with the theory and the
numerical FEM result (the group velocity of the numerical FEM is in accordance with the
theoretical one at all frequencies). To determine the degree of similarity and confirm the
proposed solution’s validity, the residual sum of squares (RSS) was calculated [5]. The
results obtained are summarised in Table 2. The RSS values clearly show the agreement of
the applied models. Analysing the values for the numerical DEM models, it can be observed
that the best agreement (the lowest value of RSS) is shown for the d = 1.03R model.
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Figure 9. Comparison between dispersion curves for numerical models and Pochhamer-Chree theory.

Table 2. Residual sum of squares between numerical models and Pochhammer-Chree theory.

Model RSS

FEM 6056
DEM, 0.95R 11,694,645
DEM, 1.03R 22,436
DEM, 1.05R 61,084

The wave propagation results for the final DEM model (d = 1.03R) are shown in
Figure 10. The experimental results are compared with the numerical results obtained
from FEM and DEM calculations. By analysing the graphs, it is possible to observe the
compatibility of the speed of wave propagation and the compatibility of the shape of the
wave packets. The first wave packets that appear are compatible with each other. The
satisfactory compatibility of guided wave calculations was achieved using the discrete
element and finite element methods. As mentioned earlier, the superiority of DEM over
FEM can be seen at lower frequencies (50–90 kHz). The packet shapes obtained in the
DEM calculations reflect the experimental ones clearly enhanced. A characteristic effect of
dispersion is seen in both numerical models at higher frequencies. There is an elongation
of the numerical packets, while their beginnings are consistent with the experimental ones.
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Figure 10. Comparison of wave propagation for experimental and numerical FEM/DEM results.

6. Conclusions

The paper describes the modelling of longitudinal wave propagation in a circular steel
rod using the discrete element method. An experimental approach was applied to verify
the appropriateness of DEM modelling in the Yade open-source code. The finite element
calculations performed in Abaqus software supported the performed analyses. Based on
the results, the following conclusions could be formulated.

• The Yade platform can be successfully used for experimentally assisted guided wave
modelling. The geometric and material parameters need to be determined on a
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physical model. Moreover, measurements of a certain number of wave propagation
signals are required.

• The heuristic process is the appropriate choice of parameters used in DEM models
(distance between particles and contact stiffness). The DEM allows one to create
several discrete models that fit the experimental results for different sets of parameters.
However, further analyses, e.g., dispersion curve calculation, enable selecting the most
suitable model.

• Dispersion curves confirmed that guided waves in DEM exhibit a dispersive nature.
There is a visible change in group velocity in relation to frequency. Moreover, the wave
velocity is closely related to the particle distribution, i.e., the smaller the distances
between particles, the higher the group velocity.

In summary, it can be concluded that the discrete element environment can be success-
fully used for wave propagation analysis. The present work is a beginning consideration for
more complex problems, especially to explain the mechanism of propagation and scattering
of elastic waves in concrete members at the aggregate level. In the next steps, the calibration
of waveforms in concrete and reinforced concrete elements using DEM will be performed.
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Abstract: Externally bonded reinforcements are commonly and widely used in civil engineering
objects made of concrete to increase the structure load capacity or to minimize the negative effects of
long-term operation and possible defects. The quality of adhesive bonding between a strengthened
structure and steel or composite elements is essential for effective reinforcement; therefore, there
is a need for non-destructive diagnostics of adhesive joints. The aim of this paper is the detection
of debonding defects in adhesive joints between concrete beams and steel plates using the modal
analysis approach. The inspection was based on modal shapes and their further processing with the
use of continuous wavelet transform (CWT) for precise debonding localization and imaging. The
influence of the number of wavelet vanishing moments and the mode shape interpolation on damage
imaging maps was studied. The results showed that the integrated modal analysis and wavelet
transform could be successfully applied to determine the exact shape and position of the debonding
in the adhesive joints of composite beams.

Keywords: non-destructive testing; damage detection; vibrations; modal analysis; continuous
wavelet transform; concrete beam; strengthening; adhesive joint; debonding

1. Introduction

A significant part of building objects is made of concrete, which is continuously
degraded as a result of environmental and loading conditions as well as natural ageing of
the material. Therefore, in many situations, structural reinforcements are used to minimize
the negative effects of long-term operation and developing damage. For this purpose,
various systems can be used, among which the use of externally bonded reinforcement
(EBR) is one of the most effective [1–4]. EBRs usually have a form of adhesively bonded
elements made of steel (e.g., plates, rods, flat bars) or composites like fiber-reinforced
polymers (e.g., tapes or mats). In such connections, it is crucial to provide an adequate
quality of the bonding as well as further assessment of its condition and monitoring.
Recently, various non-destructive testing (NDT) and structural health monitoring (SHM)
approaches have been increasingly and widely incorporated to improve the safety of
structures by precise damage detection, identification, and visualization [5,6]. In the
existing literature, there are many examples of successful application of non-invasive
techniques for diagnostics of adhesive joints [7], especially utilizing thermography [8–11],
reflectometry [12] or ultrasonic waves [13–17].

In this study, an evaluation of a steel–concrete composite beam was presented. Par-
ticular attention was paid to the visualization of defects between a reinforcing plate and
a concrete beam. The research was carried out using vibrations and their further pro-
cessing. Vibration-based methods belong to the most popular and widely used damage
detection techniques for decades [18–21] and they are still intensively developed [22].
Many researchers use modal analysis as a diagnostic tool (e.g., [23–30]). Changes in modal
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parameters, such as natural frequencies, mode shapes, or damping coefficients, make it
possible to monitor the condition of structures. Most often, the results obtained from mode
shapes are enhanced by the calculation of modal curvatures [25,26,30]. To increase the
efficiency of damage detection and localization, more and more researchers decide to use
wavelet analysis [26–39]. Wavelet-based methods allow precise localizing and imaging
defects, which is not always possible directly through modal analysis. In previous works,
wavelet analysis has been applied for the detection of different kinds of defects in vari-
ous structures, such as single or multiple notches in beams [25,26,29–36], spatial defects
(in the form of local reduction of thickness) in plates [24,33,37,39] or impact damages in
plates [38,39]. However, the literature on the non-invasive diagnostics of adhesive joints
using vibration methods is limited and the problem of damage imaging in such joints by
wavelet analysis has not been thoroughly considered. Recently, Yang and Oyadiji [28]
used modal analysis and discrete wavelet transform of modal frequency curves to identify
debonding in adhesive joints in two-layer bonded aluminum beam samples. To the best of
the authors’ knowledge, there is no research on integrated vibration and wavelet-based
damage detection in steel–concrete adhesive connections.

This study presents a vibration-based condition assessment of the adhesive connection
between a concrete beam and a steel plate. Experimental and numerical investigations were
performed on a beam with a perfectly bonded joint as well as three beams with debonding
defects of different areas. The diagnostic procedure used mode shapes and their further
processing based on continuous wavelet transform for precise debonding localization and
imaging. The influence of the number of wavelet vanishing moments and the mode shape
interpolation on damage imaging maps was studied.

2. Materials and Methods

2.1. Object of Research

The object of research was a multilayer sample (Figure 1a) consisting of a concrete
beam (class C30/37) with a square cross-section of 100 × 100 mm2, and a length of
5000 mm, an adhesive film with a thickness of 2 mm and a steel plate with dimensions
of 6 × 100 × 5000 mm3. The material characteristics are given in Table 1. Four specimens
(Figure 1b) were prepared: An intact composite beam (with no damage, #1) and three
beams (#2-4) with the increasing percentage of debonding, 10%, 20% and 50%, consecu-
tively. Each defect was arranged as a lack of an adhesive film by sticking a Teflon (PTFE)
tape to the appropriate area of the joint. Before preparation of each sample, the contacting
surfaces of the concrete beam and steel plate were accurately cleaned using Loctite-7063
cleaner (Henkel, Dusseldorf, Germany). Immediately after that, both elements were joined
using Sikadur 30 Normal adhesive (Sika, Baar, Switzerland). The surface of the beam was
primed with glue and then the adhesive layer was applied in a domed shape. This allowed
the elimination of any possible air voids from the joints during attaching the plate to the
concrete beam. The prepared samples are presented in Figure 1c.

Table 1. Material parameters of the consisting elements of the composite beam.

Element Material Density ρ (kg/m3) Elastic Modulus E (GPa) Poisson’s Ratio ν (-)

Beam Concrete 2364.4 48.0 0.16
Plate Steel 7579.0 200.3 0.30
Film Adhesive 1611.8 12.5 0.30
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Figure 1. Object of research: (a) Specimen geometry; (b) variants of defects; (c) photograph of
experimental samples.

2.2. Experimental Procedure

Dynamic parameters of the tested specimens (i.e., natural frequencies and modal
shapes) were determined using the experimental modal analysis (EMA) approach, in
which both excitation and response signals were measured. In the study, an impact test
was conducted with the use of a modal hammer. The experimental setup for EMA is shown
in Figure 2a. The specimen was suspended from both sides on elastic strings to simulate
free boundary conditions. Piezoelectric accelerometer 356A15 (PCB Piezotronics, Inc.,
Depew, NY, USA) was used for the measurement of vibrations. The properties of the sensor
used are as follows: sensitivity 10.2 mV/(m/s2), measurement range ±490 m/s2, resonant
frequency ≥25 kHz and frequency range 2–5000 Hz. The accelerometer was attached to
the bottom surface of the beam at point A located 25 mm from the center. The dynamic
pulse load was induced by the modal hammer 086C03 (PCB Piezotronics, Inc., Depew, NY,
USA) with the following parameters: sensitivity 2.25 mV/N, measurement range ±2224 N,
resonant frequency ≥22 kHz. A medium tip was applied with the hammer enabling
the excitation of vibrations within the frequency range up to approximately 2800 Hz. A
single measurement was performed at each of 125 points. The points of impact, marked
in Figure 1b, were distributed on the top surface of the specimen in a regular square grid
having 5 rows and 25 columns, resulting with a resolution of 20 mm in both directions. Data
acquisition and signal conditioning were performed by LMS SCADAS portable system
(Siemens, Leuven, Belgium). Natural frequencies and modal shapes were determined
based on the frequency response function (the accelerance in this case) given as the ratio of
an output acceleration signal to an input force signal [33,40,41]. The estimation of modal
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parameters was performed using a peak picking method. Mode shapes were determined
by measuring the peak amplitude of the imaginary part of the frequency response function.

 

Figure 2. Experimental setup (a) and scheme of measurement grid (b).

2.3. Numerical Modelling

The numerical calculations were conducted with the use of the finite element method
(FEM) in Abaqus software. Modal analysis was performed on the three-dimensional
numerical models (Figure 3a) prepared based on the geometry and materials of the physical
samples. Material parameters (Table 1) were used to apply a linearly elastic, isotropic,
homogeneous material model to all structural elements (steel plate, adhesive film, and
concrete beam), all being independent parts. The rigid surface-to-surface tie connection was
used for bonding the contacting regions of each part. Three-dimensional eight-node linear
brick finite elements with reduced integration (C3D8R) were used to mesh all parts. The
mesh grid has a size of 2 × 2 × 2 mm3 (for steel plate and adhesive film) and 4 × 4 × 4 mm3

(for the concrete beam). The debonding in models #2–4 was modelled as a gap in the
adhesive film (see Figure 3b), which relates to the lack of glue in the physical samples. The
frequency procedure (linear perturbation theory) was performed to determine the natural
frequencies and the corresponding mode shapes. The results (normalized displacements)
were read from a regularly gridded square mesh with a global size of 2 mm located on the
upper surface of a steel plate, covering a central area of 80 × 480 mm2 with a margin of
10 mm at all edges (see Figure 3c). The additional coarser mesh was assumed with the size
of 20 mm to coincide with the experimental measurements (cf. Figure 2b).
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Figure 3. Numerical model (a) with a close-up of damage (b) and measurement grid (c) based on the
#3 model.

2.4. Continuous Wavelet Transform for Mode Shape Processing

The continuous wavelet transform (CWT) of a given signal f (x) is the inner product of
the signal function with the shifted and scaled wavelet function [42]. It can be calculated
with respect to the formula:

W f (u, s) = 〈 f , ψu,s〉 = 1√
s

+∞∫
−∞

f (x) ψ∗
(

x − u
s

)
dx, (1)

where x is the distance variable, the parameters s and u are scale and translation, respec-
tively and ψ*(x) is the complex conjugate of the wavelet function, which is required to have
zero average:

+∞∫
−∞

ψ(x)dx = 0. (2)

For specific values of s and u, Wf (u,s) is called the wavelet coefficient for the wavelet
function ψu,s(x).

An important property of wavelets is their ability to react to any discontinuities
comprised in a signal. For the detection of signal singularities, the so-called vanishing
moments are crucial. A particular wavelet having n vanishing moments is characterized by
the orthogonality to polynomials up to degree n–1:

+∞∫
−∞

xkψ(x)dx = 0, k = 0, 1, 2, . . . , n − 1. (3)

It can be proved that a wavelet with n vanishing moments can be rewritten as the n-th
order derivative of a function [42]:

ψ(x) =
dnθ(x)

dxn . (4)
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As a consequence, the wavelet transform given by Equation (1) can be expressed as a
multiscale differential operator:

W f (u, s) = sn dn

dun ( f ∗
_
θs)(u), (5)

where the notation ( f ∗
_
θs) denotes the convolution of functions f and

_
θs. Therefore, the

wavelet transform is the n-th derivative of the signal smoothed by the function
_
θs(x) at

scale s:
_
θs(x) =

1√
s

θ

(−x
s

)
. (6)

If a signal has a singularity at a certain point, then the wavelet coefficients have
relatively large values. Singularities are detected at coordinates where the CWT modulus
maxima converge at fine scales [42]. When the scale is large, the only detection of large
variables is possible, because the convolution with

_
θs(x) removes small signal fluctuations.

On the other hand, when the scale decreases, the wavelet coefficients may have no maxima
in the vicinity of the singularity [42]. Therefore, the proper selection of the scale is crucial.

Several families of wavelets are described in the literature; in this study, wavelets
from the Gaussian wavelet family were used due to their high efficiency in the detection of
singularities [31,35]. The family of Gaussian wavelets is based on the Gaussian function
g(x) = Cae−x2

, by taking the a-th derivative of g(x) [43]. The first four wavelets from the
Gaussian family have the following form [31]:

ψ(x) = (−1)12 4
√

2/πxe−x2
(7)

ψ(x) = (−1)2 2 4
√

2/π√
3

(1 − 2x2)e−x2
(8)

ψ(x) = (−1)3 −4 4
√

2/π√
15

(3x − 2x3)e−x2
(9)

ψ(x) = (−1)4 4 4
√

2/π√
105

(3 − 2x2 + 4x4)e−x2
(10)

Equations (7)–(10) describe wavelets gaus1, gaus2, gaus3, and gaus4 having 1, 2, 3 and
4 vanishing moments, respectively. Gaus1 wavelet enables to extract information of the
first-order derivative of f (x), gaus2 represents the curvature of the function, while gaus3
and gaus4 correspond to higher-order derivatives. These properties of wavelets will be
used in damage detection in the following section.

3. Results and Discussion

3.1. Modal Analysis—Natural Mode Shapes

The natural modes characterized by eigenfrequencies in the range of 0–2500 Hz were
determined for all samples (based on the experimental results). Within this frequency
range, five modes were taken into consideration, one for each beam (with the exception
being sample #3, for which two modes were determined). Because the signals were mea-
sured only perpendicularly to the beam surface, all modes were related to the flexural
deformations. Based on the obtained eigenfrequencies and mode shapes, the correspond-
ing numerical modes were matched. The comparison of numerical and experimental
frequencies is presented in Table 2, whereas the mode shapes are shown in Figure 4. The
consistency of both approaches was evident. The differences between eigenfrequencies
were below 10%, which allows stating that the experiments were conducted correctly,
and also the numerical calculations were performed properly. Additionally, the modal
assurance criterion (MAC) was applied to evaluate the degree of consistency between
numerical and experimental mode shapes. Obtained MAC values ranged from 0.9782 to
0.9991, indicating very good agreement.
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Table 2. Natural frequencies obtained numerically and experimentally for samples #1–4.

Sample Mode
fnum
(Hz)

fexp
(Hz)

Δf
(%)

MAC *
(-)

#1 1 1899 1761 7.8 0.9991

#2 1 1898 1751 8.4 0.9892

#3
1 1859 1722 8.0 0.9899
2 2468 2436 1.3 0.9782

#4 1 453 476 4.8 0.9966

* modal assurance criterion.

 

Figure 4. Normalized numerical (left column) and experimental (right column) mode shapes (dimen-
sions in [mm]): (a) sample #1, mode 1; (b) sample #2, mode 1; (c) sample #3, mode 1; (d) sample #3,
mode 2; (e) sample #4, mode 1.

It can be observed that the value of the first natural frequency slightly decreased with
the size of debonding between beams #1–3. For sample #4, the decrease became dramatic,
because the area of the defect covered 50% of the whole joint, thus the steel plate could
oscillate as an independent part. It is not surprising that there were no disturbances in
the first mode shape for beam #1 without damage (Figure 4a). For sample #2 (Figure 4b),
the defect was barely visible in the numerical mode, whereas the experimental one did
not reveal any disruption, thus its exact size could not be assessed. On the other hand,
both modes of beam #3 (Figure 4c,d) gave useful information about the presence and
approximate size of the damage. The deformation in the area of debonding was greater
than in the good adhesion part of the joint. It has to be noted that mode 1 corresponds to
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the global character of vibrations, the displacements are comparable in the area of good
adhesion and debonding. Nevertheless, mode 2 has the local character, because vibrations
in the debonding region are significantly higher than in the adjacent part of the specimen.
The first mode shape of beam #4 (Figure 4e) also revealed the presence of the defect.
What is interesting, no significant deformation was detected in the area of the properly
prepared joint while comparing with the damaged part. This effect was not observed for
the previous samples, where the oscillations had a global character. For beam #4, it can be
stated that the first mode corresponded to the independent oscillation of the steel plate,
thus the oscillations could be considered local. This difference stayed in agreement with
the fact of a clear difference in the first eigenfrequency between beam #4 and the remaining
ones. Summarizing, the analysis of mode shapes could provide an initial assessment of
damage presence, especially in the case of large damage; however, further data processing
is required to better visualize the defects.

3.2. Wavelet Transform-Based Damage Imaging

Continuous wavelet transform was used to identify the actual shape and position
of debonding areas in the adhesive joints. The prepared maps presenting mode shapes
were separated into five vectors situated along the length of the specimen (cf. Figure 2b),
creating five single lines. For each line, the calculations of the CWT were conducted
independently, using a program written in MATLAB® environment [44]. Firstly, to avoid
boundary effects, extrapolation was applied. Figure 5 shows the efficiency of extrapolation
in the elimination of the potential edge effects. In raw data (Figure 5a, no extrapolation) the
intensification of CWT values is observed near the edges, thus the damage identification
becomes problematic. This is because edge values are relatively high compared to the ones
indicating the presence of defects. The performed extrapolation allowed eliminating this
effect, resulting in sufficient damage imaging. It is also worth noting that edge effects are
more visible for smaller defects.

 

Figure 5. Influence of boundary effect to damage imaging (numerical results mesh 2 mm, no additional interpolation) for
all joints #1–#4 (dimensions in [mm])—map and central cross section: (a) continuous wavelet transform (CWT) without
extrapolation, wavelet gaus4, s = 2; (b) CWT with extrapolation, wavelet gaus4, s = 2.

Secondly, calculations of wavelet transform were performed for each extrapolated
vector. Finally, the expansion of the data was eliminated by cutting the results to the original
size. As an initial step, the numerical results collected using a fine mesh (2 mm grid) were
analyzed. The calculations of wavelet transforms were conducted using Gaussian wavelets
with one to four vanishing moments. The fine scale s = 2 was initially set. To be compared
with CWT, the conventional derivatives of the corresponding orders were determined. The
comparison of both approaches is shown in Figure 6, where the damage maps are presented
together with their cross-sections in the central part. Damage areas were marked on the
charts. It is essential to note that the agreement between CWTs and derivatives is visible.
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The maps were similar in both approaches, the cross-sections were also comparable in
shape for all wavelets. However, the derivatives included a considerable noise component
that made the quality of the maps poorer and disrupted the possibility of the exact location
of the damage. This observation allowed emphasizing the advantage of the CWT; the
CWT maps had better quality when compared to the conventional derivatives, thanks
to the smoothing function that reduced the noise. Thus, the derivatives were not used
for further investigation. It is important to note that wavelets with a higher number of
vanishing moments are more practical in the determination of the exact shape and position
of defects. The damaged areas were revealed by gaus1 wavelet; however, the defects could
be incorrectly detected in intact sample #1. Nevertheless, CWT values for intact beam #1
are significantly lower than for damaged ones. This difference is not observed due to the
individual scaling of each map (mutual scale could disturb the legibility of the results).
What is more, the variability of CWT values in the area of debonding could suggest that
there were multiple defects. These effects were not present for Gaussian wavelet with four
vanishing moments that emphasized only the edges of the defect and flattened the areas
with the same quality of adhesion. For this reason, the gaus4 wavelet could be stated as the
most effective for damage detection.

The second part of the analysis was the comparison between the numerical and
experimental data. The results were obtained for a grid of 20 mm chosen based on the
original mesh in experimental measurements (no additional interpolation was applied).
As before, Gaussian wavelets were used with the constant scale s = 2. The CWT maps
are shown in Figure 7. A good agreement between experimental and numerical maps
was evident. Most of the maps were similar. However, the experimental results were
demonstrably affected by the signal noise that deteriorated the quality of the obtained
visualizations. As the degree of the wavelet increased, the influence of the noise became
more visible, highlighting the differences between the experimental and numerical results,
mainly for beams #1, #2 (the inconsistency between the maps obtained using gaus3 and
gaus4 wavelets was clear). This effect made the localization of the debonding difficult,
especially for the smallest damage (i.e., 5 cm (beam #2)), for which there was no possibility
to detect the defect. As stated in the previous paragraph, the fourth order Gauss wavelet
was the most powerful in the damage imaging. However, the quality of the maps was
lower than those presented in Figure 6 due to the application of a coarser grid.

Additional interpolation was applied to the data measured on a 20 mm grid as an
attempt to enhance the quality of the obtained maps. Firstly, the propriety of the proposed
interpolation was verified based on the numerical results. The spline interpolation with
the destined step of 2 mm was performed in MATLAB®. Taking into account the decrease
in the step value, the scale for CWT calculations was increased to s = 8. Figure 8 presents
the comparison of CWT maps obtained from originally fine mesh (2 mm) and interpo-
lated from 20 to 2 mm. The accordance is clearly visible, proving the correctness of the
performed interpolation. Furthermore, the numerical and experimental maps obtained
using the above described interpolation are presented in Figure 9. It is firstly important to
note that interpolation improved the quality of damage imaging for numerical data. The
maps showed the debonding regions more clearly, the images were sharper, especially
for the gaus4 wavelet (Figure 9d). On the other hand, despite making the images sharper,
the interpolation made the defect shape in the experimental maps more irregular, which
may have been caused by the noise in the measured signals. The effect was much more
visible for the higher-order wavelets (gaus3, gaus4), for which the boundaries of debonding
regions became illegible. This was because high-order wavelets revealed small but sharp
disturbances, which for experimental data could be both damage boundaries and noise,
affecting the signals similarly. Based on this observation, it can be stated that the inter-
polation of noisy data collected in a coarse grid can enhance the quality of CWT damage
visualization; however, high-order wavelets were not useful in this situation.
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Figure 6. Damage imaging for numerical results (mesh 2 mm, no additional interpolation) for all joints #1–#4 (dimensions
in [mm])—map and central cross section: (a) CWT, wavelet gaus1, s = 2; (b) first derivative; (c) CWT, wavelet gaus2, s = 2;
(d) second derivative; (e) CWT, wavelet gaus3, s = 2; (f) third derivative; (g) CWT, wavelet gaus4, s = 2; (h) fourth derivative.
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Figure 7. Comparison of CWT damage imaging for numerical (left column) and experimental (right column) results (grid
20 mm, no interpolation) for all joints #1–#4 (dimensions in [mm], scale s = 2) using different wavelets: (a) gaus1; (b) gaus2;
(c) gaus3; (d) gaus4.

 

Figure 8. Comparison of CWT damage imaging for numerical results (left column—mesh 2 mm, no additional interpolation
and right column—grid 20 mm interpolated to 2 mm, both for scale s = 8) for all joints #1–#4 (dimensions in [mm]) using
different wavelets: (a) gaus1; (b) gaus2; (c) gaus3; (d) gaus4.
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Figure 9. Comparison of CWT damage imaging for numerical (left column) and experimental (right column) results (grid
20 mm interpolated to 2 mm) for all joints #1–#4 (dimensions in [mm], scale s = 8) using different wavelets: (a) gaus1; (b)
gaus2; (c) gaus3; (d) gaus4.

However, it was possible to change the scale to better visualize the damage in the
experimental data. Figure 10 shows the CWT damage maps on the interpolated mesh
(resulting grid of 2 mm) for multiplied scales, being doubling and tripling of the initial scale,
i.e., s = 16 and s = 24. The positive influence of the increasing scale was evident. The shape
of the debonding areas was clearly visible for both improved scales when compared to the
initial value (cf. Figure 9), especially for high order wavelets. Larger scales highlighted
the defects and allowed precise damage localization since they neglected the subtle signal
noise. Some irregularities resulting from the noisy character of the experimental signals
were visible. Comparing both increased scales, better results were obtained for the higher
scale s = 24. However, the smallest defect (debonding of 5 cm) was still not detected.
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Figure 10. CWT damage imaging for experimental results (grid 20 mm interpolated to 2 mm) for all joints #1–#4 (dimensions
in [mm]) using different wavelets for scales s = 16 (left column) and s = 24 (right column): (a) gaus1; (b) gaus2; (c) gaus3;
(d) gaus4.

4. Conclusions

The paper describes the non-destructive testing of concrete beams strengthened with
steel plates. The issue of damage imaging in adhesive joints was considered. The modal
analysis supported with the continuous wavelet transform was successfully applied. Gaus-
sian wavelet family was assumed for calculations. Based on the obtained experimental and
numerical results, the following conclusions could be formulated.

• The consistency between experimental and numerical eigenfrequencies and mode
shapes confirmed the propriety of the performed experimental measurements and
numerical simulations. The decrease of the natural frequency with the increasing size
of the damaged area was observed.

• The interpretation of experimental and numerical mode shapes for all analyzed beams
allowed initial damage detection by revealing significant disturbances connected with
the presence of debonding areas.

• The comparison between conventional derivatives and continuous wavelet transforms
for numerical results revealed the advantages of the latter. Both approaches gave
consistent information about the damage; however, the CWT maps were more useful
because of showing the defects more precisely.

• The appropriate choice of CWT calculation parameters is essential for the efficiency
of obtained damage visualization. The quality of damage maps increased with the
number of vanishing moments of the applied Gaussian wavelets. Low order of wavelet
could lead to incorrect detection of defects in intact beams. In the case of scales, too
high values could result in indistinct damage imaging, on the other hand, too low
ones could reveal noise of signals.
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• A good agreement between experimental and numerical CWT maps was observed
for the data collected with coarse mesh (with a grid of 20 mm). However, the deter-
mination of the exact size of the smallest defect was not possible. The interpolation
of the data allowed enhancing the quality of the obtained numerical damage maps.
On the other hand, the experimental results had a poorer quality, because of the
noise contained in the measured signals. The increase in scale helped overcome
this difficulty.

• In general, the interpolation of the collected data can allow reducing the number of
measurements. However, the coarse mesh grid can make the small defects unde-
tectable. Furthermore, interpolation of experimental results can lead to the distortion
of damage shape in CWT maps, especially for higher-order wavelets.

The final conclusion can be made that it is possible to determine the exact shape and
position of the debonding in the adhesive joints of composite beams using modal analysis
and continuous wavelet transform. However, the measurement mesh and CWT calcula-
tion parameters are important factors affecting the quality of the results. The proposed
method is expected to have potential applications in the civil engineering industry. Having
significantly greater sizes than laboratory specimens, real-scale engineering structures
would require a division into smaller sections that could be analyzed in the way proposed
in the current paper. This practical aspect of the paper could be the subject of future
work. Another interesting direction for continuing the current research is the visualization
of internal defects with smaller size and different shapes, such as the application of 2D
wavelet transform.
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Abstract: The static load plate test is the standard subgrade acceptance test for new or modernised
railway lines. Examinations are performed at regular spacings on the track section and a lack of
acceptance for even a single test disqualifies a section, forcing remedial treatments on the whole
section. In this paper, a nondeterministic description of stiffness related to the spatial characteristics
of acceptance measurement results is proposed for a more rational assessment of substructure quality.
The concept is based on geostatistical analysis and one-dimensional distributions of stiffness values.
The paper also proposes a new concept of rail infrastructure acceptance based on a reliability index
already codified in European standards. The functioning of the postulated criterion is presented on
the example of an existing railway line and the actual test results.

Keywords: subgrade; static load test; deformation modulus; reliability

1. Introduction

The railway subgrade is an important part of the construction of a railway line. De-
pending on the course of the route and terrain, the tracks are found directly on original
subsoil or on anthropogenic soil structure. In the case of old routes, the problems of pre-
serving the homogeneity and quality of the substructure are particularly significant [1,2]. In
addition, the increasing speed of trains leads to higher expectations for all components of
the track [3,4]. Adapting existing railways to changing standards and guidelines, especially
in terms of achievable speeds and axle loads, is now a significant issue. In many cases,
track bed investigations are necessary, not only in preparation for the construction, recon-
struction and modernisation of a railway line, but also in the case of failure [5]. Damage to
the substructure occurs during the operation of a route for various reasons, such as changes
in soil and water conditions, design errors, execution errors and construction limitations.

Soil as a track bed is characterised by high variability, including variability in time,
which is related to the influence of external factors such as climate conditions or exposure
to dynamic effects of rail traffic. Under certain circumstances, it is possible for there to
be not only a deterioration but also an increase in the bearing capacity of the subgrade
after a certain period of use. This is caused by the compaction of the soil layers as a result
of dynamic influences from passing trains. Therefore, for practical confirmation of the
theoretical assumptions of newly designed structures and improvement of old ones, it
is necessary to build testing sections on test tracks or on sections of active railway lines,
where theoretical parameters are subject to final verification. A similar procedure applies
to the design of innovative improvement structures and subgrade drainage. In the case of
existing routes, in order to properly assess the causes of damage to the track structure and
substructure, it is necessary to carry out load-bearing capacity tests on the substructure,
which are invasive in relation to the track superstructure.
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Due to the reasons mentioned above, the primary approach used in subgrade design
is empirical investigations, mainly in situ. The geotechnical testing methods used in
railway construction do not differ from those used for other geotechnical structures or
road infrastructures. However, it is not clearly stated whether such a procedure is fully
justified, not least because of the different ways of transferring forces and loads from
trains to the ground [6]. In addition, due to the local specifics (rolling stock, speeds and
construction technology), national guidelines have been developed for testing the subsoil
of railway lines. In Poland, basic works include the textbooks by A. Wasiutyński [7]
and K. Wątorek [8] and works by J. Nowkuński [9], J. Sysak [10] and E. Skrzyński [11].
The common recommendations of the UIC (International Union of Railways) and the
associated European standards of the EN series were only developed in the 1960s and 1970s.
Important works discussing the topic of subgrade include—but are not limited to—books
by Popp [12], Indraratna et al. [13], Li et al. [14] and Correia et al. [15]. Regarding Polish
textbooks, conditioned to the national standard, the most relevant ones are Skrzyński [11]
and Grulkowski et al. [16].

In the international practice of physical testing of the substructure, the static plate load
test is accepted as the basic test [6]. Widely known problems and difficulties connected
with static plate testing, significant costs of testing and the long time needed to carry it out
properly mean that there is a continuous search for a method that will allow the replacement
of it with tests carried out by other methods, which will give results with an acceptable
level of probability. The commonly used methods of monitoring the substructure and
quality of earthworks are based on a scheme where a sufficient number of tests confirming
the quality of the work are carried out by means of measurable parameters. This makes
it possible to classify the quality of the work as satisfactory or in need of improvement,
i.e., by increasing compaction or by adding admixtures or replacing soil with material,
guaranteeing the achievement of the assumed mechanical properties.

The aim of the work is to propose an approach that will make it possible to reduce
costly, time-consuming and cumbersome field investigations while adequately assessing
the bearing capacity of the subgrade. The paper presents a reliability-based approach.
The methodology of reliability estimation has been intensively developed in geotechnical
tasks [17–20] for a significant period of time and is successfully applied in geotechnical
design. It is also supported by recent normative acts [21,22]. The key similarity of the
presented approach is the reliance on probability theory and the classical definition of the
failure region boundary. The mathematical apparatus is also common. The difference is
important and crucial and corresponds with the existing railroad standards. It combines the
qualitative analysis of the track bed with the safety system, and the assumed limiting vul-
nerabilities are a generalised description of the track bed condition. This way, the method is
called reliability based on the quality parameter, in contrast to load-limit-based reliability.

Investigations of the horizontal spatial variability of the deformation modulus using
geostatistical methods have been successfully performed in the past [23,24]. However, the
application of these methods to the study of railway or road substructures is a novelty;
publications on this issue have been published only recently [25,26]. An unquestionable
innovation resulting from this article is a proposal to calculate the reliability with the use
of geostatistical methods in issues related to the railway subgrade. The proposed method
is based on standard subgrade field tests but takes into account spatial geostatistical
relations in the ground. Therefore, it is also possible to predict the state of the substructure
beyond the test points. It is based on the correlation between the values of the subgrade
modulus as a function of their mutual distance and the generated random values of the
modulus in the dense grid. The geostatistical analysis of the obtained values based on
reliability assumptions allows for conclusions on the subgrade quality in the serviceability
limit-state context in a more extensive way than based purely on test results. The paper
includes results of the subgrade quality assessment for a selected railway route section
(from West Pomerania, Poland) using the proposed technique with the determination of the
required scope of subgrade improvement for the assumed criteria. The issue of selecting
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the method of substrate improvement based on the results obtained, due to the multiplicity
of techniques used and the complexity of the issue, was not considered.

2. Materials and Methods

2.1. Rail Subgrade Testing

The purpose of the substructure (subgrade) is to transfer loads without permanent
deformation to the subsoil from passing rail vehicles, the weight of the rail itself and
the layers above it. The subgrade usually consists of natural soil and a thin layer of
additional soil material, which is required to provide the planned track path. A typical
embankment substructure is shown in Figure 1, where the superstructure layers, i.e., ballast
and subballast, are placed on top of the original soil, on which the railway road is placed.

 

Figure 1. Construction of the railway substructure.

Due to different construction techniques and route paths, the track subgrade may
contain different types of soil. Typically, it is constructed of aggregates < 31.5 mm when low
water permeability is expected, and of coarser fractions, e.g., 4–31.5 mm, when drainage
is required. Such materials provide sufficient bearing capacity and are most suitable to
support the ballast layer and ensure required drainage.

As mentioned in the introduction, subgrade quality examinations are carried out in
various situations, both on newly built and existing lines. The basic test to evaluate the qual-
ity of the subgrade of railroads is the static plate load test. The test is performed by loading
the ground in the field with a circular steel plate and allows evaluation of the deformability
and the load capacity of the soil. The settlement of the plate is measured by a tester con-
sisting of a carrier frame with a sensing arm and dial gauge. As a counterbalance, a heavy
vehicle is used. For each loading step, the corresponding settlement of the plate is recorded.
From the load-settlement graph, the primary and secondary deformation modulus (Ev1 and
Ev2) are determined. The test characterises the zone to a depth of 0.30–0.50 m below the
plate and it is commonly used for roads and railways. The detailed procedure is described,
e.g., in [27]. Depending on the country (region) there are different regulations for subgrade
investigations. The work is based on European and local standards [28,29]. Excerpts from
these regulations are included in the appendices to [30], which is the mandatory document
for national railways in Poland. It describes a static load test with a 300 mm plate, and
the number of control points per track length is given. According to this approach, the
deformation index I0 is calculated from the measured values of the moduli Ev1 and Ev2,
and the quality assessment is performed on the basis of the index I0 and the modulus Ev2.
In this study, it was decided to base the quality of subgradeonly on the values measured
directly in the tests, i.e., both strain moduli.

2.2. Variogram Estimators

In the case of linear constructions such as railways, ground investigations are carried
out at regular intervals, which is time-consuming and expensive. As a result, the values of
the deformation modulus are known only at selected points. In this approach, the results
of the study provide an incomplete picture of the changes in the values of the deformation
modulus in the railroad axis. To obtain a description of the variation in soil modulus
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between these points without additional testing, a geostatistical approach can be used.
This is possible if the distribution of values is assumed to be an ergodic stationary process.
The classical geostatistical approach imposes random fields on the whole longitudinal
profile in such a way that the generated values in the profile are autocorrelated with the
empirically obtained values. The overlapped random fields in the profile can be described
in general by:

z(s) = μ(s) + e(s), (1)

where μ(s) ≡ E[z(s)] is a mean function that is continuous and defined and e(s) is a ran-
dom error with zero mean and satisfies the stationarity assumption. A frequently used
stationarity hypothesis is weak stationarity, which can be represented as follows:

C
(
si − sj

)
= cov

[
e(si), e

(
sj
)]

, (2)

where C is the covariance function. It can be concluded that the covariance between z-
values at any two locations depends only on their mutual position. Another important
assumption is intrinsic stationarity. Variograms used to describe it are as follows:

2γ
(
si − sj

)
= var

[
e(si), e

(
sj
)]

, (3)

where 2γ denotes the variogram function. The variogram represents the dependence ratio
of a feature as a function of distance in the normalised Euclidean space ‖h‖ for isotropic
phenomena or as a function of distance and direction, assuming anisotropy for phenomena
in two and more dimensions. The variogram estimator can be described as:

2γ̂(h) =
1

N(h) ∑
N(h)

(
z(si)− z

(
sj
))2, (4)

where the formula N(h) denotes the number of all pairs (z(si) − z(sj))2 that are distanced
by ‖h‖. For practical reasons, semivariograms, which are defined as half of the variogram
γ(h), are quite often used [31]. It is a measure of nonsimilarity between points observed at
a given location z(si) and z(sj), as opposed to covariance, which describes similarity. The
semivariogram provides information about the spatial continuity and variability of the
random function.

In the subgrade quality assessment problem, semivariograms were used to determine
the autocorrelation along the rail line created by the testing points. The soil parameters
determined at these points were used to create an empirical semivariogram, using the
least-squares method and the Gauss–Newton algorithm as a nonlinear fitting method. With
these tools, issues related to the influence of local extremes on the results can be avoided.
The next step is the selection of a suitable theoretical semivariogram for an accurate spatial
prediction of the ground parameters. Cases where the dependence model has a defined
semivariogram are relatively rare.

The presented procedure is a standard approach used for several reasons [32], such as
to provide a conditional negative specification for a semivariogram, which is necessary for
the variance of the prediction error to be non-negative at every point in the space [33]. The
most important factor in the selection of the semivariogram model should be convergence
to the empirical semivariogram. This can be verified by the reliability function or the
least-squares method (LSM). In some cases, other factors such as model flexibility or
computational simplicity may be taken into account. The model can be selected from an
extensive library of models. The basic parameters of many of the theoretical semivariogram
models used are range r—the distance over which the resulting values are flattened; and
sill s—the value the semivariogram reaches beyond distance r.

According to theoretical models, if the distance between two points is close to zero
then the semivariogram value should be zero. However, sometimes, as the separation
distance decreases, the semivariogram values do not approach zero. This phenomenon
is called the nugget effect and describes the variability between samples at very small
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distances [34]. Whether the phenomenon occurs depends on the measurement error or
the spatial variability of the ground at distances smaller than the sampling interval, or
both simultaneously. The magnitude of the nugget effect consists of two components: the
geological nugget effect (GNE) and the sampling nugget effect (SNE). The most commonly
used theoretical semivariogram models and the nugget effect are shown in Table 1.

Table 1. Theoretical models for the semivariogram.

Theoretical Model Semivariogram

nugget γ(h) =
{

0
s

when h = 0
when h > 0

linear with sill γ(h) =
{ sh

r
s

when h ≤ r
when h > r

spherical
γ(h) =

⎧⎨
⎩ s

[
1.5 h

r − κ
(

h
r

)3
]

s

when h ≤ r

when h > r
exponential γ(h) = s

(
1 − e

−h
r

)
logarithmic γ(h) =

{ sh
r
s

when h = 0
when h > 0

κ—model constant typical equal 0.5 [·].

In this paper, in order to obtain probable values of stiffness in the railway track axis, a
model of spatial variability described by a semivariogram, being a non-negative function
and zero mean value, was used. The set of data obtained in this way is a realisation of a
one-dimensional random field. Its values are conditioned by points of known stiffness. For
the generation of the field, the algorithm of sequential simulation of a Gaussian conditional
field in the Euclidean space for an assumed ergodic and isotropic process was applied. In
the discussed issue, the generated points were uniformly distributed on the considered line.
The sequential algorithm formulated in this manner is very efficient and works correctly
for cases in a large scale. The method uses only data and values simulated from the local
neighbourhood to approximate the conditional distribution. In this work we have only
proposed a certain set of functions representing the relationships most commonly observed
in nature and engineering. In situations with more diverse substrate, other functions would
be more appropriate. The proposed scheme thus emphasises the method rather than its
implementation, avoiding overly rigid rules that limit potential applications.

2.3. Probability of Failure

A random process is a function in a probabilistic space of random X variables. When
this set consists of time-dependent realizations, then it is a stochastic process. In this article,
a random event is considered as a stationary function F(X) with values defined as the set of
states of the process. Process states should be understood as defined: F(X) < 0 failure or
not fulfilling acceptance criteria; F(X) = 0 a limit state; and F(X) > 0 functioning or fulfilling
acceptance criteria. An object, treated as a primary concept in a probabilistic process, can
be assigned to:

(a) a category of simple structural elements or structure (e.g., pile, column, retaining wall,
anchoring items, elementary subgrade section);

(b) a category of complex objects consisting of simple objects related by mechanical or
geometric features.

The probability of failure of a simple object pf is defined as pf = P(F(X) ≤ 0), whereas
reliability is a property of an object that states whether it works correctly (fulfills all assigned
functions and actions) under specific service conditions. Probability in most cases has a
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small value, so it is more convenient to use a measure of the reliability index Iβ. It is defined
with respect to probability by the following relationship [21]:

p f = Φ0
(−Iβ

)
, (5)

where Φ0 is the cumulative distribution function for a standard normal probability distri-
bution (with mean 0 and standard deviation 1). According to European guidelines [22], the
reliability index required for a structure depends both on the expected costs of protection
and the consequences of a potential failure (Table 2).

Table 2. Reliability index target value for the lifetime of an object [22].

Relative Cost of Safety
Measures

Failure Consequences
Small Some Moderate Great

high 0.0 1.5 2.3 3.1
moderate 1.3 2.3 3.1 3.8

low 2.3 3.1 3.8 4.3

Complex objects have a definite structure only if it is possible to determine the reliabil-
ity of the elements and their dependencies. There are two basic types of such structures:
serial and parallel. If a system failure occurs when all its components are damaged, then
such a structure is called a parallel. The serial structure means that each failure of the
system’s components (e.g., simple objects or their sets) is the cause of failure of the whole
system. In the presented method this model was used in the basic analysis. If the acceptance
criteria are not met for any of the distinguished sections of the subgrade, no acceptance is
given for the entire segment under investigation. A threshold variant of the serial system is
also presented, where the existence of a number of adjacent elements that do not meet the
acceptance criteria together was assumed as a condition for system failure.

To perform reliability considerations, it is necessary to define characteristics such as
the potential renewability or reparability of an object. In this paper, only repairable objects
were dealt with. Hence, it was possible to build an iterative procedure, and the concept
of failure also included nonfulfillment of acceptance criteria. In the strict sense, failure of
infrastructure components means a permanent loss of functional or mechanical properties.
The processes analysed were also treated as strictly stationary, meaning that their values
were not dependent on the position of the reference point on the time axis.

Depending on the available statistical information about the process under study, there
are many methods for determining the probability of failure. The methods functioning in
design and proposals for future regulation are well-described and classified [35]. Methods
can be divided into four levels:

• Level 0—deterministic;
• Level 1—partially probabilistic methods, statistical description of the object by deter-

mining safety factors as coefficients modifying the values of loads and capacities;
• Level 2—approximative methods, estimation of the probability of failure by means of

safety factors determined from analytical relationships;
• Level 3—fully probabilistic methods, determination of safety factor based on numerical

simulations.

The paper focuses on the application of a fully probabilistic approach to determine the
probability values of not meeting the required quality criteria. These techniques include
the use of a known probability density function of failure, response method methodol-
ogy (RSM) [36–40], first- and second-order reliability methods (FORM/SORM) [41] and
Monte Carlo methods [42,43]. Further, the considerations are based on the crude Monte
Carlo method.

Directly assessing the probability of failure is extremely difficult. Many variables
are involved, hence direct construction of a CDF with an imposed boundary condition
is problematic, especially in the presented case of a track substructure, where each of
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the analysed points along the length of the studied section is a random variable and the
adopted reliability system is based on the Bayesian concept. We have not applied FORM-
type methods in this work due to the uncertainty associated with the transformation of
random variable distributions to the standardised space. The ambiguity is due to its nature;
it may depend on the ordering of the variables in the random data vector. The consequence
of this may be different forms of the boundary surface which are affected by generating
different values of failure probability. FORM/SORM methods give good results when
there is only one computational point and the boundary function is of class C1/C2 and
not strongly nonlinear. The Crude Monte Carlo (CMC) method was used in presented
work as the numerical integration to find the solution; despite the high dimensionality
of the task, this approach is robust to the unusual shape of the limit function, and is also
applicable when its form is unknown in the probability hyperspace. For the points and for
the entire cross section, the number of exceedances of the failure condition is examined.
This allows us to determine the probability of failure to meet the adopted objective criterion
for substructure quality.

2.4. Proposed Scale of Substructure Quality Assessment

The study by Baumgartner [44] was used as a starting point to assign the consequences
of damage to a railway route. This compilation of both infrastructure and rolling stock
costs, despite many years since publication, is still often adopted as a reference. This is
due to its detailed cost assessment for elements covering all aspects of the railway network
(rails, trains, tunnels, bridges, stations and maintenance of these elements) for a large area
(EU and USA). Table 3 summarises the estimated costs for constructing a complete railway
line. Such compilations are important for the railway industry and are often used for cost
estimation [45–47].

Table 3. Unit cost of railway lines of different types for selected terrain difficulties (including all cost
components) in MEuro/km [44].

Type of Track Easy Topography Average Topography Difficult Topography

single 100 km/h 1–3 3–15 15–40
double 100 km/h 1–4 3–20 20–50
double 300 km/h 2–6 6–30 30–50

Another concept of assigning damage consequences other than cost is one in which
the purpose of the route—its category—is the main quantifier. For the purpose of the work,
the classification of conventional railway lines used in Poland and related substructure
elements has been adopted from [48,49]:

• Trunk lines (K0)—traffic volume of over 25 million Mg/year, passenger-train speeds
of <200 km/h and goods-train speeds of <120 km/h;

• Primary lines (K1)—traffic volume of 10–25 million Mg/year, passenger-train speeds
of <120 km/h and goods-train speeds of <80 km/h;

• Secondary lines (K2)—traffic volume of 3–10 million Mg/year, passenger-train speeds
of <80 km/h and goods-train speeds of <60 km/h;

• Lines of local importance (K3)—trainload of up to 3 million Mg/year, passenger-train
speeds of <60 km/h and goods-train speeds of <50 km/h.

This classification is the basis for technical guidelines for designing and constructing
railway infrastructure facilities.

It was decided to use a combination of the two criteria presented above: cost according
to Baumgartner’s scale and categorisation of lines in relation to the reliability index values
from Table 2. The reliability index values were assigned to the railway line categories
on the basis of an evaluation of the consequences of failure as a supply-chain disruption
corresponding only to economic damage. The methodology was based on a matrix of
averaged performance costs assigned to the adopted classification of railway roads. In
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order to determine the reliability coefficient, a cost vector was used, using a linear scaling
of the costs associated with topographical difficulties to the required reliability index. After
some corrections to match the results to the European standards, the classification presented
in Table 4 was obtained. This is a simplified model, which should be treated as a proposal.

Table 4. Proposed classification of the target reliability index for subgrade, taking into account the
classification of the railway lines and the costs (without taking into account the terrain and excluding
the high-speed lines).

Relative Cost of
Safety Measures

Classification of Railway Lines

Secondary (K2) and
Local (K3)

Primary (K1) Trunk (K0)

<3 MEuro/km 3–15 MEuro/km >15 MEuro/km

high 1.5 2.3 3.1
moderate 2.3 3.1 3.8

low 3.1 3.8 4.3

A method of implementation of these very general reliability suggestions in the design
practice is shown by the algorithm in Figure 2. After determining the section of the
substructure to be assessed and identifying of the class of the section according to the
adopted classification, the minimal value of the reliability index beta (Table 4) for the
substructure is obtained. The iterative procedure starts with the first in situ tests of the
substructure performed with a static plate load test. In the next step, geostatistical analysis
is carried out to obtain theoretical semivariograms for the elastic properties of subsoil
in the section. Using the procedure described previously, a conditional random field is
repeatedly generated for points spaced at a certain distance from each other, corresponding
to the distance between the railway axes. It is described by a determined geostatistical
relation. European or national standards allow the adoption of an objective criterion to
disqualify a test point. In the proposed procedure, the minimum value of Ev1 or Ev2 is
taken as a criterion. For the points and for the whole section, the number of exceedances of
the failure condition is tested, e.g., by the Crude Monte Carlo (CMC) method. It allows for
the determination of the probability of not fulfilling the adopted objective criterion of the
substructure quality. If the reliability index for a point or a section is higher than expected,
it means that the execution is correct and further track works can be carried out. Otherwise,
improvement works should be carried out in the area where the objective criterion is not
met with a given probability. Once the additional tests confirm the quality of the modified
subgrade are completed, the calculation procedure shall be repeated. The whole process is
continued until approval is obtained at all points specified.

376



Materials 2022, 15, 1864

 

Figure 2. Flow chart of the concept of the subgrade acceptance procedure.

3. Application of the Methodology—Case Study

3.1. Investigated Section and Test Results

The railway route section located in West Pomerania (Poland) was the subject of
research and analysis. The field test covered a section of 9100 m in length and was carried
out prior to the planned modernisation works. The investigated object was selected for
improvement due to its poor technical condition and the planned upgrade of the railway
line (from K1 to K0). Most of the route runs on an embankment except for a 2200–2800 m
section which is located on a level surface as a low embankment. The route is free of
horizontal and vertical curves and terrain obstacles; the whole section has a gradient of
less than 1‰ and is located in an area with a homogeneous geological structure. The
subsoil was found to be composed of various types of soils characteristic to the North
European Plain (Polish Plain) and the embankment structure was made of sandy soil. Such
a section was chosen in order to limit the impact of terrain variability and its effect on the
results obtained.

A series of static plate load tests were performed on the investigated section according
to the Polish guidelines [30]. A total of 183 tests were carried out at 50 m spacing. The
results are shown in Figure 3 and Table 5. The values of the Ev1 modulus range from 28.99
to 125.90 MPa with a mean value of 62.68 MPa and a standard deviation of 14.29 MPa.
The values of the Ev2 modulus range from 48.70 to 196.50 MPa with a mean value of
104.99 MPa and a standard deviation of 22.53 MPa. As can be observed in Figure 3, the
vast majority of results are within the ±1 standard deviation range. In order to better
illustrate the results obtained, Figure 4 presents histograms of the values of the modules
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Ev1 and Ev2 (Figure 3a,c) and their correlation (Figure 3b). In this configuration, the linear
correlation between the parameters can be seen, as well as points of particular concern
with small values of the moduli. The red point in Figure 4b is the mean value and the red
line is a line fitted by the least-squares method. The concentration of points in one group
(Figure 4b) results from a strong mutual correlation of the measurements as understood
by Pearson. The closer to the line Ev1 = Ev2, the greater the degree of correlation. The
correlation between Ev1 and Ev2 values is significant and equal to 0.92. When the variability
of a parameter is high, it is suggested to separate sections which can be approximated by a
linear trend.

 

Figure 3. Results of the static load plate test on the selected section: (a) Ev1; (b) Ev2.

Table 5. Results of the static load plate test on the selected section.

Minimum
Value

First
Quartile

Median Mean
Third

Quartile
Maximum

Value
Standard
Deviation

Ev1 [MPa] 28.99 54.35 59.40 62.68 66.10 125.90 14.29
Ev2 [MPa] 48.70 93.33 98.52 104.99 103.86 196.50 22.53
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Figure 4. Results of the static load plate test on the selected section: (a) histogram of modulus Ev1

values; (b) values of Ev2 versus Ev1; (c) histogram of modulus Ev2 values.

3.2. Semivariograms and Probability of Failure

Based on the results of the field study, empirical and theoretical semivariograms were
established according to the procedure described in Section 2.2. Figure 5a,b show semivari-
ograms of stiffness values measured in situ with fitted theoretical models. In the two cases
studied, an exponential model [50] from Table 1 combined with a nugget effect was used
to describe the variability. The results are presented in Table 6. The geostatistical models
reproduce a powered exponential covariance structure with a significant randomness of
the measured values, as evidenced by the value of high nugget effects (14–33%).

Table 6. Theoretical semivariograms.

Value Model
Nugget
[MPa2]

Sill [MPa2] Range [km] Kappa [−]

Ev1 exponential 69.403 204.720 0.529 0.5
Ev2 exponential 75.254 510.740 0.306 0.5
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Figure 5. Theoretical and empirical semivariograms: (a) for Ev1, (b) for Ev2.

The rail track analyses adopt a load spacing per track at 7.5 m intervals. The examined
subgrade was divided into sections, which gives 1215 test points along the track axis. It
was assumed to be a serial reliability system, i.e., the existence of a single point or a number
of adjacent elements that do not meet the acceptance criteria (expressed in stiffness of the
subgrade) is treated as a system failure. The value of Ev2 was used as an objective criterion.
The technical adequacy criterion of the section is expressed by the condition:

{Ev2}i ≥ Elim, (6)

where i is a number from 1 to 1215 describing the experimental values of modulus the
Ev2 for the 7.5 m sections. Figure 6a provides a schematic overview of the test points with
possible options for not meeting the objective criterion. In the case when at two (Figure 6b),
three (Figure 6c) or more subsequent points the condition Equation (6) is not fulfilled, the
mechanical condition of the track–structure–substructure system poses a higher risk of
stability. These cases, labelled as Mode(7.5), Mode(15) and Mode(22.5) and so on, can be
treated as independent events in the reliability system sense.

Figure 6. Diagram of reliability test points (7.5 m sections) and possible variants of non-achievement
of criterion: (a) single point—7.5 m—Mode(7.5); (b) two adjacent points—15.0 m—Mode(15), (c) three
adjacent points—22.5 m—Mode(22.5).
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According to the established theoretical semivariogram for the investigated points
of the subgrade (Ev2), describing the variability of the phenomenon, draws of possible
values of Ev2 between the points were performed, maintaining the values measured in the
field. The obtained set of drawn and measured values is denoted as {E′

v2} and the failure
condition Equation (6) can now be represented as:{

E′
v2
}

i ≥ Elim. (7)

The results of the sample draws are shown in Figure 7. The red circles correspond to
the measured values. The black, brown and grey points represent successive realisations of
the random process conditioned by the measured values of Ev2. For the studied section
107 draws were executed. Due to the very large number of points for the set of stiffness
distributions, the results are presented as a histogram (Figure 8). The statistical description
is presented in Table 7. A log-normal probability distribution with parameters m = 4.61899
and s = 0.2080448 was fitted to the histogram using the maximum-likelihood method. The
log-normal cumulative distribution function with the determined parameters is the basis
for further calculations of the failure probability.

 

Figure 7. Example of the result of 3 draws of values of Ev2.

Table 7. Statistical description of the draws of values Ev2.

Draws
Number

Mean
Standard
Deviation

First
Quartile

Third
Quartile

Minimum
Value

Maximum
Value

1215000 103.6 22.37 89.26 112.01 21.98 214.28
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Figure 8. Histogram from a set of Ev2 draw results together with the fitted log-normal probability
density distribution.

3.3. Substructure Quality Assessment

For the railroad under investigation, a quality assessment was carried out prior to
the planned modernisation according to the procedure outlined above. With the assumed
value of Elim, the reliability index Iβ of the substructure was determined directly from
Equation (5). The results are shown in Figure 9, where the dependence of the reliability
index on the adopted boundary condition E2lim is indicated. Horizontal lines represent the
safety levels of the reliability index. This figure also illustrates the effect of the technique
of uniform improvement of the whole section on the value of the reliability index. The
following lines correspond to curves for levels of subgrade improvements from 120% to
200% of the initial value, respectively. Assuming an Elim value of 60 Mpa, the reliability
index of the existing subgrade is 2.52. For a planned K0-class line, this value is insufficient.
In order to obtain an index value of 3.1, the stiffness of the subsoil must be increased
proportionally by 15% of its initial value. An index of 3.8 requires the stiffness of the
subgrade to be increased proportionally by 30% and an index of 4.3 requires a 40% increase.
If a boundary modulus of 70 MPa is required, the reliability index of the existing substrate
decreases to 1.80. In order to obtain reliability index values of 3.1, 3.8 and 4.3, the stiffness of
the substrate must be increased proportionally by 30%, 50% and 70%. However, the strategy
of strengthening the whole section is rarely applied and not very effective. In practice, the
methods of improving selected fragments of the route section are more frequent.

382



Materials 2022, 15, 1864

Figure 9. The value of the reliability index Iβ as a function of the expected value of the modulus Elim

with respect to the level of improvement; curve 100%—present subgrade; 120%; 140%; 160%; 180%;
and 200% of Ev2.

In addition to meeting the global reliability condition, it is also necessary to meet it
locally. For the assumed upgraded line, point-by-point reliability analyses were carried
out for the assumed 7.5 m section spacing with different Elim values, i.e., 60, 65, 70 and
75 Mpa. Figure 10 presents the calculated reliability index values for the whole line section,
i.e., 0–9100 m. On this basis, sections requiring reinforcement may be identified. In this
case, a significant weakening of the substrate was found at 2000–2800 m, which is shown
in Figure 11. Maintaining the line at K1 level with a required Iβ of 2.3 and a boundary
modulus of 60 MPa requires additional improvement works on section 2350–2500 despite
the global reliability index of the line being 2.52. To upgrade the line to K0 with an Iβ of
3.1, improvement is required on section 2300–2550. After the modification of the section
indicated, the reliability of the examined section should be reassessed. The presented
methodology can significantly influence the economics and rationality of the subgrade
improvement, i.e., reduce costs and implementation time by limiting works to selected
sections that do not meet the adopted reliability criterion. For the assumed value of Elim and
Iβ, modification of the subsoil is required for a certain section. In the case of a deterministic
approach, improvement is necessary for all sections where the required value was not
obtained. The method also enables numerical simulations of the expected results of the
improvement depending on the applied approach, i.e., proportional increase in stiffness
for the whole examined section or improvement of only the fragments indicated in the
condition discrepancy report. The prognosis may already be performed at the research
stage, guaranteeing the appropriate level of safety of the structure, adjusted to the tasks
assigned or the costs incurred for its execution. Depending on the analysis results obtained,
the appropriate improvement technology should be selected. It is worth noting that the
value of the reliability index Iβ cannot be verified by field experiments. In order to validate
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the method, verification should be carried out on the values of the deformation modulus
obtained from the probabilistic method.

Figure 10. The calculated values of the reliability index Iβ for the full length of the investigated line
for the modulus Elim = 60, 65, 70 and 75 MPa.

Figure 11. The calculated values of the reliability index Iβ for the 2.0–2.8 km section of the investigated
line for the modulus Elim = 60, 65, 70 and 75 MPa.

By analysing the location of the points representing the values of the deformation
modules in Figures 3 and 7 and the reliability index in Figure 10, it can be seen that they have
a similar distribution. This characteristic dependence results from the applied geostatistical
method. The drawn values of the deformation modulus (Figure 7) are autocorrelated with
the experimental values obtained by the static plate load test (Figure 3). It is especially
visible in places where local extremes occur. Due to this, the values obtained by drawing
are a very reliable reflection of the actual values of the deformation modules. Figure 10
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shows the values of the reliability index Iβ, which were calculated on the basis of data from
Figure 7, hence the similarity of the distribution of points between these figures.

4. Conclusions

The paper presents the concept of objective and effective assessment of the condition
of the railway track substructure with an example of application to a real example of a
route under modernisation.

In the study, the railway track was treated as a reliability system based on the summa-
tion of probabilities of occurrence of modes. According to the results of static load plate
tests, a spatial variation model is applied, with the use of semivariograms, to describe the
ground stiffness dependencies. The possible values of the moduli between experimental
points were described using a Gaussian random field conditioned by variogram. Calcula-
tions were performed using the Crude Monte Carlo method. This led to the determination
of the reliability index of the substructure. In the example of the modernised railway line,
the results of the applied method are presented for the given conditions (boundary model
of the substructure Ev2 and reliability index Iβ). The analysis was carried out with a view to
both an overall uniform improvement of the line substructure and a search for problematic
sections. The existence of a section that requires improvement was identified. Results are
presented in relation to the input parameters adopted. In the example, the change in the
extent of works does not differ significantly from the deterministic approach due to the
choice of section. In the case of a more complex line structure, the results would be more
conclusive, but the purpose of the paper was to show the algorithm’s functioning and to
determine the necessary improvement conditions and their influence on the quality of
the section.

An important distinguishing feature of the method is the estimated value of the
reliability index, which unifies the design and construction process in accordance with
standards. The scale based on the reliability index is compliant with the standard provisions
of the Eurocode and at the same time can be scaled to the limit values of physical quantities
defined in national standards. The reliability-based design has been implemented in many
areas of geotechnical engineering, but in rail transport the process is progressing unevenly
and is not yet strongly supported by standards documents and industry recommendation.
The postulated safety levels for railway lines are the beginning of the discussion and
classification. It is proposed that they should be selected or modified to correspond to
regional (national) cost and risk structures. Setting them at a uniformly high level may
block the development of railways, especially in less-developed countries.

The reliability approach provides clear criteria for determining the quality of railway
subgrade. The presented method allows one to reduce the number of measurements, speed
up the control process, determine the required scope of repair works and support the
selection of the most effective improvement methods through successive simulations of
possible scenarios.

An additional advantage of the approach is the use of open tools for building geo-
statistical models and random sampling without licence restrictions (R, Random Fields,
GStat). However, in the case of very high variability of the substrate, this method may give
inaccurate results and require additional tests. The presented concept is operating only on
the serviceability limit-state function. The introduction of the subgrade–rail interaction, in
which it will be possible to analyse ultimate limit states, is a desired direction of further
development of the technique.
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Krakowie Ser. Mater. Konf. 2011, 25, 499–509.
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Abstract: In the case of fastenings on rock, as a result of the variability, it is quite difficult to make a
preliminary assessment of the load-bearing capacity of rock as a base material. This paper therefore
investigates which rock parameters next to an anchor position have an influence on the load-bearing
capacity. For this purpose, tests are carried out on post-installed anchors in different lithologies
in eastern Austria. It can be shown that the joint weathering has an influence on the load-bearing
capacity of post-installed anchors and conclusions can be made about joint weathering by means of
rebound hammer. Rebound values can therefore also be used to draw conclusions about the rock
quality as a base material for post-installed anchors. Nevertheless, a combined optical assessment of
the base material is recommended as an adequate method.

Keywords: base material; rock; post-installed anchors; adhesive anchor; mechanical anchor; load-
bearing capacity; GSI; RMR; rebound value; rebound hammer

1. Introduction

Concrete and masonry as base materials for post installed anchors are well considered
by different regulations [1,2]. For concrete, in [3], the load-bearing behaviour was investi-
gated and transferred into a design concept. The load-bearing behaviour and the design
of bonded anchors were investigated by means of numerical investigations in [4]. More
detailed numerical investigations of bonded anchors were carried out in [5]. Therefore,
for engineers drawing conclusions about the load-bearing behaviour and capacity in ad-
vance, the base material is predefined and well known. In contrary, intact rock (e.g., rock
slopes or walls) as a base material is not considered by regulations, not least because of
the numerous possible variations of the rock properties. A large number of different instal-
lation parameters, such as existing joints, joint condition, uniaxial compressive strength,
or weathering degree, induce uncertainty regarding the rock quality. In other words, due
to the inhomogeneity of rock, these varying factors lead to insufficient information about
the behaviour of post-installed anchors. Therefore, a number of experimental investiga-
tions concerning the load-bearing behaviour and capacity of post-installed anchors in rock
have been performed in [6–8]. Contrafatto and Cosenza [6,7] were able to investigate the
behaviour of chemical anchors in different rock types in the laboratory [6] and to test
the applicability of concrete prediction models for natural stone [7]. For this purpose,
anchors were installed in blocks of different rock types in the laboratory and tested until
failure. Three embedment depths were selected depending on the anchor diameter. The
aim was to define the minimum embedment depth at which steel failure occurs, since
this can be determined by calculation. Subsequently, theoretical models for determining
the load-bearing capacity in concrete were checked for their applicability to natural stone.
According to Contrafatto and Cosenza [6,7], the applicability is only given if the mechanical
rock characteristics are similar to those of concrete.
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Tóth et al. [8] were able to identify the compressive strength, flexural strength and
porosity as the main influencing factors, although the rocks investigated in [8] appeared to
be relatively homogeneous rock types. It should be noted that the investigations in [6–8]
were carried out in a laboratory environment using prepared blocks containing few joints.
Hence, it must be assumed that the rock properties are more homogeneous than in a non-
laboratory environment. Therefore, the investigations in [6–8] are considered to be relevant
for natural stone masonry. To further consider inhomogeneous characteristics in intact
rock, in [9], the authors examined different geologies in Eastern Austria in a non-laboratory
environment to gain experience when considering the load-bearing capacity of anchors.
From this contribution [9], the following main conclusions can be drawn:

• the suitability of rock as base material for post-installed anchors can be assessed by
rock classification systems;

• for assessing the load-bearing capacity, a small-scale investigation in the area of the
intended fastening area is necessary;

• the presence of joints as well as their condition, such as weathering, influences the
load-bearing capacity;

• in the case of poor rock quality, merely base material failure could be observed rather
than failure of the anchor;

• in terms of good rock properties, which means fewer inhomogeneities, a variety of
failure mechanisms have been found;

• it can also be derived that the load-bearing behavior is influenced mainly by rock
properties, rather than the anchoring system;

• disturbed fastening areas (influenced by joints) show analogies to cracked concrete,
while undisturbed ones (no influence by joints) behave comparable to non-cracked concrete;

• similarities between the failure mechanisms of rock and concrete were observed.

The conclusions from [9] did not consider further investigations of rock properties in
the immediate vicinity of the anchor position and this remains as an open question. Also
rock compressive strength and joint condition are expected to have an influence on the
load-bearing capacity.

Therefore, this article examines the following research questions for intact rock includ-
ing inhomogeneities: (i) Which small scale influencing parameters (e.g., rock compressive
strength, joint quantity, joint weathering) have an impact on the load-bearing capacity of
post installed anchors? (ii) Is it possible to find a method to determine areas with good
rock quality for post installed anchors in advance? For this purpose, experiments on
post-installed anchors in rock for small embedment depths were performed. In parallel, the
mechanical rock properties were investigated in detail to determine the correlation between
the load-bearing capacity and the mechanical rock properties. These experiments were per-
formed in different geologies in Eastern Austria, focusing on small-scale rock parameters,
like point load index, rebound values, compressive strength, and joint properties.

2. Materials and Methods

2.1. Test Program

The conducted test campaign is listed in Table 1 and considers different testing param-
eters. The test program has already been used to investigate how post-installed anchors
with low embedment depths behave in rock and which rock parameters have a significant
influence on the load-bearing behaviour and capacity [9]. In addition to the previous
evaluations in [9], this paper shows how small-scale investigations can be used for an
a priori estimation of the anchor behaviour. As Table 1 indicates, the test program is
divided in geological investigations for rock classification of the different geologies and
small-scale investigations of the rock in the immediate vicinity of the anchor position. In
total, 100 pull-out tests were performed in different geologies in Eastern Austria. Of these,
55 tests were conducted in disturbed (influence by joint given) and 45 were conducted in
undisturbed (no influence by joints expected) base material. Injectable adhesive anchors as
well as mechanical bolt anchors with an effective embedment depth of 70 mm and a rod
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diameter M12 were used. Small-scale investigations carried out next to the anchor position
are listed in the last row of Table 1. Pull-out tests were carried out using a hydraulic
handpump without displacement measuring, as shown in Figure 1. In order to include the
load bearing behavior of the rock, a wide support bridge was used.

Table 1. Overview of the conducted test program.

Granulite Dolomitic Dolomite Granite
Limestone

Location west of Vienna, Austria east of Vienna, Austria southwest of Vienna,
Austria

northwest of Vienna,
Austria

Geology, description of
base material metamorphic sedimentary sedimentary metamorphic

narrowly fractured,
fine- to

medium-grained
components

tectonically strongly
utilized, crystallized

joints filled with calcite
layers

tectonically strongly
utilized, narrow joint

distance (centimeters to
meters), joints filled
with sand and clay

tectonically utilized,
medium-grained

metagranite

[10] [11,12] [13,14] [15,16]
Geological tests performed per location: point load test, rebound hammer, compressive strength (cylinder), Geological Strength

Index (GSI), Rock Mass Rating (RMR)

Number of test anchors
(hef = 70 mm, optically evaluated)

Disturbed area 15 15 10 (2) 15 (2)

Undisturbed area 15 15 - (1) 15
Assessments per installation point: rebound hammer, failure load (Fu), failure mode, joint condition (weathering), joint quantity

(1) due to rock properties not possible as no undisturbed areas have been observed; (2) two times setting failure occurred.

Figure 1. Test setup with hydraulic handpump, wide load bridge and scanline.

2.2. Examined Geology

Geological characterization was performed on the geologies described in Table 1 and
is described in detail in Section 2.2.1.

2.2.1. Engineering Assessment of Examined Geology

In order to understand the load-bearing behavior and capacity of post-installed an-
chors in rock the experimental campaign as listed in Table 1 was performed. For rock mass
classification (rock mass quality) scanlines were carried out (see upper part of Figure 1).

391



Materials 2021, 14, 5130

Scanlines are performed by determining joint location, quantity, condition and orientation
whereby the rock structure is recorded in detail. These data are subsequently used as input
parameters for the rock mass rating (RMR) according to [17] and the geological strength in-
dex (GSI) according to [18]. The RMR represents a rock mass classification system, in which
rock strength, joint distances and conditions, in addition to water influence are included
as parameters. The GSI serves as a rock classification system based on a visual survey, in
which rock structure and surface conditions are assessed. Considering this, deformability
and rock strength can be estimated. Scanlines and the resulting rock mass classifications
RMR and GSI allow a comparison between different rock types. Scanlines were performed
also to record the joint structure (joint frequency, roughness, etc.). The uniaxial compressive
strength (UCS) was estimated indirectly by a rebound hammer “Schmidt hammer” (Type
N) according to [19] and the point load index according to [20]. Furthermore, the uniaxial
cylindrical compressive strength was also determined on diamond drilled cores from the
specific study area. In Table 2, the results from the above described testing program are
listed. These are reflected in the rock mass quality, which represents the potential of the
rock being used for fastenings [9]. In other words, it represents the best-case load-bearing
capacity of the base material. Taking into account the findings from [6], it remains uncer-
tain which small scale rock parameters are influencing the load-bearing capacity of post
installed anchors. In order to improve the understanding of these parameters, small-scale
investigations of rock parameters next to the anchor position were also performed.

Table 2. Overview–geological assessment.

UCS UCS Uniaxial Geological Rock Mass

Rock Type Point Load Schmidt Cylindrical Strength Rating
Index Hammer Compressive Strength Index

(N/mm2) (N/mm2) (N/mm2) in acc. to [18] in acc. to [19]

Granulite 93.5 59.0 120.1 (x, n = 3) 52–58 76.8
Dolomitic limestone 82.8 61.0 57.5 (x, n = 2) 42–47 82.6

Dolomite 38.4 13.0 28.5 (from test report) 25–29 54.0
Granite 103.7 58.7 78.7 (x, n = 3) 54–59 86.2

In a first step, the previous the pull-out test rebound values (R) around the anchor
position were measured, concluding the influence of rock strength. As stated by [21],
rebound values indirectly describe the rock compressive strength. According to [22],
1.5 × hef is considered to be decisive for determining the tensile load-bearing capacity
of anchors in concrete. Hence, rebound values were taken at a distance of 1.5 times the
effective embedment depth (1.5 × hef). In the following, “R” is used for the measured
rebound values. As mentioned above also joint weathering and quantity are considered to
have an influence on the load-bearing capacity [9]. Therefore, after performing pull-out
tests, joint weathering and the quantity of critical joints were determined.

2.2.2. Selection of Anchor Positions

It is assumed that for each rock type in the investigated section there are areas which
are visually on the first visual inspection better and others which are worse suited as
base material (Figure 2). Well suited or undisturbed areas were assumed to be (i) not
disturbed in the close-up range (1.5 × hef) by visually recognizable joints (see Figure 2a).
In contrast, worse suited or disturbed areas were defined as (ii) affected by at least one
optically detectable joint. (Figure 2b). In order to consider the worst case in terms of
fastening, anchors were directly positioned in a visually recognizable joint (Figure 2). Test
quantities per rock type and fastening area (disturbed/undisturbed) are plotted in Table 1.
This procedure is used for a visual assessment on site and is intended to represent two
possible base material extremes and, derived from this, the fastening quality.
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(a) (b)

Figure 2. Anchor positions one to nine in (a) undisturbed area (not affected by visual detectable
joints) and (b) disturbed area (affected by joints).

3. Results

3.1. Influence of the Fastening Area (Disturbed/Undisturbed)

Table 3 shows that existing joints in the fastening area next to the anchor strongly
influence the load-bearing capacity. For example, granulite and granite show a deviation—
undisturbed to disturbed—of approximately 60% and dolomitic limestone shows approx-
imately 50% (see Table 3). Undisturbed areas do not show any rock disturbances due
to inhomogeneities and existing joints and are therefore more suitable ex ante as a base
material for fastenings.

Table 3. Comparison of failure loads for the different rock types for disturbed and undisturbed areas.

Parameter Unit Granulite Limestone Dolomite Granite

Fu,m kN 32.2 38.1 10.5 45.4
coefficient of variation % 58% 51% 81% 63%

Fu,m1 disturbed fastening area kN 20.1 28.3 10.5 25.3
coefficient of variation % 49% 58% 81% 68%

Fu,m2 undisturbed fastening area kN 50.3 52.8 n.a. 65.5
coefficient of variation % 26% 26% n.a. 35%

Deviation undisturbed/disturbed % −60% −48% n.a. −61%

3.2. Influence of Joints on the Load-Bearing Capacity
3.2.1. Joint Quantity

As explained in Table 1, the number of critical joints was determined. The assessment
was done visually after failure of the anchor occurred. It was assumed that high joint
quantity results in low load-bearing capacities of the anchorages. For undisturbed areas
generally a critical joint quantity of zero and high load-bearing capacities have been found.
For disturbed areas, a joint quantity of at least one and low load-bearing capacities were
recorded. In [9], more information about disturbed and undisturbed areas and also a
comparison to classification models can be found. Thus, an influence of joint quantity on
load-bearing capacity could be stated. However, further investigations of this relationship
were not carried out, because critical joints can only be determined after failure occurs. Test
No. 9 in granulite (epoxy resin mortar) in undisturbed base material serves as an example
(Figure 3). While an optical assessment indicated an undisturbed area and no critical joints,
retrospectively, the results indicated that many joints were found to be critical for failure.
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(a) (b)

Figure 3. Joint quantity next to the anchor (a) before pull-out test in undisturbed area–no critical
joints visible and (b) after pull-out test–critical joints visible.

3.2.2. Joint Weathering

The influence of joint weathering was considered in accordance to [23] and is mostly
presented as discoloration of the surface (e.g., rust-brown coloration due to oxidation for
granulite). Figure 4 demonstrates the failure load (Fu) unrelated to the anchor type per
defined weathering class and rock type. According to Figure 4, the failure load and degree
of weathering are strongly related. High weathering of joints leads to lower load-bearing
capacities. The secondary y axis of Figure 4 shows the coefficients of variation (CV).
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Figure 4. Failure load and CV as function of weathering class and rock type–weathering class determined after failure
occurred (if n = 1 no CV is given and the beams are hatched as the data can contain an outlier).

Comparing the coefficients of variation, it was found out that with low degree of
weathering failure loads are not only higher but are also less scattering. Like joint quantity,
joint weathering was determined after failure occurred, too. Figure 5 indicates the reason
for that, showing an installed chemical anchor where the degree of weathering of the joint
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is unclear before the pull-out test is carried out (Figure 5a), although high weathering of
the joints could be observed after failure occurred (Figure 5b).

(a) (b)

Figure 5. Joint weathering for (a) an installed anchor–weathering of joint unclear and (b) an anchor
after failure–weathering of joint visible after failure occurred.

Figure 6 shows the relationship between the determined rebound value and joint
weathering based on the different geologies. For high joint weathering, small rebound
values were found. For low weathering, high rebound values could be determined. For
different rock types, the above-mentioned correlation is varying. It should be mentioned
the correlation can be determined only qualitatively, as classification of the weathering
degree was also performed qualitatively. The secondary y axis of Figure 6 shows the
coefficients of variation (CV). Table 4 presents the standard deviations for Figures 4 and 6.
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Figure 6. Relation between joint weathering and R including CV (if n = 1 no CV is given and the beams are hatched as the
data can contain an outlier).
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Table 4. Standard deviations for Figures 4 and 6.

Granulite Limestone Dolomite Granite

standard deviations Figure 4
no weathering n.a. 0.0 n.a. 15.0

low weathering 10.2 7.2 n.a. 2.5
moderate weathering 9.4 16.0 0.0 8.4

high weathering 1.1 0.0 3.1 0.0

standard deviations Figure 6
no weathering n.a. 0.0 n.a. 2.9

low weathering 4.2 3.3 n.a. 3.6
moderate weathering 14.9 2.3 0.0 4.9

high weathering 13.8 0.0 9.0 0.0

3.3. Base Material Assessment by Rebound Hammer

As explained in Section 2.2.2, the anchor positions in the experimental campaign were
first visually divided into disturbed and undisturbed areas. After this visual assessment,
eight rebound values were determined circularly around the anchor position at a distance
of 1.5 × hef as shown in Figure 2. Initially, rebound values were taken to provide an
indication of the rock strength. Secondly, rebound values also are used to validate the
classification into disturbed and undisturbed areas. As shown in Figure 7, disturbed
areas lead to smaller rebound values with visible joints in the investigated area, whereas
undisturbed areas show higher rebound values with no visible joints.

0.0 10.0 20.0 30.0 40.0 50.0 60.0

mean rebound value - disturbed

mean rebound value - undisturbed

rebound value

Figure 7. Mean rebound values for disturbed and undisturbed areas for all rock types.

4. Discussion

4.1. General

The aspects discussed in the following are based on the experimental investigations
described above, whereby no numerical insights are presented.

The given example in Section 3.2.1 (see Figure 3) demonstrates the difficulty of existing
critical joints, which can be recognized only after failure has occurred. The fact that in some
cases critical joints are not visible in advance implies that other methods in addition to
a visual assessment should be carried out. A suggestion on a method how to verify the
visual assessment can be found in Figure 8.
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ØRdisturbed: mean value of all rebound values (disturbed) per rock type
Ranchor: mean value of the eight rebound values per anchor

optical 
assessment

anchor position in joint
= disturbed area

Ranchor < ØRdisturbed
assumption - anchor position in 

disturbed area

Ranchor > ØRdisturbed
assumption - anchor position in 

disturbed area

anchor position not in joint
= undisturbed area

Ranchor < ØRdisturbed
assumption - anchor position in 

disturbed area

Ranchor > ØRdisturbed
assumption - anchor position in 

undisturbed area

Figure 8. Flow chart for base material assessment by rebound hammer.

As for the joint quantity (see Section 3.2.1) the same is true for joint weathering
(see Section 3.2.2). While the degree of weathering is unclear before the pull-out test is
carried out, it can be easily determined retrospectively after the conduction of the test.
From Section 3.2.2 it can be concluded that a low degree of weathering is well suited as
an indicator for assessing the base material quality. Although a strong correlation was
observed, an exact preliminary assessment of joint weathering is not possible. Hence,
also the relation between the rebound value and joint weathering was investigated in
Figure 6. Figure 6 indicates that joint weathering also correlates with rebound values taken
around the anchor position (see Figure 2 and Section 3.2). In other words, rebound values
determined next to the anchor position indicate joint weathering and thus also the base
material quality. This causes a significant advantage, as rebound values can be determined
easily using the base material surface, prior to failure and even before the installation of the
anchor. Therefore, the relationship between rebound values and load-bearing capacities
was investigated.

In order to compare rebound values with failure loads, a validation of the optical
assessment was performed according to Figure 8. Firstly, the mean value of all rebound
values of disturbed areas was calculated (ØRdisturbed). ØRdisturbed was then compared to
Ranchor, which is the mean value of rebound values per anchor. This procedure, according
to Figure 8, is used to validate the visual assessment. To be able to assume an undisturbed
area, both the optical assessment and the comparison of Ranchor with ØRdisturbed must
provide the result “undisturbed”.

4.2. Relation between Rebound Value and Load-Bearing Capacity

As concluded in Section 3.1 it seems that rebound values next to the anchor position
can be used as an indicator for rock quality as base material. Therefore, Figure 9 plots the re-
lationship between failure load and rebound value (as the mean value of 8 values circularly
around the anchor position) per rock type and fastening area (disturbed/undisturbed).
According to Figure 9, the disturbed areas (grey color in Figure 9) are characterized by
lower rebound values and failure loads, while the values are widely distributed around
the line of closest fit. In contrast, undisturbed areas (black color in Figure 9) show high
rebound values and high failure loads for all rock types. It can also be seen that disturbed
and undisturbed areas cannot be clearly separated, but on the contrary are overlapping to
some extent. Considering this in addition to the existing relationship between rebound
values and failure loads, it can be concluded that the estimation of base material quality
by determining rebound values is possible. However, it should be noted that a high corre-
lation is evident for disturbed and not for undisturbed areas. For the undisturbed areas,
the rebound values are capped at about 70 while the failure loads are not. The lack of
correlation demonstrates that the rebound hammer is not indicative for the failure load
above a certain rock strength but ensures a minimum value of load bearing capacity. The ex-
ponential correlation curve between rebound values and uniaxial compressive strength [19]
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is considered reasonably low for the undisturbed areas. In addition, it is possible that
microcracks in the undisturbed rock cannot be detected by means of rebound hammers,
although they have a significant influence on the loading of the anchor pull-out, since here
the rock experiences tensile stress. For dolomite, no undisturbed fastening areas could
be observed, and therefore only one data set for disturbed areas is shown. Accordingly,
estimating base material quality by rebound values varies in its suitability for different
rock types.

(a) granulite (b) limestone

(c) dolomite (d) granite
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Figure 9. Relationships between rebound values and failure loads for various rock types.

In Figure 10, all rock types are examined together. The rebound values (R) illustrated
are equivalent to the mean rebound values from the anchor position. These are calculated
out of eight values taken next to the anchor position (compare to Figure 2). Therefore, it is
possible to indicate not only the mean rebound values, but also to plot the scattering per
value (described by the coefficient of variation, CV). This form of presentation was chosen
in Figure 10, where large data points indicate a high coefficient of variation. According to
Figure 10, disturbed areas result in more scattering of rebound values than undisturbed
areas. Inhomogeneities around the anchor position in disturbed areas thus lead to the
varying rebound values. In undisturbed areas, intact rocks with more homogeneous
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properties lead to a more uniform distribution of rebound values, whereas low CVs should
therefore indicate good rock properties.
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Figure 10. Relationship between rebound values and failure loads for all rock types.

On the contrary, poor uniformly distributed rebound values can lead to a small
scattering too. Small CVs therefore do not automatically indicate good fastening properties.
Instead of that, they can originate from good or poor a priori rock properties. In Figure 11,
the measured rebound values taken next to the anchor are shown using a radar chart.
For both examples, the rebound values are evenly distributed. Although this results in
similar CVs, the failure loads differ significantly. Therefore, using CVs to identify good
rock properties is not sufficient. In order to prevent wrong conclusions being drawn from a
low CV in regard to good rock properties, it is necessary to have a combined consideration
of CV and mean R value.

(a) (b)
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Figure 11. Uniformly distributed rebound values R (CV, Rmean, Fu). (a) uniformly distributed with
low R values; (b) uniformly distributed with high R values.
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Thinking further, it is also possible to neglect the CV altogether. In fact, the rebound
value scattering is not decisive if the mean rebound value succeeds a certain level. Figure 12
demonstrates an example for this conclusion. Although a high CV can be observed due to
downward statistical outliers, it was still possible to achieve a good load-bearing capacity.
Hence, in order to identify good rock properties in advance, it should be sufficient if
the tested rebound values per anchor are not falling below a certain level. A further
consideration of the coefficient of variation was therefore not carried out.
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Figure 12. High rebound values including two downward outliers (CV, Rmean, Fu).

In Figure 13, a lower threshold value for the rebound values was defined. In order to
determine the threshold value, a log normal distribution was assumed for all undisturbed
rebound values. Calculating the 5% fractile from this distribution, a mean rebound value of
53.2, a standard deviation of 1.3, and a k-value of 1.645 for an infinite sample size were used.
Conclusively, a threshold of 36 resulted. When highlighting all anchors in undisturbed
areas for which none of the eight rebound values is below this threshold, good rebound
values and failure loads can be obtained.

Some data points for disturbed areas also show comparable failure loads and rebound
values. In principle, the same procedure can be used for anchor positions in disturbed
areas, if compared to the threshold of undisturbed rebound values. However, resulting
failure loads are lower and show a larger scattering, which can be explained by the existing
inhomogeneities in the base material. The rock quality for post-installed anchors for these
areas could be described as average.

The approach should therefore always be used in combination with a visual assess-
ment. Nevertheless, Figure 13 indicates that using a lower threshold allows to identify
good rock properties when combined with a visual assessment. A classification of base
material properties by means of a combination of visual assessment and the determined
threshold can be obtained from Table 5.
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Figure 13. Relationship between rebound values and failure loads–anchors where R values do not fall below threshold
are highlighted.

Table 5. Base material classification.

Base Material Quality Poor Average (1) Average (2) Good

rebound values per anchor >36 no yes no yes
disturbed/undisturbed disturbed disturbed undisturbed undisturbed

mean Fu /in kN 21.20 34.96 41.37 58.12
CV 69% 42% 60% 34%

minimal Fu /in kN 3.90 18.60 7.00 25.60

As described above, good base material quality can be assumed when the threshold
is met in undisturbed areas. Average base material can be expected if (1) the rebound
values are above the threshold in disturbed areas or (2) the threshold is not fulfilled in
undisturbed areas. Ultimately, poor base material should be considered when rebound
values are below the limit value in disturbed areas.

5. Conclusions

Small scale investigations on rock were performed in order to identify influencing
parameters on the load-bearing capacity of post-installed anchors. It was shown that, for
disturbed areas, a high number of joints are usually critical for failure and lead to low
failure loads. For undisturbed areas, higher load capacities could be found with fewer
joints, whereby the joint quantity was determined retrospectively. Nevertheless, it was
shown that it is not possible to determine critical joints before failure occurs.

Weathering degree also shows a correlation with failure loads. High degrees of
weathering of joints lead to smaller failure loads. Once more, it is not possible to determine
the weathering degree before failure. However, it was possible to show that rebound values
around the anchor position correlate with the degree of weathering. A high degree of
weathering leads to low rebound values and low joint weathering leads to high rebound
values. Therefore, rebound values provide the possibility of making an estimation about
base material quality in advance of failure. Accordingly, high rebound values indicate good
base material quality. From the investigated rebound values, a threshold can be calculated
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based on a log-normal distribution. If rebound values around optically undisturbed anchor
positions do not fall below this threshold, good base material properties can be assumed. If
the criterion is met in areas of optically disturbed anchor positions, average base material
quality can be assumed. This procedure should therefore always be combined with a visual
assessment. Average base material can also be considered if the threshold is not met in
undisturbed area. Finally, poor base material should be assumed when the criterion is not
met in disturbed areas.

This technical paper was able to demonstrate the influence of joint quantity and
weathering next to the anchor position on post-installed anchors in rock. Further, an
approach for a preliminary assessment to classify the base material quality was proposed.
An open question remains concerning the extent to which t a design concept for the base
material classes can be derived from this and this will be the subject of future research.
A detailed investigation of these questions helps engineers of post-installed anchors to
become more familiar with the less known base material rock.
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Abstract: Inthis paper, we report the results of our research on reinforced concrete beams made of
fine aggregate fibre composite, with the addition of steel fibres at 1.2% of the composite volume. The
fine aggregate fibre composite is a novel construction material, in which the aggregate used is a post-
production waste. Twenty reinforced concrete beams with varying degree of shear reinforcement, in
the form of stirrups with and without the addition of steel fibres, tested under loading. The shear
capacity results of reinforced concrete beams made of the fine aggregate fibre composite being bent
by a transversal force, as well as the cracking forces causing the appearance of the first diagonal
crack, are discussed. The stages of functioning of such elements are described. Furthermore, the
effect of the steel fibres on the reduction of diagonal cracking is analysed. Computation of the shear
capacity of the tested elements is performed, based on the Model Code 2010 and RILEM TC-162 TDF
standards, for two variants of the compression strut inclination angle θ that measured during testing,
and the minimum(in accordance with the Model Code 2010 standard). We found that the SMCFT
method part of Model Code 2010 showed the best compatibility with the experimental results. The
tests and analyses performed demonstrate that the developed novel fibrecomposite—the properties
of which are close to, or better than, those of the ordinary concrete—can be used successfully for the
manufacturing of construction elements in the shear capacity aspect. The developed fine aggregate
fibrecomposite could serve, in some applications, as an alternative to ordinary concrete.

Keywords: steel fibre-reinforced concrete; steel fibres; waste sand properties; reinforced beam; shear
cracking; shear capacity

1. Introduction

Concrete belongs to the class of brittle and barely deformable materials; therefore,
it is susceptible to scratching and cracking. The addition of, for example, steel fibres to
such materials allows us to obtain higher plasticity and cracking resistance properties.
Fibre-reinforced concrete was first used 140 years ago when, in 1874, Bernard submitted
his first patent application for steel fibre-reinforced concrete. Since that time, attempts have
been made to both evaluate the impact of the fibres on concrete properties [1–9], as well
as distribution of fibres in the concrete [10–12]. Fibre-reinforced concrete has, therefore,
become an alternative to ordinary concrete.

The fibre-reinforced concrete filling, just as in the case of ordinary concrete, is a fine
and coarse aggregate selected based on a continuous grading curve. Aggregate deposits
occur in the Pomeranian area in Poland, in the form of a mixture of fine and coarse
aggregates. The high demand for coarse aggregate has contributed to the development
of a technique of its sourcing by washing it out from its deposits. This technique is called
hydroclassification. The application of hydroclassification of natural aggregates results
in the build-up of dumps of washed-out sand, from which coarse aggregate fractions
have been eliminated. Such created excavations must be subjected to costly reclamation
operations. An alternative for reclaiming these excavations is through the possibility to use
waste sand as a valuable construction material. Due to the shortage of coarse aggregate in
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the north region of Poland, a concrete composite has been developed [11,13,14],included
in which is the fine aggregate (i.e., waste sand). In the analysed fine aggregate cement
composite, the coarse aggregate was substituted with steel fibres, in order to create steel
fibre-reinforced waste sand concrete (SFRWSC).

The subject matter of our analysis is, therefore, the novel steel fibre-reinforced waste
sand concrete. This novel fibre composite material, featuring high compression and tensile
strength, was designed based on a fine post-production waste aggregate. The research
work described in [12,14,15] stated that a fibre composite based on waste sand containing
1–1.5% steel fibres has the best physicochemical properties. If the steel fibre content exceeds
1.5%, some tested material features decrease or improve insignificantly. Therefore, the
addition of steel fibres in excess of 1.5% makes the resulting concrete hardly usable, due
to material workability, its mechano-physical properties, and cost. A steel fibre content
equal to 1.2% seems to be the best possible option, considering the fundamental properties
that the structural composite should have. The residual strength values of SFRWSC with
a steel fibre content of 1.2%, defined in the EN 14651 standard [16], have been classified
in accordance with Model Code 2010 [17] as class 7b, which means that this material is
suitable for the manufacturing of structural elements, and traditional reinforcement may be
reduced. A feature distinguishing the analysed SFRWSC is its ability to resist higher shear
forces, compared to concrete without fibre reinforcement. An increase in the shear capacity
may lead to a reduction of traditional shear reinforcement or the complete abandonment of
such reinforcement, due to shear capacity at small loads.

Analysing the state-of the-art in the field of shear fibre concrete elements, the first
works were started in the 1970s. Batson, in [18], published the results of research on the
influence of the shape, quantity, and dimensions of fibre reinforcement on shear force.
Based on these studies, he concluded that the stirrups can be replaced by round, flat, or
crimped steel fibres, which effectively influence the shear capacity of the support areas.
In 1986, Sharma [19] conducted research and confirmed the beneficial co-operation of
fibres and stirrups meanwhile, in 1987, Narayanan and Darwish published a study [20]
considering beams with crimped fibre content, different degrees of main reinforcement,
and varying a/d ratio. The shear problem in fibre-reinforced elements is still relevant and
remains of experimental research. You et al., in their work [21], presented the results of an
experiment carried out on rectangular beams, considering the use of fibre reinforcement
with and without stirrups. Their research showed that the shear load capacity increases
significantly with increasing fibre content, and the addition of an appropriate percentage
of fibres can change the failure mode from brittle failure at shear to a ductile mechanism.
The stirrups can be partially replaced by steel fibres and the combination of steel fibres and
stirrups showed a positive effect on the mechanical behaviour of the composite. Similar
conclusions have been reached by Ding et al. [22] and Li et al. [6]. Zhao [23], in his work,
additionally characterized the effect of fibres on the reduction of diagonal cracks and
strain after cracking. Analyses of the level of the scale effect by fibres in the shear load
capacity [24]. Reviews of the state of knowledge of fibre-reinforced shear elements have
been presented in the manuscripts [25,26], among others. Although the shear issue has
been dealt with in numerous papers, there is still a need for further research, in order to
analyse this issue in a more insightful way.

Knowledge of the bahavior and failure of reinforced concrete structures is of great
technical and economic importance. Experimental testing of such components is laborious
and costly. Therefore, the possibilities of numerically analyzing the work of reinforced
concrete elements are often used, e.g., with the help of the Finite Element Method (FEM).
In addition, along with the development of new materials and research methods, inten-
sive scientific work is carried out on the use of numerical methods for modeling physical
processes, development of material damage to destruction, modeling of ultra-high perfor-
mance concrete, reinforced concrete shells and walls or structure strengthening [27–30]. The
problem of shear in reinforced concrete beams [31,32] and in fiber-reinforced beams [33–35]
is also subjected to numerical modeling. Talavera-Sanchez et al. [33] presented the test
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results of 16 beams with various parameters, including steel or macro-synthetic fibers,
the presence or absence of transverse reinforcement, different shear-to-depth ratios, and
different transverse reinforcement values. In numerical modeling was used the nonlinear
finite element analysis following the smeared crack approach and a total strain-based crack
material model. Numerical modeling has shown that the nonlinear finite element model
can predict the behavior and strength of beams with transverse reinforcement with high
accuracy. For members without transverse reinforcement, the shear capacity is acceptable,
but some doubts remain unclear as these beams have large critical diagonal crack failure.
In the manuscript of Amin and Foster [34] comparison of full scale SFRC beams ATENA
2D smeared crack models were described. The ATENA 2D integrated with a constitutive
law derived after an inverse analysis from prism bending tests. The numerical model is
validated against experimental results obtained. Authors analyzed experimental and nu-
merical shear strength, deflection and diagonal crack pattern. It was shown that numerical
model compared well with the experimental data in capturing the linear and non-linear
responses of the beams. Some studies also concerned beam sections other than rectangular
ones, and Baross and his team [35] dealt with modeling of T-sections. The studies of
fiber-reinforced concrete T-beams damaged due to shear were analyzed in comparison
to various numerical models, i.e., smeared crack model, discrete crack model, concrete
damage plasticity model, and lattice discrete particle model. The models were analyzed
in terms of deflection, strain and diagonal cracking. The authors obtained results with
different accuracy in relation to the experimental results, stating that for the lattice discrete
particle model, the best means of agreement are obtained.

The research work published in [12,15,36] concluded that SFRWSC without steel fibres
behaves like ordinary concrete in bent elements provided with conventional reinforcement.
The addition of steel fibres considerably improves the flexural capacity of such elements,
thanks to which, the reduction of conventional reinforcement due to bending moment
is possible. The addition of steel fibres also limits the width of cracks perpendicular
to the element axis. These properties provide a possibility to use this material in the
production of structural elements such as flooring slabs, beams, or coatings. Thanks to
its mechano-physical properties, SFRWSC may, in some cases, serve as a substitute for
ordinary concrete.

Considering the abovementioned achievements to date, the objective of the research
presented in this paper was to show that the novel SFRWSC, with 1.2% fibre content, could
be used for the production of reinforced concrete elements that are subject to bending
functioning under shear force. To date, no research work has been performed on reinforced
concrete elements made of SFRWSC that are subjected to bending by a transversal force.
Therefore, an assumption was made, namely that steel fibres used as reinforcement can
contribute to an improvement of the shear capacity of such elements. Another objective is
to prove that, by using steel fibres, conventional shear reinforcement can be reduced, as
well as reducing the diagonal crack width.

The design of fibre-reinforced concrete cross-sections functioning under shear force is
still an unexplored issue [37,38]. The first design methods were based on experimental tests
and had a limited scope of application. After the publication of two European standards—
RILEM -TC-162-TDF [39] and Model Code 2010 [17]—the dimensioning of fibre-reinforced
concrete cross-sections functioning under shear force has been standardised. However, the
authors of many scientific papers [40–43] evaluating the shear design methods described
in the above-named standards have stated that there were significant differences between
the experimental and computed values. Therefore, the next objective of this research work
is the evaluation of the shear design fibre-reinforced elements, based on the Model Code
2010 [17] and RILEM TC-162-TDF [39] standards, in terms of the possibility to use the
methods for shear design of SFRWSC elements subject to bending. It should be noted
that by using waste aggregate as a full-value construction material for the production of
the tested SFRWSC, these studies are in line with the global trends related to sustainable
development of the environment.
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2. Test Materials

The reinforced concrete beams to be tested for shear capacity were made of SFRWSC
containing 1.2% steel fibres, in relation to the volume of composite material [44].SFRWSC
is a novel structural material, in which the used aggregate is a post-production waste. In
the analysed composite, the used aggregate was sand of 4 mm granularity, which is a
waste material of aggregate mines located in northern Poland (the Pomeranian region). In
this area, a significant part of the output is subjected to the process of hydroclassification,
which results in 80% sand and only 20% coarse aggregate. This disproportion leads to
the situation where most of sand remains unused, in numerous dumps located near the
aggregate mines (Figure 1).

 

Figure 1. View of the sand heaps after the hydroclassification process in Pomerania (northern Poland).
Reproduced with permission from ref. [13] published by Middle Pomeranian Scientific Society of the
Environment Protection, 2015.

The postulate to somehow utilise remaining waste sand dumps constitutes a world-
wide tendency, consistent with Sustainable Ecological Development [45–49]. Similar phe-
nomena of excessive sand fractions can be observed in other parts of the world, such as the
Middle East or in North Africa [50]. Figure 2 presents waste sand grading curves appointed
by various authors. These curves only insignificantly differ from one another, despite the
fact that the sand used in these studies originated from various aggregate mines located
in northern Poland. This indicates that all these deposits are post-glacial or fluvioglacial
residues, developed in the same period [12,51,52].

The used fine aggregate complied with the requirements formulated for mineral
aggregates recommended for ordinary concrete manufacturing. The content of mineral
dust in the aggregate was below 3%, which allowed for it to be classified in the f3 category,
based on the PN-EN 12620 standard [53].

Sand obtained from the hydroclassification process performed in the Mineral Raw
Materials Mine in Podwilcze, Białogard Commune, was used (1570 kg/m3), together with
Portland cement CEM II/A-V 42,5R (420 kg/m3), silica dust (21 kg/m3), superplasticiser
FM series [54] (16.8 kg/m3),and tap water (160 kg/m3), in order to form the test elements.
The fibre reinforcement comprised steel hook-end fibres (Figure 3) in the amount of 1.2%
(94 kg/m3) and with l/d ratio λ = l/d = 62.5 (l = 50mm, d = 0.8mm) [55].The steel fibres had
ITB technical approval No. AT-15-295/1999 [56], in accordance with the PN-EN14889-1
standard [57].
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Figure 2. Grading curve of used aggregate and grading curves of other Pomeranianaggregates used
in different research programs [13,51,58]. Reproduced with permission from ref. [52]; published by
Middle Pomeranian Scientific Society of the Environment Protection, 2017.

 

Figure 3. Fibre dimensions and close-up look.

The fine aggregate composite matrix was designed through application of an analytical
and experimental method. Modification of its composition by addition of silica dust and
superplasticizer allowed us to obtain aw/c = 0.38 ratio. The fibres were placed in the
composite mix at random. The technical characteristics of the steel fibres used in the tests
are presented in Table 1.

The conditions of SFRWSC composing, care, and testing have been broadly described
previously [11–13,51]. The mechano-physical properties of the analysed fibre composite
with ordinary concrete are detailed below.

409



Materials 2021, 14, 2996

Table 1. Technical characteristics of the steel fibres used in the tests ([55,56]).

Pos. Feature Value UoM

1 Structural group I -

2 Tensile strength 1160 ± 7 N/mm2

3 Young’s modulus 210,000 N/mm2

4 Consistency by fibre content 14–15 kg/m3,
measured by application of Ve-be method

4 s

5 Impact on concrete strength at CMOD * = 0.5 mm 1.5 N/mm2

6 Impact on concrete strength at CMOD * = 3.5 mm 1.0 N/mm2

*—cut crack width according to PN-EN 14651 standard method [16].

When considering fibrecomposite structural elements, one should first of all take into
account the method of their design. For a designer of building structures, a standard-
defined property is necessary, which determines the material’s ability to transmit tensile
stresses after cracking, as provided by the manufacturer. Over the past 20 years, several
proposals for a quantitative description of the behavior of cracked fiber-reinforced concrete
under tensile conditions have been developed. The most common method for describing
this property is given in the RILEM TC-162-TDF [39] recommendations. This method has
been included in the European standard EN 14651 [16] and in the Model Code 2010 [17].
It consists of an experimental measurement of the relationship between the crack width
(CMOD) and the load force on the bar in the middle of its span. The CMOD–Force relation
determined as a result is used to define the so-called residual strengths: f R,1, f R,2, f R,3, and
f R,4. The values of the residual strengths obtained in our tests are presented in Table 2.
They denote the values of the tensile stresses in the cross-section for a given width of the
CMOD crack, equal to 0.5, 1.5, 2.5, and 3.5 mm, respectively. The values of these strengths
serve as the basis for the dimensioning of structural elements.

The Load– CMOD diagram resulting from residual strength test is depicted in Figure 4.

Table 2. Mechano-physical properties of the analysed fibre composite with ordinary concrete [12,14,51,59].

Property

Material

Methodology of DeterminationFibrecomposite
(with Coefficient of Variation)

Ordinaryconcrete

Aparent density in dry condition: ρ,
[kg/m3]: 2290 (ν = 0.7%) 2000–2600 PN-EN 12390-7 [60]

Compression strength: fc cyl , [MPa] 64.4 (ν = 6%) 12–50
(PN-EN 1992-1-1)

PN-EN 12390-3 [61]

Compression strength: fc cube, [MPa] 67.6 (ν = 3%) 15–60
(PN-EN 1992-1-1)

Split tensile strength: ft spl [MPa] 7.3 (ν = 8%) 3.0–3.7 PN-EN 12390-6 [62]

Static modulus of elasticity: Ecm, [GPa] 36.7 (ν = 7%) 29–37 PN-EN 12390-13 [63]

Dynamic modulus of elasticity: Ed [GPa] 45.9 (ν = 1%) Ecm = 0.83 Ed Neville A.M. [64]

Creep: εp, [�] 0.26 (ν = 4%) 0.1–1.0 ITB 194/98 instructions [65]
Shrinkage: εcs, [�] 0.88 (ν = 4%) 0.2–0.6

Abrasion resistance: A, [cm3/50 cm2] 9.0 (ν = 7%) 1.5–22 PN-EN-13892-3 [66]

Residual strength: fR, [MPa]

fR1 = 9.3 (ν = 13%)

Not applicable
PN-EN 14651 [16]

fR2 = 8.8 (ν= 15%)

fR3= 7.9 (ν = 15%)

fR4= 7.0 (ν = 17%)

Shear strength: τ, [MPa] 12.9 (ν = 8%) - JCI-SF6 [67]
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Figure 4. Load—CMOD relation for SFRWSC. Reproduced with permission from ref. [59]; published
by Middle Pomeranian Scientific Society of the Environment Protection, 2015.

For easier interpretation of the test results, the graph boundaries (solid lines) and
the mean force dependence on CMOD (dotted line line) are shown. The diagram shows
a decrease in the destructive force as the CMOD value increases after the appearance of
the first crack. The shape of the graph in Figure 4 indicates that the tested fibrocomposite
shows the post-crack softening (pcs) feature. The obtained results clearly indicate the
ductile nature of the SFRWSC with 1.2% fiber content. In accordance with the guidelines of
the Model Code 2010 standard [17], the class of the tested SFRWSC was designated as 7b. It
should be noted that the obtained values of the coefficient of variation (ν) given in Table 2,
unlike the ν indices for the other properties of this material, are large. Unfortunately, tests
of residual strength carried out with the use of beam elements are usually burdened with a
large spread, amounting to an average of 20% [68] due to small bending areas in the beams,
which has been confirmed in [69], among other works. Residual strength tests and their
results have been discussed, in more detail, in [12,59].

It can be seen from Table 2 that SFRWSC with 1.2% steel fibre content has better or
similar properties as ordinary concrete. The properties of this composite comply with the
requirements formulated for structural materials; therefore, it may serve as a substitute
for ordinary concrete. Partial substitution of concrete by the proposed fine aggregate
composite with fibre reinforcement, featuring the same or better properties, provides a
perfect solution for those regions that are short of natural coarse aggregate deposits. This
will allow for regional aggregates to be used in a sustainable manner. Such actions will
also contribute to the gradual depletion of sand dumps (Figure 1).

3. Methodology of Research and Test Elements

The test elements used in the shear capacity test are described in Figure 5 and
Table 3. Additionally, test elements in form of cylinders (150 × 300 mm) and beams
(150 × 150 × 700 mm) were made, in order to determine the fundamental properties of the
proposed SFRWSC (Table 3).

 
Figure 5. Specification of tested beams.
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Table 3. Description of the test elements.

Beam Marking Stirrups Fibre

B (4 pcs.) none 0%
BF (4 pcs.) none 1.2%
BSa (4 pcs.) #4.5 @ 120 0%
BSb (2 pcs.) #4.5 @ 90 0%
BFSa (4pcs.) #4.5 @ 120 1.2%
BF2b (2 pcs.) #4.5 @ 90 1.2%

Composite properties:
fc = 52.6MPa, fct = 3.3 MPa, fcf = 64.4 MPa, f R1 = 9.27 MPa, f R2 = 8.80 MPa, f R3 = 7.87 MPa,
f R4 = 6.98 MPa, Ecm = 36.7 MPa
Steel properties:
fy = 529 MPa, ft = 650 RMPa, Es = 200 GPa, fyw = 584 MPa, ftw = 615 MPa

In order to ensure shear failure a relatively large number of rebars was used in the
tension face (2#20 and 2#16. In order to avoid the arch effect and the significant impact
of the longitudinal reinforcement on the shearing force, shearing section a (Figure 5) was
determined in such a way that the shear a/d ratio was about 3. In B and BF series beams,
reinforcement was intentionally located in the compressed area (2#12), due to its significant
impact on the shear capacity. Such prepared beams were stored, until tested, for 28 days at
20 ± 2 ◦C temperature and 100% relative humidity conditions. After 30 days, the beams
were loaded. The stand used for shear capacity testing of SFRWSC beams is presented in
Figures 6 and 7.

Figure 6. Schematic of experimental setup [44].

The beams were tested using specially designed experimental setup, in the config-
uration of a reversed freely supported beam (Figure 6). The beams were loaded at a
constant speed of ~4 kN/min, until failure. Two measuring techniques were used in the
test: The SAD-256 data acquisition system (APIG Ltd., Łódź, Poland) (Figure 7a) and the
Aramis 4M system (GOM Ltd., Braunschweig, Germany) (Figure 7b). Measurements were
performed periodically at 0.5 Hz frequency, from the moment of load application until
beam destruction. The SAD-256 sensor arrangement used for the measurement of surface
deformation of one beam side (Figure 7b) was designed in such a way that the recording
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of deformations in the diagonal crack area was possible. The width of the cracks that
were diagonal and perpendicular to the element axis, deformations of the second beam
side surface, and deflections were measured using the Aramis 4M software (GOM Ltd.,
Braunschweig, Germany). To measure deformations of shear reinforcement, strain gauges
were used, which were glued to the vertical parts of stirrups before concreting. Six strain
gauges were used for each beam (i.e., three for each shear area). The beam loading force
was recorded by a force sensor, located over the hydraulic jack, with 0.66 mV/V sensitivity.
The beam span (Table 3) was selected in such a way that the shear failure at the first or
second support could be recorded by the Aramis 4M (GOM Ltd., Braunschweig, Germany).
Considering the adopted static arrangement, beam shear failure could occur within the
first or second support area. For this reason, the beams were tested in two stages. In the
first stage, the beam was subjected to loading until shear failure occurred. Then, the test
was stopped, and the beam load reset. A steel corset, made of steel sections pulled into
place by bolts (Figure 8), was put onto the failed shear area. The corset was intended to
resist transversal forces in the fractured shear area in the second stage of the test. The
beams with the steel corset were loaded until the second shear area failed.

(a) 

 

(b) 

 
Figure 7. Stand for shear capacity testing of bend elements: (a) Beam side surface tested using SAD-256 system; and (b)
beam side surface tested using Aramis 4M system [44].

 

Figure 8. Beam reinforced with steel corset after the first testing stage.
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4. Test Results and Their Analysis

4.1. Shear Behaviour of Bending Infibre-Reinforced Concrete Beams

Having analysed the beam deformation maps obtained from the Aramis 4M system
for various levels of loading, five stages of functioning under shear conditions could be
distinguished for the SFRWSC.

When no cracks occur in a given element, longitudinal deformations of steel and
fibre composite are the same. The element functions in the flexural phase until the tensile
strength of the fibre composite is attained, as illustrated in Figure 9.

 

Figure 9. Stage I of shear behavior of element—no cracks.

Once the fibre composite tensile strength is exceeded, which corresponds to the
occurrence of cracks, the beam starts functioning in stage II, as a cracked element. Cracks
perpendicular to the element axis appear in the middle of its span. The beam functions in
this phase until the diagonal tensile strength of the composite in the shear area is reached
(Figure 10).

 

Figure 10. Stage II of shear behavior of element—flexural cracks have occurred.

In Figure 11, the occurrence of several diagonal cracks between the tensioned rein-
forcement and the compressed area of the cross-section of the analysed beam is already
visible. At the same time, the direction of perpendicular cracks changes, slanting from
perpendicular to diagonal position.

A subsequent increase in beam loading results in increased crack width in the existing
cracks, which means that the element is now in stage IV. In the case of beams with strong
shear reinforcement, subsequent diagonal cracks may occur at this stage. The diagonal
cracks become longer and approach the main reinforcement area. In stage IV, a critical
diagonal crack may also appear, depending on the element shear capacity. Reaching of the
shear capacity is shown in Figure 12.
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Figure 11. Stage III of shear behavior of element—occurrence of diagonal cracks in both shear areas.

 

Figure 12. Stage IV of shear behavior of element—stabilization of the diagonal crack and arriving at the shear capacity.

Stage V is the stage of destruction of the element under shear force, through arriving
at the composite diagonal compression strength (Figure 13). This type of destruction has
been described, in [70], as a shear compression failure. It is observed in those beams that
have strong main reinforcement with the simultaneous absence of or very poor transversal
reinforcement. The cause of failure is a split fracture of the composite structure in the
so-called compressed area (i.e., above the diagonal crack end), where a sort of pivot appears
to occur.

 

Figure 13. Stage V of shear behavior of element—shear compression failure of the beam.

Beam failure, due to loss of adhesion of the fibre composite to the reinforcement
originating from elongation of the longitudinal crack at the main reinforcement height, is
illustrated in Figure 14.

Beams with strong shear reinforcement (BFSb series) were destroyed due to their
arriving at the yield point of the tensioned reinforcement (Figure 15). The load shear
capacity of an element is decided by its most strained and/or weakest cross-section.
However, cracks originating in various element cross-sections are very important for its
deformation, as they have an impact on rigidity of the entire element.
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Figure 14. Stage V of shear behavior of element—shear tension failure of the beam.

 

Figure 15. Stage V of shear behavior of element—element bending failure through yielding of the tensioned reinforcement.

The application of steel fibres led to the failure images of SFRWSC beams shown
above having a more ductile character, compared to fine aggregate cement composite
beams without fibre reinforcement. The shear force–deflection relation, in the first stage of
the test (pt. 3), is illustrated in Figure 16.

An analysis of Figure 16 clearly indicates the influence of steel fibers on the bearing
capacity of the beams made of fine-aggregate fibre-composite near the support zone, and
on the nature of the work of the beams after the appearance of the first diagonal crack. In
the B series beams (without stirrups and steel fibers), when the crack appeared, the loading
force remained at the same level. The appearance of successive diagonal cracks resulted
in temporary load drops. However, in the remaining beams with shear reinforcement
(stirrups and steel fibers), after the appearance of a diagonal crack, the load continued
to increase and no decrease in the loading force was observed at the time of appearance
of subsequent cracks. Both the stirrups and steel fibers affect this behavior of the beams,
where the steel fibers can “bridge” cracks by transferring tensile stresses. In addition, the
addition of steel fibers reduced the brittle nature of the material more effectively than
stirrups. Analyzing the slope of the force (V)–deflection (δ) curves shown in Figure 16, it
can be concluded that the steel fibers affected the bending stiffness, but the impact was
not significant; which has been confirmed, in [15], in the case of elements with a high
degree of main reinforcement. Yoo [71] and Ashour [72] also came to similar conclusions.
It should be emphasized that, despite the slight influence of the addition of steel fibers on
the stiffness, the final values of deflections at the maximum transverse force were much
greater for beams reinforced with stirrups and steel fibers (approx. 13 mm), compared to
those without fibers and stirrups (approx. 7 mm). The deflection values for the BF (with
fibres) and BSa (with stirrups) series elements were similar, amounting to approx. 10 mm.
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Figure 16. Relation between mean shear force and mean deflection for tested beams.

4.2. Beam Failure Models and Experimentally Determined Shear Capacity

Various failure models were observed during the tests, depending on the type of
shear reinforcement and the combinations (Table 3) that were used [44]. The failure of
B beams (without shear reinforcement) and beams having only fibre reinforcement (BF
beams) had a shear tension character (Figure 17). Once the first diagonal cracks appeared,
one increased its width as the load was increased. A number of small cracks occurred at
the main reinforcement level, which means that gradual loss of the main reinforcement
adhesion to the fibre composite occurred. Consequently, the depletion of shear capacity of
such elements resulted from the main reinforcement steel slide at the place of anchoring on
the support.

 

Figure 17. Example of a shear tension failure in the shear area of BF series beams.

In the case of BFSa series beams (elements with 120 mm stirrup spacing), the failure
was similar to that described above, but with the diagonal tension failure feature. Such a
failure mode resulted from the high shear capacity of BSFa beams, and occurred in the case
of beams with insufficient flexural reinforcement over their entire span. In this case, the
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flexural reinforcement steel yield point was observed not in the middle of the element span,
but at the section of the simultaneous action of the bending moment and transversal force.
This resulted in an increase in width of one of the diagonal cracks, leading to its elongation
and penetration into the compressed cross-section area. This crack caused, in effect, the
crashing of concrete in the cross-section above the crack. Therefore, for this beam series,
the second test stage—which was aimed to define the shear capacity of the undamaged
shear area—failed. In this particular case, the beams failed because of bending (Figure 18).
In most cases of BFSa series beams (featuring greater stirrup spacing equal to 120 mm)
and BSa series beams (with stirrup spacing of 120 mm, no steel fibres added), the stirrups
through which the diagonal crack passed had fractured. In the destruction of BFSb series
beams (stirrups spaced at 90 mm), which showed the highest shear capacity, failed due to
yielding of the flexural reinforcement (flexural failure). Finally, due to high deformation,
the compressed area of the element crashed. In effect, a secondary shear failure of the
diagonal tension type occurred (Figure 19).

 
Figure 18. Typical secondary failure of a BFSa series beam.

 

Figure 19. Example of a secondary BFSb series beams failure.

Table 4 shows the mean values of forces Vcr (shearing force at which a diagonal crack
occurs) and Vult (the ultimate shear force) obtained from tests for particular beam series.

Table 5 shows the effects of reinforcement of SFRWSC beams obtained in the tests.
The highest values of the shear force (Vcr), for which the initial diagonal cracking has

been observed, and the ultimate shear force (Vult) were observed for the beams reinforced
with both stirrups and steel fibres. The reduction of stirrup spacing from 120 mm to
90 mm contributed to an increase in the shear capacity of elements by 23%, on average, for
the beams without fibres, and 13% for the beams with fibres. The analysis of the results
obtained for the beams reinforced only with stirrups and only with steel fibres led to
the conclusion that slightly higher carrying capacities occurred in the case of the beams
without stirrups. Compared to BFSa beams, the tested forces, Vult, were lower by 40% for
BSa beams and by 26% for BF beams. Despite the fact that addition of the second type of
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shear reinforcement provided a lesser reinforcement effect (see Table 5), the impact of steel
fibres and stirrups on the shear capacity added up, which originated from the results for
BFSa and BFSb series beams. Similar conclusions have also been drawn by other authors,
who analysed the co-operation of stirrups with steel fibres in resistance to transversal
forces [21–23,73].Our research also showed that fibre reinforcement had an advantageous
impact on the occurrence of the first diagonal crack, in comparison to those beams that
contained no steel fibres. The value of the transversal cracking force (Vcr) in the fibre
composite elements was higher (by approximately 38%), compared to the beams without
fibre reinforcement. In beams of BF, BSa, and BFSa series, the ratio of the cracking force
(Vcr) to the ultimate shearing force (Vult) was constant and amounted to approximately
0.56. The insignificant increase in Vult, compared to Vcr, for B series beams originated from
the fact that the shearing force was reduced by occurrence of the so-called “dowel action”,
engaging the aggregate and the compressed area.

Table 4. The mean values of forces Vcr and Vult for particular beam series.

Beam
Vcr

[kN]
Standard Deviations

[kN]
Vult
[kN]

Standard Deviations
[kN]

Vcr/Vult
[-]

B 44.28 16.42 55.57 19.40 0.80
BF 61.00 22.53 106.25 37.04 0.57
BSa 47.18 17.30 84.21 29.19 0.56

BFSa 79.93 31.31 140.27 57.92 0.57
BSb 45.29 7.08 103.32 4.27 0.43

BFSb 64.78 16.86 161.2 * - 0.40

*—flexural failure.

Table 5. Increase coefficients for particular beam series.

Increase Coefficient

Beam Vult/Vult
B Vult/Vult

BF Vult/Vult
BSa Vult/Vult

BFSa Vult/Vult
BSb Vult/Vult

BFSb

B 1.00 0.52 0.66 0.40 0.53 0.34
BF 1.91 1.00 1.26 0.76 1.03 0.66
BSa 1.51 0.79 1.00 0.60 0.82 0.52

BFSa 2.52 1.32 1.67 1.00 1.36 0.87
BSb 1.86 0.97 1.23 0.74 1.00 0.64

BFSb >2.90 >1.52 >1.91 >1.13 >1.56 1.00

Consequently, our research work demonstrated that the addition of steel fibres to
SFRWSC had an enormous impact on the resistance to transversal forces. It increased the
shear capacity by approximately 90% in beams with no stirrups and that by approximately
65% in beams with stirrups. The fibre functioning character in the shear area was more
beneficial than stirrup action, due to more ductile character of the material. An example of
dependence of the side surface strain at element height (εy) on the transversal force (V) is
shown in Figure 20.

We also ascertained that the impact of steel fibres and stirrups added up, in terms of
resistance to transversal forces, in order to increase the element shear capacity. Furthermore,
it was found that the concentration of stirrups had no significant impact on the cracking
force (Vcr), for the beams with fibres and without. Similar results have also been obtained
by Lim and Oh [74]. We also found that, as the shear capacity of BF and BSb series beams
was comparable, stirrups #4.5 spaced at 90 mm intervals reinforced the beams to the same
degree as the content of steel fibres amounting to 94 kg/m3 (1.2%).
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Figure 20. An example of dependence of the side surface strain at element height (εy) on the
transversal force (V) for B, BSa, and BF series beams at the first stage of the test.

4.3. Diagonal Cracks

The dependence of the shear force (V) on the width of the diagonal crack opening
(w) in beams made of SFRWSC is shown in Figure 21. For elements reinforced with fibres
(BF series) a higher cracking force than that in beams reinforced with stirrups (BS series)
was noted, which may have a beneficial impact, in terms of reduction of the shear span
requiring shear reinforcement. Curves describing the dependence of the transversal force
on the width of the diagonal crack opening for beams with fibre reinforcement (BF series)
and reinforced only with stirrups (BS series) featured a similar angle of inclination to the
horizontal axis. Such a course of the curves, as shown in Figure 16, indicates the similar
functions of steel fibres and stirrups after element cracking. At the same time, in the case
of BFS series beams (reinforced with stirrups and steel fibres), the effects of the fibres and
stirrups add up, as indicated by the slow increase in the crack opening width (w) with
increasing transversal force value (V). It should be noted that the maximum width of the
diagonal crack opening in BFS-type elements was significantly lower than that observed in
BF and BS series beams. This resulted in a higher number of cracks in BFS-type elements,
where the shear reinforcement was provided by stirrups and steel fibres. Ultimately, it
can be stated that fibres have strong impact, not only on the shear capacity of SFRWSC
elements, but also on their diagonal cracking. Comparing the test results obtained for BF
and BS series beams, it can be stated that the same values of crack widths occurred at
higher transversal force values (by approximately 40%) for the beams containing fibres.
It should be noted that the V-w curves for BF and BS elements featured a similar angle of
inclination to the horizontal axis, which may indicate a similar mechanism of resistance to
transversal force after cracking by stirrups and steel fibres.

The highest number of cracks for one shear area was observed in beams reinforced
with stirrups and fibres: either 3 or 4. For beams with only fibres, the number of cracks
was similar to that for beams with only stirrups: 2 or 3, on average. The presence of greater
number of cracks simultaneously resulted in smaller crack widths. For beams with stirrups
and fibres, the opening width of diagonal cracks did not exceed 1 mm, while that for beams
with only fibres was, on average, 1.25 mm.

In summary, in terms of diagonal cracking, the elements containing steel fibres and
stirrups behaved best, as an increase in force caused a considerably lower increment of crack
opening width, where as a constant value was observed in the case of beams reinforced
with fibres (BF) or stirrups (BS).
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Figure 21. Shear force (V) versus diagonal cracks opening width (w) for selected B, BF, BS, and BFS
series beams.

5. Computational Analysis

The shear capacity of beams made of SFRWSC was computed through the application
of two methods—those of RILEM TC-162-TDF [39] and Model Code 2010—using the
SMCFT [17] method for the second approximation levels, as well as the former method.
The objective of this computation was to prove the applicability of European standards
for shear design of fibre concrete cross-sections; that is, to verify whether Model Code and
RILEM can be used in the shear design of SFRWSC cross-sections.

Average values of features of SFRWSC with and without steel fibres, as well as average
values of features of reinforcing steel, were used in the computations (Tables 2 and 3).
Values of the axial tensile strength of SFRWSC were determined using the relationship of
Amin and Foster [75], which allows for the transformation of residual strengths to axial
tensile strengths. The angle of inclination of compression struts (θ) for the SMCFT [17]
method was assumed as the minimum; whereas, for the two other methods (RILEM and
Model Code 2010—former method), it was θ = 30◦. Safety coefficients in the shear capacity
computations were as follows: γf = γc = 1.0.

To determine the shear capacity of BSa and BSb series beams through application of
the SMCFT method, the second level of approximation was used for elements containing
steel fibres, with the method for computation of the coefficient kv taking into account the
share of the maximum aggregate grain [17]. To determine the total shear capacity (VRd),
notation for the third level of approximation was used, taking into account the influence of
the cross-sectional shear capacity in the element without transversal reinforcement(VRd,c),
as well as the shear capacity due to transversal reinforcement (VRd,s).

To assess the usability of the RILEMTC-162-TDF and Model Code 2010 methods to
determine the shear capacity of elements made of SFRWSC, the criterion of Baghi and
Barosso [76] was used. The comparative quantity in this criterion is the ratio of the value
of the experimentally fixed shear capacities (Vexp) to computational values (Vcal). The shear
capacity assessment criteria are shown in Table 6 and Figures 22–27.

421



Materials 2021, 14, 2996

Table 6. The criteria for assessment of experimentally fixed (Vexp) and computational (Vcal) shear
capacity values [76].

Vexp/Vcal Classification

<0.5 Extremelydangerous
[0.5–0.85] Dangerous
[0.85–1.15] Appropriate Safety
[1.15–2.0] Conservative

≥2.0 Extremely Conservative

Figure 22. Values of experimentally fixed (Vexp) versus computational (Vcal) shear capacity deter-
mined according to Model Code using the SMCFT method (θ = min θ).

Figure 23. Values of experimentally fixed (Vexp) versus computational (Vcal) shear capacity deter-
mined according to the former method Model Code 2010 (θ = 30◦).
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Figure 24. Values of experimentally fixed (Vexp) versus computational (Vcal) shear capacity deter-
mined according to the RILEM TC-162-TDF method (θ = 30◦).

Figure 25. Values of experimentally fixed (Vexp) versus computational (Vcal) shear capacity deter-
mined according to the former Model Code 2010 SMCFT method (measured angle θ).

The experimentally determined shear capacity values (Vexp) are set, in Figure 22,
together with the analytically determined (Vcal) values based on the FIB Model Code 2010
using the SMCFT method. After analysis of the graph, it can be stated that the theoretical
shear capacity values for B and BFSb series beams are lower than those which were
determined experimentally. The computational shear capacity values for B series beams
at 75%, as well as those for BFSb beams at 100%, fit into the “conservative” classification
interval (Table 6). The best compatibility with the Vexp = Vcal straight line occurred for
BSa and BSb series elements, for which the percentages of results complying with the
“appropriate safety” criterion were 88% and 100%, respectively. The computational shear
capacities for BF and BFSa series beams were classified as 50% within the 0.85–1.15 interval
and 50% within the 1.15–2.0 interval.
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Figure 26. Values of experimentally fixed (Vexp) versus computational (Vcal) shear capacity deter-
mined according to Model Code 2010 (measured angle θ).

Figure 27. Values of experimentally fixed (Vexp) versus computational (Vcal) shear capacity deter-
mined according to RILEM TC-162-TDF (measured angle θ).

Figure 23 shows values of shear capacity Vexp to Vcal, computed according to the
former Model Code method. The results obtained show that the shear capacities for B
series beams were much lower than the experimental shear capacity values. It appears,
from our analysis, that 88% of the shear capacity results should be treated—in accordance
with the adopted criterion—as “conservative”. The values of shear capacity calculated for
BSa and BSb series beams were close to those determined by application of the SMCFT
method. In this case, the shear capacity values were qualified as being “appropriate safety”.
The highest discrepancies were observed for the shear capacity values of BF series beams
calculated by application of the SMCFT method. A total of 75% of beam shear capacity
values were classified within the 1.15–2.0 interval (Table 6). Having applied the former
Model Code method, it is clear that the impact of steel fibres on the shear capacity of
SFRWSC beams is lower.

Figure 24 shows the values of shear capacity Vexp to Vcal, computed according to the
RILEM TC-162-TDF method. Having analysed the shear capacity computation results,
we have found that, when using this method, the highest discrepancies between the
computational and experimental shear capacity values were obtained, where the highest
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discrepancy was observed for BF series beams. In this case, 100% of the shear capacity
values were classified as “conservative”. The impact of steel fibres on shear capacity fell
into the1.15–2.0 interval (Table 6) for BFSa and BFSb series beams, making them also less
effective. The computational shear capacity values, determined by application of the former
Model Code method with adoption of the same shear capacity computational algorithm as
in EC-2 [77], for elements containing no shear reinforcement and all beams with stirrups,
overlapped. It should also be pointed out that Figures 25–27 show shear capacity values
for BFSb series beams, despite their bending failure; however, assuming that shear force
acting together with the destructive momentum is the minimum experimentally fixed
shear capacity (this has been indicated by stirrups functioning in BFSb beams, as described
below), it can be stated that the highest Vexp to Vcal differences occurred with the RILEM
method (difference min. 33%), compared to the former Model Code method (min. 20%) and
the SMCFT method (min. 5%). Large differences in shearing capacity values obtained by
application of the RILEMTC-162-TDF method have also been confirmed by other authors,
such as Matthys [78], Parmentier [41], and Arslan [79,80].

Figures 25–27 show comparisons of the experimentally fixed shear capacity values
for SFRWSC beams with the values computed using the RILEM TC-162-TDF method [39],
Model Code 2010 [17] using the SMCFT method, and the former method. The adoption
of real (obtained from tests) angles θ caused a significant computational discrepancy in
the shear capacity values. The SMCFT method (Figure 25) requires particular attention; in
this method, the angle θ is used not only for computation of the shear capacity of beams
with stirrups, but also in the elements containing only fibres. In this case, the majority
of shear capacity values computed for BF series beams were higher than the shearing
capacity values found experimentally, causing an opposite situation than if the minimum
value of angle θ was adopted. Three of the determined shear capacity values qualified as
“dangerous” (Table 6). A similar situation occurred in the case of BSa series beams, when
using the RILEM and former Model Code methods. In the remaining cases, particularly for
extremely high values of angle θ, the computational values of shear capacity were higher
(even by 50%).

For better interpretation purposes, and for assessment of the computed shear capacity
values determined using the minimum and measured angle θ, the Integral Absolute Error
(IAE) index was used. Having analysed IAE indices for θ = min and θ = 30◦, the best
compatibility was observed for BSa and BSb series beams, particularly in the case of the
SMCFT method. In this case, the IAE index value did not exceed 10%. For BF series
beams, the SMCFT method also showed the best compatibility (equal to 15%). The worst
compatibility (exceeding 30%)was obtained with the RILEMTC-162-TDF method. IAE
indices for BFSa and BFSb series beams had the lowest values with the Model Code 2010
method (12% and 16%, respectively); whereas, with the RILEM method, they exceeded 20%.
The RILEMTC-162-TDF method, when analysed by other authors [78–80], also indicated
significant discrepancies, with respect to computed values.

The IAEs for the measured angle θ criterion were higher, which can also be confirmed
through observation of Figures 25–27. A conclusion can be drawn here: the adoption of a
proper angle of inclination for the concrete and SFRWSC compression struts constitutes
a key aspect in the determination of shear capacity. A large spread of measured angles θ
resulted in higher IAE index values. To illustrate the impact of angle θ on the computa-
tional shear capacity values, values of Vexp/Vcal were analysed, comparing them with the
compression strut inclination angles observed during testing (Figure 28). In this analysis,
only the SMCFT method was considered, in which the angle θ (apart from the stirrup
shear capacity) has an impact on the shear capacity of the fibres alone. From Figure 25,
it is apparent that, with an increase in the compression strut inclination angle, the shear
capacity values decreased. The highest values of Vexp/Vcal occurred for angles θ exceeding
35◦, where the computational shear capacity value was lower than the experimentally
fixed value by anywhere from 25% to over 50%. For the lowest angles θ, the situation
was opposite, and the theoretical shear capacity values were exorbitant. However, in
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this case, the maximum difference was approximately 30%. A conclusion can be drawn
here: assuming the tested SFRWSC, computation using high angle θ values results in
considerable underestimation of the shear capacity VRd,s, even in the event of an actual
occurrence of such an angle. This has happened to appear in all beams with a high degree
of shear reinforcement (BSb and BFSb series beams). The best compatibility (Vexp/Vcal = 1)
was obtained when the angle fell within the interval of 20◦ to 32◦ for BF, BSb, and BFSa
series beams. At this point, it should be noted that, in the case of beams containing only
fibres, the best compatibility was achieved when the real angle was equal to 25◦. This is a
very important conclusion because, according to the analytical method proposed by the
Model Code, the minimum angle of inclination of compression struts calculated for those
beams was approximately 33◦. The tests and computations performed further indicate a
necessity to correct the procedure of computation for the minimum angle inclination value
for compression struts, according to the SMCFT method, for the tested SFRWSC. This was
indicated through analysis of the real and minimum angles θ, as well as the impact of the
real angle θ on the experimentally fixed and computed shear capacity values for SFRWSC
(Figure 28).

Figure 28. Vexp/Vcal values versus values of the measured angle of compression struts inclination
(exp. θ) obtained in the tests.

6. Conclusions

Experimental testing and computation of the shear capacity of reinforced concrete
elements, made using a novel fine aggregate composite with and without steel fibres,
allowed us to formulate the following conclusions:

(1). The fine aggregate concrete composite without steel fibres behaves like ordinary
concrete, as a typical flexural element with conventional steel rebars. The computation
results for the shear capacity of such elements using the RILEM and Model Code 2010
methods are fully satisfactory.

(2). According to the ultimate limit stage of shear capacity, fibre reinforcement in SFRWSC
beams considerably contributes to the resistance of shearing forces and increases the
shearing capacity (amounting to approximately 80%, compared to elements without
shear reinforcement).

(3). The functional character of steel fibres in the shear area is better than that of stirrups,
due to their more ductile material character. This conclusion was confirmed by the
dependence of the transversal force (V) on deformations (ε), determined at the side
beam surface at its height. The effects of steel fibres and stirrups add up, in terms of
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resistance to transversal forces, both in the aspect of increasing the shear capacity, as
well the element deformability.

(4). Steel fibres at an amount of 1.2% in SFRWSC affect the occurrence of diagonal cracks.
Diagonal cracks in beams with fibres appeared at higher transversal force values than
in the case of elements without fibres. The diagonal crack analysis showed that the
shear crack force was approximately 57% of the ultimate shear force. Thus, the steel
fibres contribute not only to increasing the shear capacity, but also to the increase
inthe shear crack force.

(5). The addition of 1.2% steel fibres considerably improves the shear capacity of SFRWSC
elements. This allows for the reduction of conventional reinforcement in such ele-
ments. Due to the high residual tensile strength (fFtu) of fibre-reinforced concrete, the
analysed SFRWSC does not require minimum reinforcement in the form of stirrups,
as indicated by the following formula:

fFtu = 2.18 MPa > 0.08·√ fc = 0.6 MPa (1)

(6). With regard to elements made of SFRWSC, the shear capacity values computed using
the RILEM and Model Code 2010 methods were higher than the experimentally
determined values. The obtained results indicate a necessity for correction of these
methods, in order to apply them to the shear design of elements made of SFRWSC.
Other researches who have been working on classical fibre-reinforced concrete have
arrived at similar conclusions. Furthermore, the computation procedure using the
minimum angle of inclination of compression struts, according to the SMCFT method,
in terms of the tested fibre-reinforced composite, requires correction, due to great
differences between the measured and computed angle values. What the authors
consider as the further direction of research and analysis.

(7). Considering the mechano-physical properties of SFRWSC and the shear capacity test
results presented in this paper, as well as the flexural capacity values for beams made
of this fibre-reinforced composite, as described in [15,36], the assumption can be made
that this material can successfully be used as a structural material. The developed
SFRWSC, the properties of which comply with the requirements set for structural
materials, could be used as an alternative solution for ordinary concrete in some
applications, providing an opportunity to utilise the waste sands piled in Pomerania
(Poland), in the Middle East, or in North Africa.

The conclusions presented in the article should not be generalized. Experimental tests
and calculations were carried out for an innovative SFRWSC with a grain size of up to 2 mm,
a specific cross-section of beams, the amount of longitudinal and transverse reinforcement
and a static scheme. The obtained results of the research and the conducted literature
studies in the field of the subject of the presented work allowed for the formulation of
further research directions. The use of numerical modeling to predict the behavior of
beams with different static patterns, for different types of element cross-sections, values
of classical and fiber reinforcement, variable a/d shear slenderness, or various actions
and their combinations is one of them. Thus, the analyzes will provide a large number of
results that cannot be registered in an experiment with a measuring apparatus. Moreover,
numerical analyzes will allow to identify the necessary areas for further experimental
research and to introduce changes in the experimental program in order to improve the
applied model. Due to the highly non-linear nature of the analyzed shear process in the
fiber-reinforced concrete elements and the analysis until failure, it will be advantageous to
use a quasi-static calculation strategy.
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Nomenclature

CMOD Crack Mouth Opening Displacement
SFRWSC Steel Fibre Reinforced Waste Sand Concrete
SMCFT Simplified Modified Compression Field Theory
Ecm static modulus of elasticity
Ed dynamic modulus of elasticity
Es modulus of elasticity of longitudinal steel rebars
Gd dynamic modulus of rigidity
Vcr shear crack force
Vcal calculated shear capacity
Vexp experimental shear capacity
VRd shear capacity
VRd,c specimen’s shear capacity without shear reinforcement
VRd,s shear capacity increase due to conventional shear reinforcement
Vult ultimate shear force
δ deflection
εy mean value of strain
θ compression strut angle
ν coefficient of variation
a shear span,
d effective depth of beam
fc,f fibre-reinforced composite compression strength
fc fibre-less composite compression strength
fct fibre-less composite tensile strength
fFtu residual tensile strength of fibre-reinforced concrete defined for wu = 1.5 mm
fR,1 fR,2 fR,3 fR,4 residual strengths determined in accordance with relevant standard for

CMOD = 0.5 mm, 1.5 mm, 2.5 mm, and 3.5 mm
fy longitudinal reinforcement steel yielding strength
fyw shear reinforcement (stirrups) steel yielding strength
ft,spl split tensile strength
ft tensile strength of longitudinal steel rebars
ftw tensile strength of shear reinforcement (stirrups)
s standard deviation
w crack width
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68. Glinicki, M.A.; Litorowicz, A.; Zieliński, M. Interpretation of the test sof resistance of FRC to cracking in bending. In Proceedings
of the Scientific Conference KILiW PAN i KN PZITB, Krynica, Poland, 16–21 September 2001. (Polish Standard)

69. Minelli, F.; Plizzari, G.A. Fiber reinforced concrete characterization through round panel test—part I: Experimental study. Fract.
Mech. Concr. Concr. Struct. 2010, 7, 1451–1460.
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Abstract: Green production of asphalt materials is very important to promote energy savings and
emission reduction during the construction and maintenance of asphalt pavement. A low-temperature
construction additive (LCA) made from the waste plastic and waste rubber is proposed, which belongs
to a class of environmentally friendly additives for asphalt mixtures. Marshall stability was tested
to evaluate the mechanical performance of LCA-modified asphalt mixtures (LCA-AMs). In order
to determine the best preparation parameters of LCA-AMs, the influence of the content and LCA
addition method on the strength of LCA-AMs was studied. In addition, the impact of epoxy resin
(ER) on the mixtures’ performances was evaluated. The results show that the LCA can significantly
reduce the formation temperature of asphalt mixtures, and the resulting asphalt mixtures have good
workability in a lower temperature range (90–110 ◦C). The ER should be added to the LCA-AMs after
4 h of curing. All the volumetric properties satisfy the technical requirements. The low-temperature
crack resistance and fatigue resistance of LCA-AMs were obviously improved with appropriate
dosages of ER, which can effectively improve the mechanical performance of the asphalt mixtures.
The ER can significantly increase the rutting resistance and water sensitivity of LCA-AMs, therefore
making it feasible to improve the mixture performance by the enhancement provided by a low dosage
of ER.

Keywords: low-temperature construction additive; preparation method; volumetric properties;
modification mechanism; mixture performance

1. Introduction

Asphalt pavement is a kind of continuous pavement without joints, which is the main
form of highway pavement and has many advantages, such as smoothness, low noise,
durability, anti-skid properties and easy maintenance [1]. The mixing temperature during
the production process of hot-mixed asphalt mixtures (HMAs) is around 150–180 ◦C [2,3],
and these need to be kept at A high temperature during the production, transportation and
paving stages [4]. However, heating the asphalt mixture to high temperature requires a
lot of fuel consumption [5], and emits greenhouse gases and toxic gases [6]. Besides this,
the high construction temperature of HMA limits its application in cold areas [7]. The
concepts of saving energy and consumption reduction have promoted the green production
of asphalt materials, which has made researchers pay attention to the warm mix asphalt
(WMA) [3,8].

WMA technology originated in Europe [9], and has been widely used all over the
world [10]. The purpose of WMA technology is to reduce the viscosity of asphalt binder at
high temperature [11,12] by various methods such as the use of organic viscosity reduction
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additives [13], the foaming viscosity reduction method [14] or using surface-active viscosity
reduction additives [15] without reducing the construction quality and mixture perfor-
mance of the resulting asphalt mixtures, so as to reduce the mixing temperature of these
mixtures [8,16]. Compared with HMA, WMA can reduce fuel consumption by more than
40% and reduce the asphalt aging effects caused by high temperatures [17]. Liseane [18]
studied the emission and energy consumption of different kinds of asphalt mixtures, and
found that the formation temperature of WMA was 20–50 ◦C lower than that of HMA, and
the greenhouse gas emissions were decreased by more than 40%. Maríadel [19] found that
the reduction of the mixing temperature can effectively reduce the harmful gases such as
CO2 and SO2 produced during the asphalt mixture production process. Mosa [20] used
alum instead of traditional WMA additives. The results showed that alum could reduce
the mixing temperature and compaction temperature by 25.5 ◦C and 20 ◦C, respectively.
Gao [21] indicated that a small amount of WMA additive can reduce the viscosity of asphalt
by more than 80%. Huang [22] and others studied the fatigue and mechanical properties
of WMA by the discrete element model and found that the fatigue and mechanical prop-
erties of warm-mixed rubber asphalt mixture are better than those of ordinary asphalt
mixtures. Although WMA is widely used and is considered a mature technology, studies
have pointed out that its performance is actually rather poor. For example, Kim [23] studied
the properties of WMA and HMA with the same performance graded (PG) asphalt binder
and aggregate gradation, and the results showed that WMA had poorer rutting resistance
than HMA. Tan [24] used the Marshall design method to study the physical, mechanical
properties and mixture performance of WMA. The results showed that the optimum asphalt
content of WMA is 0.1–0.2% higher than that of HMA, the air voids and flow value of
WMA were slightly higher than those of HMA, and that the immersion residue Marshall
strength of WMA is increased, but the freeze-thaw indirect tensile strength decreases.

Low-temperature construction additives (LCAs) are a new environmentally friendly
asphalt modifier made from waste plastics or waste rubber [25]. The mixing temperature
of LCA-modified asphalt mixtures (LCA-AMs) is even lower than that of WMA, but higher
than the mixing temperature of cold mix asphalt mixture (CMA) [26]. Like WMA, LCAs
can solve the technical problems of serious pollution and excessive energy consumption
of HMA. LCA-AMs can provide a better viscosity reduction effect, and the preparation
temperature of asphalt mixtures can be decreased by more than 40 ◦C, therefore the mixtures
have better workability at lower temperatures (90–110 ◦C), and energy consumption and
harmful gas emissions are reduced. They can be directly used for repairing and maintaining
the surface layer of new pavement or old pavement [27]. LCA- modified asphalt binders
have good storage stability, and it can be used at any time. Due to the small size of the
LCA molecules, they may help improve the low-temperature performance and fatigue
performance of mixtures [28]. Although LCA-AMs have many advantages such as greater
workability, the initial mechanical properties of LCA-AMs are considered insufficient
because LCAs reduce the viscosity of asphalt binders [29,30].

In this paper, LCA-AMs were designed and prepared. Firstly, the mechanical proper-
ties and preparation parameters of asphalt mixtures with and without LCAs were studied
by the Marshall method. The influence of mixing methods and dosage of LCAs on the
strength of LCA-AMs were investigated, so as to determine the best LCA-AM preparation
parameters. Then a low-dose of epoxy resin (ER) (Hunan Baxiongdi New Material CO.,
LTD., Changsha, China) was applied to improve the initial mechanical properties of the
LCA-AMs. Finally, mixture performance tests were conducted to study the rutting resis-
tance, low-temperature crack resistance, water sensitivity and fatigue resistance of the thus
prepared LCA-AMs.
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2. Materials and Experimental Methods

2.1. Materials
2.1.1. Asphalt Binder

The original asphalt binder was 70# base asphalt binder (Hubei Guochuang Hi-tech
Materials CO., LTD., Wuhan, China). The technical performance of this asphalt binder is
shown in Table 1.

Table 1. Technical information of the 70# asphalt binder [27].

Status Technical Information Units Results Requirement Methods

Before TFOT
Penetration (100 g, 5 s, 25 ◦C) 0.1 mm 71 60–80 ASTM D5

Ductility (10 ◦C) cm 42.0 ≥25 ASTM D113
Softening point ◦C 47.9 ≥46 ASTM D36

After TFOT
Penetration (100 g, 5 s, 25 ◦C) 0.1 mm 63 ≥61 ASTM D5

Ductility (10 ◦C) cm 14.3 ≥6 ASTM D113
Softening point ◦C 51.0 – ASTM D36

2.1.2. LCAs

LCAs are new environmentally friendly additives for asphalt mixtures, made from
waste plastics and waste rubber. Among them, benzyl ethylene block copolymer accounts
for about 80%, while ER and other additives account for about 20%. Figure 1a shows a
typical LCA. After mixing with the asphalt binder, molecules containing amide groups
are formed by ionization and recombination, and can form a dense film on the surface of
asphalt molecules. LCAs can reduce the surface free energy and surface tension of asphalt
molecules, resulting in a decrease in viscosity. At the same time, the lipophilic groups such
as higher aliphatic chains, phenolic groups and benzene ring groups in ER can be adsorbed
by asphalt molecules, which improves the stability of their dispersion system [31–33]. The
mechanism of action of LCAs is shown in Figure 1b.

 
(a) (b) 

Figure 1. LCAs and their modification process in asphalt binder. (a) LCAs; (b) LCAs’ mechanism
of action.

2.1.3. LCAs Modified Asphalt Binder

The LCA-modified asphalt binder was made by the melt blending method. First the
70# asphalt binder was heated to 110 ◦C. Then, 9% LCA was added to the 70# asphalt
binder and shear mixed for 30 min. The optimum 9% dosage of LCA was determined in
our previous research [27]. The technical information of the LCA-modified asphalt binder
is shown in Table 2.

435



Materials 2022, 15, 677

Table 2. Technical information of the LCA-modified asphalt binder.

Technical Information Units Results Requirement Methods

Brookfield rotational viscosity (100 ◦C) Pa·s 1.2 ≤1.5 JTG E20 T0625
Penetration (100 g, 5 s, 25 ◦C) 0.1 mm 174 – ASTM D5

Ductility (10 ◦C) cm ≥150 ≥100 ASTM D113
Softening point ◦C 38.2 – ASTM D36

Flash point ◦C 175 ≥160 JTG E20 T0611

After TFOT

Mass change % −0.5 −5–+5 JTG E20 T0610
Penetration 0.1 mm 168 Measure ASTM D5

Ductility (10 ◦C) cm ≥150 ≥100 ASTM D113
Softening point ◦C 41.3 ≥40 ASTM D36

2.1.4. Aggregates and Filler

The aggregates were divided into the coarse aggregate (≥2.36 mm) and fine aggregate
(0–2.36 mm). The coarse aggregates were basalt, the fine aggregates were limestone, and
the filler was limestone powder. The technical properties of the aggregates and fillers are
listed in Tables 3–5.

Table 3. Technical properties of coarse aggregate.

Parameters Unit Results Requirements Experimental Method

Stone crushing value % 13 ≤28 JTG E42 T0316
Needle flake content % 7.6 ≤15 JTG E42 T0312

Los Angeles wear value % 16 ≤28 JTG E42 T0317
Water absorption % 0.9 ≤2.0 JTG E42 T0308
Apparent density – 2.838 ≥2.6 JTG E42 T0605

Table 4. Technical properties of fine aggregate.

Parameters Unit Results Requirements
Experimental

Method

Sediment percentage % 2.4 ≤3 JTG E42 T0335
Sand equivalent % 72.6 ≥60 JTG E42 T0334

Angularity (flow time method) s 42.7 ≥30 JTG E42 T0345
Apparent density – 2.667 ≥2.5 JTG E42 T0328

Table 5. Technical properties of mineral powder.

Parameters Unit Results Requirements Experimental Method

Apparent density – 2.701 ≥2.50 JTG E42 T0352

Particle size
range (%)

<0.6 mm 100 100
JTG E42 T0351<0.15 mm 97.2 90–100

<0.075 mm 90.8 75–100

Plasticity coefficient – 3.2 <4 JTG E42 T0354

Hydrophilic coefficient – 0.6 <1 JTG E42 T0353

2.2. Design of LCA-Modified Asphalt Mixtures (LAC-AMs)
2.2.1. Mix Design of LCA-AMs

A skeleton dense-graded mixture was used in this research, where the nominal maxi-
mum aggregate size of the mixture was 13 mm (LCAs-13). The aggregates were divided
into four grades: 10–15 mm, 5–10 mm, 3–5 mm and 0–3 mm. The composite aggregate
gradation range of LCAs is shown in Figure 2, and it has some common areas with the
Chinese dense-graded mixture (AC-13). Both AC-13 and LCAs-13 are commonly used
mixtures for the surface layer of asphalt pavement. The target gradation of LCAs-13 is
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shown in Figure 2, and the mixing ratio of aggregates is shown in Table 6. The asphalt
content was 4.8% by weight of aggregate.

Figure 2. Composite aggregate gradation of asphalt mixture.

Table 6. Mixing ratio of aggregates.

Aggregate 10–15 mm 5–10 mm 3–5 mm 0–3 mm Filler

Mixing ratio (%) 36 6 25 30 3

2.2.2. Manufacturing Temperature of LCA-AMs

The heating temperature of conventional HMA is clearly specified in JTG F40-2004.
The heating and mixing temperatures for LCA-AMs are shown in Table 7. As it can be seen
from Table 7, compared with the conventional HMA, the heating temperature of asphalt
binder is reduced by 40 ◦C, the heating temperature of aggregate is reduced by 50 ◦C, and
the mixing temperature of LCA-AMs is reduced by 30 ◦C.

Table 7. Construction temperature of conventional HMA and LCAs-AM.

Asphalt Mixture
Asphalt Heating
Temperature (◦C)

Aggregate Heating
Temperature (◦C)

Mixing Temperature
(◦C)

Secondary Mixing
Temperature (◦C)

HMA 145 165 150 –
Asphalt mixture with LCA 105 115 120 110

2.2.3. Preparation Method of LAC-AMs

The aggregates, filler and LCA-modified asphalt binder were mixed at 120 ◦C for 180 s.
The prepared LAC-AM was cured at 110 ◦C for 4 h. The high temperature curing could
accelerate the volatility of volatile components in the LCA, increase the viscosity of LCA-
modified asphalt binder, and promote the development of strength in the LAC-AM. The
cured LAC-AM was mixed again at 110 ◦C for 120 s to prepare specimens, which were then
stored at room temperature (25 ◦C) for 72 h before further tests. The preparation method is
shown in Figure 3.
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Figure 3. Preparation method of LAC-AMs.

2.3. Experimental Methods
2.3.1. Volumetric Properties and Mechanical Performance Tests

The specimens were compacted using the Marshall method at 110 ◦C with both
sides of specimens compacted 100 times, the specimens were then cured for 72 h at room
temperature (25 ◦C). The volumetric properties and mechanical properties of specimens,
including the volume of air voids (VV), the voids in mineral aggregate (VMA), the voids
filled with asphalt (VFA), the Marshall stability (MS) and flow value (FL), were tested based
on JTG E20-2011.

2.3.2. ER Dosage and Mixing Methods

Epoxy resin (ER) at different dosages (0.3%, 0.6%, 1.0%, 2.0% and 4.0%) and different
mixing methods were applied to study the differences between adding ER to LCA-AMs
before and after curing, as shown in Figure 4. Method 1 involved adding ER before curing,
while in Method 2 ER was added after curing for 4 h at 110 ◦C. The MS of specimens was
tested after curing 72 h at room temperature (25 ◦C).

Method 1 Method 2 

 

Figure 4. Different ER mixing methods.

2.3.3. Rutting Resistance Test

The slabs used for the rutting resistance tests were prepared using the wheel tracking
method (JTG E20 T0703). The rutting resistance tests were conducted according to the
criteria of JTG E20 T0910. The rutting resistance was tested by the wheel track test machine
(Beijing Aerospace Keyu Test Instrument, Beijing, China) at a wheel rolling load of 0.7 MPa
and a rate of 42 times/min. The test temperature was 60 ◦C. After curing at 25 ◦C for
72 h, specimens (300 mm × 300 mm × 50 mm) were put in the wheel track machine for
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5 h at 60 ◦C. The dynamic stability (DS) of LCAs-AM was then calculated according to
Equation (1).

DS =
(t2 − t1)× N
(d2 − d1)

(1)

where DS is the dynamic stability of asphalt mixture (times/mm), t1 and t2 is the 45 min
and 60 min, respectively, d1 and d2 are the rutting depths of asphalt mixtures at t1 and t2
respectively (mm), N is the speed of the testing wheel (42 times/min).

2.3.4. Low-Temperature Resistance Test

The low-temperature crack resistance was tested by semi-circular bending (SCB) tests
at the loading rate of 1.27 mm/min using a Universal Testing Machine (UTM-100); the
distance between two supports was set to 75 mm. The specimen (ϕ 101.6 mm × 63.5 mm
specimen) was cut into two semicircles, and a notch (5 mm length × 3 mm width) was cut
along the height direction from the midpoint of the semicircle, as shown in Figure 5. The
specimens were put into the UTM at −10 ◦C and 0 ◦C for 4 h before testing.

 

Figure 5. Load-displacement curve and test setup of SCB tests.

2.3.5. Water Sensitivity Test

The immersion Marshall test and freeze–thaw split test were used to study the water
sensitivity. The specimens for both tests (ϕ 101.6 mm × 63.5 mm) were tested at loading
rates of 50 mm/min. Both sides of the specimens were compacted 100 times and 75 times,
for the immersion Marshall test and freeze–thaw split test, respectively. The immersion
Marshall test was conducted according to the criteria of JTG E20 T0709. The samples of
unconditional group and conditional group were immersed in the 60 ◦C water bath for
30 min and 48 h respectively. The freeze–thaw split test was conducted according to the
criteris of JTG E20 T0729. The samples of unconditional group were immersed in the
25 ◦C water bath for 2 h; for the conditional group, the Marshall specimens were first
vacuum-filled with water, and the vacuum degree was 97.3–98.7 kPa, then frozen at −18 ◦C
for 16 h. after that, put the specimens in 60 ◦C water bath for 24 h, and finally put in a 25 ◦C
water bath for 2 h.

2.3.6. Fatigue Resistance Test

The fatigue resistance was tested by the recycle semi-circular bending (R-SCB) test
under different stress ratios of 0.3, 0.4, 0.5, 0.6 and 0.7 at the loading frequency of 2 Hz
using UTM-100. The specimens were conditioned at 25 ◦C for 4 h, and the distance between
supports was set to 75 mm.

439



Materials 2022, 15, 677

3. Results and Discussions

3.1. Volumetric Properties of LCAs-AM

The volumetric properties and mechanical performance of LCAs-AM, including the
volume of air voids (VV), the voids in mineral aggregate (VMA), the voids filled with
asphalt (VFA), the Marshall stability (MS) and flow value (FL), are shown in Table 8. The
comparison of volumetric properties and mechanical performance between 70# asphalt
mixture (70#-AM) and LCA-AM is shown in Table 9. From Table 8, all of the volumetric
properties meet the design requirements. From Table 9, compared to the 70#-AM, the VFA
and MS of LCA-AM decreased by 1.5% and 28.3%, respectively, while the VV, VMA and FL
of the LCA-AM increased by 7.5%, 4.0% and 25.7%, respectively. This indicates that adding
LCAs decreases the viscosity of the asphalt mixture, resulting in the decrease of its MS.

Table 8. Volumetric properties and mechanical performance of LCAs-AM.

Specimen
Number

Maximum
Theoretical

Relative Density
VV (%) VMA (%) VFA (%) MS (kN) FL (mm)

1

2.553

4.3 15.6 72.4 7.34 4.6
2 4.5 15.8 71.5 7.21 4.4
3 4.3 15.6 72.4 6.84 4.5
4 4.3 15.5 72.3 7.82 4.4
5 4.2 15.3 72.5 7.74 4.1

Average value 4.3 15.6 72.2 7.40 4.4

Table 9. Comparison of volumetric properties and mechanical performance between 70#-AM
and LCAs-AM.

Asphalt Mixture VV (%) VMA (%) VFA (%) MS (kN) FL (mm)

70#-AM 4.0 15.0 73.3 10.32 3.5
LCAs-AM 4.3 15.6 72.2 7.40 4.4

Specification requirements 3–5 ≥13 65–75 ≥8 3–6

The LCAs in asphalt binder produce amide-containing molecules by ionised recom-
bination, forming a dense film on the surface of the molecules. With the increase of
temperature, the surface energy of the molecules decreases and subsequently their surface
tension decreases, leading to a decrease in viscosity. As the viscosity decreases, the cohesion
of the mixture is reduced, leading to a decrease in MS and an increase in FL. Although the
average MS of 7.56 kN is slightly below the specification requirement of 8 kN, the LCA-AM
strength will improve as the volatile solvents in the LCA gradually evaporate. In addition,
the LCA contains around 20% ER, which can be used to improve the initial mechanical
performance of LCA-AMs by adding a small amount of epoxy additive.

3.2. Factors Affecting the Mechanical Performance of LACs-AM
3.2.1. Mixing Methods

Three dosages of ER (1.0%, 2.0% and 4.0%) and two mixing methods (Method 1
and Method 2) were applied to investigate the effect of different ER dosages and mixing
methods on the mechanical performance of LCA-AMs, the results of which are shown in
Table 10. From Table 10, using Method 1 slightly improves the mechanical performance of
the LCA-AM, with 1.0%, 2.0% and 4.0% EP increasing the MS by 2.51%, 6.22% and 15.34%,
respectively. Using Method 2 greatly improves the MS of LCAs-AM, by 80.56%, 92.86% and
98.02% for 1.0%, 2.0% and 4.0% EP, respectively. The improvement of 1.0% EP on the MS is
more than 30 times greater with Method 2 than with Method 1. Therefore, the mechanical
performance of LCAs-AM is much better using Method 2 than Method 1.
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Table 10. MS of LCA-AMs prepared with different mixing methods.

ER Dosages
MS (kN)

Method 1 Method 2

1.0% 7.75 13.65
2.0% 8.03 14.58
4.0% 8.72 14.97

By using Method 1, the curing reaction is already finished during the 110 ◦C curing
process, and it cannot further enhance the mechanical performance during the secondary
mixing, compaction and curing processes of the LCA-AM. Therefore, the ER effect on
improving the mechanical performance is greatly decreased for Method 1. However,
by using Method 2, the curing reaction and strength formation of ER happen after the
manufacturing of the LCA-AM specimens, so it can produce an obvious reinforcing effect
on the mechanical performance of LCA-AMs.

3.2.2. ER Dosage

Four different dosages of ER (0.3%, 0.6%, 1.0% and 2.0%) are applied to LAC-AMs
and compared to LAC-AM without ER. The mechanical performance results are shown in
Figure 6. It can be seen that the MS of 0.3%, 0.6%, 1.0% and 2.0% ER-reinforced LCA-AMs
are 12.11%, 20.54%, 32.27% and 41.28% higher than those of the original AM, and 56.35%,
68.11%, 84.46% and 97.03% higher than that of the LCA-AM without ER. With the addition
of only 0.3% ER, the mechanical performance of the ER-reinforced LCA-AM is more than
50% higher than that of the LCA-AM without ER, which shows that the addition of a small
amount of ER can effectively improve the mechanical performance of LCA-AMs.

Figure 6. MS of LCA-AMs with different dosages of ER.

3.3. Mixture Performance of LCA-AMs
3.3.1. Rutting Resistance

The wheel track test is used to study the rutting resistance of 1.0% and 2.0% ER-100
reinforced LCA-AMs and the original asphalt mixture. The specimens were cured at 25 ◦C
for 72 h. The results are shown in Figures 7 and 8, where it can be seen that the accumulated
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deformation (rutting depth) of the asphalt mixture increases gradually with the increase of
the number of load cycles, and the rutting depth growth rate of ER-100-reinforced LCA-AM
is less than that of the LCA-AM without ER. After the same number of load cycles, the rut
depth of ER-reinforced LCA-AMd is much smaller than that of the LCA-AM without ER.
At the loading times of 45 min and 60 min, the rut depth of the LCA-AM with 1.0% ER
is 21.2% or 25.5% smaller than that of the original asphalt mixture; the rutting depth of
2.0% ER-reinforced LCA-AM is 57.3% (59.9% smaller than that of the LCA-AM without
ER). Meanwhile, the dynamic stability of ER-reinforced LCA-AMs is much higher than
that of the LCA-AM without ER. The results indicate that ER can significantly enhance
the high-temperature stability of LCA-AMs. The reason is that, after the curing of the ER,
part of the strength of the asphalt mixture is provided by the ER, and the ER can form a
spatial skeleton structure in the asphalt mixtures, which have greater strength and stiffness.
Therefore, it can greatly improve the rutting resistance of the mixtures.

Figure 7. Rutting depth increase curve of asphalt mixtures.

Figure 8. Dynamic stability of asphalt mixtures.

3.3.2. Low-Temperature Crack Resistance

LCAs can decrease the formation temperature of asphalt mixtures by decreasing the
viscosity of asphalt binders. However, if the reduction in viscosity is too large, it results in
a reduction in the mechanical properties of the asphalt mixture (even at low temperature),
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which can easily break down during low-temperature crack resistance tests. In order to
improve the low-temperature crack resistance of LCA-AMs, −10 ◦C and 0 ◦C SCB tests
were conducted to evaluate the low-temperature cracking resistance of LCA-AMs with
different dosages of ER. The results are shown in Figure 9 and Table 11, and the comparison
of fracture energy of LCAs-AM is shown in Figure 10. According to Figure 9 and Table 11,
the fracture energy and fracture toughness of LCA-AMs increase first and then decrease
with the increase of ER dosages, and the LCA-AM with 0.6% ER has the highest fracture
energy and fracture toughness. After curing, the ER acts as part of the skeleton structure
in LCA-AMs. Therefore, a low content of ER can enhance the significantly increase the
low-temperature crack resistance of LCA-AMs.

However, with the gradual increase of ER dosages, the increasing effect of the ER on
the stiffness (mechanical performance) is much more obvious, and it may be too big and
have a negative effect on the low-temperature crack resistance of LCA-AMs. The ER content
in the LCAs-AM does not need to be high. The results show that one can significantly
increase the low-temperature crack resistance of LCA-AMs by controlling the ER content in
LCA-AMs.

 

 
  

(a) (b) 

Figure 9. Displacement and load curve of SCB tests: (a) −10 ◦C; (b) 0 ◦C.

Table 11. SCB test results of LCA-AMs.

ER Dosages
(%)

Test Temperature
(◦C)

Peak Load (N) Fracture Work (J)
Fracture Energy

(J/m2)
Fracture Toughness

(kPa × m0.5)

0.3
−10 4112 5.43 1901.0 359.4

0 4499 4.80 1679.8 392.4

0.6
−10 6774 7.10 2484.7 590.9

0 5413 4.96 1735.8 472.2

1.0
−10 5518 3.29 1151.7 481.3

0 3957 3.16 1104.3 345.1
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Figure 10. Low-temperature fracture energy with different ER contents.

3.3.3. Water Sensitivity
Immersion Marshall Test

The residual Marshall stability (RMS) of LCA-AMs with different dosages of ER were
studied using the immersing Marshall test. The results are shown in Figure 11. From
Figure 11, the Marshall stability of LCA-AMs with ER is higher than 8 kN both before
and after the immersion condition. The RMS of LCA-AMs increases with the increase of
ER dosage, and all the RMS of LCA-AMs are more than 80%. The results even satisfy the
requirements of the specification of HMA.

Figure 11. Immersion Marshall stability and RMS of LCA-AMs with ER.

Freeze-Thaw Splitting Test

The freeze-thaw splitting ratio (TSR) of LCA-AMs with the different dosages of ER
were studied using the freeze-thaw splitting test. The results are shown in Figure 12. It can
be seen from Figure 12 that the TSR of LCA-AM without ER is lower than 75%. However,
all the TSRs of LCA-AMs with ER are higher than 75%, and meet the requirements of HMA.
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The TSR increases first and then decreases with the increase of ER dosage, and the TSR
of LCA-AMs with 1% ER is the highest. Therefore, due to the enhancement effect of ER,
LCA-AMs have a good anti-water damage performance.

Figure 12. Indirect tensile strength and TSR of LCA-AMd with ER.

3.3.4. Fatigue Resistance

The repeated SCB test was conducted to investigate the fatigue resistance of LCA-AMs.
The results are shown in Table 12 and Figure 13. The stress ratios of the fatigue test were
0.3, 0.4, 0.5, 0.6 and 0.7, respectively.

It can be seen from Table 12 that, at 25 ◦C, the peak load and fracture toughness of
LCA-AM with 1.0% ER are the highest, while the LCA-AM with 0.6% ER has the maximum
fracture work and fracture energy. Compared with the LCA-AM without ER, the fracture
energy of LCA-AMs with 0.3%, 0.6% and 1.0% ER increase by 26.7%, 109.3% and 60.5%,
respectively. It can be seen from Figure 13 that under the same loading frequency, the fatigue
life decreases gradually with the increase of stress ratio. When the stress ratio increases
from 0.3 to 0.7, the fatigue life of the LCA-AM without ER decreases by 83.7%, which shows
that the fatigue resistance of the asphalt mixture has an obvious stress dependence. When
the stress ratio is 0.3, the fatigue life of the LCA-AM increases gradually with the increase of
ER content. Compared with the LCA-AM without ER, the fatigue performance of LCA-AM
with 0.3% ER decreased by 12.5%, while that of LCA-AMs with 0.6% and 1.0% ER increase
by 15.3% and 48.9%, respectively. When the stress ratio is 0.7, the fatigue resistance of 0.3%,
0.6% and 1.0% ER reinforced LCA-AMs increases by 22.6%, 11.8% and 6.0%, respectively.
This shows that ER can significantly increase the fatigue resistance of LCA-AMs. The
LCAs-AM with 0.6% and 1.0% ER are much better than the LCA-AM without ER.

Table 12. Results of repeated SCB tests of LCA-AMs.

Asphalt Mixture ER Dosage (%) Peak Load (N)
Fracture Work

(J)
Fracture Energy

(J/m2)
Fracture Toughness

(kPa × m0.5)

LCAs-AM with ER

— 953 0.88 180.6 68.0
0.3 756 0.65 228.8 65.9
0.6 1192 1.08 378.0 104.0
1.0 1268 0.92 289.8 110.5
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Figure 13. Fatigue life of LCA-AMs with ER.

4. Conclusions

In this paper, an environmentally friendly LCA asphalt modifier additive was devel-
oped, which can used to decrease the construction temperature of asphalt mixtures. The
design and preparation parameters of LCA-modified asphalt mixtures were determined.
The volumetric properties, mechanical performance and mixture performance of LCA-AMs
were studied as well. The main conclusions are as follows:

(1) LCAs can significantly decrease the preparation temperature of asphalt mixtures. All
the volumetric properties, namely the VV, VMA, VFA, MS and FL of LCA-AMs meet
the design requirements, however, the MS of original LCA-AM (7.56 kN) is slightly
lower than 8 kN.

(2) The content and mixing method (Method 1 and Method 2) of ER have obvious effects
on the mechanical performance of LCA-AMs. For instance, 0.3% ER can effectively
enhance the mechanical properties of LCA-asphalt mixtures, and the MS is 56.4%
higher than that of LCA-AM without ER. The MS of 1% ER-reinforced LCA-AMs
mixed by Method 2 is 30 times higher than that of LCA-AMs mixed by Method 1.

(3) The ER can form a spatial skeleton structure in the mixture, and effectively improve the
initial strength of the asphalt mixture. The enhancement effect of ER can significantly
increase the rutting resistance and water sensitivity of LCA-AMs.

(4) 0.3% and 0.6% ER dosages can improve the fracture energy and fracture toughness
of LCA-AMs, and 0.6% and 1.0% ER can increase the fatigue life of LCA-AMs. The
low-temperature crack resistance and fatigue resistance of LCA-AMs with appropriate
dosages of ER will be obviously improved compared with the LCA-AM without ER.

It is feasible to improve the mixture performance by the enhancement of low dosages
of ER. LCAs can facilitate the low-temperature preparation of asphalt mixtures, with
remarkable environmental benefits. LCAs should find wide application prospects in
asphalt pavement engineering.
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Abstract: Volcanic soil is a special soil that is well-known for its distinctive texture, vesicular nature,
and particle fragility. The fragility characteristic of volcanic soil is the main factor affecting the
foundation stability in road engineering. This study focuses on the mechanical properties and particle
crushing characteristics of volcanic soil retrieved from Northeast China. A series of triaxial consolida-
tion and drainage shear tests are performed on volcanic coarse-grained soil (5 mm > d > 0.075 mm)
under different initial relative densities and effective confining pressures. Results show the peak
friction angle of volcanic soil significantly decreases with the increase of confining pressure. The
particle crushing degree of volcanic soil increases with the increase of confining pressure, particle
size, and relative density. The relative breakage rate of the same particle size group has a good linear
relationship with a fractal dimension. Moreover, for the same particle size, the relationship between
plastic work and relative breakage rate can be fitted by a power function, which is not significantly
affected by relative density or effective confining pressure. From an engineering view, in addition to
increasing the compaction degree of volcanic soil, volcanic soil with fine particles used as a roadbed
filler can significantly reduce the deformation of the roadbed and improve the bearing capacity of
the foundation.

Keywords: volcanic soil; mechanical property; strength index; particle crushing; road engineering

1. Introduction

In recent years, with the increasing expansion of road construction, some roads have
to cross volcanic soil areas, considering local availability in large quantities and low cost [1],
the use of volcanic soils in roadbed fill has increased.

As a regional special soil, volcanic soil differs from traditional sand and gravel stacks
in that its genesis originates from the eruption and condensation of volcanic magma. This
special genesis allows volcanic soils to play different roles in various fields, such as refrac-
tory materials and adsorbents to remove harmful ions from industrial wastewater [2–7].
Mechanical properties are the focus of the present study. With the ejection of magma, under
the conditions of reduced external pressure and a sudden temperature drop, gas escapes
from the lava and forms pores of various sizes and numbers, moreover, since this material
has not undergone long-distance transport effects, as a result, volcanic soil exhibits porous
characteristics and irregular particle shape characteristics [8]. These special structures
make the volcanic soil particle easy to crush under lower loads [9,10], this causes excessive
deformation even rapid weakening of volcanic soil foundation bearing capacity, leading to
instability and other hazards, affecting the safe operation of road facilities. Therefore, an
in-depth investigation of volcanic soil particle crushing characteristics is meaningful for
the stability of road engineering.

The special crushing sensitivity of volcanic soils has attracted the attention of scholars.
According to the results of previous studies, particle crushing is related to a variety of
factors, mainly including mineral composition [11–13], particle shape [14–16], particle
size [17–19], particle relative density [20,21], and external loads [22,23], etc. Extensive
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research has been performed to study the mechanical properties of crushable volcanic
soils retrieved from different regions. For example, Agustian and Goto [9] investigated the
effects of particle size, dry density, and effective confining stress on Japanese volcanic soils
by drained triaxial compression tests and found particle sizes had a noticeable influence on
internal friction angle. Kikkawa et al. [24] performed K0 compression tests to compare the
compression behavior of loose and dense sand and pointed out that dense sand particles
exhibited more crushing and less tendency during loading. Galvis-Castro et al. [25] con-
ducted a one-dimensional compression study of volcanic soils in the Columbia area, the
result showed that yield stress was low. Asadi et al. [26] reported a crushable volcanic soil
acquired from the North Island of New Zealand and found its shear modulus was much
lower than Toyoura sand. Scholars’ studies show that the mechanical strength of volcanic
soil was low due to its fragile crushing nature. Although scholars have achieved plenty of
achievements in crushable volcanic soil. However, quantitative studies on particle crushing
characteristics and the mechanical behavior of volcanic soils are not sufficient, such as
quantitative measurement of particle crushing, the relationship between the crushing of
volcanic soil particles and the external input energy, etc. A deeper study of these aspects
will help to better understand the mechanical properties of crushable volcanic soils and
provide theoretical guidance for the construction in road engineering.

Given this, the objective of this study is to investigate particle size (d), confining pres-
sure (σ3), and relative density (Dr) on the mechanical behavior and crushing characteristics
of volcanic soils. The mechanical characteristics, strength indexes, and critical state of
volcanic soils were examined. Then, particle crushing features after the shearing test was
addressed using the quantitative indexes relative breakage rate and fractal dimension,
and the particle crushing pattern was analyzed. Finally, from an energy perspective, the
relationship between plastic work and relative breakage rate was established.

2. Materials and Methods

2.1. Material

The soil sample material was taken from Erdao Baihe District, Yanbian Korean Au-
tonomous Prefecture, Jilin Province, China (Figure 1a). Thick layers of volcanic soil were
formed at this site due to the eruptive action of Changbai Mountain; the sampling site
was located at a slope formed by artificial excavation (Figure 1b). There are numerous
small pores distributed inside the volcanic soil particles (Figure 2), hence this material is
susceptible to crushing under external forces, distinguishing it from ordinary materials [27].

 

Figure 1. Sampling location map. (a) Location map; (b) Artificial slope.
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Figure 2. SEM of volcanic soil particle.

The mineralogical and chemical composition of volcanic soil were analyzed by X-ray
diffraction (XRD) and X-ray fluorescence (XRF). (JASSO TTR III Multifunctional X-ray
Diffractometer was adopted for the XRD test. The K-value method was used to calculate
mineral content. M4 Tornado X-Ray Fluorescence Spectrometer was used for the XRF
test. For more test details, please see the literature [28]). Table 1 shows the mineralogical
composition of volcanic soil consisting mainly of quartz, feldspar (potassium feldspar and
plagioclase), and hematite with little clay minerals. The chemical composition is dominated
by SiO2.

Table 1. Proportions of primary minerals and major oxides for samples.

Test item Component Percentage (%) Test Item Component Percentage (%)

XRD mineral phase

Quartz 20.5

XRF major element

SiO2 50.18
Al2O3 16.95

Potassium feldspar 20.6
Fe2O3 10.48
FeO 0.77

Plagioclase 48.9
MgO 2.27
CaO 4.39

Hematite 8.5
Na2O 4.13
K2O 3.87

Clay minerals 1.5
MnO 0.18
P2O5 1.23
TiO2 1.75

Loss on ignition 3.53

2.2. Test Scheme

Due to the irregular shape and fragility of volcanic soil particles, the soil particle
crushing degree increases with the increase of sieving time. This will affect the accuracy
of the result of particle size distribution curves. To overcome the effect, a suitable sieving
time needs to be determined. Figure 3a shows that with an increase in sieving time, control
particle size d30, d60 gradually decrease, when the sieving time is within 8–10 min, control
particle size change is not significant so sieving time is determined as 10 min. Figure 3b
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is the original curve in sieving 10 min. According to Hardin’s theory [11], it is difficult
for a soil particle size < 0.074 mm to crush. Considering particle size groups engineering
classification, four particle size groups were selected from original grading curves, which
all belong to the category of coarse-grained soils [29]. The schematic diagram of the
four particle sizes group is shown in Figure 4. The physical properties of volcanic soil
were determined according to the Standard for Geotechnical Testing Method (2019) [30].
Combined with Figure 4 and Table 2, it can be found that for the 2–5 mm particle size group
and 0.5–2 mm particle size group, particle shape is irregular and the maximum void ratio
is relatively large with holes visible to the naked eye.

  

Figure 3. Determination sieving test time and corresponding particle size distribution curve: (a) siev-
ing test time; (b) particle size distribution curve.

Figure 4. Diagram of four particle size of volcanic soil.

Table 2. Physical parameters of volcanic soil.

Soil Group (mm) Soil Name Gs ρdmin (g/cm3) ρdmax (g/cm3) emax emin

2–5 Fine gravel

2.615

0.597 1.277 3.380 1.048
0.5–2 Coarse sand 0.729 1.262 2.587 1.072

0.25–0.5 Medium sand 0.875 1.361 1.989 0.921
0.075–0.25 Fine sand 0.930 1.391 1.811 0.879

As volcanic soil has favorable permeability properties due to its porous nature [31],
water can be discharged quickly under load, therefore consolidation and drainage test
conditions are realistic. Considering that general road engineering load values are not large,
effective confining pressures were set as 100 kPa, 200 kPa, and 400 kPa, and three defined
in engineering relative densities (loose (0.3), medium-dense (0.5), and dense (0.7)) were
selected in this paper to carry out consolidation drainage shear (CD) experiments, the test
protocol is shown in Table 3.
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Table 3. Triaxial shear test scheme for four particle size group.

Type of
Test

Soil Group
(mm)

Dr (Relative Density)
Confining

Pressure (kPa)

Total
Number of

Samples

CD Test

2–5
0.3 (loose), 0.5 (medium),

0.7 (dense) 100, 200, 400 36
0.5–2

0.25–0.5
0.075–0.25

2.3. Triaxial Experiment Procedure

The tested soil samples were 50 mm in diameter and 100 mm in height. A 0.5 mm
thick rubber film was chosen to avoid particles from penetrating the rubber film. The
soil was divided into five parts, and it was carefully dropped into rubber film embraced
using a spoon. To avoid massive particle crushing during the sample loading stage, a
sample maker was used to gently compress the sample surface to the preset height. Then,
the sample was saturated by combining the water head and the backpressure saturation
method. In the water head saturation stage, the sample was saturated for 2.0 h, and a
back pressure of 400 kPa was applied to the sample in the backpressure saturation stage;
when B-value > 0.95, the saturation stage finished and the sample was consolidated under
the specified effective confining pressure; when the change of consolidation volume did
not exceed 0.05 cm3/5 min, the stage was completed. Finally, triaxial shear tests were
performed under drained conditions at a shear rate of 0.042 mm/min until the axial strain
reached 30%. When the shearing stage was completed, the specimen was washed into the
drying plate from the rubber membrane using the water washing method, followed by
a drying and sieving test. (For 0.25–0.5 mm and 0.075–0.25 mm particle size groups, the
gradation curve results after the test are not shown in the gradation curve evolution section.
The main reason is that some of the particles adhered to the drying plate, these sticking
particles suffered a non-negligible crushing amount when removed, which was not caused
by pure mechanical behavior (triaxial test), thus interfering with the test results).

3. Triaxial Consolidation and Drainage Test Results

3.1. Stress–Volume Strain–Axial Strain Characteristics

Figure 5 shows deviator stress–axial strain–volumetric strain curves of volcanic soil
with four particle size groups. Under 100 kPa confining pressure, stress–strain curves of
the four particle sizes at different relative densities show a strain-softening type. For the
2–5 mm particle size group, loose samples show an initially compressive behavior, followed
by an expansive behavior at low confining pressure and a purely compressive behavior at
high confining pressure (400 kPa), while for the 0.075–0.25 mm particle size group, there
is no pure compression behavior. For a certain particle size group, at a given confining
pressure, increasing Dr remarkably increases the shear strength and the expansion trends,
in addition, increasing confining pressure would postpone the arrival of the peak shear
strength [21]. For the same particle size group, under a certain confining pressure, soil
residual strengths are the same with different relative densities.

Under 30% terminating axial strain condition, four particle size groups have reached
the stress critical state. For the small size group, 0.075–0.25 mm and 0.25–0.5 mm, the critical
state appears to correspond to approximately 20% axial strain, while for the large size
group, 0.5–2 mm and 2–5 mm, the stress critical state appears after 25% axial strain. This
indicates that larger particles require greater axial shear strain to achieve stress stability.
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Figure 5. Cont.
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Figure 5. Deviator stress–axial strain–volumetric strain curves of volcanic soil with different relative
density (Dr) and confining pressure(σ3): (a) 2–5 mm particle group; (b) 0.5–2 mm particle group;
(c) 0.25–0.5 mm particle group; (d) 0.075–0.25 mm particle group.
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Figure 6 shows the maximum volumetric contraction strain of four particle size groups
after triaxial shear testing. The maximum volumetric contraction strain of all specimens
increased with increasing confining pressure, particle size, and decreasing relative density
varied from 1% to 25%; under the same relative density and confining pressure conditions,
as particle size increases, the void ratio also increases, and particles are more likely to
move and crush during shearing, producing greater compressibility [32]. Hence, in road
engineering, the selection of smaller grain size volcanic soil as road foundation fill can
significantly reduce the settlement deformation of the foundation.

 
Figure 6. Maximum volumetric contraction strain of volcanic soil with different relative density and
confining pressure in four particle size groups.

3.2. Peak Strength Index

Figures 7–10 show four volcanic soil particle size groups shear strength envelopes
with different relative densities (Dr) under peak state. Although these four particle sizes
belong to the coarse particle size group in the particle size category, the fitted values reveal
that there is still a non-negligible cohesion, approximately 30.62–94.64 kPa, which may be
attributed to the occlusion effect caused by the irregular shape of coarse particles, according
to previous studies on similar materials, e.g., calcareous sands [32,33]. For the >0.25 mm
particle sizes group, as for the same particle size group, cohesion increases significantly
with increases in relative density. For 0.5–2 mm and 0.075–0.25 mm particle groups, the
internal friction angle slowly increases with increases in relative density. With an increase
in relative density, the internal friction angle tends to decrease for 2–5 mm and 0.25–0.5 mm
particle size groups.

456



Materials 2022, 15, 5423

 

 

 

Figure 7. Shear strength envelopes of 2–5 mm particle groups volcanic soil with different relative
density (Dr) under the peak state: (a) Dr = 0.3, (b) Dr = 0.5, (c) Dr = 0.7.
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Figure 8. Shear strength envelopes of 0.5–2 mm particle groups volcanic soil with different relative
density (Dr) under the peak state: (a) Dr = 0.3, (b) Dr = 0.5, (c) Dr = 0.7.
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Figure 9. Shear strength envelopes of 0.25–0.5 mm particle groups volcanic soil with different relative
density (Dr) under the peak state:(a) Dr = 0.3, (b) Dr = 0.5, (c) Dr = 0.7.
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Figure 10. Shear strength envelopes of 0.075–0.25 mm particle groups volcanic soil with different
relative density (Dr) under the peak state: (a) Dr = 0.3, (b) Dr = 0.5, (c) Dr = 0.7.
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According to classical Mohr–Coulomb theory, the shear strength index is only related
to the material composition and the initial density of specimens, not to the load stress
level [34]. If Mohr–Coulomb fitted values are used, the internal friction angle and cohesion
are artificially separated from the engineering perspective. The occlusion effect is also
a part of the friction component in coarse-grained soils [29,35]. Volcanic soils can be
crushed at low load stress levels. As confining pressure increases, particle crushing degree
increases to suppress shear dilation behavior between particles, which leads to a decrease
in the internal friction angle [36]. Therefore, it is necessary to consider the internal friction
angle decreasing effect as confining pressure increases for crushable volcanic soils. For
coarse-grained soils, the peak friction angle (ϕmax) is calculated as Equation (1) [29].

ϕmax = sin−1 (σ1 − σ3)max
(σ1 + σ3)max

(1)

Figure 11 shows the peak internal friction angle of volcanic soil. Under the same
relative density and particle size condition, peak friction angle decreases significantly with
an increase in confining pressure. Under low confining pressure, the particle crushing
degree is slight, and the shear dilation effect between the particles increases occlusion
friction, causing a higher peak internal friction angle. With an increase of confining pressure,
deviator stress increases, which causes particle crushing degree increases; particle crushing
effect partially eliminates shear dilation effect, shear dilation gradually disappears, the
occlusion effect is gradually eliminated, and the friction effect between particles is gradually
reduced [36]. The results reveal that the peak friction angle decreases as particle size
increases and relative density decreases. Therefore, in engineering construction, the greater
the relative density and the higher the content of fine particles in road foundation fill, the
better its bearing capacity.

 

Figure 11. Peak internal friction angle of volcanic soil with different relative density (Dr) and
confining pressure(σ3) in four particle size groups.

3.3. Critical State Line

According to the results in Section 3.1, four grain size volcanic soils reached critical
conditions at 30% axial strain. Figure 12 shows critical state lines of volcanic soil with four
different particle size groups. Critical state stress ratios of different particle size groups are
significantly different. The critical state stress ratio is the largest for the 2–5 mm particle
size group and the smallest for the 0.075–0.25 mm particle size group.
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Figure 12. Critical state lines of volcanic soil with different particle sizes on deviator stress and mean
stress plane.

4. Gradation Curve Evolution

After shearing tests, the gradation curves of both particle size groups significantly
shifted upward with an increase in relative density and confining pressure (Figure 13).
At 100 kPa confining pressure condition, specimen gradation curves have changed sig-
nificantly, which indicates that volcanic soils have generated large crushing amounts at
low confining pressures [9]. For a certain particle size group, the gradation curve shifts
upward continuously with increasing relative density (Dr) and confining pressure(σ3).
Under the same conditions, the denser specimen shows a greater crushing amount. A
dense specimen will contain an increased number of grains and therefore have a larger
grain coordination number. Conversely, a larger grain coordination number will enhance
the interactions between the grains and the surrounding grains and increase the probability
of grain crushing [37]. For different particle size groups, the crushing degree of the 2–5 mm
particle size group is greater under the same confining pressure and relative density. Larger
particles are more vulnerable to crushing because they contain more internal flaws and the
surface shapes are more irregular. Overall, the particle crushing degree of volcanic soil is
influenced by confining pressure, relative density, and particle size.

  

Figure 13. Evolutions of particle size distribution curves of volcanic soil with different relative density
(Dr) and confining pressure(σ3): (a) 2–5 mm particle groups; (b) 0.5–2 mm particle groups.
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4.1. Crushing Degree Measurement
4.1.1. Relative Breakage Rate Br

The relative breakage rate Br proposed by Hardin [11] is broadly used to evaluate
the particle crushing degree in the soil mass. The definition of Br calculated is shown in
Figure 14. Where Bp is defined as the area enclosed inside the initial grading curve (AB
line) and the line of 0.074 mm particle size (OC line); Bt is defined as the area enclosed
inside the current grading (AD line), initial grading (AB line), and the 0.074 mm particle
size line (CD line).

Figure 14. Defining of the relative breakage rate.

For both particle size groups, Br increases with increasing confining pressure and
relative density (Table 4, 2nd column), and the maximum Br reached 0.382. There is a
positive correlation between Br and confining pressure (Figure 15), and the 2–5 mm particle
size group has a greater relative breakage rate under the same conditions.

Table 4. Table of correlation coefficients and plastic work for large particle size group.

Sieving Test
Sample

Br D R2

(Fractal)
a b R2

(HILL)
Wp

(kPa)

2-5-0.3-100 0.151 1.898 0.958 3.173 0.812 0.988 78.599
2-5-0.3-200 0.229 2.125 0.969 2.275 0.658 0.982 165.014
2-5-0.3-400 0.283 2.257 0.971 1.456 0.642 0.980 264.891
2-5-0.5-100 0.174 2.057 0.929 3.902 0.656 0.990 89.152
2-5-0.5-200 0.255 2.195 0.970 1.674 0.677 0.978 169.370
2-5-0.5-400 0.312 2.278 0.977 1.071 0.677 0.970 290.556
2-5-0.7-100 0.275 2.229 0.971 1.442 0.671 0.973 102.541
2-5-0.7-200 0.308 2.277 0.978 1.153 0.664 0.978 191.436
2-5-0.7-400 0.382 2.366 0.988 0.681 0.697 0.983 307.688

0.5-2-0.3-100 0.128 1.774 0.988 2.015 0.984 0.991 77.369
0.5-2-0.3-200 0.196 1.965 0.996 1.174 0.979 0.991 153.606
0.5-2-0.3-400 0.241 2.069 0.996 1.146 0.972 0.989 250.489
0.5-2-0.5-100 0.133 1.829 0.981 2.274 0.905 0.984 84.601
0.5-2-0.5-200 0.208 2.012 0.996 1.172 0.931 0.990 166.295
0.5-2-0.5-400 0.254 2.091 0.995 0.822 0.970 0.989 261.325
0.5-2-0.7-100 0.152 1.898 0.985 1.974 0.883 0.988 102.395
0.5-2-0.7-200 0.219 2.028 0.997 1.048 0.952 0.992 167.419
0.5-2-0.7-400 0.272 2.104 0.995 0.724 1.005 0.992 279.888
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Figure 15. Variations in relative breakage rate (Br) with different relative density (Dr) and confining
pressure(σ3): (a) 2–5 mm particle groups; (b) 0.5–2 mm particle groups.

4.1.2. Fractal Dimension D

Previous studies on soil particle crushing indicated that the mass distribution of
crushed particles showed fractal characteristics [32,38–40]. The mass of particles with
different sizes meets the relationship given in Equation (2).

M(d < di)

Mt
= (

di
dmax

)
3−D

(2)

where d is particle diameter, di is ith sieving diameter (i = 1, 2, . . . , n); dmax is the diameter
of the largest particle, M (d < di) is the cumulative mass of soil particles with particle size
less than di; Mt is the total mass of soil particles. D = 3 − k, where D is fractal dimension, k
is the slope of the relationship curve between M(d < di)/Mt and di/dmax in the logarithmic
coordinate system.

Before tests, these two particle size groups (0.5–2 mm, 2–5 mm) do not show fractal
characteristics; after shear tests, all specimens exhibit obvious fractal characteristics, (Table 4,
3th column). Fractal dimension D increases with an increase of confining pressure σ3 and
relative density Dr, and the fractal dimension shows a positive correlation with relative
density (Figure 16). Under the same conditions, the 2–5 mm particle size group has a larger
fractal dimension. This is because the initial particle size of that is larger, and particle
crushing produces a wider particle size distribution, which makes fractal characteristics
more obvious [32].

  

Figure 16. Variations in fractal dimension (D) with different relative density (Dr) and confining
pressure(σ3): (a) 2–5 mm particle groups; (b) 0.5–2 mm particle groups.
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4.1.3. Associations between Br and D

Figure 17 shows the variation of fractal dimension D with relative breakage rate Br;
there is a good linear relationship between them, and the relationship between D and Br is
not affected by relative density and confining pressure only by particle size. The 2–5 mm
particle size group has a larger fractal dimension compared with the 0.5–2 mm particle
group under the same Br.

Figure 17. Variations in Fractal dimension (D) with relative breakage rate (Br).

4.2. Particle Crushing Pattern

Soil particle crushing patterns are generally classified into three patterns: abrasion,
breakoff, and splitting [41]. Dong et al. [42] proposed and experimentally verified a
probability density function that can describe a single particle size group crushing pattern
based on a large number of point load experiments. The Hill probability density function f
is expressed as follows:

f = −
abb( xi

1−xi
)

b

xi(xi − 1)
[
( xi

1−xi
)

b
+ ab

]2 (3)

where xi = di/dmax, di is crushed sub-particle size, and dmax is the maximum particle size
of the original particle group. The fitting parameters are a and b. Parameter a controls
the particle size ratio that is most likely to appear after particle crushing, and parameter b
controls the curve shape. According to the parameters of a, b, three crushing patterns can
be determined. In this paper, values a range from 0.68 to 3.173, and values b range from
0.64 to 1 (Table 4, 5th, 6th column).

Figure 18 shows the variation of Hill probability density function f in two particle
size groups: for any one of the specimens, as xi increases, the probability density function
f presents that extreme values appear at both ends (xi near 0 or 1) of the curve, and one
end is higher than the other; according to Dong’s result [42], the curve types of these
two particle size groups can be defined as breakoff type, which is in good agreement with
the test photographs (Figure 19). For the same particle size groups, when xi is near zero,
the probability density function f shifts upward as confining pressure increases under
the same relative density condition. However, there is no obvious rule for the probability
density function f at different relative densities under the same confining pressure, which
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indicates that the Hill probability density function may not be sensitive to the change in
the relative density.

  

Figure 18. Variation of Hill probability density function f with different relative density (Dr) and
confining pressure (σ3): (a) 2–5 mm particle groups; (b) 0.5–2 mm particle groups.

 

Figure 19. Photos of volcanic soil after shear test: (a) 2–5 mm-0.7–400 kPa test sample;
(b) 0.5–2 mm–0.7–400 kPa test sample.

5. Plastic Work Analysis

Since grain crushing is a process in which grains consume external work and result
in energy loss, the evolution laws of volcanic soil grain crushing during the test can be
studied in terms of plastic work (Wp) [37,43]. Wp is defined as the irrecoverable energy
extracted by the sample during the test, and it is equal to the sum of plastic work done
by shear stress (W1) and the plastic work done by mean effective stress (W2). Given that
crushable coarse-grained soils undergo only slight elastic deformation during the test, dεd
and dεv could be directly adopted to determine the Wp [44].

W p = W1 + W2 =
∫

qdε
p
d +

∫
pdε

p
v ≈

∫
qdεd +

∫
pdεv (4)

The results of plastic work for these two particle sizes group are shown in Table 4
(8th column); for the same particle size group, plastic work increases with the increase
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of confining pressure and relative density. For different particle size groups, the 2–5 mm
particle size group needs to consume more plastic work, whereas the difference is not large.
Under the same confining pressure and relative density conditions, for example, plastic
work consumed by 2–5 and 0.3–100 kPa specimens and 0.5–2 to 0.3–100 kPa specimens are
basically the same, but the difference between their relative breakage rate Br was larger,
which indicates that the 0.5–2 mm particle group needs more plastic work than the 2–5 m
particle group to reach the same relative breakage rate Br. The main reason is that the shape
of the 2–5 mm particle group is more irregular, with larger internal flaws compared to
the 0.5–2 mm particle group (Figure 4), which leads to a greater susceptibility to crushing
for the same external load work conditions, causing a greater relative breakage rate. The
relationship between the plastic work (Wp) and the relative breakage rate (Br) for these
two particle sizes groups follows the power function (Figure 20a,b), which can be fitted
using Equation (5), with A, B as the fitting parameters. For the same particle size groups,
the relationship between plastic work and the relative breakage rate is not significantly in-
fluenced by the relative density and the confining pressure. Scholars’ studies on calcareous
sands also confirm this conclusion [37], however, in their research, Br = 1.17 × 10−5W p1.42.
By comparing the equations in this study with theirs, it can be found that the amount of
crushing is greater under the same plastic work in this study, which is mainly because the
main minerals strength of calcareous sand are stronger compared to volcanic soil particles,
therefore, calcareous sand particles are less likely to crush under the external force, which
also shows that the mineral composition has a great influence on particle breakage.

Br = AW pB (5)

  

Figure 20. Variations in relative breakage rate with plastic work: (a) 2–5 mm particle groups;
(b) 0.5–2 mm particle groups.

6. Conclusions

A series of consolidation drainage shear tests were carried out to investigate the effects
of particle size, confining pressure, and relative density on the mechanical properties and
crushing characteristics of volcanic soils. The characteristics of soil stress–strain curve,
shear strength index, critical state behavior, and quantification of particle fragmentation
characteristics, using fractal dimension and relative breakage rate were systematically in-
vestigated. Finally, the quantitative relationship between external work and fragmentation
amount was established through the energy perspective. The main findings are as follows:

Stress–strain curves characteristic of volcanic soil were affected by particle size; the
large particle size groups (>0.5 mm) required larger axial strain to reach a stress steady
state. The critical stress ratio was significantly influenced by particle size, with the largest
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critical stress ratio for the 2–5 mm particle size group and the smallest critical stress ratio
for the 0.075–0.25 mm particle size group.

For crushable volcanic soils, there was a clear physical significance in using the peak
internal friction angle index when considering the confining pressure effect; peak friction
angle decreased significantly with the increase of confining pressure, and peak friction
angle decreased as particle size increased and relative density decreased.

The particle crushing amount increased with increasing particle size, relative density,
and confining pressure. For the same particle size, there was a good linear relationship
between Br and D. Crushing patterns of large particle size groups could be classified as
breakoff type. From an energy perspective, the power function relationship between Wp
and Br of large particle size group was established, the relationship was only affected
by particle size, and it was not significantly affected by the relative density and effective
confining pressure. The results of comparison with similar materials [37] also confirm that
the mineral composition has a large influence on the particle crushing amount.

In terms of engineering, based on the results of this study, it can be concluded that
volcanic soil with fine particles used as roadbed filler can significantly reduce the defor-
mation of the roadbed and improve the bearing capacity of the foundation, in addition to
increasing the compaction degree of volcanic soil.
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Abbreviations

Gs Specific gravity
ρdmin Minimum dry density (Unit: g/cm3)
ρdmax Maximum dry density (Unit: g/cm3)
emin Minimum void ratio
emax Maximum void ratio
d Particle size (mm)

d30
The mass of soil particles smaller than this particle size is 30% of the total mass of
soil particles (mm)

d60
The mass of soil particles smaller than this particle size is 60% of the total mass of
soil particles (mm)

Dr Relative density
σ3 Confining pressure (Unit: kPa)
σ Normal stress (Unit: kPa)
τ Shear stress (Unit: kPa)
c Soil cohesion (Unit: kPa)
ϕ Soil internal friction angle (◦)
D Fractal dimension
Br Relative breakage rate
R2 Coefficient of correlation
f Probability density function
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Wp Plastic work (Unit: kPa)
W1 Plastic work done by shear stress (Unit: kPa)
W2 Plastic work done by mean effective stress (Unit: kPa)
q Deviator stress (Unit: kPa)
p Mean effective stress (Unit: kPa)

dε
p
d Plastic shear strain increment

dε
p
v Plastic volumetric strain increment

dεd Shear strain increment
dεv Volumetric strain increment
a Fitting parameter
b Fitting parameter
A Fitting parameter
B Fitting parameter
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Abstract: This article presents the results of research on the change in torsional stiffness of two rect-
angular profiles, arranged one on top of the other, which were permanently connected at their ends.
The flat bars were expanded in the middle of their active length. The test involved determining
the increase in the stiffness of a twisted test set before and after expanding. The authors present an
analysis of the structure load and compare the results of tests carried out using analytical (for selected
cases), numerical and experimental methods, obtaining satisfactory compliance. The analytical
calculations included the influence of limited deplanation in the areas of the profile’s restraint. The
ANSYS package software was used for calculations with the Finite Element Method. A change in the
stiffness increase index at torsion was determined. The obtained results showed that expanding the
test sets in their middle causes an increase in torsional stiffness, which is strongly dependent on the
design parameters such as bending deflection, torsion angle and dimensions of the cross-section of
the flat bar in the package.

Keywords: rectangular profile; torsional stiffness; stiffness increase; research; finite element method

1. Introduction

The torsion of rectangular profiles is a load state in which the profiles are affected by
the torsional moment in their cross-section plane. If the bars are restrained, their condition is
described as restrained torsion. Torsional stiffness is the measure of the profiles’ resistance
to torsion and it depends on the material’s mechanical characteristics and geometrical
dimensions of the twisted profile [1].

The results of torsion tests are applied in many areas. In the automotive sector, they
help design, e.g., torsion bars of variable stiffness. In civil engineering, they are used in the
load-bearing systems of buildings [2–8] and other structures [9].

Ribeiro and Silveira [10] investigated the influence of changes in torsional stiffness by
changing the distance between a car stabiliser’s sleeves on the car body tilt while driving
along an arch. The researchers determined that by increasing the test span from 100 mm to
300 mm, the tilt can be reduced from 2.76◦ to 2.65◦. Without modifying the other structural
parameters of the bar, they changed its stiffness from 7.87 kN/m to 9.35 kN/m.

Owing to the use of a hydraulic BMW Dynamic Drive hydraulic mechanism [11,12]
which changes the torsional moment load of the middle part of the cross stabiliser (by
counter-moment generation), the body tilt can be controlled depending on the vehicle
motion conditions. For a vehicle that moves along a 40 m radius arch, it was reduced from
ca. 3◦ to ca. 0.5◦ (at the lateral acceleration of 5 m/s2).

Contrary to the BMW hydraulic system, Buma [13] used an electrical mechanism in
the central part of the bar, connected with a toothed gear that enables reaching high torque
values. The torque rotates the torsional bar in the opposite direction; the bar consists of

Materials 2022, 15, 2567. https://doi.org/10.3390/ma15072567 https://www.mdpi.com/journal/materials
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two coupled parts. The test car body’s tilt was reduced from ca. 2.1◦ to 1◦ at the lateral
acceleration of 5 m/s2.

According to the results obtained by Doody [14] and Husen and Naniwadekar [15,16],
the use of a metal sleeve (instead of a rubber one) for mounting the stabiliser increases its
stiffness (including torsional stiffness of the central part) by 35% and 37%, respectively.

Shokry [17] investigated the strength of a rectangular beam made from polyester
composite reinforced with glass fibre. The addition of nanoparticles was aimed at increasing
the sample’s bending strength. Other researchers also focused on the issue of bent profiles
used for car leaf springs [18,19].

The results of experimental tests on reinforcing narrow beams with carbon fiber-reinforced
laminates were reported by Bakalarz et al. [20]. The authors obtained 11% and 7% increase in
the global modulus of elasticity in the bending and stiffness coefficients, respectively.

Wan and Jung [2,21,22] examined an LSB (LiteSteel beam) with a C-shaped cross-
section, used in floor systems as ground beams or supporting beams, whose centre of
gravity does not overlap with the shear centre. The results revealed that the torsional
moment rises as the shear centre eccentricity increases, which leads to a significant decrease
in the beams’ resistance to the bending moment. Other researchers who carried out tests
on beams with similar shapes obtained parallel results [23–25].

Structures used in everyday life are often exposed to complex states of stress. Simul-
taneous twisting and bending represent one of the most challenging cases. The literature
review did not reveal any examples of two flat bars simultaneously subjected to such
loads. In the presented paper, the numerical models of torsional stiffness of rectangular
profiles under bending stress were determined. Additionally, the laboratory torsional
tests of various sets of profiles with different cross-section shapes were conducted for the
validation of the developed numerical models. The comparison of the results revealed good
agreement between the registered numerical and experimental data, giving an opportunity
of optimization of the profile shape and stiffening method of the analyzed sets in terms of
achieving large changes in torsional stiffness with slight bending of the profiles.

1.1. Analysis of a Unexpanded Test Package

The presence of the cross-section limited deplanation results in auxiliary normal (ten-
sile) stress occurring in addition to static (torsional) [26–30] stress in the profiles, contrary
to pure torsion. This kind of torsion is called flexural torsion, and the total moment Ms nec-
essary to twist the test set is a sum of two components: Mt,s and Mt,w. The first corresponds
to pure torsion (Saint Venant), while the other corresponds to flexural torsion moment.

Ms = Mt,s + Mt,w (1)

A literature analysis [31–35] reveals that the Mt,s and Mt,w shares change in a non-
linear way along the calculated element. The first ones have a constant value, while the
latter ones decay rapidly as the distance to the fixing points increases. The flexural torsion
moment Mt,w depends on several factors:

• Dimensions of the cross-section (B and H)—the thinner and broader the flat bars, the
more significant the share of Mt,w is in the total Ms;

• Length (L)—the shorter the flat bars, the greater the share of Mt,w is in the total Ms;
• Distances between the flat bars—the greater the length (to the cross-section’s shorter

edge) between the flat bars, the more significant the share of Mt,w is in the total Ms;
• Ratio of Young’s modulus (E; of longitudinal elasticity) to Kirchoff modulus (G; of

volume elasticity)—an increase in the E and reduction of G values contribute to a higher
share of the Mt,w limited warping moment in the Ms profile’s total torsional moment.

The outcomes of previous research [26,31] indicate that the torsional strength of open-
section thin-wall profiles increases when torsional moments are taken over not only by
unrestrained torsion but also by the forces warping the flanges in different directions,
i.e., by flexural torsion stress. In other words, an increase in the Mt,w share in the total Ms
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makes a structure stiffer. In order for the strengthening effect to occur, the following two
prerequisites have to be fulfilled:

• The cross-section shall be composed of at least two parallel flanges or at least three
non-parallel walls that do not intersect in a single point;

• The fixing shall enable transferring the profile bending moments and shearing forces
onto the support.

1.2. Analysis of an Expanded Test Package

As a result of the profiles’ expanding, additional bending stress occurs in the middle
of the active length. The stress distribution changes, and so do the shares of Mt,s and Mt,w
in the Ms transferred torsional moment. It can be evidence of the change in the torsional
stiffness under expansion (bending stress).

The available literature misses examples of calculations for expanded flat bars. An
analogy can be found in construction, where calculations for a twisted I-section present
a similar case. If the analogy is used, the web thickness shall be assumed as zero. Un-
fortunately, the analogy can be applied only to flat bars whose shape did not change
under expansion, i.e., distant from one another (e.g., for unexpanded profiles’ calculations).
A sample calculation for I-sections is presented in EUROCODE 3 [34]. The method consists
in the determination of a substitute warping moment called bimoment. To that end, the
bending center shall be identified, and warping inertia determined.

The flexural torsion phenomenon and its influence on the torsional resistance of
I-sections was explicitly presented in the SCI study [32], where the torsional stiffness coeffi-
cient was determined, along with its change depending on the beam length. Computational
procedures were also presented for load cases common in engineering.

The literature hardly provides other examples to gain knowledge for a more detailed
analysis of profiles under bending stress. There is no information about expanding arched
beams. Moreover, there is a lack of information on bending or twisting elements with initial
stress (analogy to stress that occurs when the profiles are expanded).

To summarize, it shall be concluded that it is hard to twist expanded bars. An ap-
proximate solution can be obtained in the best-case scenario, requiring long-lasting and
labour-consuming analytical efforts.

This study includes experiments and simulation tests on two flat bars arranged one
onto another, having a fixed length and variable cross-section dimensions. The flat bars
were durably connected at the ends and expanded in the middle of their active length,
ranging from 0 to 30 mm, and then twisted. The results of the tests can be applied in
a design of a vehicle stabiliser of variable stiffness [36].

2. Materials and Methods

The tests were carried out on a package composed of two rectangular profiles con-
nected permanently at the ends. The profiles were expanded in the middle of their active
length and then twisted. The influence of bending on the change in test package torsional
stiffness was analyzed.

The test set (Figure 1), with the twisted active length L amounting to 528 mm, consisted
of one pair (two pieces) of flat bars, with the possible extension of the package with
successive pairs. The tests were planned for 51CrV4 spring steel plate packages, 3 mm and
6 mm thick (H) and 30 mm to 60 mm broad (B). With regard to the mechanical resistance,
including but not limited to thicker (higher) test sets, the maximum expansion (R) was
limited to 30 mm. The maximum torsion value (ϕ) was assumed to amount to 20◦. The
assumed values result from an analysis of stabilizer bars used in typical passenger vehicles.
An occurring space limitation and required resistance for twist (a torque needed to twist)
in a middle part of the bar cause natural constraint for using shapes not exceeding the
given values.
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Figure 1. Schematic diagram of a test set (unexpanded on the top and expanded on the bottom).

A load analysis enables the determination of two characteristic states: torsion of
unexpanded profiles and torsion of expanded profiles. It was determined that the test
package was exposed to the restrained torsion phenomenon and that the deplanation
capacity of the flat bars in the restraint areas was limited. Moreover, the profiles were
identified to be subject to a complex stress state that depends on the analysed form of the
test set (unexpanded and twisted or expanded and twisted). The following types of stress
were distinguished:

• Shear (tangential) stress originating from pure torsion;
• Tensile stress generated as a result of the profiles’ limited warping in the fixing areas;
• Bending stress along the longer edge of the cross-section) which occurs under tensile

stress and shear forces (originating from restrained warping of the cross-sections);
• Bending stress along the shorter edge of the cross-section (resulting from the pro-

files’ bending).

2.1. Analytical Study

Analytical calculations of an unexpanded test package were carried out based on the
material strength knowledge, including but not limited to thin-walled bars. The course of
the calculations is not presented in this paper. Further sections include the obtained results
that are compared with the results of numerical simulations and experiments.

2.2. Numerical Study

A simulation using the Finite Element Method was performed in the ANSYS environ-
ment [37,38]. The computational model’s structure reflected the real one in the restraining
and loading method. Solid elements were used. This way, the edge folds used for mounting
the bending mechanism were taken into consideration. Every profile was divided into
five sections (Figure 2). The outer sections (1) and (5) corresponded to durable restraint.
The middle section (3) was expanded. The other two sections, (2) and (4), were free, and
their strain during simulation resulted from the restraining method and working conditions
of the rectangular bars in the test stand.

A permanent bond was used at the contact planes of the flat bars’ outer edges. It
corresponded to the processing capabilities of the test sets’ preparation (i.e., welding of
the six available edges—see Figure 1). All degrees of freedom were taken on the outer
planes of section (5). Friction between the rectangular bars (on Sections 2–4) was taken into
consideration. For the unexpanded sets, the coefficient of friction amounting to μ = 0.2
was applied. For the expanded sets, it was μ = 0. This way, the mutual penetration of the
profiles during twisting was avoided.
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Figure 2. Numerical model. Successive sections are marked with digits from (1) to (5).

The model’s discretization was carried out in the Ansys Meshing tool, using non-linear
mechanics settings. The Multizone algorithm was applied. HEXA20 and WED15 type cubic
elements were generated. The first one was a dominant type. A single profile’s thickness in
the test set was adopted as the mesh size. The number of the nodes changed depending on
the model size and ranged from ca. 20,000 to ca. 80,000. The number of elements ranged
from ca. 3500 to ca. 15,000. The mesh quality was checked with Orthogonal Quality indices
(ca. 0.7–0.9), Skewness (ca. 0.2–0.5) and Aspect Ratio (ca. 1.5–5). The obtained values,
depending on the test model’s dimensions, were sufficient for the simulation. No inflation
or local concentration of the mesh was used. Quadratic element order function was applied
just as it was done by Jafari [39].

The analysis included a non-linear material model (Figure 3). Its parameters were
obtained owing to a static tensile test. It was carried out for all tested flat bars’ thicknesses.
The results were converted into real stress. Material stiffening under significant strain was
also taken into account. The force, torque, displacement and rotation margins were assumed
(from 0.05% to 0.1%). It enabled obtaining reproducible results with low sensitivity to the
mesh size changes.

Figure 3. Non-linear model of a 6 mm thick material. The course of actual stress depends on the
material deformation. The conventional yield point amounts to Re = 1417 MPa.

Bending and twisting were performed using the remote displacement function. It
enabled to define necessary degrees of freedom, leaving the other ones non-defined. The
displacement along axis Y (from 0 to ±15 mm) was applied to the inner planes of section (3).
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Twisting (by 20◦) around axis Z and displacement equal 0 mm along axis X and Y was
applied to the outer planes of section (1)—Figure 2.

The simulation was performed in two stages using the remote displacement function
(Figure 4). In the first stage, the profiles were expanded, while in the second one they were
twisted. The reactive moment was measured on the outer planes of section (1). In a purpose
of strength control the reduced stress was checked.

(a) (b) 

Figure 4. (a): test set expanded by 30 mm. (b): test set expanded by 30 mm and twisted by 20◦.

The prepared model helped to perform numerical tests in the whole planned range.
The tested profiles were 3 mm and 6 mm thick and 30 mm to 60 mm broad. They were
expanded within the 0–30 mm range with a 5 mm stroke. The maximum twist amounted to
20◦. The results obtained for unexpanded sets were compared with the results of analytical
calculations. They were characterised by high convergence, ranging from −3% to +5.5%. It
was then assumed that the simulation had been correctly prepared, and the results obtained
for the expanded test packages were correct and confirmed by the experiment results.

2.3. Experimental Study

The developed test stand enabled obtaining reproducible measurement results at
a short duration of a single set’s test. It consists of five essential assemblies, shown in
Figure 5a.

Figure 5. (a) Test stand. (b) Test set 6 × 60.
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A computer set (1) enables data saving and processing. The twisting of the test sets
starts at the drive assembly (2), where it is forced with a mechanical lever and a screw-nut
transmission powered by an electric motor. It ensures continuous moment and torsion
measurement. The rotational motion is transferred by the assemblies of the torque meter (3)
and a double-joint shaft (4) to the test set (5), where the tested profile packages are installed;
the torque meter and double-joint shaft assemblies are connected in series.

The test sets are mounted on supports. One end of each test set is permanently
connected, while the other (connected with the double-joint shaft) enables rotation along the
profile’s lengthwise axis and compensation of its length change resulting from expansion
and twisting. A tilt sensor is also installed there. The sets are expanded with spacer wedges,
from 5 mm to 30 mm thick, with a 5 mm stroke. Pressure plates press them from the outside.

The sensors used during the tests included:

• Torque meters (MI130, MI500 and MI1000, Poznan, Poland) with a measurement range
from 0 to 1000 Nm, measurement accuracy 0.99%;

• Posital Fraba ACS-080-2-SV20-HE2-2W inclinometers (HeerlenHeerlen, The Netherlands)
with two measurement axes (each with a ±90◦ range), measurement accuracy 1.40%.

Additional calibration of torque meters was conducted by applying the particular
static force to an arm of known length.

The test sets consist of two flat bars of the same length. In the central part of each flat
bar, there are two folds of the inner edges that enable their use in subsequent tests. The
profiles were made of 50 HF spring steel plate and connected at the ends by welding. Then
they were quenched to ca. 46–48 HRC and tempered. The profiles are shown in Figure 5b.

The system operation was checked after installing the test packages on the test stand.
Test twisting was performed, and the operation of the limit switches and tension of fixing
bolts were checked. The repeatability of the test was verified by preliminary torque
comparison for minimum and maximum profiles twist. The preliminary twisting was
repeated three times for each analyzed profile set to eliminate the clearance. Subsequently
the consistency was verified by torque curves comparison. After the preliminary inspection,
the actual measurement was carried out. The profiles were twisted from 0◦ to 22◦, while
recording the torque and twist angle. After reaching the desired twist angle, the system
switched off automatically and saved the data. The unloading measurement was performed
in the same way. A reduction in the maximum recorded torsion was observed as the stiffness
of the test sets increased. The changing stiffness forced the use of three torque meter types,
adapting the measurement range in this way.

The test results were processed. Noise and interferences were removed, and the
measurement range adapted (from 0◦ to 20◦). Diagrams of the torque change depending
on the torsion were developed for the data prepared this way. Trend lines were plotted
for the obtained wavelengths. The best representation was obtained for the fourth-order
polynomial. Based on these, the torsional moment was calculated and its results were used
for determining the K stiffness increase index.

3. Results

3.1. Numerical Tests

A change in the moment depending on the test package twisting, and expansion
was analyzed during the numerical tests for two groups—3 mm and 6 mm thick. The
plotted diagrams were used for subsequent analyses. Sample diagrams (plotted for the
cross-section extreme dimensions: H × B—3 × 60 and 6 × 30) are shown in Figure 6. The
color intensity of each curve corresponds to successive expansions levels—from 0 mm (the
lightest) to 30 mm (the darkest).

It was observed that a non-linear waveform characterized the packages made of thin
and broad profiles (3 × 60). The more evident, the more expanded the test sets were. The
diagrams (Figure 6a) reveal a decreasing moment gradient between successive torsion
levels. The described effect confirms the growing share of the flexural moment Mt,w in the
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entire profile torsional moment Ms. The observed bending of the curves in the plot reveals
the non-linear dependence of Mt,w on the torsion.

Figure 6. Change in the torsional moment of the 3 × 60 and 6 × 30 test sets during the numerical
twisting test. The following expansions are marked with colors from the lightest to the darkest: 0, 5,
10, 15, 20, 25, and 30 mm. (a) 3 × 60 package. (b) 6 × 30 package.

The results of numerical tests are summarized in Table 1. The first column on the
left includes the dimensions of a single profile cross-section dimensions (H × B; height
(thickness) × breadth). The top row shows the successive expansion values from 0 (no
expansion) to 30 mm. In order to facilitate understanding, each level is preceded by the R
index. The entered values represent the torsional moment for a 20◦ twist.

In both analyzed thickness groups (3 mm and 6 mm), reproducible regularities can be
observed. The torsional moment increases depending on the expansion. The lowest values
occur for unexpanded test profiles, while the highest ones are achieved for the maximum
expansion amounting to 30 mm.

The 3 mm thick sets are characterized by a measurement range from 30.4 Nm to
188.6 Nm. For the 6 mm thick packages, the values range from 214.4 Nm to 919.8 Nm.

The results of the numerical experiment helped to determine the profiles’ stiffening
under bending. A per cent K stiffness increase index was developed according to formula (2)
as a quotient of torsional moment read for expanded profiles Ms,R to torsional moment
read for not expanded profiles Ms,0:

K = [(Ms,R/Ms,0) × 100] − 100 [%] (2)
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The index shows the value by which the torsional stiffness of the bar’s working part
changed. For instance, a 10% increase means that the test set generates a 10% higher
response moment than before the expansion. An increase by 100% signifies a two-fold
increase in the torsional stiffness. The calculated values of the K index are summarised in
Table 2, which shall be interpreted strictly in the same manner as Table 1.

Table 1. Results of numerical simulations. Torsional moment [Nm] for 20◦ twist, depending on the
package’s cross-section dimensions (H × B) and the expansion R [mm].

Sample H × B [mm] R0 R5 R10 R15 R20 R25 R30

3 × 30 30.4 31.0 33.2 36.8 41.3 47.2 53.8
3 × 35 36.4 37.5 40.9 46.4 53.2 62.1 71.9
3 × 40 42.6 44.3 49.3 57.2 66.9 79.1 92.6
3 × 45 48.7 51.6 58.4 69.1 81.9 97.8 114.6
3 × 50 55.3 59.2 68.2 82.1 98.3 117.8 137.7
3 × 55 62.3 67.3 78.7 95.9 115.6 138.3 161.2
3 × 60 69.5 75.7 89.8 110.7 134.1 161.2 188.6

6 × 30 214.4 217.2 222.9 231.6 242.4 256.5 273.3
6 × 35 261.5 265.0 273.9 287.6 304.3 326.2 351.4
6 × 40 308.4 314.6 327.7 347.7 372.3 404.4 440.9
6 × 45 356.7 366.4 384.8 413.0 447.4 492.3 543.2
6 × 50 407.4 420.2 445.2 483.4 529.9 590.2 658.3
6 × 55 455.6 476.4 509.3 559.4 620.2 698.8 787.0
6 × 60 503.7 529.1 571.9 635.5 712.3 810.7 919.8

Table 2. Numerical simulation. Summary of the percentage value of the K stiffness increase index,
depending on the test package (H × B) and expansion R [mm].

Sample H × B [mm] R0 R5 R10 R15 R20 R25 R30

3 × 30 0.0 1.9 9.3 21.1 35.8 55.1 77.0
3 × 35 0.0 2.9 12.4 27.5 46.2 70.4 97.4
3 × 40 0.0 4.0 15.7 34.3 57.0 85.8 117.3
3 × 45 0.0 5.8 19.8 41.8 68.1 100.6 135.1
3 × 50 0.0 7.1 23.3 48.4 77.7 113.0 149.1
3 × 55 0.0 8.1 26.3 54.0 85.5 122.0 158.8
3 × 60 0.0 9.0 29.2 59.2 92.9 131.9 171.3

6 × 30 0.0 1.3 4.0 8.0 13.0 19.6 27.5
6 × 35 0.0 1.4 4.8 10.0 16.4 24.8 34.4
6 × 40 0.0 2.0 6.2 12.7 20.7 31.1 43.0
6 × 45 0.0 2.7 7.9 15.8 25.4 38.0 52.3
6 × 50 0.0 3.1 9.3 18.6 30.1 44.9 61.6
6 × 55 0.0 4.5 11.8 22.8 36.1 53.4 72.7
6 × 60 0.0 5.1 13.5 26.2 41.4 61.0 82.6

In both analysed thickness groups (3 mm and 6 mm), repetitive regularities can be
observed. The index value increases from 0% (for unexpanded profiles) to the maximum
value (achieved for 30 mm expansion), and the growing breadth of the test packages
contributed to higher stiffness gains.

Thin sets (3 mm) responded to expansion most sensitively. The maximum value of
171.3% was obtained for the 3 × 60 package, while the minimum of 77.0% was obtained for
the 3 × 30 package. Thick sets (6 mm) were less susceptible to expansion. The maximum
value amounting to 82.6% was obtained for the 6 × 60 package, while the minimum was
27.5% (for the 6 × 30 package).

Experiments confirmed the results of numerical simulations.
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3.2. Experiments

The experiments covered the same test sets as the ones used in numerical simulation.
The packages consisted of two profiles with a single flat bar thickness of 3 and 6 mm. The
expansion was performed within a 0 mm to 30 mm range, with a 5 mm stroke.

Hysteresis between the profiles’ loading and unloading was observed during the tests.
The hysteresis resulted from inner friction in the test package material [40] and flexibility
of the test stand elements.

The results were processed to remove the noise and interferences. A diagram of the
torque change during twisting was prepared for each test set. Only the curves obtained
while twisting the profiles were used for their analysis. The comparison between the
particular curves obtained for the same sample sets revealed that the coincidence was
satisfactory (less than 0.5% for different twist values) and did not require more precise data
processing. Sample waveforms for 3 × 60 and 6 × 30 sets are shown in Figure 7. The color
intensity of each curve corresponds to successive expansion levels, from 0 mm (the lightest)
to 30 mm (the darkest).

Figure 7. Experiment. Torsional moment (torque) change depending on the test set torsion. The
following expansions are marked with colors, from the lightest to the darkest: 0, 5, 10, 15, 20, 25 and
30 mm. (a) 3 × 60 package (b) 6 × 30 package.

The waveforms of the unexpanded profiles were nearly linear. The expanded sets,
similar to the results of the numerical experiment, were characterised by non-linearity. It
was most evident for thin (3 mm), broad (mostly at 60 mm) and expanded (mostly at 30 mm)
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profiles. In each of these situations, the moment’s gradient between subsequent torsion
levels revealed decreasing values. Trend lines were plotted for the obtained wavelengths.
The best representation was obtained for the fourth-order polynomial. The functions
enabled the moment calculation at a 20◦ twist of the test sets. The results are summarised
in Table 3.

Table 3. Results of the bench experiment. Torsional moment Ms [Nm] for 20◦ twist, depending on
the package’s cross-section dimensions (H × B) and expansion R [mm].

Sample H × B [mm] R0 R5 R10 R15 R20 R25 R30

3 × 30 30.5 32.2 34.5 37.9 42.7 48.4 54.8
3 × 35 37.9 39.9 43.6 49.4 56.5 64.4 73.5
3 × 40 44.9 46.9 52.4 59.9 68.9 80.7 92.9
3 × 45 52.1 55.2 61.5 70.7 82.8 97.6 112.4
3 × 50 59.4 63.0 71.1 82.9 97.7 115.4 133.5
3 × 55 66.7 71.1 80.5 94.7 111.8 131.3 152.8
3 × 60 72.0 75.5 87.8 103.2 123.4 144.7 168.0

6 × 30 215.8 220.5 226.1 237.3 245.9 268.0 279.9
6 × 35 265.4 270.5 279.2 292.8 311.2 330.0 353
6 × 40 307.7 318.8 336.1 358.4 373.6 407.5 441.0
6 × 45 362.0 377.5 399.8 426.5 446.2 494.2 524.3
6 × 50 407.6 418.0 453.7 487.7 508.1 577.9 636.2
6 × 55 448.3 472.8 506.5 553.6 584.9 674.7 753.3
6 × 60 500.2 521.2 572.5 624.8 664.6 764.4 846.8

Similar to the numerical experiment, the torsional moment values were observed to
increase with the test set’s thickness, breadth, and expansion. The lowest values in each
group were read for narrow, unexpanded profiles. Analogically, the highest ones applied
to broad profiles at maximum expansion.

The 3 mm thick sets are characterised by the measured moment range from 30.5 Nm
to 168.0 Nm. For 6 mm test packages, it was from 215.8 Nm to 846.8 Nm.

The results of the experiment carried out in the test stand enabled the determination of
the profile’s stiffening under bending. The per cent K stiffness increase index was calculated
according to formula (1). The index values are summarised in Table 4.

Table 4. Results of the bench experiment. Summary of the percentage value of the K stiffness increase
index, depending on the test package (H × B) and expansion R [mm].

Sample H × B [mm] R0 R5 R10 R15 R20 R25 R30

3 × 30 0.0 5.6 13.2 24.6 40.2 58.8 79.8
3 × 35 0.0 5.2 15.1 30.2 49.2 69.8 93.8
3 × 40 0.0 4.5 16.8 33.4 53.5 79.9 107.0
3 × 45 0.0 6.0 18.1 35.6 58.9 87.3 115.8
3 × 50 0.0 6.1 19.8 39.5 64.5 94.3 124.7
3 × 55 0.0 6.6 20.6 42.0 67.6 96.9 129.1
3 × 60 0.0 4.9 21.9 43.3 71.4 101.0 133.3

6 × 30 0.0 2.2 4.8 9.9 14.0 24.2 29.7
6 × 35 0.0 1.9 5.2 10.3 17.3 24.3 33.0
6 × 40 0.0 3.6 9.2 16.5 21.4 32.4 43.3
6 × 45 0.0 4.3 10.4 17.8 23.3 36.5 44.8
6 × 50 0.0 2.6 11.3 19.7 24.7 41.8 56.1
6 × 55 0.0 5.5 13.0 23.5 30.5 50.5 68.0
6 × 60 0.0 4.2 14.5 24.9 32.9 52.8 69.3

Repetitive regularities can be observed in both analysed thickness groups (3 mm and
6 mm). The index value rises from 0% (for unexpanded profiles) to the maximum value
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(achieved for 30 mm expansions). The increasing breadth of the test packages causes higher
stiffness gains.

The profiles responded most intensively to expansion in thin sets (3 mm). A maximum
of 133.3% was achieved for the 3 × 60 mm package, while a minimum of 79.8% was
achieved for the 3 × 30 package. Thick sets (6 mm) demonstrated lower susceptibility to
expansion. A maximum of 69.3% was achieved for the 6 × 60 package, while a minimum
of 29.7% was achieved for the 6 × 30 package.

4. Discussion

4.1. Accurancy Analysis

To provide good quality results discussion, it is helpful to know the measurement
error. Simulation and experimental uncertainty were estimated.

4.1.1. Experiment Test

The errors in experiments include:

1. A systematic error (δi of the inclinometer, δm of the torque meter and δad of the
measurement results proximation). It amounts to:

δp = ±√
(δi

2 + δm
2 + δad

2) = ±2.63%

2. A geometric error. It is affected by:

• Position of distance elements—δed;
• Initial twisting of the test set in the rotary support clamp—δsp;
• Test set installation in the test stand—δmp;
• Yest stand execution tolerances—δks;
• Non-homogeneity of the material that the test sets are made of—δnm.

The geometric error amounts to:

δg = ±√
(δed

2 + δsp
2 + δmp

2 + δks
2 + δnm

2) = ±4.77%

3. The δbp random error was assumed as:

δbp = ±5%

4.1.2. Numerical Simulations

It is hard to estimate a numerical simulation error. It is affected by divergences between
the experiment and simulations and FEM errors. Based on experience and professional
literature [41], the following accuracy of the computational model was assumed:

δs = ±5%

4.1.3. Accuracy of Measurements

The δe experimental method’s accuracy was determined as:

δe = ±(δp + δg + δbp) = ±12.40%

Therefore, the maximum difference between the results obtained on the test stand and
the results of numerical simulations is:

δc = ±(δe + δs) = ±17.40%

4.2. Analysis of the Moment Twisting the Unexpanded Test Sets

Unexpanded test sets in each measurement series generated the lowest twisting
moment. It represents the reference value necessary to determine the per cent K stiffening
increase index for flat bars. Table 5 summarises the results of three test methods obtained
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for the profiles twisted by 20◦. The values were similar. The knowledge of the differences
will help determine the accuracy of the tests.

Table 5. Summary of the results of calculating the torsional moment [Nm] of unexpanded test sets
using analytical, numerical and experimental methods.

Sample H × B [mm] Analytical Calculations FEM Simulation Experiment

3 × 30 31.0 30.4 30.5
3 × 35 36.9 36.4 37.9
3 × 40 42.8 42.6 44.9
3 × 45 48.8 48.7 52.1
3 × 50 54.9 55.3 59.4
3 × 55 61.1 62.3 66.7
3 × 60 67.5 69.5 72.0

6 × 30 226.1 214.4 215.8
6 × 35 271.4 261.5 265.4
6 × 40 317.6 308.4 307.7
6 × 45 364.5 356.7 362.0
6 × 50 412.1 407.4 407.6
6 × 55 460.5 455.6 448.3
6 × 60 509.5 503.7 500.2

Based on Table 5, the numerical and experimental method error versus the analytical
method were determined. The obtained values were summarised as a diagram in Figure 8.
The values lower than one (ordinate axis) meant higher torque values than those suggested
by analytical calculations and vice versa for the lower ones.

Figure 8. Per cent error of the numerical and experimental methods versus the analytical method.

An evident declining trend characterised all waveforms. Its occurrence can be ex-
plained by material loss in the central section of the flat bars, occurring when the edges
are milled to mount the expanding mechanism. Residual stress in the material (occurring
during heat treatment) can also contribute to the observed curves’ waveform; they are
larger for broader profiles.

Similar error values characterised the 6 mm thick sets in each test. They ranged from
+0.7% to +5.5%. The differences between the experimental and numerical methods revealed
negligibly low differences (max. 1.6% for the 6 × 55 package).

Divergences can be observed for the 3 mm thick packages. The highest error was
observed during the experiment (3 × 55 package) and amounted to 8.3%. The comparison
of the results obtained in the simulation and the experiment reveals significant differences.
A variable error ranging from 6.5% to 6.9% was observed between the 3 × 45, 3 × 50 and
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3 × 60 packages. It can be concluded that test sets with low stiffness (3 mm) are more
susceptible to the impact of the test stand execution inaccuracies and mounting errors. This
was observed in the three presented tests.

The influence of limited deplanation on the entire torsional moment Ms was considered
in the calculations. It’s percent share is marked in orange in Figure 9 (the right ordinate
axis). Grey corresponds to the Ms torsional moment (the left ordinate axis), while blue
corresponds to the restrained warping moment (the left ordinate axis).

Figure 9. Limited deplanation share in the Ms total torsional moment affecting the unexpanded
test sets.

The diagram analysis reveals that the limited deplanation moment increases with the
test sets’ breadth. Its per cent shares take similar values, regardless of the thickness of the
flat bars in the set. They range from 5.3% to 10.1%. The per cent differences between the
corresponding values (e.g., 5.3% corresponds to 5.5% for the 3 × 60 and 6 × 30 sets) do not
exceed 3.5%. This is helpful information for a designer who constructs a solution based
on a similar principle. Instead of time-consuming calculations of limited deplanation, the
result obtained for pure torsion can be increased by λ deplanation dimensionless value.
The formula (3) can be used for this purpose:

Ms = Mt,s∗[(100/(100 − λ)] [Nm] (3)

4.3. Comparison of the Simulation and Experimental Results
4.3.1. Torsional Moment Research
Non-Linearity of the Torsional Moment’s Wavelength

The tests were carried out to determine the stiffening after twisting the set by 20◦. The
influence of the non-linear waveform of the moment when a non-expanded set is twisted
must not be neglected in order to understand the phenomenon comprehensively. For a
nearly linear waveform (for the unexpanded package), it causes the variability of the K
stiffness increase index.

An additional analysis of the K stiffness increase index change was performed for
the 3 × 60 set (based on the experiment results). The scope of the study was limited
to the torsion range from 3◦ to 20◦. Interferences disturbing the observations occurred
below the minimum value. The maximum strengthening for the most significant expansion
(R = 30 mm) amounts to 320.3% (at twisting by ϕ = 3◦), whereas for twisting by ϕ = 20◦, it
was only 133.3%. Similarly, though not as high, differences can be read for other expansions.
The results are summarised in the diagram in Figure 10.
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Figure 10. Variable value of the K stiffness increase index depending on the test set twisting.

The analysis above suggests the possibility of changing the K stiffness increase index
value by changing the twisting range. For the 3 × 60 package, the K index increased by
2.4 times.

Results of Torsional Moment Tests

The results obtained with the numerical and empirical methods were compared. An
error versus the tests performed in the test stand was calculated and is summarised in
Table 6. A three-colour scale was used for better understanding. The stronger colour
indicates a higher per cent difference between the compared moments. Red (positive
values) indicates a moment lower than the one obtained in the experiment, while blue
indicates the opposite. White stands for the same value in both measurement methods.

Table 6. Summary of the results of calculating the torsional moment [Nm] of unexpanded test sets
using analytical, numerical and experimental methods.

Sample H × B [mm] R0 R5 R10 R15 R20 R25 R30

3 × 30 −0.2 −3.7 −3.7 −3.0 −3.3 −2.5 −1.7
3 × 35 −3.9 −6.0 −6.2 −5.9 −5.8 −3.6 −2.2
3 × 40 −5.1 −5.5 −5.9 −4.4 −2.9 −1.9 −0.4
3 × 45 −6.5 −6.6 −5.1 −2.2 −1.0 0.2 1.9
3 × 50 −6.9 −6.1 −4.1 −1.0 0.6 2.1 3.2
3 × 55 −6.6 −5.3 −2.2 1.3 3.4 5.3 5.5
3 × 60 −3.5 0.3 2.3 7.2 8.7 11.4 12.3
6 × 30 −0.7 −1.5 −1.4 −2.4 −1.4 −4.3 −2.3
6 × 35 −1.5 −2.0 −1.9 −1.8 −2.2 −1.1 −0.5
6 × 40 0.2 −1.3 −2.5 −3.0 −0.4 −0.8 0.0
6 × 45 −1.5 −3.0 −3.7 −3.2 0.3 −0.4 3.6
6 × 50 0.0 0.5 −1.9 −0.9 4.3 2.1 3.5
6 × 55 1.6 0.7 0.5 1.0 6.0 3.6 4.5
6 × 60 0.7 1.5 −0.1 1.7 7.2 6.1 8.6

An analysis of the error distribution helps us to notice that the numerical model
stiffening trend dominates. As expansion increases, red fades and turns into blue. This
means that the simulation model becomes stiffer earlier than the experimental one.

The differences exceeding 10% were obtained for the broadest set (3 × 60) at two mea-
surement points—at 25 mm (11.4%) and 30 mm (12.3%) expansion. In the group of pack-
ages made of 6 mm thick steel plate, the most significant deviation (for the 6 × 60 test set)
amounted to 8.6%. The quoted values do not exceed the calculated measurement difference
(±17.4%).
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The differences between the experiment and simulation results are caused by inaccu-
rate test stand execution, stiffness, the technology of making the test sets, non-homogenous
material structure, and divergent numerical simulations versus real conditions. High devi-
ation values observed for the broadest packages may result from a simplified method of
applying the nodes in the fixing areas (FEM simulation). The area of the mounting elements
in the test stand was wavy, whereas in the numerical method, it was a plane. This could
contribute to the occurrence of micro-motions or local material upsetting during the test,
which reduced the value of the read torsional moment in real conditions.

The mean relative error amounted to:

• 4.1% for the test sets made of 3 mm steel plate,
• 2.2% for the test sets made of 6 mm steel plate,
• 3.1%—error for all tests.

The mean result for the relative error lower than 5% confirms that the FEM model was
correctly prepared. None of the calculated deviations exceed the determined maximum
measurement difference of 17.4%.

4.3.2. K Stiffness Increase Index

The K stiffness increase index informs about the quantitative increase in the torsional
moment affecting the test set under expansion. The torque measured for non-expanded
profiles is the reference value, hence in this case, the coefficient value is always 0%. It was
calculated for the measurements made with the numerical and experimental method.

Two factors were hampering the analysis of the K stiffness increase index. Firstly,
the moments read for each measurement method had different values. It resulted from
measurement differences (mentioned in Section 4.1). Secondly, the comparison of values
suffering from deviations independent of one another causes a risk of their overlapping
and consequently strengthening or weakening.

Due to the above-mentioned factors, it was decided to not compare numerical and
experimental K index results. Such results would not be a reliable source of knowledge
about achievable strengthening. Still, they can be used to estimate the strengthening
achievable for the particular test set.

5. Conclusions

This paper is devoted to the study of change in the torsional stiffness of expanded
rectangular profiles connected permanently on both ends. Two bending stress states were
analysed: first, twisted flat bars, and second, expanded and twisted flat bars. The first state
was tested with analytical, numerical, and experimental methods; the other was based on
FEM simulation and doing an experiment at the test stand. Moreover, a measurement error
was analysed, the share of limited deplanation in the total torsional moment investigated,
and the stiffness increase index change during twisting determined.

The analysis of the study works leads to the following conclusions:

• An increase in the torsional stiffness of the flat bars depends on their cross-section,
expansion, and angle of twist.

• An analysis of the structure load reveals that stiffening of the flat bars depends on the
tensile stress resulting from cross sections’ limited deplanation in the fixing areas.

• The share of the torque resulting from restrained warping in the total torsional moment
strongly depends on the breadth and takes similar values for the test sets made of
3 and 6 mm thick flat bars. It ranges from 5.3% to 10.1%, and the developed change
diagram can be helpful for simplified calculations of similar structures.

• The comparison of the results revealed FEM error versus the experiment amounting
in average to 3.1%, which is a satisfactory value.

Positive results obtained for test sets made of spring steel suggest that the use of
modern composite materials would allow us to obtain a higher stiffness increase index.
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According to the authors, the study results can be used for designing a car stabiliser
that actively changes its stiffness. The decreasing torque gradient during twisting of the
expanded working part can positively influence travelling comfort and safety, fulfilling the
function of informing the driver about approaching the steerability limit.

6. Patents

Dmitrova Z, Kaszuba S, Macikowski K. Systeme Anti-Devers A Raideur Variable
Comportant Des Series De Barres Qui S’ecartent Entre Elles. FR3 057813, 2018.
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Abstract: This article analyzes the results of testing the subgrade and the lower layers of the pavement
structure with the light weight deflectometer at a load of 0.1 and 0.15 MPa. It is shown that, with
layer systems with an equivalent layer modulus lower than 80 MPa, significant nonlinear phenomena
occur at a load of 0.15 MPa. In this situation, the identification of a reliable replacement module,
a commonly used test method, at a load of 0.1 MPa, is not appropriate—it significantly overestimates
the value of the modules (even by 34%), which in turn translates into a significant overestimation
of the fatigue life of the structure. In a situation where intensive exploitation of the lower layers
of the pavement structure is planned before the final layer arrangement is made, it is required to
apply test loads corresponding to the stress conditions occurring in these layers of the structure.
Such a situation takes place under the influence of technological (construction) or temporary traffic
(substitute, e.g., by-pass) during construction. In order to verify the above assumptions, numerical
calculations (FEM) were carried out in the elastic model for layered structures with replacement
modules determined in field tests. It was found that, especially in the case of low-bearing layer
systems, it is necessary to use correction factors for modules determined with a dynamic plate at
a load of 0.1 MPa. Taking into account the corrected values of the modules will allow to correctly
determine the change in the durability of layers at the construction stage and in the subsequent
operation of the final pavement structure.

Keywords: pavement; fatigue; subgrade; modules; FEM; light weight deflectometer

1. Introduction

The assessment of the bearing capacity and compaction parameters of the pavement
structure base with the use of the light weight deflectometer (LWD) is an issue that is still
relevant in world road technology [1–6]. The dynamic plate is a device known and used
for many years and, thanks to its efficiency, it gradually replaces the time-consuming static
methods. However, the problem at present is the correct interpretation of the results of
measurements of surface displacement (deflection) with a dynamic plate. In recent years,
research was carried out on the identification of subgrade parameters using the light weight
deflectometer and comparative studies with other applied research methods [7–9]. So far,
they have not brought an unequivocal solution to the problem of interpretation of the
results obtained in the dynamic plate test. Many authors analyzed phenomena occurring
during dynamic loading test. Empirical correlations were made [10–12] between static
and dynamic tests, and numerical analyses were conducted [13–16] for different types of
subgrades. Additional sensors (geophones) [17] were also used to compare the LWD and
the FWD (falling weight deflectometer) tests results [18,19]. A lot of effort is put into finding
the correlation between the static and dynamic moduli for different subgrades [20–24] and
different coefficients of subgrade reaction [25].

The test with an LWD consists of registering vertical displacements (deflections) of the
subgrade under the loading impulse caused by a freely falling mass. A detailed description
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of the LWD is presented later in the article. The vertical displacements recorded in the
test under a known load are the basis for further identification of the ground parameters.
It is a complicated issue because the parameters of the layer to be assessed depend on
its thickness, moisture, and the stiffness of the layers underneath. It is assumed that the
impact range of a light dynamic deflectometer does not exceed 0.5 m, and it depends on
the diameter of the loading plate and the value of the loading impulse.

There is a belief in the world road literature that testing with a light dynamic deflec-
tometer, despite remaining ambiguities, is the most effective method, surpassing others and
worth further improvement. The loading impulse generated in the LWD test is very similar
to the character of the wheel load of the passing vehicle, and the stresses appearing in the
ground correspond to the actual stresses occurring during the subsequent operation of the
pavement structure. Different diameters of pressure plates are used around the world, with
different discharge heights and sizes of the freely falling mass, which results in different
values of the loading impulse (stresses at the contact of the pressure plate with the surface).
The tests showed that the value of the identified parameters (stiffness modules) of the layer
depends largely on the value of the impulse and the diameter of the plate, as well as the
cyclical nature of the load (change of the stiffness modules at successive drops) [26]. Com-
monly, for practical reasons, simplified methods of assessing layer parameters based on
a single value of the instantaneous maximum displacement (deflection) are used, without
the knowledge and use of the entire deflection time course. They can lead to significant
errors in identifying the subgrade parameters and underestimating the durability of the
exploited layers at the construction stage.

In construction practice, it is very common for the lower layers of the structure, and
even the improved subgrade itself, to be subjected to intensive technological or temporary
traffic loads before the final arrangement of the pavement structure layers is made. As
a result of stresses greater than those present in the target structure, the lower layers
undergo earlier degradation, which reduces the durability of the target structure. In this
case, it is very important to correctly assess the parameters of the lower layers of the
pavement and subgrade structure, under the stress conditions occurring in the layers
at the stage of their operation. The change in the durability of the lower layers of the
pavement structure as a result of intensive use at the construction stage is not taken into
account in road design practice, and may be very important—in recent years, accelerated
degradation of the final structure was observed in areas where the lower layers were
previously intensively used with construction, technological or temporary traffic.

The aim of this article is to show that, in the layer systems with equivalent modulus of
80 MPa or lower, significant nonlinear phenomena occur, when under stress of 0.15 MPa
(identified in the model as the average). Therefore, the identification of the equivalent
modulus should be conducted under such a stress. Identification under lower stress
(0.1 MPa) is incorrect and causes significant overestimation of the equivalent modulus and,
consequently, and overestimation of the fatigue life of the pavement construction.

2. Research Methodology

In the next stage of this publication, the results of tests with a dynamic plate at a load
of 0.1 MPa and 0.15 MPa are presented on three partially constructed pavement structures,
loaded with technological (construction) and temporary traffic (in the case of structures
No. 1 and 2).

− construction No. 1: crushed stone 25 cm on a layer of cement-stabilized sandy loam
15 cm, underneath sandy loam subgrade;

− construction No. 2: 15 cm layer of cement-stabilized sandy loam, underneath sandy
loam subgrade;

− structure No. 3: compacted native soil—compacted sandy loam subgrade.

Figure 1 shows the test stands and diagrams of the tested structures.
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Figure 1. Test stands and diagrams of the tested structures.

The test with a light dynamic plate (LWD) consists of inducing the appropriate stress
in the tested layer and recording the response—displacement within about 20 ms. The
mass freely falling from a predetermined height hits the damping system, which deforms
and smoothly transmits the load impulse to the pressure plate. The plate, in turn, causes
a vertical displacement (deflection) of the subgrade, which is registered by a special sensor,
called a geophone. More details on geophone operation can be found in [27]. Two plates
with a diameter of 0.3 m were used for the tests, differing in the size of the freely falling
mass and the drop height. In the case of the first plate, the pressure on the subgrade was
0.1 MPa, and in the case of the second—0.15 MPa.

In each of the experimental fields, three measurements of vertical displacements with
a dynamic LWD plate were carried out, according to the standard procedure [28], each time
performing six discharges—loading cycles (three initial and three basic), and the results of
all discharges (including three preliminary) were recorded. Figure 2 shows the results of
measurements of vertical displacements depending on the number of loading cycles.

Figure 2. Vertical displacements as a function of the number of load cycles, depending on the type of
the tested subgrade at the load of 0.1 and 0.15 MPa.
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On the basis of the presented measurement results, it is possible to see the influence
of the number of load cycles on the recorded vertical displacements in the LWD test, and
it depends on the type of subgrade. It is most noticeable in the case of the sandy loam
subgrade, and less in the case of crushed stone, on the stabilization layer. In the case of the
native subgrade, the largest scatter of results was also obtained, which was visualized in
the form of standard deviation.

In the case of the compacted native subgrade (structure 3), at the load of 0.15 MPa,
the final six discharge displacements obtained over three times greater displacements
than for the cement-stabilized layer on the native subgrade (structure 2) and seven times
greater than on the crushed stone layer (structure 1). It is worth noting that the obtained
displacement values relate to the displacement values at the moment of the maximum load
impulse. Figure 3 presents examples of displacement waveforms during the test for all
six load cycles.

Figure 3. Time courses of displacements during the test with a dynamic plate, depending on the
tested layer, at a load of 0.1 and 0.15 MPa.
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It should be noted that the crushed stone (sandwich system with the highest stiffness)
has the smallest material damping effect, which is visible in the form of a large change in
displacements after unloading. Lower damping, for all sandwich systems, is visible for
a higher load of 0.15 MPa.

Based on the comparison of the ratio of the mean values of displacements for the load
of 0.15 MPa and 0.1 MPa (marked as y0.15/y0.1), it was found that sandwich system No. 1
with the crushed aggregate layer is similar to the behavior of the elastic material. The ratio
of the displacement values oscillates around the value of 1.5, which corresponds to the ratio
of the load values (Figure 4). A clear lack of proportionality of displacements in relation to
the load is visible for the compacted native subgrade (sandy loam) for the final test cycle
and amounts to 2.03. The value of 1.77 was obtained on the native subgrade, stabilized
with cement (system No. 2). The same value was obtained for both the first and the last
cycle, which proves the low variability of elastic properties with increasing load cycles. The
lack of obtaining exact ratios equal to 1.5 proves the non-linear behavior of these materials
(especially the compacted native subgrade) and indicates the need to use load-dependent
material characteristics for their description or to use the correction coefficients developed
by the authors.

Figure 4. Ratios of displacements obtained in the plate test under the load of 0.15 MPa and 0.1 MPa.

The discussed material characteristics, determined on the basis of the displacement
values, in relation to the load (for final discharge, which corresponds to a compacted layer
system), are shown in Figure 5.

Figure 5. Material characteristics of the tested pavements depending on the load value (final cycle).
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The recorded displacement results were used in the further part of the work to identify
the values of dynamic equivalent moduli (Evd) of the examined layer systems. Figure 6
shows the values of dynamic moduli determined for the initial and final load cycles
at different load values. The dynamic modulus Evd was calculated on the basis of the
measured values of displacements yi, depending on the value of the load σi:

Evdi = π × (1 − ν2) × σi × a/2 × yi, (1)

where:

Figure 6. Values of dynamic moduli of the tested structures.

Evd—dynamic surface modulus [MPa],
ν—Poisson’s Ratio, 0.35 [-],
σi—maximum contact stress [MPa]
a—plate radius = 150 [mm],
yi—maximum deflection [mm],
i for load 0.1 MPa or 0.15 MPa.
It is clearly visible how important the change of the modulus value may be in relation

to the first and the last (sixth) load cycle, for which the registered displacements are already
“stabilized”. Both in the case of the crushed stone layer on the cement-stabilized layer and
in the case of the compacted native subgrade, the difference between the modules is almost
twofold. Most likely, it results from the significant compaction of the material (in the case
of stone in system No. 1) and plastic deformation of the material (in the case of sandy
loam: No. 3). The smallest changes occur for system No. 2—the cement-stabilized native
subgrade. It should also be noted that, for a plate load of 0.15 MPa, lower modulus values
were obtained than for a load of 0.1 MPa. In the case of the analysis for the end cycles,
the differences amount to, respectively, for the system No. 1, 4%; No. 2; 16%; and No. 3,
as much as 35%. Such changes significantly confirm the “non-linear” material properties
and indicate the need to correct the target values of modules if they will be tested under
a load lower than the actual load that will occur during operation.

Figure 7 shows the dependence of the displacement ratios at two load levels (0.1 MPa
and 0.15 MPa) on the dynamic modulus determined at the load of 0.1 MPa. Of course,
a clear correlation is noticeable for the final, stabilized load cycle. This implies the need to
determine the correction factor k for the dynamic modules determined in the test using
a plate load of 0.1 MPa (Figure 8). The determined dependence shown in Figure 8 allows
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for determining reliable corrected modules that can be used to estimate the durability of
the exploited pavement layers in the case of a load greater than 0.1 MPa.

Figure 7. Dependence of the displacement ratios at two load levels (0.1 MPa and 0.15 MPa) on the
dynamic modulus determined at the load of 0.1 MPa.

Figure 8. Correction factor for dynamic moduli determined in the test with a plate load of 0.1 MPa.

If the expected load from construction or temporary traffic causes stress of 0.15 MPa
in the layers (such stress is identified in the model as the average occurring in the layer),
the modules should be tested under the load of 0.15 MPa, or reduction factors for the
designated modules, in the case of plate testing 0.1 MPa, should be applied. Otherwise,
oversized systems with incorrectly determined layer parameters will degrade faster than
the fatigue criteria indicates. In order to explain these phenomena more precisely and to
determine the differences in fatigue life, numerical calculations were carried out for the
examined layer systems.

3. Numerical Modeling

The finite element method (FEM) was used to calculate the value of displacements
for different values of material parameters. The model was built with the use of three-
dimensional volumetric elements (Figure 9), and the subgrade layers were described
for comparison with elastic parameters corresponding to dynamic replacement modules
determined in field tests. The load was assumed following the conditions of training
tests—as a model of a rigid round plate with a pressure of 0.1 MPa and 0.15 MPa, and
a radius of 0.15 m. Full interlayer adhesion was applied in the model.
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Figure 9. Calculation model of the subgrade layer system.

In the description of the elastic material, a wide range of modulus changes from
5 MPa to 200 MPa was analyzed. All analyses were performed for the conditions in the
final (sixth), stabilized load cycle. The FEM calculations were conducted for the following
moduli obtained in tests: crushed stone on a cement-stabilized subgrade (construction
No. 1): 139 MPa (load 0.1 MPa), 134 MPa (load 0.15 MPa); cement-stabilized subgrade
(construction No. 2): 50 MPa (load 0.1 MPa), 42 MPa (load 0.15 MPa); native subgrade
(construction No. 3): 30 MPa (load 0.1 MPa), 15 MPa (load 0.15 MPa). Poisson’s ratio of
0.35 was used in all cases.

4. Durability Analysis

Based on field studies and numerical calculations, comparative analyses were carried
out (Figure 10). The compliance of the determined displacements in numerical calculations
with the use of dynamic load was found in comparison with displacements obtained in
field tests. Compliance occurs for both 0.1 MPa and 0.15 MPa load. The differences in
values did not exceed 10%.

Figure 10. Comparison of the results of field tests and numerical calculations, taking into account
moduli and displacements.
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It should be noted that, for moduli with a value lower than 50 MPa, the displace-
ment values clearly increase, which will significantly affect the durability of systems with
weaker parameters. The structural deformation criterion was used to assess the pavement
durability.

The criterion allows to determine the durability of the structure to the creation of a crit-
ical structural deformation of 12.5 mm, based on the relationship between the permissible
number of repetitive loads N and the vertical deformation of the subsoil εp:

εp = 1.05 × 10−2 × (1/N)0.223, (2)

Preliminary calculations of the deformation values were carried out for the tested
sandwich systems with the use of FEM, in the previously described model, at the load of
0.1 MPa and 0.15 MPa.

Figures 11–13 show the values of the determined vertical deformations for the systems
tested in the field. Up to a depth of about 20 cm, there are still relatively large deformations,
constituting 70% of the maximum deformations under the edges of the slab. At a depth of
about 40 cm, vertical deformations account for 40% of the maximum.

 

Figure 11. Deformations for crushed stone on a cement-stabilized subgrade—construction No. 1
(deformation scale ×100).

Due to the fact that the lower layers of the pavement structure are subject to tech-
nological (construction) or temporary traffic with direct pressure of 0.7 MPa, additional
durability calculations were carried out for higher loads than the LPD slab. Figure 14 shows
the dependence of the pavement durability on the value of equivalent-surface moduli and
different load levels.

497



Materials 2022, 15, 5646

 

Figure 12. Vertical deformations on the cement-stabilized subgrade—construction No. 2 (deformation
scale ×100).

 
Figure 13. Vertical deformations for the native subgrade—construction No. 3 (deformation
scale ×100).
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Figure 14. Dependence of durability on modules determined for the tested systems with different
replacement modules.

The durability calculations show that the analyzed systems with modules less than
50 MPa may not transfer the required construction or temporary traffic and will be de-
stroyed in the upper part of the layer when in contact with a pressure of 0.7 MPa. At
a depth of about 20 cm, the values of vertical stresses will decrease to about 0.3 MPa,
which ensures durability at this depth of about 100 axes. Such layers will therefore re-
quire partial replacement with new layers. In the case of other, more rigid systems (e.g.,
with cement-bound layers), a reduction in durability should be taken into account in the
comprehensive operation of the final pavement structure, depending on the intensity of
technological/temporary traffic. The durability of these layers at different depths will be
from 100 to 10,000 axes.

5. Stress Analysis in Pavement Layers

In order to assess the durability of the structure as a result of deformation of the
subsoil, an analysis of various pavement structures made and operated in stages during
construction was carried out. In the calculations, the FEM model was used, taking into
account the appropriate layer arrangement depending on a given case. The calculations
were carried out for the vehicle wheel load with a radius of 0.16 m and a pressure of
0.71 MPa, and the systems of elastic layers with the following modules: 10,000 MPa asphalt
concrete; 400 MPa crushed stone; 250 MPa cement-stabilized soil (sandy loam); and 30 MPa
native subgrade (sandy loam).

Three stages were considered, which in practice are often made and used during
construction with technological (construction) or temporary traffic. Stage 1: subgrade
improved from native cement-stabilized native soil (0.15 m). Stage 2: an improved strat-
ified subgrade, made of crushed stone (0.25 m) on a cement-stabilized native subgrade
(0.15 m). Stage 3: as Stage 2, but with an additional layer of asphalt concrete (0.14 m)—the
final structure.

For the diagrams, vertical stresses in the successively built layers of the target pave-
ment structure were analyzed. Figure 15 shows the distribution of vertical stresses in layer
systems at individual construction stages.

The gray field indicates the minimum stress range of 0.1 MPa, which appears in the
key structure layer, which may be subject to accelerated degradation. The following layers
were analyzed: cement-stabilized native soil and crushed stone since, for these layers, the
criterion of vertical deformation can be used in assessing their durability. Large values
(above 0.1 MPa) of stress values, firstly, adversely affect the degradation of the layers, even
before the entire structure is completed; and secondly, they indicate that the assessment of
compaction and identification of the replacement module of the layers should be performed
with a load greater than the commonly used 0.1 MPa.
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Figure 15. Distribution of vertical stresses in exploited systems, at various stages of construction and
in the target system of layers of the pavement structure.

It Is worth noting that, in the case of stage 1, the stresses in the subgrade are apparently
low at 0.17 MPa on average, but they cause high micro-deformations 5420, which translates
into the durability of only 19 axes. For stage 2 (with an additional layer of stone), stresses
of 0.04 MPa are present in the subgrade, ensuring durability for the subgrade 13,001 axes.
In the aggregate layer, despite the high level of stresses and, at the same time, the high
value of the modulus, relatively small micro-deformations (697) occur, which ensure the
durability of the axis for this layer. In the final structure (stage 3), the durability of the
subgrade is 1,848,994 axes, and the aggregate layers are 75,180,511 axes. The comparison of
deformation values and subgrade durability for different stages is shown in Figure 16.

Figure 16. Distribution of vertical stresses in exploited systems at various stages.

The differences in durability are very large. The subgrade, even in the case of a cement-
stabilized layer, is not able to transfer the technological movement. A degraded subgrade

500



Materials 2022, 15, 5646

with a low modulus will not be able to transfer the next loads after building subsequent
layers (i.e., stage 2). For example, when the subgrade modulus drops to 10 MPa, its
durability will be 543 axes, and the durability of the aggregate layer will decrease by almost
50%. In stage 3, reduced durability of the structure can be expected, which will decrease by
a factor of 10. The stabilized layer will also undoubtedly be degraded. Due to the complex
process of degradation of the bound layers, this issue is not discussed in this publication.
The authors only wish to draw attention to the important fact of the need to conduct tests
for loads above 0.1 MPa. It is of key importance to include dynamic tests already at the
construction stage and to identify replacement modules with increased loading of the
layers. This fact should also be taken into account at the design stage with the calculation
of durability at individual stages and further use of the pavement. Particular attention
should be paid to the bottom layer of stabilization and crushed stone. The difference in
the modules of these layers (400 MPa vs. 250 MPa) is about 1.6, which obviously translates
into the values of replacement modules, determined for systems containing these layers
at different load values (0.1 MPa vs. 0.15 MPa). As a result of the authors’ research with
plates with different values of the loading impulse, it is shown that the difference is from
a few to several percent.

6. Conclusions

In this article, the authors demonstrate the necessity to adjust the test loads in the light
weight deflectometer test to the stress conditions occurring in the earlier exploitation of
the lower layers of the pavement and subgrade, loaded with technological (construction)
or temporary traffic. Inadequate test load leads to incorrect identification of modules and,
consequently, overestimated fatigue life of the used layers and the final pavement structure.
Due to the non-linear behavior of the lower layers of pavement and subsoil structures
under load, it is necessary to use the load-dependent material characteristics for their
description or to use correction factors under a test load of 0.1 MPa. Due to the significant
degradation of these layers under a load of technological (construction) or temporary traffic
(before the implementation of the final layer system), it is necessary to rationally plan the
construction, staging, and operation of the layers of the pavement and subgrade structure,
before the implementation of the target system, with simultaneous control of the degree
of their degradation (replacement of layer parameters identified in tests with a dynamic
plate). The reduction in the fatigue life of the lower layers of the pavement and subgrade
structure should be taken into account at the design stage of the structure in the future
operation of the target system of the pavement structure layers.

Special attention should be paid to fatigue life analysis of the low bearing subgrades
under temporary or construction traffic. In such cases, the correction factors should be used
when identifying moduli in an LWD test under 0.1 MPa load. It is essential to correctly
predict the fatigue life in the following stages of the construction and of the final layer
system.
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Abstract: Coating materials are considered one of the most antique materials of human civilization;
they have been used for decoration and the protection of surfaces for millennia. Concrete structures—
due to their permanent exposure to different types of environments and contaminants—require the
use of coatings that contribute to its preservation by reducing the corrosion of its components (steel
and aggregates). This article intends to introduce the principal causes of concrete deterioration and
the coating materials used to protect concrete structures, including a summary of the coating types,
their advantages and disadvantages, and the latest developments and applications. Furthermore, this
paper also assesses brief information about the potential challenges in the production of eco-friendly
coating materials.

Keywords: concrete corrosion; concrete protection; steel corrosion; concrete durability; coating materials

1. Introduction

In the last few decades, reinforced concrete (RC) has become one of the most used
construction materials. Its versatility and adaptability offer infinite applications in the
construction sector [1,2]. The construction industry has been looking for several methods to
improve the durability of concrete structures; rehabilitation, restoration, and strengthening
are the most common activities to extend an existing structure’s life cycle [3]. The durability
of concrete structures embedded in soil and exposed to different types of contamination
might be affected by two factors: deterioration from concrete components and chemical
deterioration caused by external agents [4,5]. Table 1 summarizes the factors involved in
the decrease of the durability of structures exposed to contamination.

Construction, energy, mining, agriculture, and transport industries, are one of the
primary sources of contaminants; according to Enshassi et al. and Zolfagharian et al. [10,11],
these can be defined as solid and liquid waste, harmful gases, noise, water, soil, and air pol-
lution. Even though the construction sector causes several impacts to the environment, this
sector is also affected by the pollutants released by other industries, e.g., soil contamination
due to agricultural and mining activities reducing the durability of structures embedded
in the soil caused by the presence of chemical compounds, and air pollution produced
by energy and transport sectors, where the emanation of chlorine oxides contributes to
the accelerated corrosion [12,13]. For this reason, it is essential to develop processes that
generate less contamination and allows the protection of construction elements exposed to
contaminants.

Materials 2021, 14, 3253. https://doi.org/10.3390/ma14123253 https://www.mdpi.com/journal/materials
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Table 1. Summary of causes of deterioration of concrete structures exposed to contaminated soil [6–9].

Causes of Deterioration Deterioration Type

Caused by concrete components

• Alkali–silica reaction (ASR): It is one of the most concerning topics regarding the
durability of concrete, leading to costly maintenance and rehabilitation works. ASR
occurs when cement aggregates react with the alkali hydroxides in concrete, producing
a hygroscopic gel that in the presence of water causes an expansion and thus the
cracking of the concrete surface

• Corrosion of steel bars: The corroded bars occupy a greater volume than the
non-corroded ones, causing cracking and delamination of the concrete surface. Steel
corrosion is caused by the presence of chloride ions or carbon dioxide.

Caused by external agents

• Chemical corrosion: It can be divided into two groups:

i. Chemicals that promote a rapid deterioration: Aluminum chloride, calcium
bisulfite, hydrochloric acid, nitric acid, and sulfuric acid.

ii. Chemicals that produce a moderate deterioration: aluminum sulfate, ammonium
bisul-fate, ammonium nitrate, ammonium sulfate, ammonium sulfide, and
sodium bisulfate.

• Volume changes: Freeze–thaw cycles, plastic and drying shrinkage, and thermal
changes are the leading causes of volumetric change.

Previous studies have focused on the durability, deterioration, and service life of
concrete structures, including numerical models [14–16] and experimental studies [17,18];
however, these studies mainly focused on constructions located above ground level and
ignored the impact of the different factors on the structures located below ground level.
Wei et al. [19] investigated how acids coming from the atmosphere and retained in the
superficial layers of the ground induce concrete degradation decreasing the compressive
strength and increasing the corrosion coefficient of concrete; it was identified that the
main reason for premature deterioration of concrete is due to the changes in temperature
where the corrosion coefficient was increased about two times for samples exposed to
40 ◦C. However, the compressive strength results did not show any significant changes
during the 90 days of exposition. Kozubal et al. [20] have proposed a numerical model
that allows preventing structural damage of vertical elements exposed to a contaminated
soil environment. This model permits design engineers in the decision-making process by
ensuring the safety of concrete structures embedded in the soil. The mathematical model
was proposed based on the deterioration of concrete Controlled Modulus Columns (CMC)
exposed to different sediments in groundwater, evidencing the apparition of cracks due to
chemical corrosion. Li et al. [21] presented an analytical approach to predicting the life span
of reinforced concrete pipe piles that are constantly exposed to chloride contamination and
are affected by the earth pressure causing deterioration of the elements by the diffusion
of microcracking. Among the principal assumptions, it can be highlighted that the end
of the service life of these structures is going to be reached once the elements present
total transverse cracks allowing the penetration of chlorides into the concrete core; this
method provides a genuine approach for the evaluation of service life of concrete pipe
piles allowing the improvements of durability design and reducing the maintenance of this
concrete elements.

Recently, different coating materials have been used to protect concrete structures
in the construction industry. Among the most common ones, it is possible to find fire
protection coatings used as a precautionary measure preventing buildings from collapsing
during fire exposure [22] and waterproof coatings widely used in the protection of concrete
against reinforcement corrosion, erosion, carbonation, silica reactivity in aggregates, and
chemical attacks, such as acids, salts, alkalis, and sulfates [2,7,23]. The use of coatings also
increases the structure’s lifetime by preventing the appearance of cracks and reducing
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the maintenance cost. Figure 1 shows the general classification of coating materials for
different industries.

Figure 1. General classification of coating materials used in different industries [24–33].

In the last few decades, research studies about the utilization of coating materials as
protection for concrete elements exposed to different environments have increased due to
the significant growth of this sector and the development of a large diversity of coating
materials, varying not just raw ingredients but also the process of manufacture; among
the most common techniques for the preparation of coating materials, it is possible to
distinguish the solution casting method proposed by Sakamaki [34], the phase-transfer
catalyst process, the taffy process, and the fusion process [30]. Table 2 summarizes the
historical milestones in the development of coating materials from prehistory until the
present day.
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Table 2. Milestone chronology in coating history [35–38].

Year/Period Event Description

Pre-History

Before 4000 B.C Varnishes and paints were used during the stone age art

Before 6000 BC Development of organic pigments (gum Arabic, egg white, gelatin, and beeswax)

Since 5000 BC Use of protective coatings by Egyptians to seal ships

Ancient Age

1300 B.C-1400 B.C Use of oleo-resinous varnishes by Egyptians

Since 1122 BC Introduction of polymers as the main component in coatings

350 B.C First written record of uses of varnishes

Middle Age

476 B.C-1453
Use of different organic paints and varnishes for the protection of exposed wood

surfaces

Modern Age

1550–1750 Researches about coatings for protection of musical instruments made in wood

1575 The first use of yellow amber resin as a primary component in coatings

Since 1760
Significant emergence of coating materials as a high technology industry, the

development of synthetic resins in solutions, emulsion, latexes, and waterborne
polymers

1763 First varnish patent

Contemporary Age

1815 Start industrial varnish production

1839 The first production of styrene monomer used as a modifier in polymer coatings

1910 Casein powder paints

1912 Patented acrylic resin

1939–1945 Development of alkyds, urethane, and epoxy resins

1948 Incorporation of latex resins in the coating industry

1961–1965
Development of coil coatings, electrodeposition curtain coating, computer color

control electrostatic powder spray, fluorocarbon resins

1970 Use of emulsion resin to control penetration in substrates

1966–1970 Development of radiation curable coatings

1970–1975
Development of aqueous industrial enamels electron beam curing, and ultraviolet

curing

1976–1980 Development of high solid epoxy and polyurethane coatings resins

1981–1985
Development of high-performance pigments, polyurea resins, and high solids

alkyd paints

1986–1999 Waterborne epoxy coatings and waterborne polyurethanes

21st Century
New systems based on alkyd technology, synthetic polymer-based coating resins,
e.g., PVC-plastisol, acrylate dispersion, melamine/polyester, 2K urethanes, and

inclusion of new drier systems for alkyds by replacing the cobalt driers

Generally, coating materials are commonly used in concrete structures when they are
exposed to contaminants. Zouboulis et al. [39] proposed the study of corrosion protection
of concrete samples covered with six different coatings with magnesium hydroxide against
contaminants contained in sewage systems. This study has been developed in a controlled
environment in a laboratory simulating the biological contamination produced in an actual
sewage plant using a sulfuric acid solution and using concrete type MC 0.45 simulating
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the concrete used in the sewage pipes, the grade of protection of the coating was evaluated
with an accelerated degradation method by spraying H2SO4 in the surface sample, this
process was performed until the coating’s degradation was evidenced visually. Among
the results, it is possible to identify that the thick layer of the coating material is directly
related to the durability time, samples with 0.002 g/mm2 presented double duration time
than the samples covered with 0.001 g/mm2, also the XRD analysis showed that all samples
obtained gypsum formations before the total degradation of the coating material, even
though the coating material presented degradation, its superficial pH was constant in all
cases, maintaining an average value slightly over 8. Aguirre-Guerrero et al. [40] evaluated
the protection effectiveness of inorganic coatings applied to concrete exposed to chloride
contamination by analyzing different properties, such as water absorption, resistance to
chloride ion penetration, adhesion strength, and corrosion resistance. Among the results,
it is important to mention that coated concrete has not performed well, presenting lower
resistance to water penetration and an increment in their capillary absorption. However,
all concrete samples protected with inorganic coating showed an increment in chloride
penetration resistance compared to concrete samples without protection by reducing the
penetration of chlorides from high to moderate and, in some cases, to low. Finally, the use
of coatings prolongs corrosion and extends the time of cracking. Sakr et al. [41] studied
how different coating materials protect concrete with different water–binder (w/b) ratios
when exposed to constant salt attack. It is evidenced that acrylic emulsion, epoxy, and ethyl
silicate successfully protect concrete surface from physical salt attack regardless of the type
of concrete and salt concentration. At the same time, the protection capacity of coatings
made with the addition of fly ash strongly depends on the concrete (w/b) ratio. In general,
coating materials successfully protect concrete against different types of chemical aggressions
extending the lifespan of concrete elements and reducing the maintenance of structures.

This review paper aims to review the most relevant and recent investigations related
to the use of coatings materials for the protection of concrete exposed to different types
of contamination, also it reviews the deterioration of concrete exposed to a contaminated
environment by summarizing the relevant manuscripts published in the last five years, until
2021. Tables 3 and 4 shows the statistical data of the resources used in this review paper, such
as total of publications used per year and per country. The research gaps in the implementation
of coatings materials and challenges for the future are identified and discussed.

Table 3. Total of documents per year.

Year Total of Publications Used

2021 4
2020 3
2019 13
2018 6
2017 7
2016 6
2015 9
2014 3
2013 2
2012 4
2010 3
2007 2
2005 3
2004 1
2002 2
2001 2
2000 4
1989 3
1983 1
1981 1
1978 1
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Table 4. Total of documents per country.

Country Total of Publications Used

USA 20
China 13
India 7

Germany 6
Nigeria 4

United Kingdom 4
Mexico 3
Poland 3
Canada 2
Spain 2
Italy 2

Portugal 2
Saudi Arabia 2

Australia 1
Brazil 1

Colombia 1
Czech Republic 1

Greece 1
Japan 1

Lithuania 1
Russia 1
Serbia 1

2. Search Methodology

This study’s research adopted the steps proposed by Ferenhof and Fernandez [42] for
the systematic search flow method (SSF) to obtain the necessary information to develop
this paper. The SSF method consists of four core steps:

i. Search protocol: A set of rules and parameters for the search process was used together
with logical and relational operators (AND, OR, NOT, <, >, <=, >=, < >, =, etc.).

Keywords: Concrete, corrosion, concrete protection, durability, concrete degradation,
carbonation depth, alkali reaction, diagnosis, repair, steel corrosion, chemical attack, soil
contamination, coating materials, organic coating, non-organic coating

Databases: MDPI, SpringerLink, Elsevier—Science Direct, Scopus, Access Engineering,
ASTM (American Society for Testing and Materials)

Year of publication: 2010–2021 for study cases

ii. Analysis: It refers to the consolidation and combination of data according to different
criteria, such as most-cited authors, year of publication, and type of journal by creating
a database with various articles that meet the search and consolidation criteria.

A database was developed using an online tool containing basic information of the
articles selected, such as author name, title, year of publication, journal of publication,
organized by the main topic: coating materials, soil contamination, concrete degradation,
and steel degradation.

iii. Data synthesis: It allows to generate conclusions and new knowledge based on the
results presented by the different papers analyzed.

The database prepared in the analysis section was extracted to a spreadsheet and
evaluated, resulting in selecting the papers to be used.

Article selection: 210 articles were selected, 162 articles were read, and 76 articles are
referenced in this paper

iv. Writing: The information was extracted from 76 articles. The results were consoli-
dated through scientific and academic writing.
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3. Significance of the Review

The principal purpose of this research paper is to contribute to the comprehensive
state-of-the-art about the corrosion of concrete elements that are embedded in contaminated
and noncontaminated soils, together with a brief overview of the current coating materials
used in the construction sector. This paper summarizes all relevant data from different
articles, such as types of laboratories, exposition time, sample size, etc., and determines the
principal causes and consequences of contamination.

From the analysis of the articles, it is possible to determine that the main cause of
corrosion in elements exposed to contaminated soil is the contamination generated by
human activities, construction, mining, agriculture, and others. On the other hand, it is
possible to state that there is no evidence regarding the use of coating materials to protect
concrete elements located below ground level, representing a wide area of research with
high potential.

4. Results and Discussion

4.1. Chemical Corrosion of Concrete Elements in Contaminated and Noncontaminated Soil

During the last few decades, the continuous growth of the human population has
contributed towards increasing different industrial activities, such as agriculture, energy,
transport, construction, technology, and mining. These, in turn, increase soil pollution [43],
the loss of crop diversity, productivity, and soil quality by decreasing its mechanical and
physical properties, such as electrical conductivity, bulk density, pH, moisture content, and
hardness [43,44]. Figure 2 summarizes the main types and sources of soil pollution.

Heavy metal contamination is one of the most severe types of contamination; uranium,
arsenic, cadmium, tin, lead, manganese, vanadium, and mercury are the most abundant
metallic pollutants introduced into soil through the use of fertilizers and pesticides in the
agriculture industry. Human exposure to these metals can lead to several body dysfunc-
tionalities and damage, including depression, osteoporosis, liver disease, and anemia [45].
Coal-fired and nuclear power plants are the primary producers of COx, NOx, SOx, UOx
and some radionuclides contaminants such as, 137Cs ,

134Cs , which are deposited into the
soil by deposition (fallout) or by precipitation after being dissolved in the rain, contributing
to global warming, acidification increase, depletion of the ozone layer, health problems,
and soil contamination [46]. Finally, mining, agricultural, construction, and transport
industries are the principal generators of petroleum hydrocarbons contamination, spilling
different types of fuel and oils into the soil. Extraction of metals and minerals can carry
chemicals and metals that may contaminate water bodies located nearby and potentially
affecting human and wildlife health [44].
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Figure 2. Main sources of soil pollution [10,43,45,47–49].

4.2. Characteristics of Reinforced Concrete Elements Embedded in the Ground in Terms of Their
Chemical Corrosion

Concrete structures that are located below the level of the ground are exposed to
different types of contamination. Some of them come from natural sources; however, most
of them are related to human and industrial activity [47,48]. Other types of research have
been conducted to determine the impact of soil contamination on foundation structures.
Table 5 summarizes the most common laboratories performed in the articles included in
the methodological search.

Table 5. Laboratories described in the different articles selected in the methodology search.

Material Laboratory Type Number of Articles

Concrete

Compressive strength 19
Flexural strength 4

Loss of concrete weight 5
Slump test 6

Permeability 4
Expansion behavior 4
Carbonation depth 14

Steel
Corrosion potential 5
Corrosion kinetics 5

Aggregates
Moisture 3

Bulk density and gravity 3

One of the most concerning topics about cement-based structures is their durability
when exposed to different chemically aggressive scenarios causing its degradation; these
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scenarios can be classified into three groups: physical, biological, and chemical [12], which
can be contained in contaminated soil and water [12,50]. There are different methods
used to determine the resistance of samples formed in cement paste, mortar, or concrete;
these might vary in the type of exposure, sulfate concentration, and temperature, where
expansion behavior, relative flexural strength, compressive strength, permeability, and
elastic modulus are the most common measurements tested in concrete and mortar samples
to determine the deterioration caused by the exposition to different contaminants. [51].

Osuji et al. [52] analyzed the reduction in compressive strength of concrete samples
with fine and coarse aggregates contaminated with crude oil and its influence on concrete
workability. The slump test evidenced that the inclusion of contaminated aggregates
impacts the workability of the fresh concrete, increasing the slump results from 45 mm
to 165 mm, which leads to segregation and prevents the correct hydration of cement.
The compressive strength result showed a reduction of about 64% compared to the control
test due to the segregation of the materials evidenced in the slum test; based on this, it is
suggested to avoid the use of fine and coarse contaminated aggregates in mixtures.

In the study conducted by Adewuyi et al. [53,54], concrete samples of different dimen-
sions were exposed for 215 days to biological contamination caused by organic abattoir
waste and diesel and cassava hydro-cyanide contaminated soil. The results indicate that
aggressive environments attack the concrete’s physical and mechanical properties, leading
to a reduction in the compressive strength of about 10% in the samples exposed to the
cassava-contaminated soil. The specimens in the abattoir waste were additionally exposed
to progressive heat, up to five temperature cycles to accelerate its degradation. The final re-
sults show that exposure to hydrocarbon (diesel) contamination is more severe on concrete
samples than the organic contamination caused by the abattoir; samples exposed to diesel
presented a reduction in their compressive strength of around 22–28% against 12–20% for
samples exposed to abattoir contamination, in both cases, this reduction is caused by the
loss of porosity and the decrease of mass which was higher in the specimens exposed for a
longer time.

Yu et al. [55] exposed cylindrical and prismatic mortar samples for 270 days to Na2SO4
solution, the samples were also subjected to dry-wetting cycles with 0% and 5% of the
solution to determine its compressive strength, elastic modulus, permeability, and expan-
sion behavior. Results showed that the maximum expansion obtained was approximately
0.6%, being 0.5% higher than the expansion limit stated in the ASTM C1012-2014. On the
other hand, compressive strength results performed at exposure durations up to 270 days
showed a reduction in the resistance of about 30% in the samples due to the microcracking
caused by the dry-wetting cycles and the deterioration of the material due to the constant
exposition to sulfate solution. It was possible to evidence an increment from 14.6 GPa to
18.0 GPa in the elastic modulus during the first 150 days of exposure and then this de-
creased to around 14.0 GPa at 270 days. All samples exposed to a variation in temperature
and sulfates exhibited a deterioration at a larger stage that affects the material quality and
durability along with the accumulative microcracking.

Carbonation is also known as a major cause of deterioration of concrete structures
embedded in contaminated soil, this type of corrosion depends on different factors, such
as CO2 pollution, water, temperature, curing process, W/C ratio, and the characteristics of
the materials that compose the concrete. It is a pathology of the reinforced concrete that
causes reinforcement depassivation, exposing the steel to corrosion, and its development is
highly influenced by the different environmental and exposure conditions. Destructive and
non-destructive tests are used to diagnose the degradation of concrete samples due to car-
bonation, such as visual inspection of samples, determination of the reinforcement coating,
measurement of compressive strength and concrete cover, and measure of carbonation [56].

A phenolphthalein indicator is commonly used to determine the carbonation depth,
being sprayed onto the surface of a freshly cut sample. Chang et al. [57] shows the results
of twenty-four cylindrical models made with ordinary Portland cement and subjected
to an accelerated carbonation process in a chamber at 23 ◦C, 70% relative humidity, and
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20% of CO2 concentration during 8 and 16 weeks. The average carbonation depth for the
phenolphthalein solution was about 12 mm for the specimens exposed for 8 weeks and 17
mm for the samples exposed for 16 weeks, this led to a change in the pH of the concrete
from 9.0 to 7.5, where the degree of carbonation reached 100%.

Foundation structures are exposed continuously to different aggressive agents, such
as chlorides and sulfates during their service lifespans [58,59]. Chloride ions are present in
industrial water, seawater, contaminated soils, and sewage water ions [60], the exposure
to these is the main cause of corrosion of reinforced concrete structures and one of the
most critical problems of structures embedded in the ground. Particularly, the steel bars of
concrete structures can be corroded by these chemical agents present in soil, thus affecting
the structure’s durability.

By the measurement of potential and velocity of corrosion, Baltazar-Zamora et al. [58]
observed that the carbon and galvanized steel used in concrete samples exposed to soil
contamination with sodium chloride content higher than 2% for 257 days presented a very
high probability of suffering from premature corrosion; however, the compressive strength
of the different samples was not compromised, since none of them showed a reduction in
their mechanical properties.

Tables 6 and 7 present a summary of the exposition times of concrete samples to
contaminated environments and their size characteristics, respectively.

Table 6. Summary of exposition time to contaminated environments according to the articles selected
in the methodology search.

Exposition Time (Days) Number of Articles

<100 4
>100 and <200 7

>200 13

Table 7. Summary of sample sizes according to the articles selected in the methodology search.

Shape Sample Size (mm) Number of Articles

Prismatic

120 × 150 × 70 5
150 × 150 × 150 12

150 × 100 × 1000 4

Cylindric
150 × 300 3
50 × 100 4

4.3. Characteristics of Emergency State of Structures Caused by Chemical Corrosion of Concrete
Elements Embedded in the Ground

Concrete structures are exposed to constant environmental impacts that affect their
physical and mechanical properties [10]. In constructions that are located above ground
level, it is easy to determine damages and the level of impact on reinforced concrete due
to different contaminants or construction and structural design errors. However, concrete
structures below the ground are impacted more severely due to the constant exposure, lack
of supervision, and preventive maintenance, resulting in damages that would be difficult
to identify and repair. Hence, these damages can potentially affect the bearing capacity and
durability of the structures mentioned above [12]. The following research presents real-life
examples of structures exposed to different types of contamination where the causes and
consequences of constant exposure are known and presented.

Zhong et al. [61] analyzed the premature corrosion of concrete foundations in resi-
dential buildings located in Eastern Connecticut in the United States; this deterioration is
related to the expansion of the aggregate, caused by the alkali–silicate reaction (ASR) and
internal sulfates attacks, resulting in map cracking and wide crack openings in foundation
elements [62]. To determine the original causes of the aggregate expansion, 70 core samples
were taken from different residential house foundations affected by premature corrosion.
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Compressive strength results show that 30% of the samples obtained 0 MPa due to the high
deterioration level, falling apart even before the test was done, and 20% of the specimens
had a strength reduction of about 57%. From the X-ray diffraction (XRD) tests and the use
of scanning electron microscopy, it was possible to determine that the samples with the
highest deterioration level had a significant content of sulfide iron mineral in the form of
pyrrhotite, which was found to be responsible for the premature concrete deterioration by
oxidation, which facilitates the formation of secondary minerals that release sulfates.

Similar results were found in the research conducted by Tagnit-Hamou et al. [63],
where building foundations in Eastern Canada presented several deterioration problems
two years after the construction. Different cores were taken from the foundations to check
the causes of corrosion, and according to the XRD results, the cement matrix and aggregates
were affected by the presence of pyrrhotite, causing the early cracking of the concrete.

Another example of the deterioration of concrete foundations is given by Yoshida et al. [64],
where residential buildings in Japan were affected by sulfate attacks; this is considered an
important problem for hot springs and mining areas. According to the Japanese Geotechni-
cal Society, soil samples were checked to evaluate the sulfate content, where the values of
water-soluble sulfate exceeded the standard’s criteria, reaching, in some cases, more than
1.0% of the mass soil. In addition, small concrete cores were taken from the deteriorated
foundations of residential buildings. It was evidenced in these samples that the penetra-
tion of sulfur trioxide was around 20 mm. This type of sulfate attack was classified as a
“physical attack” due to the minimum cracking on the element’s surface.

Other types of sulfate attack in concrete foundations can be found in sewage water,
which leads to the degradation of the elements due to sulfuric acid produced by the
different microorganisms present in the contaminated water, reducing by this, mechanical
properties of the concrete and the loss of adhesion of the cement matrix. Tulliani et al. [65]
evidenced in their research a severe degradation case in a 35-year-old building located
in the north of Italy, where concrete samples were taken from the foundation elements
and analyzed by X-ray diffraction (XRD) and scanning electron microscopy (SEM). It was
evidenced that the bond between the coarse aggregates and the cement past was poor, and
also that the steel reinforcement was highly corroded. For samples without corrosion, the
pH and conductivity presented values of 7.5 and 305 μS, respectively; however, for the
specimens with severe damage, the pH and electrical conductivity were about 7.2 and 1650
μS. SEM and XRD analyses showed a high gypsum concentration between cement and
aggregates responsible for strength loss.

Based on previous research, it is evidenced that the presence of different minerals
and contaminants produce chemical reactions that lead, in some cases, to severe corrosion
and thus degradation of the elements embedded in contaminated soil, which results in the
effects on their mechanical and physical properties.

Table 8 contains a summary of the most interesting study cases related to those
evaluated in Sections 4.2 and 4.3.
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4.4. Coating Materials—Current State, Challenges, and Perspectives
4.4.1. Research Gaps in the Use of Coating Materials

The rapid and continuous growth of different industries, the lack of control in the
production of materials, food, and poor waste management, can eventually increase air and
soil pollution, as evidenced in previous chapters, decreasing the service life of structures
exposed continuously. Different materials have been implemented over the years to protect
concrete elements by reducing corrosion at an early age. As Table 6 demonstrates, most
of the researches are focused on analyzing the concrete and steel mechanical properties
behavior in structures located above the ground when exposed to different types of con-
tamination, either organic and non-organic. However, the use of coating materials is not
evidenced for the protection of concrete elements embedded in the soil, taking this into
account, it is crucial to invest in the research of coating materials that can be applied in
concrete elements embedded in contaminated soil that allow the preservation of structures
exposed to different types of contamination at various degrees.

4.4.2. Current Status and Future Challenges

Protective coatings are present in most of the surfaces around us, used from the simple
protection of food to the complex protection of steel and concrete. Nevertheless, most of
these coatings go through a manufacturing process that generates contamination. Some
of them use nonrenewable materials, such as bitumen obtained from petroleum refining,
causing several environmental problems. In addition, some of the coatings use organic
solvents that emit volatile organic compounds, producing air pollution that affect human
health. Therefore, it is necessary to continue developing eco-friendly coating materials
that contribute to environmental preservation without sacrificing the main properties of
the materials, e.g., high durability, toughness, adhesion, strength, etc. Table 9 contains the
main advantages and disadvantages of some of the most common coating materials used
in the construction industry to protect concrete structures. Figure 3 shows the key aspects
and challenges in the production of coating materials.

Figure 3. Critical aspects in the field of challenges of production of coating materials used for
protection of concrete elements.
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Table 9. Comparison of the most popular coatings for concrete elements [25,31,68–76].

Type of Coating Advantages Disadvantages

Epoxy resin

� Excellent adhesion properties on different
substrates � Poor impact resistance

� High chemical and solvent resistance � Low-temperature resistance
� Control concrete carbonation � Inherent brittleness
� Fluidity in the application due to its low
viscosity properties � Inferior weathering resistance

� Good electrical properties � Complex removal procedure
� Excellent anticorrosion performance � Costly maintenance

� Strong toxic fumes

Bitumen

� Good penetration into the surface due to its
fluidity

� Its protectiveness can be affected by polymer
grade

� When used in pavements, it improves the
sticking between different layers and increases the
resistance to deformation

� It is affected by the temperature in the summer
season by making the coating soft

� High water resistance � Difficult to apply to plastic surfaces
� High resistance to mechanical damage � Overheat buildings when it is used to the roof
� High resistance to UV radiation

Acrylics

� Highly resistant to variations in temperature � Complex removal procedure
� High impact resistance � Fast drying
� High chemical resistance � Poor water repellent
� User friendly, easy to apply � Low UV radiation resistance
� High fungus resistance
� Lower cost applications
� Good adhesion properties

Polyurethane resin

� High performance in its mechanical properties
such as flexibility, strength, hardness, and stiffness � It is sensitive to humidity

� Control concrete carbonation � Delays the natural breathing capability of
concrete

� Long service life � Low weathering resistance
� High resistance to UV radiation � Strong toxic fumes
� Economic maintenance � Less alkali-resistant than epoxy coating
� High hardness and impact resistance � High cost

4.4.3. Characteristics of Coating Materials According to Polish–European and American
Standards

Coating materials must follow the specifications stated in the European Standards
(Eurocode) regarding coating adhesion to the substrate, absorption, and permeability,
among others. Table 10 contains the most imperative standards describing the physical
and mechanical properties of coating materials intended to protect different surfaces, such
as wood, steel, concrete, plastic, and glass. For this paper, the PN–EN standards based on
the European Standards will be taken as a reference.

Table 11 summarizes the laboratories that performed evaluations of the physical and
mechanical properties of coating materials used in the construction industry according to
the academic articles used in the search methodology.
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Table 10. Standard procedures for the determination of mechanical and physical properties of coating materials.

Standard Reference Standard Title Parts

PN-EN ISO 2811 Density determination, paints, and varnishes

Part 1: Pycnometric method (2016)
Part 2: Immersed body (plummet) method (2011)

Part 3: Oscillation method (2011)
Part 4: Pressure cup method (2011)

PN-EN ISO 2884:2007 Viscosity determination, paints, and varnishes
Part 1: High shear cone-plate viscometer

Part 2: Viscometer with disc or ball, fixed speed

PN-EN ISO 2431:2019
Part 1: Determination of flow time by use of

flow-cups
PN-EN ISO 2808: 2020

Measurement of coating thickness, paint, and
varnishes

Part 1: Determination of the coating thickness

PN-EN ISO 2178: 2016
Part 1: Non-magnetic coatings on a magnetic

substrate—magnetic method
PN-EN ISO 2360: 2017 Part 1: Amplitude-sensitive eddy-current method
PN-EN ISO 4624: 2016 Adhesion of the coating to the substrate,

paints, and varnishes
Part 1: Pull of test

PN-EN ISO 2409: 2013 Part 1: Cross-cut test

PN-EN 14891:2017
Ceramic tiling bonded with adhesives - requirements, test methods, and liquid applied

water-impermeable products.

Table 11. Summary of laboratories for coating materials.

Standard Reference Used Type of Laboratory Performed Number of Articles

PN-EN ISO 62:2008 Water absorption 1
ASTM C642-97 2

PN-EN ISO-527-1,3
Tensile stress

2
PN-EN 14891:2012/17 3
ZUAT-15/IV.13/2002

Adhesion
1

ASTM D4541-17 2
ZUAT-15/IV.13/2002

Resistance to freeze/thaw cycles
1

PN-EN 1504-2:2006 2
PN-EN 14891:2017 2

ASTM D562-10 Viscosity 1
PN-EN 1504-2:2006 Ability to cover cracks 2
EN ISO 9117-1:2009 Curing time 1

ASTM D1640 2
ASTM C642-97 Water absorption 2

Approximately 54% of the articles reviewed applied Polish–European standards (PN-
EN), 38% used the American Society for Testing and Materials (ASTM), and just 2% used
local test methods approved by the ITB (Building Research Institute) in Poland. The most
common procedures among the literature were adhesion, tensile stress, and resistance to
freeze/thaw cycles tests. In addition, the article analyses focused on the reduction and
control of the carbonation process and on the proposal of new coating materials for the
protection of concrete exposed to contaminated environments.

During the last decades, different raw materials have been used to produce new pro-
tective coatings materials intended to improve the concrete properties. Elnaggar et al. [61]
presented a novel protective material based on different ratios of isocyanate chemical
groups (NCO) and a mix of 80% asphalt and 20% polyester. The asphaltic polyurethane
(As/PU) coating was tested on concrete cubes; according to the results, an increment in the
dry film thickness was shown, from 86μm to 98μm, in samples with a 1:4 ratio of NCO,
which can be attributed to the density of the (As/PU) coating. Similarly, adhesion strength
showed an increase of 145% in the samples with a 1:4 ratio of NCO, an effect that can occur
due to the interaction between ACO groups and ANH. Finally, it was concluded that both
dry film thickness and adhesion strength improved with the increase in NCO/OH ratio.

Francke et al. [62] proposed a new coating material modified with cementitious mortar
to perform waterproof and chemical protection. Based on polymer–cement products, this
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coating material effectively performed the functions of concrete carbonation protection by
reducing the carbonation depth by 24% and increasing in 7% the adhesion strength in frost
and storm environments. However, in freeze–thaw cycles with the addition of sodium
chloride solution (salt), a decrease was evidenced in the bonding strength of about 40%
with respect to the sample without environmental exposure.

Improving the protection of concrete structures is one of the most critical objectives in
manufacturing new coating materials. Significant results have been evidenced by applying
protective (As/PU) layers showing a reduction in the chloride penetration of about 75%
with respect to the control sample. Even though the immersion of both coated and non-
coated samples in sulfuric acid and NaCl solutions show a decrease in the compressive
strength of the concrete samples, it can be evidenced that the coated samples present a
reduction in the compressive strength between 22% and 27% and a decrease of 50% in
the non-coated material. Finally, it can be concluded that the protection with asphaltic
polyurethane (As/PU) coating improves the mechanical and physical properties gradually
when the ratio is increased with respect to the samples without coating.

According to Baba et al. [63], to minimize the corrosion caused by carbonation, con-
crete surface protection can be performed with three different coating materials: penetrants
for surface improvement, non-cementitious for finishing layer, and cementitious for fin-
ishing layers. In the research conducted by Lo et al. [64], eight non-cementitious coatings,
emulsions, and synthetic paints were used in concrete prisms to analyze their impacts
on the reduction of carbonation depth; four of them were tested for interiors and the rest
of the coatings for the exterior. In addition, an accelerated carbonation test method was
implemented, exposing the samples to a constant CO2 flow in a chamber for 56 days, the
deep carbonation was measured by exposing the samples to phenolphthalein solution.
Results showed that for exteriors coatings, the C25 concrete samples obtained a reduction
in deep carbonation of about 60% and 45% for interiors coatings, decreasing from 16.40 mm
to 6.58 mm and 8.93 mm, respectively. For C35 concrete samples a reduction in the deep
carbonation for exteriors coatings of 56% (3.78 mm) was also evidenced, and for the interior
coating it was 40% (4.23 mm). Based on this it can be concluded that there is a significant
reduction in the corrosion caused by carbonation using these coating materials.

The authors mentioned above evaluated the benefits of coating materials in structures
exposed to contamination. It was evidenced that coating materials effectively reduce the
impact caused by different chemical attacks, and are able to extend the lifespan of concrete
structures and reduce corrective maintenance costs.

5. Conclusions

This literature review was prepared to give an overview of the causes of corrosion of
concrete elements exposed to different types of contaminants and the procedures proposed
and used by some researchers to protect these elements. Different coating materials
have been proposed, varying from naturals sources, such as bituminous coatings, to
synthetic productions, like acrylic coatings. Among the results, in all cases where concrete
samples were subjected to contamination either by exposition to chemical or natural
contaminants, the compressive and flexural strengths showed a significant reduction.
In addition, galvanized and carbon steel bars embedded in concrete samples showed an
increase in corrosion, potentially leading to a premature corrosion of the bars and premature
cracking and deterioration of the concrete elements. Even though several investigations
have been carried out on how different types of contamination affect concrete, there is not
much evidence yet on how coating materials can protect concrete elements embedded in
contaminated soils.

6. Research Limitations

This review paper was limited to Spanish and English articles found in the journals
mentioned in Section 2, “Search Methodology”, which excludes literature published in
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other languages and was limited to academic publications. It does not consider the results
from industrial practice.
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Abbreviations

Abbreviation Meaning
137Cs Cesium 137

134Cs Cesium 134
ACO Acetoxy group
AISI American Iron and Steel Institute
ASR Alkali–silica reaction
As/PU Asphalt and polyurethane
ASTM American Society for Testing and Materials
BC Before Christ
BS British standard
CaCO3 Calcium carbonate
CEM Cement
CPC Calcium phosphate cements
C3A Tricalcium aluminate
CO2 Carbon dioxide
COx Carbon oxides
DGEBA Diglycidyl ether of bisphenol A
EN European standards
GPa Gigapascal
ISO International Organization for Standardization
ITB Building Research Institute
KOH Potassium hydroxide
LiOH Lithium hydroxide
MgSO4 Magnesium sulfate
Na2CO3 Sodium carbonate
Na2SO4 Sodium sulfate
NaCl Sodium chloride
NaOH Sodium hydroxide
NCO Isocyanate chemical group
NOx Nitrogen oxide
OH Hydroxide
pH Potential of hydrogen
PN Polish standards
PVC Polyvinyl chloride
RC Reinforced concrete
SEM Scanning electron microscopy
SER Solid epoxy resins
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SOx Sulfur oxide
TGA Thermalgravimetric analysis
UNS Unified number system
UOx Uranium oxide
UV Ultraviolet
W/C Water/cement
XRD X-ray diffraction
ZUAT Recommendations of the Technical Approval Provision
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Abstract: Deterioration of materials and structures is an unavoidable fact, and prestressed concrete
structures are not an exception. The evaluation of load-carrying capacity and remaining service
life includes collecting various information. However, one type of information is essential and the
most important, the state of prestressing, which inevitably decreases over time. Currently, many
possible methods for the evaluation of prestressing are available. These techniques are part of
the structural assessment and provide residual prestressing force value which is later used in the
evaluation process. Therefore, it is suitable to provide the value of prestressing force based on
certain probabilistic backgrounds. This study addresses the determination of residual prestressing
force in pre-tensioned railway sleepers one year after their production, using the so-called Bayesian
approach. This technique is focused on the validation of results obtained from the application of the
non-destructive indirect saw-cut method. The Bayesian approach considers analytic calculation as
the primary method of prestressing determination. In this paper, Monte Carlo simulation was used to
determine the total variability that defines all Bayesian systems of probability functions. Specifically,
a total of 1000 simulations was applied, and the current random vector of prestressing force derived
from the analytical calculation has been assumed as a normally distributed function. Finally, obtained
results for different depths of saw-cuts are compared. The results of the experimental and statistical
determination of residual prestressing force provide its value with a 95% confidence level. This study
suggests that the implementation of the probability approach can be an effective tool for determining
prestress losses.

Keywords: Bayesian approach; prestressing force; saw-cut method; assessment; pre-tensioned
members

1. Introduction

When assessing existing prestressed concrete structures, the determination of the
residual prestressing force is an essential and inevitable task [1,2]. Prestressing force value
obviously decreases over time and its determination should consider all potential prestress
losses [3,4]. However, acquiring crucial knowledge about the exact value of prestressing
force acting on the structure is quite difficult. Of course, for reliable assessment additional
information considering the structure’s condition needs to be obtained [5,6]; it is possible to
collect this data using common testing methods [7]. This general knowledge includes many
material properties, such as information about the real geometry of structural members
and reinforcement, damage and deterioration (obtained from visual inspections); data
containing the effect of significant overloading of the structure, etc. [8,9].

Generally, the analytical or numerical calculation of prestressing force value is the
standard approach. Therefore, required input data consists of the age of the structure, its
geometry, reinforcement parameters, and layout. Moreover, necessary material properties
can be obtained using a wide range of standard material testing procedures [10–12]. How-
ever, all collected data that affect the prestressing force have a natural strongly stochastic
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character, especially due to effects such as the rheology of concrete (creep and shrinkage)
or steel relaxation [13].

In Bayesian philosophy, the analytic calculation (the primary method of prestress
determination) can be considered as the prior hypothesis, together with its probability.
Nevertheless, other new or additional relevant information can also be desirable and
useful, especially regarding the unknown value of a prestressing force that is acting on
the structure [14–16]. Likewise, several indirect techniques or structural tests can be used,
such as the saw-cut method or structural response method [17–19]. These methods are
based on observation of the structural behavior after the application of a known load. In
the case of the saw-cut method, normal stress (strain) relief is observed. On the other
hand, the structural response method evaluates prestressing based on the measurement
of deflection, strain (normal stress) change or width of crack resulting from the external
load [20,21]. All new relevant information can be taken into account and combined with the
prior probabilistic model using updated techniques. These results are so-called posterior
probabilistic models, which may be used to obtain an enhanced assessment of current
prestressing force.

Updating the probability distribution of a basic variable is commonly based on the
Bayesian approach described briefly below. Two individual events, A and B, are studied.
The conditional probability P (A|B) of event A, given event B has occurred with a non-zero
probability P (B), is defined as:

P (A|B) = P (A ∩ B)/P (B) = [P (A) × P (B|A)]/P (B) (1)

where P (A|B) is a conditional probability, i.e., the probability of event A occurring given
that B is true. It is also called the posterior probability of A given B. P (B|A) is also a condi-
tional probability, i.e., the probability of event B occurring given that A is true. It can also
be interpreted as the likelihood of A, given a fixed B, because P (B|A) = L (A|B) × P (A)
and P (B) are the probabilities of observing A and B, respectively, without any given condi-
tions; they are known as the marginal probability or prior probability. A and B must be
different events.

The Bayesian theorem can also be applied to the hypothesis verification tool, and
graphically interpreted using probability density functions as presented in Figure 1.

 

Figure 1. Bayesian concept.

In fact, the input data are random variables, thus the probability distribution function
can be used to represent the data {x1, x2, . . . , xn} with distribution parameters of θ. The
concept of conjugacy in Bayesian statistics is used. Conjugacy occurs if the posterior
distribution is in the same family of probability density functions as the prior belief, but
with new parameter values. These values are updated to reflect what has been understood
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from the obtained data. Bayes’ theorem, expressed in terms of probability distributions,
appears as:

f (θ|data) = [f (θ) × f (data|θ)]/[
∫

f (data|θ) × f (θ) × dθ] (2)

where f (θ|data) is the posterior distribution for the parameter θ; f (data|θ) is the sampling
density for the data, which is proportional to the likelihood function, only differing by
a constant that makes it a proper density function; f (θ) is the prior distribution for the
parameter θ; and f (data) is the marginal probability, f (data) =

∫
f (data|θ) × f (θ) × dθ.

A number of closed-form solutions for Equation (2) can be found for special types of
probability distribution functions known as the natural conjugate distributions. In cases
where no analytical solution is available, first order reliability method (FORM)/second
order reliability method (SORM) techniques can be used to assess the posterior distribution.
If the normal–normal conjugate family N (μ,σ2) is taken into account, Bayes’ theorem leads
to the posterior distribution for μ and σ2 given the observed data to take the form:

p (μ,σ2|x1, x2, . . . , xn) = [p (μ,σ2) × p (x1, x2, . . . , xn|μ,σ2)]/Normalizing Constant (3)

where p (μ,σ2) is the joint prior distribution function. The likelihood function for (μ,σ2) is
proportional to the sampling distribution of the data, L (μ,σ2) ∝ p (x1, x2, . . . , xn|μ,σ2),
so that the posterior distribution can be re-expressed in proportional form. The symbol
∝ means “proportional to“. According to the Joint Committee on Structural Safety (JCSS)
Probabilistic Model Code described in [14] and [22], Equation (3) can be expressed for
normal distribution in engineering-acceptable form for μ and σ, given as:

f′(μ,σ) = k × σ − [δ(n′) + v′ + 1] exp {−[(1/2 × σ2)] × [v′ × (s′)2 + n′ × (μ − m′)2]} (4)

where k is the normalizing constant; δ (n′) = 0 for n′ = 0; δ (n′) = 1 for n′ > 0; m′ is the
sample mean; s’ is the sample standard deviation; n is the sample size; and v′ = n − 1 is the
number of degrees of freedom. Then, the predictive value of {X} can be found from:

{X} = m′′ + tv” × s′′ × {1 + 1/n′′} 0.5 (5)

where tv′′ has a central Student‘s t-distribution.
The present study is based on results from the application of the non-destructive

saw-cut method performed on pre-tensioned members—e.g., railway sleepers. The method
aims to isolate concrete block from acting forces by means of saw-cuts. Residual prestress-
ing force is subsequently calculated from normal stress relief initiated by sawing [17,18].
The ratio of isolation of concrete block is dependent on the parameters of saw-cuts—depth
and axial distance [23]. One of the main advantages of this technique is that it has negli-
gible local impact on the prestressed concrete structure. When using the saw-cut method
on an unloaded structure, the prestressing force value is easy to calculate because the
determination of normal stress resulting from the dead load is obvious. However, if the
investigated member is also loaded by an external load, additional normal must be taken
into account [20,21].

2. Analytical Calculation of Prestressing Force Value

The analysis was performed on a prestressed concrete sleeper, which is one of the
standard pre-tensioned members produced in the manufacturing process. In particular,
our specimen is sleeper type B70 W-49G, as illustrated in Figure 2.
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Figure 2. Analyzed prestressed concrete sleeper B70 W-49G.

Declared basic parameters entered into the analytical calculation of prestressing force
Pm (t) (kN) are listed in Table 1.

Table 1. Characteristics of analyzed sleeper.

Ac

(m2)
Ic

(m4)
zbott

(mm)
zupp

(mm)
φw

(mm)
No. of φw

(-)
fpk

(MPa)
fp0.1k

(MPa)
Ep

(GPa)

0.0324 0.0000816 82 93 7 8 1740 1560 195

The prestressed concrete sleeper was designed from concrete class C50/60 [24]. There-
fore, the modulus of elasticity, Ecm = 37,000 MPa, was assumed. Calculation of prestressing
force Pm (t) in time t = 365 days was performed according to the Eurocode 2—Slovak
national implementation STN EN 1992-1-1 [25]. Prestressing of the sleeper was provided
by eight wires with a smooth surface and a diameter of 7 mm. The initial prestressing
force was derived from Equation (6) considering the value of initial stress in the wire,
σp,in = 1380 MPa. The bending moment due to self-weight is MGo = 0.798 kNm.

σpm,max = min [0.80 × fpk; 0.90 × fp,0.1k] (6)

Long-term prestress losses have the highest influence on the prestressing force value’s
decrease over time. They were determined using standard Equations (7) and (8). Prestress
losses due to steel relaxation are:

Δσp,r (t,t0) = −σpi × k1 × ρ1000 [%] × 10−5 × e μ × k2 × [t/1000]0.75 × (1 − μ) = −169.3 MPa (7)

where k1 = 5.39; k2 = 6.7; ρ1000 = 8.0; μ = 0.79.

Δσp,r+s+c = −{0.8 × Δσp,r (t,t0) + εcs (t,t0) × Ep + (Ep/Ecm) × ϕ (t,t0) × σc,(Pm0+G0) (t,t0)}/{1 + (Ep/Ecm) ×
(Ap/Ac) × [1 + (Ac/Ic) × ep

2] × [1 + 0.8 × ϕ (t,t0)} = −310.3 MPa
(8)

where εcs (t,t0) = 5.01; and ϕ (t,t0) = 1.69.
Corresponding prestressing force, considering the prestress losses after 365 days in

one prestressing wire, is Pm (t) = 41.2 kN.
All analytical systems contain a certain degree of variability. When these systems

are formed by a combination of random variables, the resulting variability of the system
generally cannot be found in a closed-form approach. An alternative approach that allows
the estimation of variability in a system, given the variability of its components, is Monte
Carlo simulation (MCS). In this study, MCS was used to determine the total variability that
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defines all Bayesian systems of probability functions. In our case, a total of 1000 simulations
were applied.

The current random vector of prestressing force {Pcalc} derived from the analytical
calculation has been assumed as a normally distributed function, as in [15], based on a
random generation with a known mean value of 40.96 kN and a standard deviation of
10.20 kN. In the first approximation, this level corresponds to the estimated variation
coefficient of 25%. Of course, it is appropriate to have all components in Equation (7) or (8)
as a random variable. Specifically, they have mean values according to Table 1, and the
strength and modulus of elasticity parameters have a common coefficient of variation (CV),
CV = 5%, and for the cross-sectional parameters, CV = 3%. However, in this simulation,
the consequence of the central limiting theorem was applied. Estimated prestress force is
presented using a histogram, probability density function (PDF) and cumulative distribu-
tion function (CDF) in Figures 3 and 4. It can be considered as the joint prior probability
function, as in Equation (3). Statistical parameters are listed in Table 2.

 
Figure 3. Normally distributed values of Pcalc.

(a) 

Figure 4. Cont.
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(b) 

Figure 4. (a) Histogram and CDF of Pcalc; and (b) PDF and CDF of Pcalc.

Table 2. Statistical parameters for Pcalc.

Mean m’
(kN)

Median
(kN)

St. Dev. s’
(kN)

Kurtosis
(-)

Skewness
(-)

Min.
(kN)

Max.
(kN)

Conf (95)
(kN)

40.96 41.04 10.02 0.3586 –0.0036 5.60 75.59 0.6218

3. Experimental Program—Saw-Cut Method

The application of the saw-cut method on prestressed concrete sleepers consisted of
three saw-cuts. Their axial distance was 120 mm, and sawing was performed gradually
(depths of 10, 20 and 30 mm). The maximal depth of saw-cuts was chosen with regard
to the layout of prestressing wires in the sleepers, as we intended to avoid cutting them
and affecting the structural integrity of pre-tensioned members. For the experiment, the
upper edge of the specimen with a straight and smooth surface in the mid-span area was
chosen. This location provided suitable conditions for the installation of strain gauges and
subsequent measurement of strain release after sawing. The measurement is presented in
Figure 5. For strain recording, linear foil strain gauges HBM LY41-50/120 made of ferritic
steel (temperature matching code “1”: 10.8 × 10−6/K) with a measuring grid length of
50.0 mm and a total length of 63.6 mm were installed. The position of strain gauges can
be seen in Figure 6. The prestressed concrete sleepers were supported by two lines at a
distance of 0.1 m from the ends. Supports were provided using so-called steel rollers; as a
consequence, the specimens behaved as simply supported beams with an effective length
of 2.4 m.

All the equations and assumptions mentioned are based on the linear distribution
of normal stress which can be assumed in the case of the uncracked prestressed concrete
structure. Therefore, in the case of an already pre-cracked structure, such an assumption
should not be considered. After sawing, some local nonlinearities could be observed, but
the area adjacent to installed strain gauges should not be significantly influenced given an
axial distance of 120 mm.
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(a) 

 
(b) 

Figure 5. The measurement: (a) application of saw-cuts and (b) view of saw-cuts.

 
Figure 6. Mid-span area: position of saw-cuts (SC) and strain gauges (SG).

Normal stress readings from the measurement are displayed in Figure 7 and listed
in Table 3. Evaluation of obtained results was based on the real value of the concrete’s
modulus of elasticity, which was determined using removed cylindrical samples (37.4 GPa).
The real modulus of elasticity value was in compliance with Eurocode 2 [25].
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(a) (b) 

  

(c) (d) 

  

(e) (f) 

Figure 7. Normal stress readings on strain gauges after the application of saw-cuts. Specimens—1 (a);
2 (b); 3 (c); 4 (d); 5 (e); 6 (f).

Table 3. Normal stress relief—saw-cut method.

Sleeper
No.

SG1—Δσc,i (MPa) SG2—Δσc,i (MPa)

Δσc,10 Δσc,20 Δσc,30 Δσc,10 Δσc,20 Δσc,30

1 2.14 5.78 10.32 1.31 4.92 9.44
2 1.56 4.80 9.16 1.90 4.89 9.68
3 1.48 4.11 8.02 1.49 4.24 8.16
4 1.37 4.72 9.38 1.50 4.74 9.28
5 1.31 4.39 8.37 1.22 4.45 9.55
6 1.42 4.74 8.73 1.21 4.26 8.60
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Depending on the depth of a saw-cut, experimentally determined prestressing force
value Pexp,i can be calculated according to Equation (9):

Pexp,i = {ki × Δσc,I − [(MG0 × zupp)/Ic]}/CS (9)

where ki is the “calibration factor of the depth of saw-cut” determined according to a
parametric study based on nonlinear numerical simulations. This constant represents the
ratio between released normal stress after the application of saw-cuts and initial normal
stress in a prestressed concrete member. The deeper a saw-cut is in the shorter axial distance
we choose, the more normal stress is released, and the calibration factor has a lower value.
More information about the calibration factor and its determination can be found in [23].
Δσc,i is the released normal stress value dependent on the depth of a saw-cut, and CS is a
cross-sectional function, as in Equation (10):

CS = −(8/Ac) − [(−4 × ep,bott + 4 × ep,upp × zupp)/Ic] (10)

where ep,bott is the distance from the cross-section center to the center of the bottom wires;
and ep,upp is the distance from the cross-section center to the center of the upper wires.
All cross-sectional parameters used in Equation (10) were considered as random variables
according to Table 4. A histogram and CDF of the cross-sectional function CS can be seen
in Figure 8.

Table 4. Cross-sectional parameters.

Ac

(m2)
Ic

(m4)
zbott

(mm)
zupp

(mm)
ep,bott

(mm)
ep,upp

(mm)
MG,o

(kNm)

Mean 0.0324 0.0000816 82 93 43 59 0.798
St. Dev. 1.619 × 10−3 4.082 × 10−6 4 4 2 3 0.040

 
Figure 8. Histogram and CDF of CS parameter.

4. Prestressing Force Distribution Using Bayesian Approach

Measured released stresses {Δσc,10; Δσc,20; and Δσc,30} in prestressed concrete sleepers
were tested using the Q-Q-plot method as one of the principal testing methods, and
approximated using normally distributed data that were randomly generated using the MC
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simulations. Additionally, over 1000 simulations were performed. The results of Q-Q-plot
testing can be seen in Figure 9. The data with the best agreement with the linear regression
parameter R2 = 0.96 were gained from the 30 mm deep saw-cuts, in which the highest
stress relief was reached (approximately 72% of total assumed initial normal stress). This
corresponds with the calibration factor k30/120 = 1.39. On the other hand, a 10 mm deep
saw-cut released only 12% of initial normal stress. For this depth, the calibration factor is
k10/120 = 8.40.

 
(a) 

 
(b) 

 
(c) 

Figure 9. Q-Q-plot tests for released normal stress (MPa): (a) Δσc,10; (b) Δσc,20; and (c) Δσc,30.
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The random vector of prestressing force {P (imm)} = {P (10 mm); P (20 mm); P (30 mm)}
based on a measured data set of released normal stress is assumed according to Equation (9).
In this paper, only worst fitted data (a saw-cut depth of 10 mm) and best-fitted data (a
saw-cut depth of 30 mm) were chosen for graphical interpretation on histograms. PD and
CD functions are illustrated in Figures 10 and 11. Consequently, some differences between
the functions P (10 mm) and P (30 mm) are obvious from the basic statistical parameters of
both of chosen data sets, as listed in Table 5.

 
(a) 

 
(b) 

Figure 10. Δσc,10—(a) histogram of generated data and (b) PDF and CDF.

Table 5. Statistical parameters for P (imm).

Statistics
Mean m”

(kN)
Median

(kN)
St. Dev. s”

(kN)
Kurtosis

(-)
Skewness

(-)
Min.
(kN)

Max.
(kN)

Conf (95)
(kN)

P (10 mm) 43.20 43.21 7.80 0.0587 0.0871 19.11 73.61 0.4839
P (30 mm) 43.17 43.15 3.98 0.1932 0.1220 30.20 57.32 0.2448
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(a) 

 
(b) 

Figure 11. Δσc,30—(a) histogram of generated data and (b) PDF and CDF.

The primary predictive data set of calculated prestressing force {Pcalc} can be set as a
joint prior distribution function f′ (μ, σ), according to Equation (4), or prior information.
The random vector {P (imm)} derived from normal stress releasing, determined given the
depth of a saw-cut, can be used in the Bayesian theorem as a likelihood or conditional
information. This function is based on a measured data set which specifies and moves
assumed calculation. The resulting {Ppost = P} as a final distribution prestressing force
can also be signed as a posterior data distribution f” (μ, σ). These data were derived
from Equation (5) using MC simulation and can be graphically interpreted in PD and
CD functions of {Ppost}. The resulting shape and parameters of posterior probability
distribution f” (μ, σ) depends on the distribution function of the measured data sets, as in
Figures 12 and 13. The final statistics of the {P} probability distribution function regarding
the depth of a saw-cut are presented in Table 6.
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(a) 

(b) 

Figure 12. Δσc,10—(a) CDF of data set and (b) PDF of data set.

Table 6. Statistical parameters for Ppost.

Statistics
Mean m′′

(kN)
Median

(kN)
St. Dev. S′′

(kN)
Kurtosis

(-)
Skewness

(-)
Min.
(kN)

Max.
(kN)

Conf (95)
(kN)

Ppost (10 mm) 41.22 41.38 9.54 0.3869 0.0286 11.39 77.84 0.5920
Ppost (30 mm) 41.34 41.38 7.65 1.6388 0.2352 14.69 79.43 0.4748
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(a) 

 
(b) 

Figure 13. Δσc,30—(a) CDF of data set and (b) PDF of data set.

5. Discussion

Our investigation suggests that a relatively small intervention into the prestressed
member can cause sufficient local normal stress relief. Intervention in the form of a
maximum 30 mm deep saw-cut is insignificant compared to the dimensions of the cross-
section of the prestressed member; the global structural integrity is not affected. Moreover,
the saw-cut method can be performed without the application of an external load. Absence
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of additional external load leads to easier residual prestressing force derivation from the
obtained results.

Undoubtedly, prestressing force is the decisive factor in the assessment of existing pre-
stressed concrete structures. However, it is very difficult to obtain its exact value at the time
of testing. In addition to the standard analytical evaluation that should be used in all cases,
some experimental methods have been verified and applied worldwide [17,18,20,21,26,27].
Nevertheless, these methods provide different results compared to the analytically cal-
culated value. The reason for this is the wide range of factors that affect prestress losses,
including the creep and shrinkage of concrete and steel relaxation. It is also possible that
the corrosion effect or issues related to inadequate concrete or duct grout quality could
influence the analysis.

Generally, Monte Carlo simulation is known as a technique that constructs probability
distributions for the possible outcomes of decisions. In the presented study, the MCS was
applied to the generation of random variable vectors which were normally distributed. The
Bayesian concept can more precisely define the estimated residual value of prestressing
force at a certain time Pm (t). Usually, the evaluation can only take analytically derived
prestress losses into account using the standard approach, as in Eurocode 2 [25], which is
similar to the presented study. However, standard calculation of residual prestressing force
value is not often sufficient or adequate to deal with such important parameters for global
structure reliability evaluation.

6. Conclusions

In our paper, there is an obvious coincidence between the prior {Pcalc} and posterior
{Ppost} probability distribution functions, with only a 95% confidence level. The reason for
such close agreement of both probability functions is that the sleeper specimens were in a
very good state after being stored for one year in a covered warehouse without any service
or deterioration factors that could affect their structural condition. Moreover, they were
kept in a relatively stable environment which inevitably affected the volumetric changes
in the concrete. This is why prior and posterior functions are in such good agreement.
The kurtosis of posterior functions was higher in both cases, especially for the best-fitted
curve for Ppost (30 mm), due to the strong consistency of the experimental results that form
likelihood function. Naturally, if the shape, distribution and displacement of the predictive
function of prestress losses on the x-axis were distant from the likelihood function, the
posterior probability distribution function would be different.

Unquestionably, it is very important to present the results of methods for determining
the state of prestressing in statistical form. This makes it possible to define the probability
of the obtained state of prestressing, which is a crucial aspect of the evaluation of the
load-carrying capacity of the existing prestressed concrete structure. The implementation
of the probability approach to determine prestress losses can be an effective tool, since the
evaluation process of existing prestressed concrete structures considers model uncertainties
and any possible deteriorations.
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Nomenclature
P (A), P (B) Probability of event A and B.
P (A|B), P (B|A) Conditional probability.
FORM First order reliability method.
SORM Second order reliability method.
JCSS Joint Committee on Structural Safety.
Pm (t) Prestressing force value in time “t” (kN).
CV Coefficient of variation.
σp,in Initial stress in prestressing steel (MPa).
MG Moment due to dead load (kNm).
σpm,max Maximum stress in prestressing steel according to Eurocode 2 (MPa).
fpk Characteristic tensile strength of prestressing steel (MPa).
fp,0.1k Characteristic 0.1% proof-stress of prestressing steel (MPa).
Δσp,r Prestress losses due to steel relaxation (MPa).
Δσp,r+s+c Long-term prestress losses (MPa).
MCS Monte Carlo simulation.
{Pcalc} Current random vector of prestressing force.
PDF Probability density function.
CDF Cumulative distribution function.
SC Saw-cut.
SG Strain gauge.
Pexp,i Experimentally determined prestressing force value (kN).
ki Calibration factor of the depth of saw-cuts (-).
Δσc,i Released normal stress after the application of saw-cuts (MPa).
CS Cross-sectional function (1/m2).
ep,bott Ideal eccentricity of bottom wires from the neutral axis (m).
ep,upp Ideal eccentricity of upper wires from the neutral axis (m).
zbott Position of the neutral axis of an ideal cross-section from the bottom edge (m).
zupp Position of the neutral axis of an ideal cross-section from the upper edge (m).
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10. Pastorek, F.; Decký, M.; Neslušan, M.; Pitoňák, M. Usage of Barkhausen Noise for Assessment of Corrosion Damage on Different

Low Alloyed Steels. Appl. Sci. 2021, 11, 10646. [CrossRef]
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26. Koteš, P.; Strieška, M.; Bahleda, F.; Bujňáková, P. Prediction of RC Bridge Member Resistance Decreasing in Time under Various
Conditions in Slovakia. Materials 2020, 13, 1125. [CrossRef] [PubMed]
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Abstract: The hybrid retrofit system using FRP and concrete overlay applied on the top of slabs has
proven effective in strengthening and overcoming logistical constraints, compared with conventional
strengthening techniques using externally bonded composite materials to the underside of the slabs.
Nevertheless, the performance of retrofitted slabs is governed by debonding failure due to the low
bond strength between CFRP and concrete overlay. Thus, this study investigates the behavior of
flexural strengthened slabs with FRP retrofit systems and the effect of bond–slip laws on debonding
failure. Firstly, two full-scale RC slabs with and without a retrofit system were tested in a four-point
bending setup as the control specimens. Then, the same retrofitted slab was simulated by utilizing
the commercial program ABAQUS. A sensitivity analysis was conducted to consider the influence
of bond–slip laws to predict the failure mechanism of the retrofitted slabs based on load–deflection
relationships. The results showed that the strengthened slab enhanced the load-carrying capacity by
59%, stiffness by 111%, and toughness by 29%. The initial stiffness of 0.1K0 and maximum shear stress
of 0.13τmax, compared with the corresponding values of Neubauer’s and Rostasy’s bond–slip law,
can be used to simulate the global response of the retrofitted slab validated by experiment results.

Keywords: CFRP; bond–slip law; debonding; RC slab; retrofit; strengthen

1. Introduction

Strengthening structures with external bonded materials has become one of the popu-
lar choices for rehabilitation and upgrading existing reinforced concrete (RC) structures [1,2].
Researchers and engineers are particularly interested in restoring and strengthening par-
tially damaged RC structures to minimize the impact on environmental deterioration and
cost savings [3–5]. Fiber-reinforced polymer (FRP) materials have been widely used in the
field of external reinforcement in recent decades because of their lightweight, high tensile
strength, and non-corrosion resistance [6–12]. New strengthened techniques and design
guidelines have emerged for RC structures using FRP composite materials [13–16].

The conventional application in strengthening RC slab techniques focuses on at-
taching FRP to their tensile zone to maximize the tensile strength of these composite
materials, which have been widely gaining acceptance in practice [17–19]. However, the
premature delamination of FRP remains the main disadvantage of the strengthening tech-
niques, as it prevents strengthened slabs from reaching their ultimate load-carrying capacity.
In general, sectional and debonding failures are two widespread possible failure modes
of FRP-strengthened slabs [20–22]. In sectional failure, either the failure of compressive
concrete or the rupture of FRP can be predicted through strain compatibility at its limiting
strain [23]. In debonding failure, it is more difficult to determine due to the complicated
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failure mechanism and the factors contributing to problems such as concrete cracks and
stress concentration at the FRP–concrete interface. Due to this, the behavior of externally
bonded FRP in contact with a concrete surface has attracted considerable interest from
the civil engineering community [24–26]. In addition, obtaining a well-prepared concrete
surface for strengthening FRP on the underside of the RC slab can be a more difficult
challenge, or it may not be possible due to logistical constraints.

Consequently, a hybrid retrofit system consists of carbon fiber reinforced polymer
(CFRP) and concrete overlay applied on the top surface of the RC slab to overcome the
shortcomings of traditionally strengthened solutions rather than exploit the high tensile
strength of CFRP, as shown in Figure 1. Previous studies have demonstrated the effective-
ness of the retrofit system by increasing the flexural strength and ductility of existing RC
slabs. Nevertheless, the results also revealed that debonding failure between the concrete
overlay and CFRP was one of the major causes of slabs losing their ultimate load-carrying
capacity. Transferring interfacial stress from the slab to FRP or vice versa via a specialized
adhesive layer is more efficient than from FRP to overlay members due to the characteris-
tics of the retrofit system, leading to the premature debonding failure of the FRP/overlay
interface [27–29]. A sound understanding of the behavior of FRP–concrete interface needs
to be developed, with a particular interest in FRP/overlay interface for safe in practical
design work.

Reinforced bars

FRP laminate

Overlay concrete

Existing RC slab

Top edge

Bottom edge

Figure 1. Hybrid FRP retrofit system for positive moment parts of strengthened RC slabs.

In response to this need, the effect of bond–slip laws on the debonding failure of flexu-
ral strengthened RC slabs with a hybrid FRP retrofit system is investigated.
To the best of our knowledge, previous studies were limited in evaluating the behav-
ior of the externally bonded FRP on a concrete surface without considering cases of CFRP
located between two concrete layers of the strengthened slab with a retrofit system [30–37].
There was still considerable uncertainty and difficulty in determining the behavior of
CFRP-to-concrete joints due to their intrinsic bond. Insight into an understanding of the
bond–slip law between concrete and CFRP using a cohesive approach is a suitable solution
for predicting strengthened structural responses [36,38]. Shear stress at the FRP–concrete
interface of cohesive elements, in terms of magnitude and distribution, could be a believ-
able explanation for debonding failure [39,40]. It can be difficult to precisely predict the
variations in stresses in concrete structures, whereas the load–deflection curve is far less
sensitive to crack locations and sizes. The finite element method (FEM) can reasonably
predict the interfacial stresses and the delamination load corresponding to deflection more
economically than laboratory tests [41]. A finite element (FE) model of the FRP flexural-
strengthened slab can provide a comprehensive understanding of the various bond–slip
parameters associated with the CFRP/concrete interface and be applicable in developing
robust predictive equations for practice designs [42]. By combining FEM through ABAQUS
software and the experimental program, the iterative adjustment of the bond–slip parame-
ters can be easily carried out to simulate the experimental load–displacement curve and
failure modes, resulting in reduced experiment time and cost [43].

In this study, the behavior of a strengthened RC slab with a hybrid FRP retrofit system
is described with particular attention to debonding failure. The effectiveness of the hybrid
retrofit system in improving the flexural carrying capacity, stiffness, and toughness is
investigated and compared with the full-scale experimental results. A three-dimensional
FE model is developed with various bond–slip models for evaluating their accuracy by
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comparing numerical predictions with experimental measurements. Numerical models
are also analyzed for sensitivity to the bond–slip parameters to assess their effects on the
debonding failure. Following the validation of the model, the various parameters that
strongly influence the behavior of retrofitted slabs are identified and discussed.

2. FRP Hybrid Retrofit System

2.1. Retrofitting Mechanism

In some cases, strengthening the underside of the reinforced concrete slabs may not be
possible due to logistical constraints and hindrances by other utilities. A hybrid retrofit
system combining the tensile strength of FRP and compressive strength of the concrete
overlay was applied on top of the existing RC slabs to improve their strength and ductility,
as shown in Figure 1. The overlay thickness of the retrofit system has a critical role in
pulling the neutral axis toward the overlay zone, and FRP holds tension at failure. For this
case, the retrofitting mechanism for the hybrid FRP system was estimated as recommended
by ACI 440.2R [44], as shown in Figure 2. Assume that the ultimate concrete strain (εcu) is
0.003, and steel yields at yield stress of fy. Without considering the tension force of concrete,
the force equilibrium is calculated as follows:

CH= T s+TF (1)

Figure 2. Calculating mechanism for slab’s positive moment sections with a proposed system.

These internal forces are computed as follows:

CH = α1f′Hβ1cb, Ts = Asfy, TF = EFεFtFbF (2)

An evaluation of strain compatibility conditions can determine FRP strain at strength
limit (εF) as follows:

εF =

[
(tH + tF/2)− c

c

]
εcu (3)

The moment capacity equilibrium condition can be defined as follows:

Mn= Ts(j 1 d) + TF(j 2 d) (4)

2.2. Experimental Program

The reference slab had a 2440 mm total length, 2290 mm clear span, and 130 × 900 mm2

cross-section. The tensile reinforcement was spaced at 185 mm spacing with five No.13 bars
(φ12.7 mm) at the bottom of the RC slab. Transverse steel consisted of six No.10 bars
(φ9.5 mm) spaced at 305 mm center on the center, as shown in Figure 3. The yield stress of
the reinforcement used for the RC slab was 400 MPa. The concrete employed for the RC
slab had a compressive strength of 27 MPa after 28 days. Table 1 provides the mechanical
properties and dimensions of the reference slab.
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Figure 3. Reference slab reinforcement details.

Table 1. Mechanical properties and dimensions of reference slab.

h (mm) b (mm) As (mm2) d (mm) f′c (MPa) γc (kg/m3) fy (MPa) Es (GPa)

130 900 632.5 80 27 2400 400 200

A hybrid retrofit system was constructed utilizing a combination of CFRP wet layup
laminate with a concrete overlay, as shown in Figure 1. The compressive strength of the
concrete overlay was 50 MPa at 28-day age. CFRP had a strength of 600 MPa and an elastic
modulus of 40 GPa. The mechanical properties and dimensions used in the FRP retrofit
system are given in Table 2.

Table 2. Mechanical properties and dimensions for retrofit system.

Overlay CFRP Epoxy Resin

tH (mm) f′H (MPa) tF (mm) ftF (MPa) γF (kg/m3) EF (GPa) ta (mm) Ea (MPa) Ga (MPa)

30 50 0.5 600 1200 40 1.5 3000 2100

Two full-scale RC slabs with and without a hybrid retrofit system were tested in
a four-point bending setup with two concentrated loads, as shown in Figure 4. Before
measuring the deflection data, the LVDTs were reset to remove self-weight deflection. The
load cell capacity applied in the tests was 5000 kN. The applied load and deflection at the
mid-span section data were recorded during the experimental procedure.

Bending moment

P/2 P/2

845 300 300 84575 75

LVDT

Figure 4. Four-point bending setup for slab and the corresponding moment of the applied load.
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2.3. Theoretical Analysis

The experimental data were checked with the predicted analytical moment capacity
and deflection at the mid-span due to the applied load of the reference and strengthened
RC slabs, as recommended by ACI 440.2R [44] and ACI 318M [45]. Based on the structure,
a self-weighted equivalent distributed load is computed as follows:

w = γcb(h + t H) + γFbFtF (5)

The distributed load due to the self-weight of the reference slab and strengthened slab is
determined as follows: Wc = 2.81 N/mm and Ws = 3.46 N/mm.

The prediction of the load-carrying capacity corresponding to deflection at mid-span
due to the applied load for the reference RC slab is given in Table 3.

Table 3. Analysis of the reference RC slab.

Calculation Reference Slab

Compressive concrete block depth

a =
Asfy

α1f′cb
a = 632.5(400)

0.85(27)(900) = 12.25 mm

Moment capacity
Mn,P =

(
d − a

2
)
Asfy

Mn,P =
(

80 − 12.25
2

)
(632.5)(400) = 18.69 × 106 Nmm = 18.69 kNm

Moment due to self-weight
Mc = wcl2/8 Mc = 2.81(2290)2/8 = 1.84 × 106 Nmm

Mid-span section’s remaining capacity for carrying
additional load

Pu,theo. =
2(Mn,P−Mc)

x

Pu,theo. =
2(18.69−1.84)

845/1000 = 39.9 kN

Deflection at yield point steel due to the applied load

Δu,theo. =
(3l2−4x2)

24
(Mn,P−Mc)

EcIe

Ie = Icr

1−
(

(2/3)Mcr
Mn,P

)2(
1− Icr

Ig

)
Mcr = frIg/yt

Δu,theo. =
3(22902)−4(8452)

24
(18.69×106−1.84×106)

24,422(22×106)
= 16.8 mm

Ie = 20.4×106

1−
(

(2/3)(8.17×106)
18.69×106

)2(
1− 20.4×106

164.8×106

) = 22 × 106 mm4

Mcr = 3.22(164.8 × 106)/65 = 8.17 × 106 Nmm = 8.17 kNm

The RC slab and CFRP laminate were assumed to be in perfect bond until the load-carrying
capacity was reached. The prediction of the load-carrying capacity corresponding to deflection
at mid-span for the CFRP-retrofitted slab due to the applied load is shown in Table 4.

Table 4. Analysis of the retrofitted RC slab.

Calculation Retrofitted Slab

Compressive concrete block depth
J1= α1f′Hb

J2 = tFbFEFεc − Asfy
J3 = −β1tFbFEFεc(t H + tF/2)

a =
−J2+

√
J2
2−4J1J3

2J1

J1 = 38,250 N/mm
J2 = −199,000 N

J3 = −1,131,782 Nmm
a = 8.63 mm

Moment capacity
Mn,P =

(
d + tH + tF − a

2
)
Asfy

+
(
tH + tF−a

2
)
tFbFEFεc

(
β1(tH+tF/2)

a − 1
) Mn,P = 28.87 × 106 Nmm = 28.87 kNm

Moment due to self-weight
Ms = wsl2/8 Ms = 2.27 × 106 Nmm = 2.27 kNm

Mid-span section’s remaining capacity for carrying additional load
Pu,theo. =

2(Mn,P−Ms)
x

Pu,theo. = 63 kN

Deflection at yield point steel due to the applied load

Δu,theo. =
(3l2−4x2)

24
(Mn,P−Ms)

EcIe

Δu,theo. = 12.3 mm
Ie = 35 × 106 mm4

Mcr = 12.5 kNm
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3. Finite Element Modeling

3.1. Finite Element Mesh

The simulations were conducted using one-quarter of the control and strengthened
slab specimens, based on specimen symmetry. The symmetric pane was simulated for the
x- and z-axis by restricting translation in directions 1 and 3. The concrete slab and concrete
overlay with reduced integration were constructed with eight-node solid elements (C3D8R).
Two-node linear truss elements (T3D2) and four-node shell elements (S4R) were used to
model the reinforcements and CFRP laminate, respectively. A mesh size of 20 mm was
suggested based on preliminary mesh refinement studies, ranging from 10 mm to 25 mm,
for balancing accuracy and computational cost. The embedded function in ABAQUS/CAE
2022 was implemented to simulate concrete–steel bonding. The models were studied using
static analysis in ABAQUS/standard. The models under monotonic displacement loads
surveyed the behavior of a slab subjected to a four-point bending test. The steel bar was
discretized as a rigid part to prevent manufactured stress concentrations under the loading
points, as shown in Figure 5.

(a)

Concrete slab (C3D8R) CFRP laminate (S4R) Reinforcements (T3D2)
(b)

Symmetric

x axis

Displacement

loading

Symmetric

z axis

Roller Support

Figure 5. CFRP retrofitted slab (a) modeling and boundary conditions; (b) element types of the FEM model.

3.2. Concrete

A model of concrete plastic damage was used with a failure mechanism of compres-
sive crushing and tensile cracking. The stress–strain curve for concrete under uniaxial
compression and tension was calculated by using the CEB–FIP model [46]. Compressive
strength was used to estimate the tensile strength (fct) and elastic modulus (Ec) of concrete,
as recommended by ACI 318M [45].

fct = 0.62
√

f′c (6)
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Ec = 4700
√

f′c (7)

Fracture energy (Gcr) is an inelastic parameter associated with the softening part of
the curve. In mode I, fracture energy is defined as the area under the softening curve.

Gcr = Gf0

(
f′c

10

)0.7

(8)

Figure 6 illustrates the concrete softening curve under uniaxial tension. A linear
relationship between the tension damage and crack opening (δ) is assumed to identify
tensile damage. The tension damage variable ranges from zero (undamaged material) to
one (total loss of strength).

Figure 6. Concrete softening curve under uniaxial tension.

Under uniaxial compression, a linear response is observed until reaching the initial
value (σc0). In the plastic regime, the response is generally characterized by stress hardening,
followed by strain softening beyond the ultimate compressive stress [47].

σc =
Ecεc

1 + (R + RE − 2)(εc/ε0)− (2R − 1)(εc/ε0)
2 + R(εc/ε0)

3 (9)

where R =
[
RE(Rσ − 1)/(Rε − 1)2

]
− 1/Rε; RE = Ec/E0; E0 = f′c/ε0; ε0 = 0.0025;

RE = Rσ = 4 [48].

3.3. Reinforced Steel

It is assumed that the reinforcement transmits force axially, and the most common
perfectly linear–elastic model for reinforcement was used. Steel’s Poisson’s ratio is 0.3, and
the other mechanical properties are listed in Table 2.

3.4. CFRP

For strengthening, CFRP laminate is supposed to be linear and exert isotropic behavior.
CFRP failure criteria were not considered for this study because tensile stress in CFRP is too
low, compared with its ultimate strength, and therefore CFRP laminate hardly ruptures for
these types of structures. The material properties of CFRP, including its thickness, elastic
modulus, and ultimate strength, as shown in Table 2, are provided by manufacturers.

3.5. FRP-to-Concrete Interface Model

The FRP-to-concrete interface was modeled using cohesive zones. In this study, a
bilinear traction–separation model was employed to depict the bonding characteristics of
linear adhesive at the interface, as shown in Figure 7 [49].
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max, max)

s0 sf s

K0 Gf

Figure 7. Bilinear traction–separation response.

The initiation and evolution of damage in the available traction–separation model
were initially assumed to be a linear–elastic behavior [50,51], which can be written in a
matrix form as follows: ⎧⎨

⎩
τn
τs
τt

⎫⎬
⎭ =

⎡
⎣Knn 0 0

0 Kss 0
0 0 Ktt

⎤
⎦
⎧⎨
⎩

σn
σs
σt

⎫⎬
⎭ (10)

For specifying the damage initiation, quadratic nominal stress and maximum nominal
stress between the CFRP and concrete interface were employed. The damage criterion for
quadratic stress may be depicted as follows:

( 〈τn〉
σmax

)2
+

(
τs

τmax

)2
+

(
τt

τmax

)2
= 1 (11)

The damage criterion for maximum stress can be described as follows:

max
( 〈τn〉
σmax

,
τs

τmax
,

τt

τmax

)
= 1 (12)

For specifying the damage evolution, the influence of power law and the Benzeggagh–
Kenane (BK) fracture criteria on the structure behavior was further evaluated [52]. The
power law criterion may be given by:(

Gn

Gf
n

)η

+

(
Gs

Gf
s

)η

+

(
Gt

Gf
t

)η

= 1 (13)

The BK fracture criterion may be defined as follows:

Gf
n + (Gf

s − Gf
n)

(
Gs + Gt

Gn + Gs

)η

= Gf (14)

In this study, the quantities Gf
n, Gf

s, and Gf
t were assumed to be equal. For FE model-

ing, first, a perfect FRP-to-concrete bond was assumed to reflect the response of the flexural
strengthened RC slab using the ABAQUS program. Then, the interaction behavior of the
FRP-to-concrete bond in the strengthened slab applied to the retrofit system was evaluated
using the existing constitutive models, as shown in Table 5 [31–36].
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Table 5. Existing bond–slip models.

Bond–Slip Model

Neubauer and Rostasy [31] τ =

{
τmax

(
s
s0

)
if s ≤ s0

0 if s > s0
, τmax = 1.8βwfct, s0 = 0.202,βw =

√
1.125 2−bf/b

1+bf/400

Nakaba et al. [32] τ = τmax
s
s0

3
2+(s/s0)

3 , τmax = 3.5f0.19
c , s0 = 0.065

Monti et al. [33] τ =

⎧⎨
⎩ τmax

(
s
s0

)
if s ≤ s0

τmax

(
sf−s
sf−s0

)
if s > s0

,
τmax = 1.8βwfct, s0 = 2.5τmax

(
ta
Ea

+ 50
Ec

)
,

sf = 0.33βw, βw =
√

1.125 2−bf/b
1+bf/400

Dai and Ueda [34] τ =

⎧⎨
⎩ τmax

(
s
s0

)0.575
if s ≤ s0

τmaxe−β(s−s0) if s > s0

,
τmax =

−1.575αKa+
√

2.481α2K2
a+6.3αβw

2KaGf
2β , s0 = τmax

αKa
,

Gf = 7.554K−0.449
a

(
f′c
)0.343, βw = 0.0035Ka (E ftf/1000)0.34,

Ka = Ga/ta, α = 0.028 (E ftf/1000)0.254

Lu et al. [35] τ =

⎧⎨
⎩ τmax

√
s
s0

if s ≤ s0

τmaxe−α( s
s0
−1) if s > s0

,
α =

(
Gf

τmaxs0
− 2

3

)−1
, τmax = 1.5βwfct,

Gf = 0.308β2
w
√

fct, βw =
√

2.25−bf/b
1.25+bf/b

Obaidat et al. [36] K0 = 0.16 Ga
ta

, τmax = 1.46G0.165
a f1.033

ct , Gf = 0.52f0.26
ct G−0.23

a

It is easily conceptualized that the traction–separation law, as described in Figure 7,
is primarily governed by three parameters, namely initial stiffness (K0), maximum shear
stress (τmax), and fracture energy (Gf) [53]. Based on the mechanical properties of the
experimental materials, the bond–slip models evaluated in this study were introduced with
the three characteristic parameters of the traction–separation law, as shown in Table 6.

Table 6. Calculation of characteristic parameters of the traction–separation law.

Constitutive Models K0 (MPa/mm) τmax (MPa) Gf (N/mm)

Neubauer and Rostasy [31] 28.69 3.41 0.20
Nakaba et al. [32] 100.73 6.55 0.94
Monti et al. [33] 157.03 2.24 0.14

Dai and Ueda [34] 83.90 7.10 0.90
Lu et al. [35] 76.92 3.60 0.31

Obaidat et al. [36] 224.47 17.26 0.12

3.6. Analysis Procedure and Flowchart

A three-dimensional FE model using ABAQUS/CAE 2022 software was performed
to simulate the behavior of retrofitted slabs. In the initial phase, an accurate FE model
of the reference slab was assessed by comparison with the experimental results. In the
second phase, a retrofitted slab model was developed based on the reference slab model,
with the addition of FRP laminate and concrete overlay. The well-known bond–slip
models were used to simulate the FRP-to-concrete interface to accurately simulate the
behavior of the retrofitted slab validated by experiment results. If the available bond–
slip models were not appropriate, the bond–slip parameters were revised to show good
agreement with the experimental data. A flowchart of the analysis procedure for the FE
model is shown in Figure 8.
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Figure 8. FE model analysis flowchart.

4. Results and Discussion

4.1. Experimental Analysis

The experimental data from the reference slab showed a good agreement with those
of the theoretical analysis. The RC slab behaved linearly and elastically until the first
crack appeared at 17 kN of the applied load. The observed result revealed a higher load-
carrying capacity of 43.5 kN than the theoretical prediction of 39.9 kN. The ultimate loading
(50.8 kN) was 27.3% greater than the predicted load. The linearly elastic–perfectly plastic
behavior of the steel can be the reason for the lower strength of the prediction because
strain-hardened steel shows higher tensile strength in practice. The mid-span deflection
reached a maximum value of 72 mm, as shown in Figure 9. The slope of the load–deflection
curve within the elastic limits depicts the stiffness (K) of the slab. The stiffness of the RC
slab was determined as 10.1 kN/mm. Calculating the toughness of a structure can be
accomplished by integrating the load–deflection curve. Accordingly, the reference slab had
a toughness of 3129.2 kNmm.

For the retrofit slab, the cracks emerged and expanded most strongly at the mid-span
zone—between the loading points, as shown in Figure 10. The retrofitted slab showed a
load-carrying capacity of 69.2 kN at 14 mm mid-span deflection. This was 9% higher than
the predicted load of 63 kN. The structure lost carrying capacity due to the micro-buckling
of CFRP laminate at the applied load of 32 kN. Then, the applied load continued to increase
until CFRP laminate was delaminated at 76.9 kN, corresponding to 22 mm of the mid-span
deflection. After delamination, the global response of the concrete slab was equivalent to
that of the reference concrete slab. Its failure load and mid-span deflection were 49.2 kN
and 81 mm, respectively, as shown in Figure 9. It is possible to define the stiffness of
the retrofitted slab at 21.3 kN/mm, which was 2.11 times that of the reference slab. The
retrofitted slab had a toughness of 4034.1 kNmm, 1.29 times greater than the reference
slab. Compared with theoretical analysis, Table 7 summarizes the experimental results for
load-carrying capacity corresponding to the mid-span deflection of the slabs.
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Figure 9. Load–deflection relationship for reference and retrofitted RC slabs.

Figure 10. The cracks at the mid-span of the slab: (a) front view; (b) bottom view.

Table 7. Predictions of slabs’ loading-carrying capacity and corresponding mid-span deflection
compared with experimental results.

Slab
Experiment Prediction Pu,theo.

Pu,exp.

utheo.
uexp.

Pu,exp.(kN) Δu,exp.(mm) Pu,theo.(kN) Δu,theo.(mm)

Reference slab 43.5 18.5 39.9 16.8 0.92 0.91
Retrofitted slab 69.2 14.0 63.0 12.3 0.91 0.88

4.2. Numerical Analysis

In this part of the study, the FE model of the retrofitted slab was used to examine
the failure mode and delamination load after obtaining a good agreement between the FE
model of the reference slab and the experimental results using the commercial ABAQUS
program. A perfect bond model and well-known bond–slip models were applied to simulate
the slab behavior through the load–deflection relationship. The material properties of the
experimental structure were used to calculate the input parameters for the bond–slip models,
as shown in Table 6. The FE models were employed to evaluate the suitability of bond–slip
laws based on the observed results. Most existing bond–slip models can predict the load-
carrying capacity of the retrofitted slab when errors in the prediction of FE models are less
than 7%. Nevertheless, the bond–slip models could not accurately predict the mid-span
deflection corresponding to the load-carrying capacity and stiffness, with errors higher than
17% and 32%, respectively. The behavior of the well-known bond–slip models also showed
a perfect bond between CFRP and concrete, even though delamination failure was observed
in the experiment, as shown in Figure 11. These discrepancies may have resulted from
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the improper estimations of the bond–slip parameters involving fracture energy, the initial
stiffness of the interface elements, maximum interfacial stress, damage initiation criteria, and
mixed-mode failure criteria. The FEM results of the load-carrying capacity corresponding
to the mid-span deflection and stiffness within the elastic limits of the strengthened slab,
compared with its experimental counterpart, are summarized in Table 8.

Table 8. FEM predicted results for retrofitted slab compared with experimental data.

Constitutive Models
Pu,mod.

(kN)
Δu,mod.

(mm)
K mod.

(kN/mm)
Pu,mod.

Pu,exp.

Δu,mod.

Δu,exp.

Kmod.
Kexp.

Perfect bond 73.7 11.53 29.7 1.07 0.82 1.39
Neubauer and

Rostasy [31] 69.8 10.83 28.1 1.01 0.77 1.32

Nakaba et al. [32] 73.6 11.57 29.2 1.06 0.83 1.37
Monti et al. [33] 72.2 10.77 29.4 1.04 0.77 1.38

Dai and Ueda [34] 73.6 11.58 29.1 1.06 0.83 1.37
Lu et al. [35] 70.4 10.81 29.0 1.02 0.77 1.36

Obaidat et al. [36] 72.6 10.71 29.5 1.05 0.77 1.38

Figure 11. Experimental and FEM models of load–deflection curves for retrofitted slabs.

4.3. Bond–Slip Analysis

The existing bond–slip models tended to overestimate the bond strength of the CFRP-
to-concrete interface. In this part of the study, a sensitivity analysis of the bond–slip input
parameters was performed to compare its results with the structural behavior obtained
from the experimental data. The bond–slip model of Neubauer and Rostasy was used to
illustrate the numerical results from the strengthened slabs. Initially, the CFRP and concrete
bonding interface was assumed to fail using quadratic traction. A cohesive property
coefficient of η = 1 was applied to depict the influence of the opening and sliding failure
modes on fracture energy. The authors investigated the sensitivity of the results in the
interfacial fracture energy between CFRP and concrete. For this case, a change was made
from 0.01Gf to Gf for the interfacial fracture energy. There was no evidence that Gf had a
notable effect on the numerical results, as shown in Figure 12.
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Figure 12. Sensitivity to fracture energy of CFRP-to-concrete interface.

The initial stiffness of the interface elements was changed from 0.01K0 to K0 to evaluate
its effect. It had a substantial influence on the load–deflection curve’s slope of the structure.
Based on the simulated results, the stiffness of the retrofitted slab decreased with decreasing the
initial stiffness but was not proportional. With the initial stiffness of 0.1K0, the global response
of the slab within the elastic limits could match the experimental results, as shown in Figure 13.
However, the constitutive model exhibited a perfect bond of CFRP-to-concrete interface.

Figure 13. Sensitivity to initial stiffness of interface elements.

As mentioned above, the low bond strength between the concrete overlay and CFRP
was the main reason for the delamination failure of the retrofit slab. It was possible to obtain
better explanations for the differences between the simulated and experimental results by
modifying the maximum shear stress. Therefore, the maximum interfacial stress of the
concrete overlay/CFRP was further investigated using sensitivity analysis. An appropriate
value for this parameter was crucial for the accurate prediction of CFRP debonding failures.
As shown in Figure 14a, the maximum shear stress was increased from 0.1τmax to τmax. The
shear stress values had a considerable impact on the debonding failure. The delamination
load of the retrofitted slab was sensitive to changes in the ranges of maximum shear stress
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from 0.1τmax to 0.15τmax, whereas a perfect bond was shown for values greater than or
equal to 0.2τmax. It could also be easily seen that Neubauer’s and Rostasy’s bond–slip
law, along with other equivalent models, overestimated the ultimate shear strength of the
concrete overlay–CFRP interface.

(a) (b)

Figure 14. Sensitive to the maximum shear stress (a) initial stiffness of K0; (b) initial stiffness of 0.1K0.

According to the simulations, the delamination loads were 66.2 kN and 74 kN, cor-
responding to 10.1 mm and 48 mm of the mid-span deflection, respectively, occurring
with the maximum shear stresses of 0.1τmax and 0.15τmax, respectively. The numerical
results also indicated that the debonding failure emerged earlier, at 0.1τmax and later at
0.15τmax, compared with the experimental results. Moreover, the overestimation of the
initial stiffness should also be highlighted in this case. The maximum shear stress ranged
from 0.1τmax to 0.15τmax, combined with the initial stiffness of 0.1K0; thus, the case was
further evaluated. The delamination load and mid-span deflection of the retrofitted slab
increased with the increase in the maximum shear stress but was not proportional; however,
there were no notable differences in the delamination load after the yield in steel. The
global response of the strengthened slab was displayed as a function of the shear stress
values. As a result, it was possible to reasonably simulate the behavior of the retrofitted
slab and compare it with its experimental counterpart with the initial stiffness of 0.1K0 and
maximum shear stress of 0.13τmax, as shown in Figure 14b. In this part of the study, we
analyzed the damage initiation criteria as the quadratic and maximum nominal stresses
based on the proposed results mentioned above. The quadratic stress criterion is defined
by accounting for the effect of traction components, while the maximum stress criterion is
established by comparing the traction components to their respective allowable values [54].
Despite having similar responses until the yield in steel, the quadratic and maximum
nominal stress criteria exhibited different mid-span deflections at debonding failures of
22 mm and 28 mm, respectively, as shown in Figure 15. Poor results were obtained using the
maximum stress criterion for predicting delamination in the retrofitted slabs. There was a
significant interaction between stresses for decohesion elements dealing with mixed-mode
delamination onset and propagation, as mentioned by Cui et al. [55]. Debonding behavior
can emerge before any of the involved traction components reach their respective allowable
limits. An accurate prediction of delamination failure requires taking into account the
interaction. Thus, the damage initiation criterion applying the quadratic nominal stress
was suggested in this case.
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Figure 15. The effect of strengthened slabs on damage initiation criteria.

Here, we describe the effects of damage evolution based on energy. The load–deflection
relationship was derived from the power law or BK law, as shown in Figure 16a. Likewise,
a study of the cohesive coefficient sensitivity of FE results was also conducted, the result of
which is shown in Figure 16b. Nevertheless, these criteria had no effect on the delamination
load or global response of the strengthened RC slabs.

(a) (b)

Figure 16. The effects of strengthened slabs on damage evolution: the criteria of (a) mixed-mode
failure and (b) cohesive parameter (η).

In brief, these results were consistent with the previous literature regarding the in-
fluential factors on debonding failure, which is significantly affected by the maximum
interfacial stress [40,56,57] but insensitive to changes in fracture energy and mixed-mode
failure criteria [53]. However, disagreement can also be observed once the global response
of the strengthened slab with a hybrid retrofit system was found to be impacted by chang-
ing the criteria of the stiffness of interface elements and damage initiation. Developing an
appropriate bond–slip model will require further investigation to determine the precise
values for notable influential factors on debonding failure.
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5. Conclusions

In this paper, a hybrid retrofit system considering the difficulty of accessing and
installing CFRP laminates to the underside of RC slabs to enhance the flexural carrying
capacity, stiffness, and toughness of the existing RC slabs was proposed. The proposed
retrofitting mechanism proved suitable through a good agreement between the experimen-
tal results and theoretical analyses at the mid-span section. The global response and the
effect of the bond–slip law in predicting the debonding failure of the retrofitted RC slabs
were presented. The FE model using a sensitivity analysis based on the load–deflection
relationship was performed to evaluate the parameters influencing the interfacial behavior
between CFRP and concrete. Based on the obtained results, the following conclusions could
be drawn as follows:

The efficiency of the retrofit system was verified through the experimental test of
the strengthened slab in the positive moment section. The retrofit system enhanced the
load-carrying capacity of the slab by 59%, stiffness by 111%, and toughness by 29%.

The neutral axis of the retrofitted slab was located within the overlay, and CFRP held
tension at the mid-span section at the ultimate failure state.

The bond–slip models overestimated the criteria regarding the damage initiation
between CFRP and the concrete overlay. The numerical analysis results with the initial
stiffness of 0.1K0 and maximum shear stress of 0.13τmax were compared with the corre-
sponding values of Neubauer’s and Rostasy’s bond–slip law and showed a good agreement
with the experimental data.

The stiffness of structures is notably impacted by the initial stiffness of the interface
elements, while the delamination load and failure load can be decided by the maximum
interfacial stress. Quadratic nominal stress is recommended as a criterion for damage
initiation based on the considerable interaction between stresses.

The global response of the retrofitted slab was not sensitive to changes in the interfacial
fracture energy and damage evolution regarding the mix-mode failure criteria and the
cohesive coefficient of the interface.

Our study contributes to the evaluation of the impact of bond–slip parameters on the
behavior of retrofitted slabs. Nonetheless, further research into an appropriate bond–slip
model for retrofitted RC structures should consider the influence of factors regarding
materials properties and geometric dimensions.
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Nomenclature

As Tensile steel area Pu,theo. Prediction of carrying additional load capacity
b Width of RC slab K Stiffness of slab
bF Width of CFRP laminate s Local slip
c Distance from extreme compression fiber sf Maximum local slip

to the neutral axis
d Distance from the extreme fiber of the s0 Local slip at τmax

compression zone to the center of the steel
Ea Elastic modulus of epoxy resin ta The thickness of the epoxy resin
Ec Elastic modulus of concrete tF The thickness of CFRP laminate
EF Elastic modulus of CFRP tH The thickness of the concrete overlay
f′c Compressive strength of concrete j1d Moment arm length from the center of concrete

stress block to a steel
fct Tensile strength of concrete j2d Moment arm length from the center of concrete

stress block to CFRP
f′H Compressive strength of the concrete Δu Mid-span deflection

overlay
ftF Tensile strength of CFRP Δu,exp. Mid-span deflection corresponds to experimental

load-carrying capacity
Ga Shear modulus of epoxy resin Δu,mod. Mid-span deflection corresponds to modeling

load-carrying capacity
Gc Shear modulus of concrete Δu,theo. Mid-span deflection corresponds to the predicted

loading-carrying capacity
Gf Fracture energy τ Shear stress
Gn, Gs, Gt Fracture energies in the normal, first, and τmax Maximum shear stress

second directions of shear, respectively
Gf

n, Gf
s, Fracture energies to induce failure in the τn, τs, The normal, first, and second shear stress, respectively

Gf
t normal, first, and second directions of shear, τt

respectively
h Height of RC slab σmax Maximum nominal stress
Ka Shear stiffness of the epoxy resin η Parameter for cohesive material
Kc Shear stiffness of concrete α A parameter of bond–slip relationships
K0 Initial stiffness βw Width ratio factor
Knn, Kss, Ktt Elastic stiffnesses in the normal, first, and γc Unit weight of concrete

second directions of shear, respectively
Pu,exp. Capacity for carrying additional loads in 〈 〉 Macaulay brackets, which implied that compressive

the experiment stress does not lead to the initial damage
Pu,mod. Capacity for carrying additional loads in

the numerical modeling
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