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Last year, we ran a successful Special Issue on “Testing of Materials and Elements in Civil

Engineering”, with over 50 papers published. The field of materials testing in civil engineering is very

wide and interesting from an engineering and scientific point of view. Therefore, we have decided

make a second edition dedicated to this topic.

This new Issue is proposed and organized as a means to present recent developments in the

field of materials testing in civil engineering. The articles highlighted in this Issue should relate to

different aspects of the testing of different materials in civil engineering, from building materials and

elements to building structures. The current trend in the development of materials testing in civil

engineering is mainly concerned with the detection of flaws and defects in elements and structures

using destructive, semidestructive, and nondestructive testing.

The topics of interest include but are not limited to:

• Testing of materials and elements in civil engineering;

• Testing of structures made of novel materials;

• Condition assessment of civil materials and elements;

• Detecting defects that are invisible on the surface;

• Damage detection and damage imaging;

• Diagnostics of cultural heritage monuments;

• Structural health monitoring systems;

• Modeling and numerical analyses;

• Nondestructive testing methods;

• Advanced signal processing for nondestructive testing.
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Article

An Efficient Method for Optimizing HPC-FRP Retrofit Systems
of Flexural Strengthened One-Way Continuous Slabs Based on
ACI 440.2R

Huy Q. Nguyen 1, Kijae Yang 2 and Jung J. Kim 1,*

1 Department of Civil Engineering, Kyungnam University, Changwon-si 51767, Republic of Korea
2 Corporate Partnership Center, Korea Authority of Land & Infrastructure Safety, Jinju-si 52856, Republic of Korea
* Correspondence: jungkim@kyungnam.ac.kr; Tel.: +82-552-496-421; Fax: +82-505-999-2165

Abstract: An innovative retrofit system consisting of fiber-reinforced polymers (FRP) and high-
performance concrete (HPC) considering the difficulty of the accessibility and installation of FRP on
the underside of reinforced concrete (RC) slabs was found to be efficient in the flexural strengthening
of existing RC slabs. It is important to note that continuous slabs using the FRP-HPC retrofit systems
are less effective in exploiting FRP tensile strength and can cause sudden failure once excessively
enhanced flexural strength exceeds shear strength. A design method to ensure ductile failure mode
was also proposed for strengthened continuous RC slabs in the previous literature. Thus, it is
necessary to optimize retrofit systems in terms of mechanical performance aspects to improve the
efficiency of retrofitted slabs in serviceability. This study proposes a design method for optimizing the
strength of materials and inducing ductile failure of continuous slab retrofitting FRP-HPC systems.
The proposed approach demonstrated its effectiveness for strengthening a continuous RC slab with
various FRP-HPC retrofit systems through a case study. The results show that the design factored load
in the serviceability limit state does not change appreciably from a decrease in carbon fiber-reinforced
polymers (CFRP) of 38%; the design factored load decreased only by 9% and the ultimate failure load
by 13% while reducing CFRP by 20% and HPC by 25%.

Keywords: FRP; continuous RC slab; retrofit; strengthen; optimal design

1. Introduction

Structural strengthening has seen tremendous advancements in materials, methods,
and techniques in the last few decades. Enhancing the lifecycle of existing RC structures and
reducing environmental impact has become an attractive topic in the structural engineer-
ing community [1,2]. The strengthening of existing civil engineering infrastructure with
externally bonded FRP has emerged as one of today’s state-of-the-art techniques for rehabil-
itating and improving the load carrying capacity of existing RC structures [3–6]. Of course,
concrete substrates of existing RC structures should also possess the required strength to
develop the design stresses of the FRP system through the bond regarding flexure or shear
strengthening [7]. The acceptance of FRP materials in restoring and strengthening damaged
RC structures due to their low weight, high tensile strength, immunity to corrosion, and
unlimited sizes is recognized widely in the available literature [8–12]. In addition, novel
methods and techniques for strengthened RC structures using FRP composite materials
have also been developed in proportion to their growth in the level of popularity [13–17].

Conventionally, methods of strengthening RC slabs by attaching FRP to tensile zones
to maximize the high tensile strength of composite materials have gained wide application
in practice [18–20]. Unfortunately, it can be impossible to acquire a well-prepared concrete
surface in some cases due to the difficulty of the accessibility and installation of FRP
on the underside of the RC slabs [21]. Furthermore, the ductility reduction due to the
intrinsic bond of the FRP-to-concrete interface leading to brittle failure is one of the notable

Materials 2022, 15, 8430. https://doi.org/10.3390/ma15238430 https://www.mdpi.com/journal/materials
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drawbacks of strengthening RC structures using FRP [22–24]. The structural ductility
factor should be considered the vital requirement for preventing brittle shear failure and
warning of forthcoming failure for practical designs [25–27]. With a focus on overcoming
the drawbacks of typical strengthening techniques, an innovative hybrid retrofit system
using CFRP with HPC overlay on the top surface of the existing RC slab was developed,
instead of taking advantage of the high tensile strength of CFRP, as shown in Figure 1.
Previous studies have confirmed the efficiency of retrofit systems in improving strength
and ductility, along with overcoming logistical challenges without complex engineering
requirements [21,28,29].

− −

Figure 1. An innovative HPC-FRP hybrid retrofit system for strengthening continuous RC slab.

For post-strengthened slabs, additional strength should be limited to avoid sudden
failure, which could result from an excessive enhancement in flexural strength over shear
strength. Thus, previous studies have developed novel failure mode classification and
failure limits for continuous RC slabs based on their shear- and moment-carrying capaci-
ties [30,31]. A calculation method for retrofitted slabs to prevent brittle failure and induce
ductile failure was also recommended. Regardless, the design methodology also has restric-
tions in considering the demand for strengthening each different location appropriately to
optimize the strength of the constituent materials consisting of CFRP and HPC.

Although design guidelines for FRP strengthening structures have been reported,
optimizing continuous RC slabs using retrofit systems has not been considered comprehen-
sively [32–35]. It is possible, for example, for the mid-span sections to fail before the support
sections reach the limit state or vice versa. These guidelines, although applicable, are not
appropriate for optimizing the bearing capacity of retrofitted slabs. In addition, these stan-
dards were also not developed to ensure ductile failure for strengthened slabs. Optimizing
materials’ strength and inducing ductile failure of retrofitted slabs should be performed in
the design of retrofit systems, resulting in reduced cost and more safety [36–38]. It will also
partially overcome the shortcoming of retrofit systems, which cannot take advantage of the
high tensile strength of FRP.

In this study, the flexural failure limits for the interior and end spans of continuous
RC slabs following their moment and shear capacities are presented. The retrofitting
mechanism for negative and positive moment sections of slabs is explained. Optimal
criteria and an efficient design procedure for flexural strengthened continuous RC slabs
using FRP-HPC retrofit systems are proposed based on ACI 440.2R. Several approaches
are considered to develop potential scenarios for strengthening solutions. An innovative
method of determining the amount of CFRP and HPC for optimizing the strength of
materials and inducing ductile failure of slabs by applying this strengthened technique is
illustrated clearly through a case study. The advantages and disadvantages of the proposed
method are also discussed based on the obtained results.

2
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2. Theoretical Background

2.1. Failure Limits

According to previous works [30,31], the failure limits of one-way continuous slabs in
frames subjected to uniformly distributed loads are defined. The slab’s shear and moment
carrying capacities are used to predict the failure mode and ultimate failure load. In a frame,
the distribution of moments depends on the flexural rigidity of members and supporting
columns. The shears at the end of the continuous slab are taken as the simple slab shear,
except at the exterior face of the first interior support, where the shear force should be
higher because it has greater fixity. The maximum positive and negative moments and
shears due to uniformly distributed load are calculated as follows [39]:

Mu = Cm

(
wul2

n

)
(1)

Vu = Cv

(
wuln

2

)
(2)

Considering two adjacent spans of approximately equal length or a longer span not
exceeding 1.2 times the shorter, ACI 318M recommends approximate moment and shear
coefficients to estimate reasonable moment and shear envelopes for a one-way slab with
columns for support [40], as shown in Figure 2.

 

End span

− −

l

−

Interior span

−

l

Figure 2. Shear and moment coefficients for continuous RC slabs with column supports, according to
ACI 318M.

Previous studies also proposed limit equations to divide distinct regions corresponding
to failure modes, described in Appendix A. Based on this, the different failure modes for the
end and interior spans of the continuous slab are depicted in Figure 3. Failure modes are
also classified based on the order of forming plastic hinges and failure types. The different
failure modes for the end and interior span of continuous slabs are summarized in Table 1.

The superposition method considering plastic redistribution of the strengthened slab
is applied to calculate the ultimate failure loads. For the end span, the ultimate failure loads
for failure modes D-1e, D-2e, and D-3e are calculated from the expressions:

• Failure mode D-1e

wf = φf
8

l2
en

(
Mn,Pe + Mn,Ne

(1/8 − Cm,Pe)

Cm,N2

)
(3)

• Failure mode D-2e

wf = φf
4

l2
en

(
Mn,Pe + Mn,Ne

(1/4 + Cm,N2 − Cm,N1 − Cm,Pe)

Cm,N2

)
(4)

3
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(a) (b) 

Equation (A6)

Eq
ua

tio
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(A
5)

Equation (A9)

Equation (A7)

Equatio
n (A

4)

Equation (A8)

Equation (A3)

Equation (A1)

Eq
ua

tio
n 

(A
2)

Eq
ua

tio
n 

(A
12

)

Equation (A14)

Equation (A10)

Eq
ua

tio
n 

(A
11

)

Equation (A13)

Figure 3. Different failure modes according to moment and shear capacities of continuous RC slabs
for (a) end span and (b) interior span.

Table 1. An overview of the different failure modes of continuous RC slabs.

Location
Failure
Modes

First Plastic
Hinge

Second Plastic
Hinge

Third Plastic
Hinge

Shear
Failure

Failure
Type

End span

D-1e N2e N1e Me - Ductile
D-2e N2e Me N1e - Ductile
D-3e Me N2e N1e - Ductile

DB-1e N2e N1e - N2e Brittle
DB-2e N2e Me - N2e Brittle

DB-3ae Me - - N2e Brittle
DB-3be Me N2e - N2e Brittle

B-1e N2e - - N2e Brittle
B-2e - - - N2e Brittle

Interior
span

D-1i N1i, N2i Mi - Ductile
D-2i Mi N1i, N2i - Ductile

DB-1i N1i, N2i - N1i, N2i Brittle
DB-2i Mi - N1i, N2i Brittle
B-1i - - N1i, N2i Brittle

• Failure mode D-3e

wf = φf
4

l2
en

(
Mn,Pe

(1/4 − Cm,N1)

Cm,Pe
+ Mn,Ne

)
(5)

The ultimate failure loads for failure modes DB-1e, DB-2e, DB-3ae, DB-3be, B-1e, and
B-2e are calculated as:

wf = φv
2Vn

Cv2len
(6)

For interior span, it is possible to estimate the ultimate failure loads for failure modes
D-1i and D-2i as follows:

• Failure mode D-1i

wf = φf
8
l2
in

(
Mn,Pi + Mn,Ni

(1/8 − Cm,Pi)

Cm,N

)
(7)

4
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• Failure mode D-2i

wf = φf
8
l2
in

(
Mn,Pi

(1/8 − Cm,N)

Cm,Pi
+ Mn,Ni

)
(8)

The ultimate failure loads for failure modes DB-1i, DB-2i, and B-1i can be estimated
as follows:

wf = φv
2Vn

Cv1lin
(9)

In case the end and interior span have the same length and structure, it is worth
noticing that failure types would be determined to follow the limits of the end span, as
shown in Figure 4. Otherwise, it is decided through corresponding limit equations, as
earlier mentioned.

 

Equation (A6)

Equation (A9)

Equation (A7)

Equation (A3)

Eq
ua

tio
n 

(A
2)

Eq
ua

tio
n 

(A
5)

Equatio
n (A

4)

Figure 4. Limit failure regions for a continuous slab with the same clear span.

2.2. Retrofitting System

A hybrid retrofit system of FRP and HPC is installed on top of the existing slab to
enhance its strength, as shown in Figure 1. According to ACI 440.2R, the retrofitting
mechanism for negative and positive moments of the retrofitted slab was derived based
on the sectional compressive force in HPC and the sectional tensile forces in the steel and
FRP. For negative moment sections, retrofitting for RC flexural members as section N-N of
Figure 1 can be done in a conventional way. The retrofitting mechanism for the FRP-HPC
system is estimated based on stress and strain compatibility, as shown in Figure 5. The
equilibrium equations must be solved iteratively due to the existence of two sectional forces
in steel and FRP, besides the possibility of different failure modes. Assuming concrete with
an ultimate strain of 0.003 and steel with yield stress (fy), the force and moment equilibrium
equations based on strain compatibility can be established from the expressions.

α1 f′cβ1cb = Asfy + AFffe (10)

φfMn = φf

[
Asfy

(
d − β1c

2

)
+ ψfAFffe

(
df − β1c

2

)]
(11)

5
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Figure 5. Retrofitting mechanism for negative moment sections (refer to section “N-N” of Figure 1).

For the positive moment sections, the HPC overlay on the top of the slab as section
M-M of Figure 1 must have enough thickness and compressive strength to pull the neutral
axis towards the overlay zone leading to FRP in tension at failure. The rationale for the
retrofitting mechanism is similar to that for negative moment sections, as shown in Figure 6.
Based on strain compatibility, the two governing equilibrium equations can be derived
as follows:

α1 f′Hβ1cb = Asfy + AFffe (12)

φfMn = φf

[
Asfy

(
d + tH + tF − β1c

2

)
+ ψfAFffe

(
tH +

tF

2
− β1c

2

)]
(13)

Figure 6. Retrofitting mechanism for positive moment sections (refer to section “M-M” of Figure 1).

3. Optimal Criteria and Design Procedure

3.1. Optimal Design Criteria

The successful design of a composite structure demands efficiency and safety during
operation. Thus, optimizing material usability and preventing sudden failure for the
retrofitted slabs are considered essential criteria in the optimal design procedure. The
enhanced efficiency of the retrofit system would stem from the high compressive strength
of the HPC overlay and the high tensile strength of FRP. The HPC overlay significantly
enhances flexural strength at the mid-span section and shear strength at the support. On

6
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the other hand, the retrofit system does not focus on exploiting the high tensile strength of
FRP at the mid-span section due to its location near the neutral axis. Consequently, FRP
contributes a relatively small amount to flexural strength at the mid-span section, whereas
it is the main factor in improving flexural strength at support.

For retrofitted slabs, overly thick FRP will result in an excessive enhancement of
flexural strength over shear strength at support, resulting in shear failure. A too-thick
overlay can excessively improve the mid-span flexural strength over the support and
increase the slab’s self-weight, which does not take advantage of the structure carrying
capacity. Ideally, the moment-carrying-capacity ratio of the mid-span section to the support
section should be equivalent to the corresponding proportion of factored moments. For
symmetric continuous slabs, the positive to negative moment ratios at the end and interior
spans subjected to a uniform distributed load can be computed using ACI 318M as follows:

Mn,Pe

Mn,N1e
=

Cm,Pe

Cm,N1
=

1/14
1/16

= 1.14 (14)

Mn,Pe

Mn,N2e
=

Cm,Pe

Cm,N2
=

1/14
1/10

= 0.71 (15)

Mn,Pi

Mn,N1i
=

Mn,Pi

Mn,N2i
=

Cm,Pi

Cm,N
=

1/16
1/11

= 0.69 (16)

The ratios of positive and negative factored moments range from 0.69 to 1.14. Never-
theless, the moment ratio of 1.14 of Equation (14) is not a typical value for a continuous
multi-spans RC slab because it is only related to the N1e section of the end span. The
average moment ratio of 0.7, derived from Equations (15) and (16), should be used to
optimize RC slab performance. The design approach based on failure limit methodology
can achieve ductile failure and the desired moment ratio for a strengthened slab with a
retrofit system by adjusting the increase of positive and negative moment carrying capacity
separately. In addition to meeting the guidelines of ACI committee 440, an optimal retrofit
system can be founded once the conditions for ductile failure and optimal moment ratio
are satisfied.

3.2. Design Procedure and Flowchart

The thicknesses of FRP and HPC are considered adjustable variables. The long-term
effect of service load and different environmental conditions are not evaluated in this case.
The design procedure using the proposed optimal criteria and ACI 440.2R, depicted in
Figure 7, involves the following steps:

(0) Determine the known design parameters of the existing RC slab and retrofit system
(i.e., h, b, As, d, f’c, fy, Es, f’H, f*

fu, EF, CE). Then calculate the ultimate strength
(ffu) and strain of FRP (εfu) and the existing state of strain (εbi) at support from
the expressions.

ffu = CEf∗fu (17)

εfu =
ffu
EF

(18)

εbi =
MD,N2(h − kd)

IcrEc
(19)

7
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Figure 7. Design procedure flowchart for optimizing retrofit system.

(1) Estimate thicknesses of FRP (tF) and HPC overlay (tH)
(2) Check HPC strength to ensure that CFRP holds tension at the failure state at the

mid-span section using Equation (20) [21]. If the calculated f′H,min is equal to or less
than f′H, go to the next step; otherwise, return to step 1.

f′H,min = max

[
εcuEF

1.445

(
tF

tH

)2

+
fy(As/b)
0.7225tH

; 0.15 f′c +
εcuEF

1.7

(
tF

tH

)2

+
fy(As/b)

0.85tH

]
≤ f′H (20)

(3) Calculate the design strain of FRP (εfd) at the support section as follows:

εfd = 0.41

√
f′c

nEFtF
≤ 0.9εfu (21)

(4) Estimate the neutral axis depth with a reasonable initial value of 0.2d.
(5) Calculate the strains of FRP (εfe), concrete (εc), and tension reinforcing steel (εs) using

similar triangles based on strain compatibility mentioned in Figures 5 and 6.
(6) Calculate the stresses in tension in reinforcing steel (fs) and FRP (ffe) as:

fs = εsEs ≤ fy (22)

ffe = εfeEF ≤ ffu (23)

8



Materials 2022, 15, 8430

(7) Check the neutral axis depth for force equilibrium using c determined in Equation
(24) compared with the assumed value in step 5. If the force equilibrium condition is
satisfied, go to the next step; otherwise, return to step 4.

c =
Asfs + AFffe

α1 f′c β1b
(24)

In the case of concrete strain (εc) reaching the ultimate value (εcu), α1 and β1 can be
calculated using ACI 318M. By contrast, these values should be calculated based on the
Whitney stress block, as recommended by ACI 440.2R.

(8) Calculate design flexural and shear strengths from Equations (25) and (26):

φfMn = φf(Mns + ψfMnf) (25)

φvVn = φv

(
d
√

f′c + tH

√
f′H
)

b
6

(26)

(9) Determine the design factored load using Equations (27)–(29), derived from Equations
(1) and (2):

wu = min(wu,M, wu,V) (27)

wu,M =
φfMn

Cml2
n

(28)

wu,V =
φvVn

Cvln
(29)

(10) Determine the failure mode corresponding to the ultimate failure load based on
the proposed failure limit. If the retrofitted slab fails in ductile, go to the next step;
otherwise, return to step 1.

(11) If the desirable moment ratio (φfMn,P/φvMn,N) is approximately 0.7, the optimal
design solution for the retrofit system is achieved; otherwise, re-estimate tF and tH.

4. Case Study

The rectangular RC continuous slab with the same clear span of 2.75 m subjected
to uniformly distributed load is considered for a case study. As mentioned above, the
failure mode of the end span governs corresponding to the moments and shears coefficients
as shown in Figure 2, where Cm,N1e = 1/16, Cm,N2e = 1/10, Cm,Pe = 1/14, Cv1 = 1, and
Cv2 = 1.15. The environment reduction factor for a retrofit system with CFRP overlaid by
HPC (CE) is equal to 0.95. The strength reduction factors φf, φv, and ψf are 0.9, 0.75, and
0.85, respectively [7]. The CFRP and overlay thickness of the retrofit system are assumed
as design variables, which can be adjusted to induce ductile failure and optimize the per-
formance of a retrofitted slab based on the proposed procedure. Dimensions and material
properties of the existing RC slab are provided in Table 2. The mechanical properties of
the retrofit system are presented in Table 3. The design procedure considers the reliability
factor for debonding CFRP, as recommended by ACI 440.2R. Besides that, a retrofit system
should also include shear anchors to maintain integrity until reaching the ultimate carrying
capacity. The effectiveness of shear anchors in the retrofit system was confirmed in the
previous literature [28]. The preliminary calculation for the control slab and retrofit system
is shown in Table 4.

Table 2. Dimensions and material properties of the existing RC slab.

h (mm) b (mm) As (mm2) d (mm) f’c (MPa) γc (kg/m3) fy (MPa) Es (GPa)

150 900 426 120 30 2400 400 200

9
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Table 3. Mechanical properties of the retrofit system.

HPC CFRP

tH (mm) f′H (mm) tF (mm) f*
fu EF (GPa)

30 80 1 600 40

Table 4. The preliminary calculation for the control slab and retrofit system.

Analysis Control Slab

Design section capacity φfMn,N =17.83 kNm; φfMn,P =17.83 kNm; φvVn =73.9 kN
Design factored load, using Equation (27)

wu = min(wuM, wuV)wu,M = min
(

φ f Mn,P

Cm,Pe l2n
,

φ f Mn,N

Cm,N1 l2n
,

φ f Mn,N

Cm,N2 l2n

)
wu,V = min

(
φvVn
Cv1 ln

; φvVn
Cv2 ln

)
wu = min(23.58; 46.76) = 23.6 kN/m

wu,M = min
(

17.83
(1/14)2.752 ; 17.83

(1/16)2.752 ; 17.83
(1/10)2.752

)
= 23.6 kN/m

wu,V = min
(

2(73.9)
1(2.75) ; 2(73.9)

1.15(2.75)

)
= 46.8 kN/m

Failure mode D-2e, as shown in Figure 8
Ultimate failure load, using Equation (4) for D-2e wf =

4
2.752

(
17.83 + 17.83 (1/4+1/10−1/16−1/14)

1/10

)
= 29.8 kN/m

Self-weight wc = γcbh wc =
(
2400 × 10−2)(0.9)(0.15) = 3.24 kN/m

The moment at the N2e section due to dead load
MD,N2e = Cm,N2wcl2

n
MD,N2e = 1

10 (3.24)
(
2.752) = 2.45 × 106 Nmm

Ec = 4700
√

f′c Ec = 4700
√

30 = 25, 700 MPa

Crack moment at the N2e section, Icr,N Icr,N = 3.45 × 107 mm4

At the N2e section, kd kd =26.26 mm
Ultimate strength and strain of CFRP, using Equations (17) and (18) ffu = 0.95(600) = 570 MPa; εfu = 570

40,000 = 0.0143

The existing state of strain at the N2e section using Equation (19) εbi =
(2.45×106)(150−26.26)

(3.45×107)(25,700)
= 0.00034

Figure 8. Establish failure limits and predict slab status based on moment carrying capacities for the
control slab.

5. Results and Discussions

According to Table 4, the design factored load of the control slab is estimated as
23.6 kN/m, while the ultimate failure load is also expected at 29.8 kN/m with failure mode
D-2e, as shown in Figure 8. Besides defining CFRP’s ultimate strength and debonding
failure strain, the initial calculation related to the existing strain is considered only for the

10
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N-2 section, where the highest internal force is confirmed. For analysis of the retrofitted slab,
the thicknesses of FRP and HPC are initially assumed to be 1 mm and 30 mm, respectively,
as shown in Table 5. The design flexural and shear strengths are determined after force
equilibrium is satisfied via iterative calculation. The failure mode of the retrofitted slab
is named DB-3ae according to the proposed failure limit, as shown in Figure 9. The first
plastic hinge will be formed at mid-span with the design factored load of 50.1 kN/m before
failure in shear at the N-2 section with the ultimate failure load of 65.9 kN/m. Brittle failure
is not the desired effect, even though the design factored load and ultimate failure load are
higher than the control slab by 2.12 and 2.21 times, respectively.

Table 5. The initial calculation for the retrofitted slab.

Procedure Retrofitted Slab

1. Estimate thicknesses of: -CFRP
-HPC

tF = 1 mm
tH = 30 mm

2. Check HPC strength using Equation (20) f ′H ≥ f ′H,min = max(8.83; 12) = 12 MPa(OK)
3. Calculate the design strain of CFRP at the N2e

section, using Equation (21) εfd = 0.0112 ≤ 0.9εfu = 0.0128

4. Estimate the neutral axis depth
(Revise of c until equilibrium achieved)

the N2e section: cN =28.58 mm
mid-span section: cP =9.84 mm

5. Calculate the strains of CFRP (εfe), concrete (εc),
and tension steel (εs) at the N2e section

εfe,N = εcu

(
h−cN

cN

)
− εbi ≤ εfd

εc,N =
(
εfe,N + εbi

)( cN
h−cN

)
εs,N =

(
εfe,N + εbi

)( d−cN
h−cN

)
and mid-span section

εfe,P = εcu

(
tH−cP

cP

)
≤ εfd

εc,P = εfe,P

(
cP

tH−cP

)
εs,P = εc,P

(
d+tH+tF−cP

cP

)

the N2e section
εfe,N = 0.003

(
150−28.58

28.58

)
− 0.00034 = 0.0124 > εfd = 0.0112

→ εfe,N = εfd = 0.0112

εc,N = (0.0112 + 0.00034)
(

28.58
150−28.58

)
= 0.0027 < εcu = 0.003

εs,N = (0.0112 + 0.00034)
(

120−28.58
150−28.58

)
= 0.0087

mid-span section

εfe,P = 0.003
(

30−9.84
9.84

)
= 0.0061 < εfd = 0.0112

εc,P = 0.0061
(

9.84
30−9.84

)
= 0.003 = εcu

εs,P = 0.003
(

120+30+1−9.84
9.84

)
= 0.043

6. Calculate the stress in tension steel and CFRP at
the N2e section using Equations (22) and (23)

the N2e section
fs,N = 0.0087(200, 000) = 1740 MPa > fy =

400 MPa→ fs,N = fy = 400 MPa
ffe,N = 0.0112(40, 000) = 448 MPa

mid-span section
fs,P = 0.043(200, 000) = 8607 MPa > fy = 400 MPa

→ fs,P = fy = 400 MPa
ffe,P = 0.0061(40, 000) = 245.85 MPa

7. Check the neutral axis depth for force equilibrium
ε′c = 1.7f′c

Ec
; β1 = 4ε′

c−εc
6ε′

c−2εc

α1 = 3ε′
cεc−ε2

c
3β1ε

′2
c

c =Asfs+AFffe
αsf′cβ1b

the N2e section, because εc,N < εcu

ε′c,N = 1.7(30)
25,700 = 0.002; β1,N = 4(0.002)−0.0027

6(0.002)−2(0.0027) = 0.808

α1,N = 3(0.002)(0.0027)−(0.0027)2

3(0.808)(0.002)2 = 0.922

cN = 426(400)+900(448)
0.922(30)(0.808)(900) = 28.58 mm(OK)

mid-span section, because εc,P = εcu
β1,P = β1 = 0.65; α1,P = α1 = 0.85

cP = 426(400)+900(245.9)
0.85(80)(0.65)(900) = 9.85 mm(OK)
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Table 5. Cont.

Procedure Retrofitted Slab

8. Calculate design flexural and shear strengths
8.1 Calculate flexural strength at the N2e section

contributed by steel

Mns,N = Asfs,N

(
d − β1,NcN

2

)
and CFRP Mnf,N = AFffe,N

(
h − β1,NcN

2

)
Mns,N = 426(400)

106

(
120 − 0.808(28.58)

2

)
= 18.5 kNm

Mnf,N = (900×1)(448)
106

(
150 − 0.808(28.58)

2

)
= 56 kNm

8.2 Calculate flexural strength at the mid-span
section contributed by steel

Mns,P = Asfs,P

(
d + tH + tF − β1,PcP

2

)
and CFRP Mnf,P = AFffe,P

(
tH − β1,PcP

2

)
Mns,P = 426(400)

106

(
120 + 30 + 1 − 0.65(9.85)

2

)
= 25.2 kNm

Mnf,P = (900×1)(245.9)
106

(
30 − 0.65(9.85)

2

)
= 5.9 kNm

8.3 Calculate the design flexural strength using
Equation (25)

the N2e section φfMn,N = 0.9[18.5 + 0.85(56)] = 59.5 kNm
mid-span section φfMn,P = 0.9[25.2 + 0.85(5.9)] = 27.1 kNm

8.4 Calculate the design shear strength using
Equation (26) φvVn = 0.75

103

(
120

√
30 + 30

√
80
)

900
6 = 104.1 kN

9. Determine design factored load using Equations
(27)–(29)

wu = min(50.1; 65.9) = 50.1 kN/m
wu,M = min

(
27.1

(1/14)2.752 ; 59.4
(1/16)2.752 ; 59.4

(1/10)2.752

)
= 50.1 kN/m

wu,V = min
(

2(104.1)
1(2.75) ; 2(104.1)

1.15(2.75)

)
= 65.9 kN/m

10. Determine failure mode and failure load DB-3ae, as shown in Figure 9
Equation (6), wf =

2(104.1)
1.15(2.75) = 65.9 kN/m

Figure 9. Establish failure limits and predict slab status based on moment carrying capacities for the
retrofitted slab.

The retrofit system is optimized by varying the thicknesses of CFRP or HPC to obtain
ductile failure mode and desirable moment ratio. A similar calculation process, the R-1
system with only adjustable CFRP thickness, is considered a solution, as shown in Table 6.
Figure 10 reveals that the strengthened slab can be failed in ductile failure mode D-3e with
the ultimate failure load of 60.9 kN/m by using 0.6 mm-thick CFRP laminate, increased
2.04 times compared to the failure load of the control RC slab. Nonetheless, the positive-to-
negative moment ratio of 0.55 may cause the mid-span section to fail before the support
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section. CFRP thickness should be iterated until the moment ratio is approximately 0.7,
which can be met at 0.37 mm thick, resulting in failure mode D-3e with the design factored
load of 46.7 kN/m and the ultimate failure load of 54 kN/m. Compared to the optimized
and unoptimized retrofit systems, the former decreases CFRP by 38%, only resulting in a
reduced 3% of the design factored load and 11% of the ultimate failure load. For this case,
the moment carrying capacity at mid-span controlling the possibility of failure is almost
unchanged by a 3% decrease, whereas it fell remarkably by 23% at the support sections.
As a result, the optimal retrofit system can be determined with the mid-span and support
section simultaneous failures, along with considerable savings in CFRP, while the bearing
capacity almost remains unchanged.

Table 6. Analysis to optimize the retrofit system.

Procedure R-1 System R-2 System

1. Estimate thicknesses of: -CFRP
-HPC

tF =0.6 mm
tH =30 mm (keep constant)

tF =1 mm
tH =75 mm

2. Check HPC strength It is not required to repeat step 2 once tF decreases or tH increases.
3. Calculate the design strain of CFRP εfd =0.0128 εfd =0.0112

4. Estimate the neutral axis depth cN =23 mm
cP =8.44 mm

cN =28.58 mm
cP =13.8 mm

5. Calculate the strains of CFRP (εfe),
concrete (εc), and tension steel (εs)

εfe,N =0.0128, εc,N =0.0024,
εs,N =0.0101

εfe,N =0.0112, εc,N =0.0027,
εs,N =0.0087

εfe,P =0.0077, εc,P =0.003 εfe,P =0.0112, εc,P =0.0025
εs,P =0.0505 εs,P =0.0334

6. Calculate the stress in tension steel and
CFRP

fs,N =400 MPa, ffe,N =513 MPa
fs,P =400 MPa, ffe,P =306.5MPa

fs,N =400 MPa, ffe,N =449.1 MPa
fs,P =400 MPa, ffe,P =449.1 MPa

7. Check the neutral axis depth for force
equilibrium

cN =22.99 mm (OK)
cP =8.44 mm (OK)

cN =28.58 mm (OK)
cP =13.8 mm (OK)

8. Calculate design flexural and shear
strengths

φfMn,N =46.9 kNm
φfMn,P =26.1 kNm

φfMn,N =59.4 kNm
φfMn,P =50.9 kNm

φvVn =104.1 kN φvVn =149.4 kN
9. Determine design factored load wu =48.2 kN/m wu =78.6 kN/m

10. Determine failure mode and failure
load

D-3e, as shown in Figure 10
Equation (5), wf =60.9 kN/m

D-2e, as shown in Figure 11a
Equation (4), wf =94.9 kN/m

11. Check the moments ratio (φfMn,P/φfMn,N)= 0.55 (Not good) (φfMn,P/φfMn,N)= 0.86 (Not good)

Adjust iteratively thicknesses of CFRP
and HPC to achieve ductile failure mode

and desirable moment ratio

It can be achieved with tF =0.37 mm and
tH =30 mm; wu =46.7 kN/m; Failure

mode D-3e, as shown in Figure 10;
wf =54 kN/m;

(φfMn,P/φfMn,N) =25.2/36 = 0.7 (OK)

Not available if tF is kept constant in this
case. It can be achieved with tF =0.8 mm

and tH =56 mm; wu =71.7 kN/m;
Failure mode D-3e, as shown in

Figure 11b; wf =83 kN/m;
(φfMn,P/φfMn,N) =38.7/55.3 = 0.7 (OK)

It is noticeable that Table 6 also shows a second alternative approach called the R-2
system with additionally adjusted HPC thickness. According to Figure 11a, ductile failure
mode D-2e with the ultimate failure load of 94.9 kN/m can be obtained with thicknesses
HPC of 75 mm and CFRP of 1 mm, leading to an increase of 3.18 times over the existing
slab’s failure load. Nevertheless, the positive-to-negative moment ratio of 0.86 can lead
to the support section failing before the mid-span section reaches its critical point. Once
the moment ratio exceeds 0.7, along with CFRP being kept constant, the higher the HPC
thickness, the higher the moment ratio, leading to the inability to optimize the moment ratio.
Consequently, CFRP and HPC thicknesses should be adjusted simultaneously to obtain the
moment ratio of 0.7. It is possible to optimize the retrofit system with 0.8 mm and 56 mm
CFRP and HPC thicknesses, respectively. The failure mode is D-3e, with the ultimate failure
load of 83 kN/m, as shown in Figure 11b. Compared to the unoptimized retrofit system,
the optimized retrofit system decreased CFRP by 20% and HPC by 25%. Nonetheless,
wu and wf were only reduced by 9% and 13%, respectively. In this case, the moment
carrying capacity at the supports that govern probable failures did not change substantially,
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with a decrease of 7%, whereas in the mid-span section, it dropped significantly, by 24%.
Accordingly, a retrofit system is optimized with significant CFRP and HPC savings without
a noticeable change in load carrying capacities.

Figure 10. Establish failure limits and predict retrofitted slab status based on moment carrying
capacities using the R-1 system.

 

(a) (b) 

Figure 11. Establish failure limits and predict retrofitted slab status based on moment carrying
capacities using the R-2 system, considering (a) ductile failure; (b) ductile failure and optimal
moment ratio.

In this study, the prediction of flexural and shear carrying capacities of strengthening
slabs with retrofit systems is shown to be in good agreement with the previous litera-
ture [28–31]. Additionally, civil engineers, especially the authors mentioned in this topic,
have also long been interested in optimizing the strength of materials for more efficient
workability of structures, resulting in cutting construction costs. As a result, evaluating the
performance of optimized versus non-optimized retrofit systems is of particular interest in
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the present work. Optimized retrofit systems require far fewer resources but still provide
significant efficiency in strengthening RC slabs. The strengthened slab capacities using
different retrofit systems are summarized in Table 7. In addition, concrete overlays are not
required to be high strength to generate tension in CFRP based on the analysis in step 2, as
clarified by Mosallam et al. [21]. However, HPC is still recommended to increase flexural
strength and avoid potential shear failures.

Table 7. Summary results of the strengthened slab using optimized versus non-optimized retrofit
systems.

Slabs
Failure
Mode

wu

(kN/m)
wf

(kN/m)
φfMn,P

(kNm)
φfMn,N

(kNm)
tF

(mm)
tH

(mm)

Existing slab D-2e 23.6 29.8 17.8 17.8
Retrofit with R-1 D-3e 48.2 [100%] 60.9 [100%] 26.1 [100%] 46.9 [100%] 0.60 [100%] 30 [100%]

Retrofit with
optimized R-1 D-3e 46.7 [97%] 54.0 [89%] 25.2 [97%] 36.0 [77%] 0.37 [62%] 30 [100%]

Retrofit with R-2 D-2e 78.6 [100%] 94.9 [100%] 50.9 [100%] 59.4 [100%] 1.00 [100%] 75 [100%]
Retrofit with

optimized R-2 D-3e 71.7 [91%] 83.0 [87%] 38.7 [76%] 55.3 [93%] 0.80 [80%] 56 [75%]

6. Conclusions

This paper presents the efficient design procedure for strengthening continuous RC
slabs using innovative FRP- HPC hybrid retrofit systems based on ACI 440.2R. The different
retrofit systems are evaluated for their pros and cons in developing possible strategies for
strengthening RC slabs. The efficiency of the proposed approach involving determining
the amount of CFRP and HPC to optimize the strength of materials and ensure the ductile
failure of slabs using retrofit systems is demonstrated through the case study. Based on the
obtained results, the following conclusion can be drawn:

The additional flexure and shear of strengthened slabs using retrofit systems are
greatly influenced by the thicknesses of CFRP and overlay.

Quantitative CFRP can be adjusted separately or in parallel with HPC to optimize the
retrofit system depending on the demand to improve flexural moment and shear strengths.
At mid-span, the additional flexural and shear strength are notably affected by the HPC
overlay, whereas at the support, they are individually governed by CFRP and overlay HPC,
respectively. In case the appropriate thickness of CFRP laminate is not available, discrete
CFRP strips can also be recommended.

The outcomes of the study indicated that a 38% reduction in CFRP does not signifi-
cantly impact the design factored load in the serviceability limit state, or another solution
with a simultaneous reduction in CFRP of 20% and HPC of 25% only lost design factored
load and ultimate failure load by 9% and 13%, respectively.

The proposed method has advantages regarding economy and safety due to the ability
to optimize the strength of materials and prevent sudden failures for retrofitted slabs. In
particular, their carrying capacities are also enhanced considerably.

This study will contribute to simplifying the optimization of strengthened structures
using FRP-HPC hybrid retrofit systems and promote the applicability of this technique in
practice. Nevertheless, further experimental studies concerning differences in the mechani-
cal properties of retrofit systems, concrete substrates, and environmental conditions are
recommended to develop the methodology.
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Appendix A

Limit equations to divide specific regions corresponding to failure modes for continu-
ous RC slabs were derived according to the recommendations of the ACI committee [7,40].
The basis for establishing these equations is based on appropriate mechanistic analyses
detailed in the available literature [30,31] and validated by experimental works [21,28,29].
For the end span, limit equations in each region are determined from the expressions.

Mn,Ne =
2Cm,N2

Cv2
Vnlen (A1)

Mn,Pe =
2Cm,Pe

Cv2
Vnlen (A2)

MN1e =
2Cm,N1

Cv2
Vnlen (A3)

Mn,Ne

Mn,Pe
=

Cm,N1

Cm,Pe
(A4)

Mn,Ne

Mn,Pe
=

Cm,N2

Cm,Pe
(A5)

Mn,Pe + Mn,Ne

(
Cv2/8 + Cm,N1 − Cm,Pe − Cv2Cm,N1

Cm,N2
+ Cv2 − 1

)
=

1
4

Vnlen (A6)

Mn,Pe(2Cv2 − 1) + Mn,Ne

(
Cv2/4 + Cm,Pe − Cm,N1 − 2Cv2Cm,Pe

Cm,N2
+ 1
)
=

1
2

Vnlen (A7)

Mn,Pe

(
Cv2/8 − Cm,N2

Cm,Pe

)
+ Mn,Ne =

1
4

Vnlen (A8)

Mn,Pe

(
Cv2/4 + Cm,N2 − Cm,N1 − 2Cv2Cm,N2

Cm,Pe

)
+ 2Cv2Mn,Ne =

1
2

Vnlen (A9)

For interior span, the limit equations for each region are derived from the formulas
as follows:

Mn,Ni =
2Cm,N

Cv1
Vnlin (A10)

Mn,Pi =
2Cm,Pi

Cv1
Vnlin (A11)

Mn,Ni

Mn,Pi
=

Cm,N

Cm,Pi
(A12)

Mn,Ni

(
Cv1/8 − Cm,Pi

Cm,Ni

)
+ Mn,Pi =

1
4

Vnlin (A13)
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Mn,Ni + Mn,Pi

(
Cv1/8 − Cm,N

Cm,Pi

)
=

1
4

Vnlin (A14)

Nomenclature

As Tensile steel area
AF Tensile FRP area
b Width of RC slab
c Distance from extreme compression fiber to the neutral axis
CE Environmental reduction factor
Cm, Cv Moment and shear coefficients
d Distance from the extreme fiber of the compression zone to the center of the steel
df Distance from the extreme fiber of the compression zone to FRP
Ec Elastic modulus of concrete
EF Elastic modulus of CFRP
Es Elastic modulus of steel
f’c Compressive strength of concrete
f’H Compressive strength of the concrete overlay
ffe Effective stress in FRP
ffu Design ultimate strength of FRP
f∗fu Ultimate tensile strength of FRP material, reported by the manufacture
fs Stress in tension steel
fy Yield stress of steel
h Height of RC slab
Icr Cracked moment of a section

k
The ratio of the depth of the neutral axis to reinforcement depth measured from
extreme compression fiber

len Clear span length of the end span
lin Clear span length of the interior span
n Number of CFRP layer
Mn Moment carrying capacity
Mn,Ne, Mn,Pe Moment carrying capacities of the support and mid-span sections on the end-span
Mn,Ni, Mn,Pi Moment carrying capacities of the support and mid-span sections on the interior span
Mns Flexural strength contributed by tensile steel
Mnf Flexural strength contributed by CFRP
MD,N2e The moment carrying of the N-2e section
Mu The factored moment at a section
tF The thickness of CFRP laminate
tH The thickness of the concrete overlay
Vn The shear carrying capacity
Vu Factored shear at a section
wf The ultimate failure load
wu The design factored load
wuM, wuV Design factored load governed by moment and shear carrying capacities
φf, φv Strength reduction factors for the flexural and shear strength
ψf Strength reduction factors of FRP
α1, β1 Stress block factors
γc Unit weight of concrete
εbi The existing state strain of FRP installation
εcu The ultimate strain of concrete
εfd Debonding strain of FRP
εfe Strain of FRP
εfu The ultimate strain of FRP
εs The strain of tensile steel

17



Materials 2022, 15, 8430

References

1. Maxineasa, S.G.; Taranu, N. 24—Life cycle analysis of strengthening concrete beams with FRP. In Eco-Efficient Repair and
Rehabilitation of Concrete Infrastructures; Pacheco-Torgal, F., Melchers, R.E., Shi, X., Belie, N.D., Tittelboom, K.V., Sáez, A., Eds.;
Woodhead Publishing: Sawston, UK, 2018; pp. 673–721.

2. Ma, Z.; Shen, J.; Wang, C.; Wu, H. Characterization of sustainable mortar containing high-quality recycled manufactured sand
crushed from recycled coarse aggregate. Cem. Concr. Compos. 2022, 132, 104629. [CrossRef]

3. Zamani Beydokhti, E.; Shariatmadar, H. Strengthening and rehabilitation of exterior RC beam–column joints using carbon-FRP
jacketing. Mater. Struct. 2016, 49, 5067–5083. [CrossRef]

4. Martínez, S.; de Diego, A.; Castro, V.J.; Echevarría, L.; Barroso, F.J.; Rentero, G.; Soldado, R.P.; Gutiérrez, J.P. Strengthening of
Low-Strength Concrete Columns with Fibre Reinforced Polymers. Full-Scale Tests. Infrastructures 2020, 5, 91. [CrossRef]

5. Hariri-Ardebili, M.A.; Sanchez, L.; Rezakhani, R. Aging of Concrete Structures and Infrastructures: Causes, Consequences, and
Cures. Adv. Mater. Sci. Eng. 2020, 2020, 9370591. [CrossRef]

6. Nguyen, X.T.; Park, J.S. Flexural Behavior of Steel Beams Strengthened with CFRP Under Fire. Int. J. Steel Struct. 2022, 1–17.
[CrossRef]

7. Committee, A.C.I. 440.2R-17: Guide for the Design and Construction of Externally Bonded FRP Systems for Strengthening Con-
crete Structures. Tech. Doc. 2017. Available online: https://www.concrete.org/publications/internationalconcreteabstractsportal.
aspx?m=details&id=51700867 (accessed on 13 November 2022).

8. Haji, M.; Naderpour, H.; Kheyroddin, A. Experimental study on influence of proposed FRP-strengthening techniques on RC
circular short columns considering different types of damage index. Compos. Struct. 2019, 209, 112–128. [CrossRef]

9. Barris, C.; Sala, P.; Gómez, J.; Torres, L. Flexural behaviour of FRP reinforced concrete beams strengthened with NSM CFRP strips.
Compos. Struct. 2020, 241, 112059. [CrossRef]

10. Basaran, B.; Kalkan, I. Development length and bond strength equations for FRP bars embedded in concrete. Compos. Struct.
2020, 251, 112662. [CrossRef]

11. Mukhtar, F.M.; Arowojolu, O. Recent developments in experimental and computational studies of hygrothermal effects on the
bond between FRP and concrete. J. Reinf. Plast. Compos. 2020, 39, 422–442. [CrossRef]

12. Wang, X.; Yang, Y.; Yang, R.; Liu, P. Experimental Analysis of Bearing Capacity of Basalt Fiber Reinforced Concrete Short Columns
under Axial Compression. Coatings 2022, 12, 654. [CrossRef]

13. Chalioris, C.E.; Kosmidou, P.-M.K.; Papadopoulos, N.A. Investigation of a New Strengthening Technique for RC Deep Beams
Using Carbon FRP Ropes as Transverse Reinforcements. Fibers 2018, 6, 52. [CrossRef]

14. Hosen, M.A.; Jumaat, M.Z.; Alengaram, U.J.; Sulong, N.H.R.; Islam, A.B.M.S. Structural performance of lightweight concrete
beams strengthened with side-externally bonded reinforcement (S-EBR) technique using CFRP fabrics. Compos. Part B Eng. 2019,
176, 107323. [CrossRef]

15. Moshiri, N.; Czaderski, C.; Mostofinejad, D.; Hosseini, A.; Sanginabadi, K.; Breveglieri, M.; Motavalli, M. Flexural strengthening
of RC slabs with nonprestressed and prestressed CFRP strips using EBROG method. Compos. Part B Eng. 2020, 201, 108359.
[CrossRef]

16. Golias, E.; Zapris, A.G.; Kytinou, V.K.; Kalogeropoulos, G.I.; Chalioris, C.E.; Karayannis, C.G. Effectiveness of the Novel
Rehabilitation Method of Seismically Damaged RC Joints Using C-FRP Ropes and Comparison with Widely Applied Method
Using C-FRP Sheets—Experimental Investigation. Sustainability 2021, 13, 6454. [CrossRef]

17. Esmaeili, J.; Aghdam, O.R.; Andalibi, K.; Kasaei, J.; Gencel, O. Experimental and numerical investigations on a novel plate
anchorage system to solve FRP debonding problem in the strengthened RC beams. J. Build. Eng. 2022, 45, 103413. [CrossRef]

18. Triantafillou, T. Strengthening of existing concrete structures: Concepts and structural behavior. In Textile Fibre Composites in Civil
Engineering; Elsevier: Amsterdam, The Netherlands, 2016; pp. 303–322.

19. Salman, W.D.; Mansor, A.A.; Mahmood, M. Behavior of Reinforced Concrete One-Way Slabs Strengthened by CFRP sheets in
Flexural Zone. Int. J. Civ. Eng. Technol. 2018, 9, 10.

20. Torabian, A.; Isufi, B.; Mostofinejad, D.; Pinho Ramos, A. Flexural strengthening of flat slabs with FRP composites using EBR and
EBROG methods. Eng. Struct. 2020, 211, 110483. [CrossRef]

21. Mosallam, A.; Taha, M.M.R.; Kim, J.J.; Nasr, A. Strength and ductility of RC slabs strengthened with hybrid high-performance
composite retrofit system. Eng. Struct. 2012, 36, 70–80. [CrossRef]

22. Rabinovitch, O.; Frostig, Y. Experiments and analytical comparison of RC beams strengthened with CFRP composites. Compos.
Part B Eng. 2003, 34, 663–677. [CrossRef]

23. Hawileh, R.A.; Rasheed, H.A.; Abdalla, J.A.; Al-Tamimi, A.K. Behavior of reinforced concrete beams strengthened with exter-
nallybonded hybrid fiber reinforced polymer systems. Mater. Des. 2014, 53, 972–982. [CrossRef]

24. Vu, H.D.; Phan, D.N. A framework for predicting the debonding failure modes of RC beams strengthened flexurally with FRP
sheets. Innov. Infrastruct. Solut. 2022, 7, 292. [CrossRef]

25. Sherwood, E.; Bentz, E. Where is shear reinforcement required? Review of research results and design procedures. Aci Struct. J.
2008, 108, 590–600.

26. Al-Rousan, R.; Issa, H.S.M. Performance of reinforced concrete slabs strengthened with different types and configurations of
CFRP. Compos. Part B Eng. 2012, 43, 510–521. [CrossRef]

18



Materials 2022, 15, 8430

27. Phan Duy, N.; Dang, V. Limiting Reinforcement Ratios for Hybrid GFRP/Steel Reinforced Concrete Beams. Int. J. Eng. Technol.
Innov. 2021, 11, 1. [CrossRef]

28. Moon, J.; Taha, M.M.R.; Kim, J.J. Flexural Strengthening of RC Slabs Using a Hybrid FRP-UHPC System Including Shear
Connector. Adv. Mater. Sci. Eng. 2017, 2017, 4387545. [CrossRef]

29. Nguyen, H.Q.; Nguyen, T.N.M.; Lee, D.H.; Kim, J.J. The Effects of Bond&ndash;Slip Laws on the Debonding Failure and Behavior
of Flexural Strengthened RC Slabs in Hybrid FRP Retrofit Systems. Materials 2022, 15, 7453. [PubMed]

30. Kim, J.J.; Noh, H.-C.; Taha, M.M.R.; Mosallam, A. Design limits for RC slabs strengthened with hybrid FRP–HPC retrofit system.
Compos. Part B 2013, 51, 19–27. [CrossRef]

31. Nguyen, H.Q.; Nguyen, T.N.M.; Lee, D.H.; Kim, J.J. A Design Method to Induce Ductile Failure of Flexural Strengthened One-Way
RC Slabs. Materials 2021, 14, 7647. [CrossRef]

32. Triantafillou, T.; Matthys, S.; Audenaert, K.; Balázs, G.; Blaschko, M.; Blontrock, H.; Czaderski, C.; David, E.; di To-masso, A.;
Duckett, W.; et al. Externally Bonded FRP Reinforcement for RC Structures; FIB: Lausanne, Switzerland, 2001; p. 138.

33. Neale, K.W.; Canada, I. Strengthening Reinforced Concrete Structures with Externally-Bonded Fibre Reinforced Polymers; ISIS Canada
Research Network: Winnipeg, MB, USA, 2001.

34. Mugahed Amran, Y.H.; Alyousef, R.; Rashid, R.S.M.; Alabduljabbar, H.; Hung, C.-C. Properties and applications of FRP in
strengthening RC structures: A review. Structures 2018, 16, 208–238. [CrossRef]

35. Siddika, A.; Mamun, M.A.A.; Ferdous, W.; Alyousef, R. Performances, challenges and opportunities in strengthening reinforced
concrete structures by using FRPs—A state-of-the-art review. Eng. Fail. Anal. 2020, 111, 104480. [CrossRef]

36. Li, X.; Gao, Z.; Zhou, Y.; Sui, L.; Chen, C. Optimizing natural fiber reinforced polymer strengthening of RC beams. Mater. Struct.
2021, 54, 66. [CrossRef]

37. Sojobi, A.O.; Liew, K.M. Flexural behaviour and efficiency of CFRP-laminate reinforced recycled concrete beams: Optimization
using linear weighted sum method. Compos. Struct. 2021, 260, 113259. [CrossRef]

38. Ho, H.V.; Choi, E.; Park, S.J. Investigating stress distribution of crimped SMA fibers during pullout behavior using experimental
testing and a finite element model. Compos. Struct. 2021, 272, 114254. [CrossRef]

39. Wight, J.K.; MacGregor, J.G. Reinforced Concrete: Mechanics and Design; Pearson Education: London, UK, 2011.
40. Committee, A.C.I. 318M-19: Building Code Requirements for Structural Concrete and Commentary, Metric. Tech. Doc. 2019.

Available online: https://www.concrete.org/publications/internationalconcreteabstractsportal.aspx?m=details&id=51722448
(accessed on 13 November 2022).

19





materials

Article

Non-Destructive Possibilities of Thermal Performance
Evaluation of the External Walls

Henryk Nowak and Łukasz Nowak *

Citation: Nowak, H.; Nowak, Ł.

Non-Destructive Possibilities of

Thermal Performance Evaluation of

the External Walls. Materials 2021, 14,

7438. https://doi.org/10.3390/

ma14237438

Academic Editor: Rui Miguel Novais

Received: 29 September 2021

Accepted: 30 November 2021

Published: 4 December 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Faculty of Civil Engineering, Wroclaw University of Science and Technology, Wybrzeże Wyspiańskiego 27,
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Abstract: Identification of the actual thermal properties of the partitions of building enclosures
has a significant meaning in determining the actual energy consumption in buildings and in their
thermal comfort parameters. In this context, the total thermal resistance of the exterior walls (and
therefore their thermal transmittance) in the building is a major factor which influences its heat losses.
There are many methods to determine the total thermal resistance of existing walls, including the
quantitative thermography method (also used in this study). This paper presents a comparison of
the calculated total thermal resistance values and the measured ones for three kinds of masonry
walls without thermal insulation and the same walls insulated with expanded polystyrene boards.
The measurements were carried out in quasi-stationary conditions in climate chambers. The following
three test methods were used: the temperature-based method (TBM), the heat flow meter method
(HFM) and the infrared thermography method (ITM). The measurement results have been found
to be in good agreement with the theoretically calculated values: 61% of the measured values were
within 10% difference from the mean value of total thermal resistance for a given external wall and
79% of the results were within 20% difference. All of the used measuring methods (TBM, HFM and
ITM) have proven to be similarly approximate in obtained total thermal resistances, on average
between 6% and 11% difference from the mean values. It has also been noted that, while performing
measurements, close attention should be paid to certain aspects, because they can have a major
influence on the quality of the result.

Keywords: external walls; thermal measurements; R-value; thermal resistance; temperature-based
method; heat flow meter method; infrared thermography method

1. Introduction

Buildings play an important role in achieving sustainable development goals, among
others aimed at reducing greenhouse gas emissions, by using renewable energy sources
and reducing annual energy consumption. To achieve this goal, one should use known
ways of solar energy (passive and active) utilization, low-temperature geothermal energy,
highly efficient heating, ventilation and air conditioning (HVAC) equipment and domestic
hot water production equipment. However, the key is to achieve the optimal energy
performance of the building by significantly limiting heat losses through its thermal
envelope, mainly through its exterior walls.

Apart from the behavior of the users, the specific energy consumption in a building
strongly depends on the thermophysical properties of its partitions (building envelope
elements) [1,2]. The thermal envelope of the building, especially its exterior walls, is
an important factor in shaping its annual heat balance and thermal comfort parameters.
The basic quantities that characterize the thermal properties of walls are thermal resis-
tance (R), total thermal resistance (Rtot) and the thermal transmittance (U). The accuracy
with which these quantities are determined can significantly affect the accuracy of the
actual and forecasted energy consumption of buildings [3,4]. In situ measurements of the

Materials 2021, 14, 7438. https://doi.org/10.3390/ma14237438 https://www.mdpi.com/journal/materials
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U-value have been performed since the early 1980s [5–7]. The measurements were found
to be very useful for determining the actual thermal performance of the exterior walls in
existing buildings, especially since the values determined on-site in buildings in the actual
conditions would often significantly differ from the calculated ones. In the subsequent
years, several experimental and computational studies aimed at determining the total ther-
mal resistance of walls, using the approach for heat flow steady state, including reviews of
the measurement methods [8,9], methodology [10–13], the use of in situ methods [2,14–17]
and unsteady state conditions [18–21], were carried out.

There are many different theoretical and practical methods of determining the total
thermal resistance of the exterior walls. On the one hand, the simplest way to determine the
total thermal resistance of building enclosures consists of performing calculations consistent
with ISO 6946 [22], where formulas can be found for the calculations depending on the
structural system of the building enclosure. On the other hand, in practice, there often
occur discrepancies between the tabular and actual thermal properties of the individual
layers of a building partition. This applies mainly to the thermal conductivity coefficient
of the particular layers and their density (and therefore their heat capacity) [12,23,24].
As a result, it often becomes necessary to carry out additional measurements, e.g., of the
thickness of the individual layers or the density of the materials (destructive methods).
Calculations in accordance with ISO 6946 are mainly performed when designing exterior
building enclosures for new buildings. Whereas when it is necessary to determine the total
thermal resistance through in situ measurements in existing buildings, the international
ISO 9869-1 standard [25], recommending the use of the heat flow meter method (HFM), is
applied. Although this standard has several advantages, two major problems which can be
encountered when using it, i.e., the long duration of the measurements due to unstable
boundary conditions and the questionable accuracy of the measurements, were indicated
in [26,27]. Standard ISO 9869-1 recommends a minimum measurement duration of 72 h
(a multiple of the full 24 h) and that the total thermal resistance values from the two last
measurement days should not differ by more than 5%. Moreover, using this standard, one
can analyze measurement data by the average method and the dynamic method (the latter
yields more accurate measurement results). A new addition to the documents related to
in-situ measurement of thermal resistance of building partitions is the ISO 9869-2 standard,
which introduces the infrared camera method [28]. In issues related to heat transfer through
building partitions and the determination of their thermal resistance, a very important
issue is to take into account the variability of material moisture and its transfer [29,30].
However, this research problem was not within the scope of this article.

Another method of determining the total thermal resistance of a building enclosure,
and thus determining the latter’s U-value, is the generally known and well-established
infrared thermography method (ITM). For many years, infrared thermographic surveys of
buildings have been a precise and quick quality evaluation method [31–33], mainly used
to locate defects in the thermal envelope of buildings [34–36] with presentations of basic
and research issues and their applications [37,38]. Using this method, thermal bridges
can be identified as caused by discontinuities or absence of thermal insulation [39–42],
damp patches in building fabric elements [43–45] and places of air infiltration through the
envelope [46–48]. Infrared thermography offers great possibilities to qualitatively assess
the heat losses of different types of buildings and to analyze them to fully solve the problem
of the energy performance of buildings [49]. This method is most often used as passive ther-
mography, that is, as a method to investigate the building fabric as-is, without controlled
outside interference and thermal stimulation of its thermodynamic state [35,38,50,51]. It can
also be used as active thermography, i.e., with controlled outside temperature interference
in the thermal state of the investigated building fabric [52–55] and inverse contrast in NDT
materials’ research [56,57]. Furthermore, through thermographic measurements, one can
also determine the physical quantities characterizing the investigated building enclosure.
Taking this into account, thermal imaging studies have been used to quantify external walls,
including the U-value of walls [58,59], heat flux density [60–63] and to compare various
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measurement and calculation methods [64,65]. As part of the present study, quantitative
thermographic measurements were carried out in climatic test chambers using passive ITM
to determine the total thermal resistance of the investigated building enclosure elements,
and therefore their thermal transmittance.

For many years, building fabric elements also have been investigated in climate
chambers, most often in quasi-stationary conditions. Such investigations deal with many
problems related to building physics, energy performance of buildings, including all kinds
of building fabric and thermal insulation [66–69], and the effect of ventilation on thermal
comfort and indoor air quality (IAQ), particularly in office buildings [70]. The advantage
of tests conducted in climate chambers over in situ tests in buildings is that they are
independent of the weather conditions and therefore can be conducted practically all year
round, whereby they are not limited to only the heating season and can be carried out for a
set difference in air temperature between the two sides of a building enclosure. Practically,
this means that tests conducted in climate chambers are more productive as regards the
number of building fabric elements tested per year.

Taking into account the above, the main aim of the present research was to compare
the effectiveness of the various methods of testing masonry walls by comparing the total
thermal resistance values calculated and measured under quasi-stationary conditions in
climate chambers for three types of masonry walls without thermal insulation and for the
same walls insulated with expanded polystyrene. The same difference in air temperature
between the walls’ two sides was maintained for each of the tested walls. Three testing
methods were used and evaluated with respect to the accuracy of the measurement results
they produced. The methods were as follows: the temperature-based method (TBM), the
heat flow meter method (HFM) and the infrared thermography method (ITM), which is
also referred to in the literature as the infrared thermography technique (ITT). The purpose
of the investigations was also to evaluate the effectiveness of the methods and to highlight
the key factors that influence the accuracy and correctness of the measurement.

2. Thermal Resistance Assessment for Building Enclosure Parts

2.1. Calculation Method

In the design stage, an assessment of the thermal properties of a building enclosure is
usually based on calculations of the unidirectional heat transmission process described in
ISO 6946 [22]. Heat transmission through a building enclosure consists of the absorption
of heat from the environment with a higher temperature (usually a heated room) by the
building enclosure’s surface, the flow of the heat through the building enclosure and the
transfer of the heat from the building enclosure’s other surface to the air with a lower
temperature, and is defined by the partition’s total thermal resistance—Rtot ((m2K)/W),
determined from the relation:

Rtot = Rsi + R + Rse (1)

where:
Rsi, Rse—surface thermal resistances, on the internal and external side respectively,

assumed or calculated according to Section 2.3.1 ((m2K)/W),
R—the design thermal resistances of the partition layers ((m2K)/W), determined from

the relation:

R =
n

∑
i=1

di
λi

(2)

where:
di—the thickness of a given material layer (m),
λi—the thermal conductivity coefficient of the given material layer (W/(mK)).
The above method is commonly used in newly designed buildings to evaluate their

energy performance and also to confirm that they meet the energy conservation require-
ments specified by the binding regulations. However, sometimes, there can arise the need
to evaluate the thermal performance of building fabric through measurements, i.e.,
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• In the case of a new building, when there is a suspicion as to the thermal performance
of the materials used when confronted with the design specifications.

• In the case of an existing building, to assess its technical condition or when there is no
relevant information in its design documents.

2.2. In Situ Measuring Methods

The thermal properties of building fabric elements are usually measured when a
quantitative or qualitative evaluation of their thermal performance is needed. Although
thermographic surveys are mainly used for quality assessments of building enclosures, they
can also be the basis for a quantitative evaluation of their thermal properties, even without
simultaneously carrying out additional measurements of other quantities. Even though
qualitative thermographic tests are sufficient for the purpose of assessing the condition
of the thermal insulation in building enclosures, for many years in the literature on the
subject, attempts have been made to quantitatively evaluate building enclosures through
thermographic tests. The following three main methods for solving this problem can be
distinguished:

• Method 1—the temperature-based method (TBM), consisting of measuring air temper-
atures and the building enclosure’s surface temperatures on both sides.

• Method 2—the heat flow meter method (HFM), consisting of measuring heat flux
densities and the surface temperatures of the building enclosure on both sides.

• Method 3—the infrared thermography method (ITM), consisting of measuring air
temperatures and the building enclosure’s surface temperatures on both sides (simi-
larly as in Method 1) and performing radiometric measurements on both sides of the
building enclosure: this method is precise, but labor-intensive.

2.2.1. Method 1—The Temperature-Based Method (TBM)

The U-value of a building partition can be determined by measuring the appropriate
temperatures and calculating its total thermal resistance, expressed by the relation:

Rtot =
Rsi(Ti − Te)

(Ti − Tsi)
(3)

or the relation:

Rtot =
Rse(Ti − Te)

(Tse − Te)
(4)

where:
Rsi, Rse—internal surface thermal resistance and external surface thermal resistance

((m2K)/W),
Ti, Te—air temperature on respectively the internal and external side of the tested

building partition (K),
Tsi, Tse—the temperature of respectively the internal and external surface of the tested

building partition (K).
Temperature sensors should be attached to a building enclosure in a way that ensures

proper contact with the latter using, e.g., thermal paste or adhesive tape. Furthermore,
they should be so located that air temperature measurements are not exposed to disturbing
factors (far from heat sources, windows and air diffusers). Temperature measurements
should be conducted for such a period of time that a time window of about 72 h with
visible building enclosure surface and air temperature stabilization on both sides of the
tested building enclosure could be selected from this period.
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2.2.2. Method 2—Heat Flow Meter Method (HFM)

By measuring heat flux density, one can obtain a more accurate result as large fluctua-
tions in air temperature readings can be partially eliminated in this way. In this case, the
thermal resistance can be determined from the formula:

R =
(Tsi − Tse)

q
(5)

and then, total thermal resistance can be calculated from the formula:

Rtot = Rsi + R + Rse (6)

where:
Tsi, Tse—the temperature of respectively the internal and external surface of the tested

building enclosure (K),
q—the measured heat flux flowing through the building enclosure (W/m2),
Rsi, Rse—the calculated surface thermal resistances on respectively the internal and

external side of the building partition ((m2K)/W).

2.2.3. Method 3—Infrared Thermography Method (ITM)

In the case of this method, the determination of thermal resistance performed as in
Method 1 should be supplemented with radiometric measurements of the mean radiation
temperature in the external environment and the mean radiation temperature in the room.
This is because the formulas describing the unidirectional steady heat flow through building
enclosures were derived assuming that the external air temperature and the mean external
environment radiation temperature (representing the influence of the thermal radiation
from the nearest surroundings of buildings) are equal. This assumption is a considerable
simplification as a complex heat exchange occurs on the boundary surfaces of a building
enclosure so that the heat flux density on a given surface of the building enclosure is equal
to the sum of the densities of the heat fluxes transferred through convection and radiation.
This means that the resultant heat flux proceeds from the building enclosure’s external
surface via radiation towards ambient radiation temperature, Tr, and via convection
towards air temperature, T. The temperature, being a total thermal rating index of a
physical environment, taking into account the radiation temperature of the surroundings
and the air temperature, is known as operative temperature, Top, in environmental physics
and is expressed by the formula:

Top,i =
hciTi + hriTri

hci + hri
(7)

or the relation:
Top,e =

hceTe + hreTre

hce + hre
(8)

where:
Ti, Te—air temperature on respectively the internal and external side of the building

partition (K),
Tri, Tre—mean radiation temperature on respectively the internal and external side of

the partition (K),
hci, hce—the convection heat transfer coefficient on respectively the internal and

external side of the partition (W/(m2K)),
hri, hre—the radiative heat transfer coefficient on respectively the internal and external

side of the partition (W/(m2K)).
Hence, the total thermal resistance of a building partition can be calculated from the

relation:

Rtot =

(
Top,i − Top,e

)
q

(9)
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where:
q—the heat flux flowing through the building enclosure (W/m2).

2.3. Surface Thermal Resistances
2.3.1. Simplified Method

The assumption of the correct value of surface thermal resistances (Rsi and Rse) on
both sides of the tested building enclosure has a noticeable effect on the calculated values
of its total thermal resistance (Rtot) and thermal transmittance (U). The European standard
ISO 6946 [22] in its Table 7 suggests that Rsi = 0.13 m2K/W and Rse = 0.04 m2K/W for an
external partition and for horizontal heat flow.

2.3.2. Calculation—Surface Temperatures and Air Movement Velocities Are Known

In real situations, depending on weather conditions, surface resistances Rsi and Rse
can diverge from the above values. In such cases, a more accurate method can be the one
described in Appendix A of the ISO 6946 standard [22], according to which one can use the
actual wind speed to obtain the value of the convective heat transfer coefficient, hc. In the
research, it was assumed that the air movement caused by the fans of heating/cooling units
in the climate chambers was an equivalent of wind, and because of that, coefficients hci and
hce for both sides of the tested walls will be calculated in that way. The air movement was
measured on, respectively, the internal side and the external side at the tested building
enclosure by means of anemometers. Then, surface thermal resistance Rsi and Rse should
be determined for both sides for the horizontal heat flux flow, using the formulas:

Rsi =
1
hi

=
1

hci + hri
(10)

Rse =
1
he

=
1

hce + hre
(11)

where:
hci, hce—the convective heat transfer coefficient on respectively the internal side and

the external side, calculated from the formulas:

hci = 4 + 4νi (12)

hce = 4 + 4ve (13)

where:
νi, νe—wind speed adjacent to the surface of respectively the internal and the external

side (m/s),
hri, hre—the radiative heat transfer coefficient on respectively the internal side and the

external side, calculated from the formulas:

hri = εhri,0 = ε4σT3
mi (14)

hre = εhre,0 = ε4σT3
me (15)

where:
ε—surface emissivity into a half-space, assumed as equal to 0.9 (–),
hri,0, hre,0—a black body radiation heat transfer coefficient (W/m2K),
σ—the Stefan–Boltzmann constant equal to 5.67 × 10−8 (W/(m2K4)),
Tmi, Tme—mean thermodynamic temperatures of the surfaces (K).

2.3.3. Calculation—Air Temperatures, Surface Temperatures and Heat Flux Density Are
Known

In the case when it is possible to carry out additional surface temperature measure-
ments on both sides of the tested building enclosure and to determine the heat flux, the
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surface thermal resistances can be experimentally determined in accordance with the
formulas:

Rsi =
(Ti − Tsi)

q
(16)

Rse =
(Tse − Te)

q
(17)

where:
Tsi, Tse—the temperature of respectively the internal and external surface of the

analyzed element (K),
Ti, Te—the air temperature on respectively the internal side and the external side (K),
q—the heat flux flowing through the building enclosure (W/m2).
The above methods were used in the analyses carried out by the authors, but this

does not exhaust the subject. There are many methods of estimating radiative heat transfer
coefficients, hr, and convective heat transfer coefficients, hc. A comprehensive analysis of
this subject can be found in [63].

3. Materials and Methods

3.1. Tested Elements

The research was carried out for a part of the building enclosure, namely the external
walls. Three different materials were tested: aerated concrete blocks, ceramic bricks and
concrete blocks, as these are some of the most commonly used materials in residential build-
ings in Poland. The homogeneous tested walls were divided into two groups: uninsulated
and insulated. Wall A was made of 240 mm × 240 mm × 590 mm class 600 H + H aerated
concrete blocks laid in Baumit ThermoMörtel 50 insulating mortar. In the case of the
insulated version of wall A, 10 cm thick EPS (expanded polystyrene) boards were glued to
it on the cooler side and then covered with fiberglass-reinforced mineral render. Wall B
was made of 60 mm × 120 mm × 250 mm solid ceramic bricks laid in cement-lime mortar.
In the case of the insulated version of wall B, 10 cm thick EPS boards with the same proper-
ties as before were glued to it on the cooler side and then covered with fiberglass-reinforced
mineral render. Wall C was made of 120 mm × 250 mm × 380 mm solid concrete blocks
laid in cement-lime mortar. In the case of the insulated version of wall C, 10 cm thick EPS
boards were also used. After building each wall, a time of 4–6 weeks was used to season
the construction and to get rid of construction moisture. During that time, the doors of
the climate chambers were left open. The basic material specifications of the walls are
presented in Table 1. The given thermal conductivity coefficients are declared values and
were taken from producer technical specifications, provided by the construction material
warehouse or from tabular data from Polish technical standards [71–73]. These values were
not experimentally verified (measured) by the authors.

3.2. Test Setup

Measurements of the thermal resistance of selected external walls were conducted
in a sleeve between two connected climate chambers, as shown in Figure 1. The major
specifications of the set are as follows:

• The warm chamber (on the left side, blue one): capacity 30 m3, internal dimensions
3.0 m × 4.0 m × 2.5 m, temperature range −30–+80 ◦C and relative humidity range
10–95%.

• The cold chamber (on the right side, grey one): capacity 30 m3, internal dimensions
3.0 m × 4.0 m × 2.5 m, temperature range −40–+85 ◦C and relative humidity range
10–95%.
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Table 1. Basic specifications of partitions tested in climate chambers.

Test Object
Material, Thickness

(Innermost Layer First)

Declared Thermal
Conductivity

Calculated
R-Value

W/mK m2K/W

Wall A Aerated concrete blocks, 24 cm 0.210 * 1.313

Wall A
(insulated)

Aerated concrete blocks, 24 cm 0.210 *
3.818EPS boards, 10 cm 0.040 **

Fiberglass mesh-reinforced
mineral render, 0.5 cm 1.000 ***

Wall B Solid ceramic brick, 25 cm 0.770 *** 0.495

Wall B
(insulated)

Solid ceramic brick, 25 cm 0.770 ***
2.999EPS boards, 10 cm 0.040 **

Fiberglass mesh-reinforced
mineral render, 0.5 cm 1.000 ***

Wall C Concrete blocks, 25 cm 1.000 *** 0.420

Wall C
(insulated)

Concrete blocks, 25 cm 1.000 ***
2.925EPS boards, 10 cm 0.040 **

Fiberglass mesh-reinforced
mineral render, 0.5 cm 1.000 ***

* Taken from the technical data sheet for the material, ** provided by construction material warehouse, *** taken
from tabular data from Polish technical standards.

 

(a) (b) 

Figure 1. Test setup: (a) view of two climate chambers connected together, (b) locations of tested walls in sleeve connecting
two climate chambers.

The tested wall would be placed in a sleeve connecting the two climate chambers,
in which conditions simulating the behavior of building enclosures in the heating season
were maintained, that is:

• The warm chamber with activated controlled air temperature θi = +20 ◦C and relative
humidity ϕi = 50%.

• The cold chamber with activated controlled air temperature θe = −10 ◦C and uncon-
trolled relative humidity ϕe in the area of 30%.

All homogenous building enclosures were tested from the instant the temperature
settings in the chambers were activated (at the instant of activation the air temperature
in the chambers was equal to the temperature in the laboratory room, approximately
20–25 ◦C) until the temperatures in the chambers and the heat fluxes stabilized. Then, the
measurements were conducted for at least 7 days. All the enclosures were positioned along
the axis of the sleeve connecting the two climate chambers. The erected wall was left for
the mortar to set. A schematic diagram of the sensor connection on both sides of the tested
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building enclosures is shown in Figure 2. Then, sensors were placed on both sides, and as
part of the measurements, the following were registered:

• Air temperatures in the chambers by means of Ahlborn FHA646-E1 and FHA646-E1C
T/RH (temperature and relative humidity) sensors with an accuracy of ±0.2 ◦C, in
the range of 5–60 ◦C.

• Air temperature on the warm chamber side with the FLIR P65 thermal imaging camera
with an accuracy of ±2 ◦C or ±2% of the measured value.

• Air movement velocities in the chambers with the help of the Ahlborn FVA935-TH4K2
TA5O anemometer with an accuracy of ±0.04 m/s + 1% of the measured value, in the
range of 0.08–2 m/s, and the FVA605-TA5O anemometer with an accuracy of ±1.5%
of the measured value, in the range of 0.15–5 m/s.

• Wall surface temperatures by means of class 2 NiCrNi thermocouples with an accuracy
of ±2.5 ◦C or ±0.0075 multiplied by the measured value, in the range of −45–+200 ◦C,
and a FLIR P65 thermal imaging camera on the warm chamber side.

• The density of the heat flux penetrating through the building enclosure with Ahlborn
FQA 150–2 m with an accuracy of 5% at 25 ◦C.

(a) 

(b) 

Figure 2. Schematic showing arrangement of sensors and measuring instrumentation on analyzed
wall’s warm side (a) and on its cold side (b). Description of visible elements: 1—black sheet of
paper (ambient temperature measurement by IR camera), 2—Hukseflux TRSYS01 system heat flux
density sensors, 3—Hukseflux TRSYS01 system sensors measuring building enclosure internal
surface temperature, 4—Ahlborn thermal anemometer (measuring internal air temperature and
humidity), 5—Ahlborn sensors (thermocouples) measuring building enclosure surface temperature,
6—Ahlborn sensor (0.5 m × 0.5 m) measuring heat flux density, 7—FLIR P65 thermal imaging camera,
8—data loggers, 9—Hukseflux TRSYS01 system sensors for measuring building enclosure external
surface temperature, 10—Ahlborn thermal anemometer (measuring external air temperature and
humidity), 11—Ahlborn sensors (thermocouples) measuring building enclosure surface temperature.
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All the Ahlborn sensors were connected to Ahlborn Almemo data loggers (2690-8,
2890-9 or 5690-2M09). In addition to this, a Hukseflux TRSYS01 system, dedicated to
measuring the thermal resistance of building enclosures, with an accuracy of ±3% and the
operating range of −30–+70 ◦C, which doubled the surface temperature measurements on
both sides of the building enclosure and the density of the heat flux penetrating through
the latter, was connected. A photo of one of the measurements carried out is shown in
Figure 3.

  
(a) (b) 

Figure 3. Photo of tested building enclosure (in this case, insulated wall A) with visible arrangement of sensors: (a) on
warm chamber side, (b) on cold chamber side.

3.3. Analyzed Methods of Determining Thermal Resistance for Selected Walls

As part of the investigations, the following methods:

• A computational method (Method 0a),
• A computational-measurement method (Method 0b),
• Measurement methods (Methods 1, 2a, 2b, 3a and 3b),

were compared in determining the thermal resistance of 6 different building enclosures
(walls A, B and C in their insulated and uninsulated versions). The methods differed from
each other in (among other things):

• The source of the building partition parameters used in calculations—Method 0a
is based solely on theoretical calculations using tabular material and surface resis-
tance (Rsi and Rse) values, Method 0b supplements such data with calculated surface
resistances and the other methods (1–3b) use measured surface resistances.

• The parameters which need to be measured in order to obtain the total thermal
resistance value—in Methods 1, 3a and 3b, the result is determined on the basis of
only air and wall surface temperature measurements, whereas in Methods 2a and 2b,
it is determined using the measured wall surface temperatures and heat flux densities.

• The way the required parameters are measured—in Methods 2a and 2b, thermocou-
ples are used to measure wall surface temperatures and T/RH sensors are used to
measure air temperatures, whereas in Methods 3a and 3b, both air and wall surface
temperatures on the warm chamber side are measured by a thermal imaging camera.

• The kind of measuring equipment—in Method 2a, universal temperature sensors
and heat flux density measuring sensors are used, whereas in Method 2b, a system
dedicated to measuring the thermal resistance of building enclosures is used.

• The way of averaging the measured wall surface temperatures—in Method 3a, the
surface temperatures measured by a thermal imaging camera are averaged on the
basis of three random thermograms obtained from two spot measurements taken on
the wall (six measurements in total), whereas in Method 3b, surface temperatures
are averaged on the basis of three random thermograms based on the average for a
25 cm × 40 cm area.
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All the above methods are compared in Table 2, which also includes information on
how the components of total thermal resistance (Rtot), i.e., surface thermal resistances (Rsi
and Rse) and thermal resistance (R) of the wall layers, were determined. Since the values of
the thermal conductivity coefficients for the materials used (aerated concrete, solid ceramic
bricks, concrete blocks, masonry mortar, expanded polystyrene and render) were taken
from the specification tables and not verified by the authors, Methods 0a and 0b were not
treated as references for the other methods, but on equal terms with the latter.

Table 2. Analyzed methods to determine the thermal resistance of building partitions.

Method of Determining Thermal Resistance
of Building Enclosure

Rsi R Rse Rtot

Name Type Description m2K/W m2K/W m2K/W m2K/W

0a computational
Calculation using

material data according
to ISO 6946

ISO 6946,
Table 7

(Section 2.3.1)

R =
n
∑

i=1

di
λi

(Section 2.1)

ISO 6946,
Table 7

(Section 2.3.1)
Rtot = Rsi + R + Rse

0b
computational

+
measurement

Calculation using
material data according

to ISO 6946 +
measurement of air
movement velocity

ISO 6946,
Appendix A

(Section 2.3.2)

R =
n
∑

i=1

di
λi

(Section 2.1)

ISO 6946,
Appendix A

(Section 2.3.2)
Rtot = Rsi + R + Rse

1 measurement

Measurement of air and
wall surface

temperatures and air
movement velocity by

thermocouples

ISO 6946,
Appendix A

(Section 2.3.2)
-

ISO 6946,
Appendix A
Section 2.3.2)

Rtot =
Rtot,i+Rtot,e

2
where:

Rtot,i =
Rsi(Ti−Te)
(Ti−Tsi)

(Section 2.2.1)
Rtot,e =

Rse(Ti−Te)
(Tse−Te)

(Section 2.2.1)

2a measurement

Measurement of air and
wall surface

temperatures by
thermocouples and heat

flux density (Ahlborn
sensors)

Rsi =
(Ti−Tsi)

q
(Section 2.3.3)

R = (Tsi−Tse)
q

(Section 2.2.2)
Rse =

(Tse−Te)
q

(Section 2.3.3)
Rtot = Rsi + R + Rse

2b measurement

Measurement of air
temperatures by

thermocouples and wall
surface temperatures and

heat flux density by
dedicated device

(Hukseflux TRSYS01)

ISO 6946,
Appendix A

(Section 2.3.2)

R = R1+R2
2

where:
R1 and R2 are

results of
measurement by
dedicated device

ISO 6946,
Appendix A

(Section 2.3.2)
Rtot = Rsi + R + Rse

3a measurement

Spot measurement of air
and surface temperatures

on warm side by IR
camera, on cold side by

thermocouples

ISO 6946,
Appendix A

(Section 2.3.2)
-

ISO 6946,
Appendix A

(Section 2.3.2)

Rtot =
Rsi(Ti−Te)
(Ti−Tsi)

(Section 2.2.1)

3b measurement

Area measurement of air
and surface temperatures

on warm side by IR
camera, on cold side by

thermocouples

ISO 6946,
Appendix A

(Section 2.3.2)
-

ISO 6946,
Appendix A

(Section 2.3.2)

Rtot =
Rsi(Ti−Te)
(Ti−Tsi)

(Section 2.2.1)

3.4. Air and Surface Temperatures from Thermal Imaging Camera (Methods 3a and 3b)

In this case, the temperatures were calculated as the average of readings from three
randomly chosen thermograms recorded in the already stabilized heat flow period, selected
from the same 72 h window as the measurements taken by the other sensors (i.e., heat
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flux density and surface temperature). In both methods, the air temperature was assumed
as equal to the temperature of an object with a slight heat capacity and a high surface
emissivity, placed at a certain distance from the tested wall. Therefore, the temperature of
a spot on a black sheet of paper, denoted as SP01 on the thermogram, was read.

In Method 3a, the wall surface temperature as an average of six values was calculated.
That means two spot readings from three random thermograms (two measurements on
three thermograms). The spots were randomly selected avoiding wall corners, joints, sensor
cables and other places with disturbed temperature fields. The surface temperature reading
spots are marked as SP02 and SP03 on the thermograms.

In Method 3b, the wall surface temperature value used in thermal resistance cal-
culations was obtained as the mean surface temperature of a certain area of the wall
(1 measurement on 3 thermograms). The areas were randomly selected, but as before,
places with temperature field disturbances were avoided. This area covered several ma-
sonry elements and the joints between them. On average, it was a 25 cm × 40 cm area. The
surface temperature areas are marked as AR01 on the thermograms.

4. Results

4.1. Surface Thermal Resistances on Both Sides of Tested Walls

In the case of the computational method, the surface thermal resistances Rsi and Rse
for the tested building enclosure should be assumed in accordance with Table 1. While
the value of 0.13 m2K/W assumed as surface resistance, Rsi, on the warm chamber side
did not raise any doubts, the authors had doubts regarding the value of Rse to be assumed
on the cold chamber side. By assumption, this chamber mimics the external environment,
but it was found that the air movement velocity measured there was several times lower
(see the next paragraph) than the one assumed in ISO 6946 (νe = 4 m/s) for the given Rse
values. Therefore, for further analyses on the cold chamber side, Rsi = 0.13 m2K/W was
assumed as for a horizontal heat flow, but for a space within the building envelope (e.g.,
for an unheated space).

During one of the measurement sessions in the climate chambers, in which air temper-
atures θi = +20 ◦C and θe = −10 ◦C were maintained in respectively the warm chamber and
the cold chamber, the air movement velocities measured by the anemometers on average
amounted to:

• In the warm chamber νi = 0.56 m/s,
• In the cold chamber νe = 0.13 m/s.

Assuming that no surface temperature could be measured in this case (no surface
temperature sensor is available), the mean thermodynamic temperatures of the two sur-
faces in Formulas (14) and (15) were set as the air temperatures in climate chambers, so
Tmi = 293.15 K and Tme = 263.15 K. After that, the above air velocities were introduced
into Formulas (12) and (13) and the surface thermal resistances were calculated from For-
mulas (10) and (11). Then, during measurements of the heat flux density and the air and
surface temperatures for each tested wall, the actual surface resistances on both sides of
the enclosure were determined from Formulas (16) and (17). All of the Rsi and Rse values
are presented in Table 3. The clear differences between the calculated surface resistances
and the measured ones are due to the measurement conditions that differed from the real
building enclosure service conditions. Additionally, the specific way in which air with
set temperature is blown into climate chambers (different chamber designs), how closely
the temperature sensors adhere to the analyzed wall surface and the heat flux density
contribute to the differences.
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Table 3. Surface thermal resistances of tested partitions depending on method of determining them.

Method of Determining Surface Thermal Resistances
Rsi Rse

m2K/W m2K/W

Computational—ISO 6946, Table 7
(Section 2.3.1) 0.130 0.130

Computational + measurement—ISO 6946, Appendix A 0.088 0.121
Measurement—Wall A 0.101 0.099
Measurement—Wall B 0.159 0.100
Measurement—Wall C 0.169 0.136

Measurement—Wall A (insulated) 0.083 0.153
Measurement—Wall B (insulated) 0.214 0.134
Measurement—Wall C (insulated) 0.132 0.139

Measurement—mean value 0.143 0.127

4.2. Air Temperatures in Chambers and Wall Surface Temperatures
4.2.1. Measurements with Thermocouples

Diagrams of the internal (warm) surface temperature and external (cold) surface
temperature of the walls measured with thermocouples and air temperatures in the warm
chamber and in the cold chamber during the measurements are shown in Figure 4 for the
walls without insulation and in Figure 5 for the insulated walls.

From the start of the test (switching on the chambers), the temperature values began to
approach the target temperature settings, i.e., θi = +20 ◦C and θe = −10 ◦C. The temperature
values given below are the average of the temperatures in the 72 h time window (marked
with a double-headed arrow in the diagrams) selected from the period of stabilized tem-
peratures. In the case of wall A (Figure 4a), one can notice that the time in which the
planned temperature settings were reached amounted to about 24 h, whereby the surface
temperatures also stabilized. The latter on average was θsi = +17.8 ◦C and θse = −6.8 ◦C.
In the case of wall B (Figure 4b), the time in which the planned temperature settings were
reached was similar (about 36 h), but the surface temperatures stabilized after about 96 h
from the start, ranging on average to θsi = +10.7 ◦C and θse = −0.6 ◦C. In the case of wall C
(Figure 4c), the time in which the planned settings were reached amounted to about 36 h
and the surface temperatures stabilized after 90 h, on average amounting to θsi = +9.7 ◦C
and θse = +0.4 ◦C. Then, the walls above were insulated with expanded polystyrene and
tested again in the climate chambers. The temperature diagrams for insulated wall A are
shown in Figure 5a. In this case, the time in which the planned temperature settings were
reached was much shorter, slightly more than 6 h. The surface temperatures stabilized
after less than 24 h, but probably due to the fact that the door to the warm chamber had
been accidentally left open there are visible fluctuations in air temperature in the third
24 h of measurements. Therefore, it was decided to average the temperatures measured
from the 72nd hour onwards, whereby θsi = +19.5 ◦C and θse = −7.8 ◦C were obtained.
The temperature diagrams for insulated wall B are shown in Figure 5b. In this case, the
time to reach the planned temperature settings was disturbed by the abnormal operation
of the cold chamber, in which the temperature stabilized as late as after 48 h. The sur-
face temperatures averaged from the 84th hour onwards amounted to θsi = +18.3 ◦C and
θse = −8.1 ◦C. In the case of insulated wall C (Figure 5c), the time in which the planned tem-
perature settings were reached was slightly longer, amounting to about 12 h. The surface
temperatures stabilized relatively quickly (after less than 24 h), but for averaging purposes,
the measurements from the 84th hour onwards were taken, whereby θsi = +18.8 ◦C and
θse = −7.5 ◦C were obtained.
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(a) 

(b) 

(c) 

Figure 4. Air temperatures and temperatures of two surfaces of tested walls in their uninsulated
version: (a) wall A made of aerated concrete, (b) wall B made of solid ceramic bricks, (c) wall C made
of concrete blocks.
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(a) 

(b) 

(c) 

Figure 5. Air temperatures and temperatures of two surfaces of tested building partitions in their
insulated version: (a) wall A made of aerated concrete, (b) wall B made of solid ceramic bricks,
(c) wall C made of concrete blocks.

4.2.2. Thermograms of Tested Walls

While the walls were tested in the climate chambers, they were also observed by
means of an infrared camera, which recorded data at certain intervals (usually at every
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10 min) during the measurement period. The selected thermograms in Figure 6 show
temperature field distributions in the period of stabilized temperatures (72 h period shown
in Figures 4 and 5) for the analyzed walls in their uninsulated version (Figure 6a,c,e) and
insulated version (Figure 6b,d,f). Table 4 contains measured values for points SP01, SP02
and SP03, and area AR01 for all three randomly chosen thermograms.

  
(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 6. Comparison of thermograms for wall A in uninsulated version (a) and insulated version
(b), wall B in uninsulated version (c) and insulated version (d) and wall C in uninsulated version
(e) and insulated version (f).

On the thermograms basis it can be, in addition, concluded that:

• Distinct drops in temperature were visible in the joints between the aerated concrete
blocks in uninsulated wall A (Figure 6a).

• The joints between the blocks and bricks were practically invisible for insulated wall
A (Figure 6b) and for uninsulated and insulated wall B (Figure 6c,d).

• No joints were visible due to the similar thermal conductivity of the mortar and the
concrete blocks for uninsulated and insulated wall C (Figure 6e,f).
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Table 4. Air and surface temperatures for tested walls by means of infrared camera measurements
for all three randomly selected thermograms.

Test Object

Temperature Measurements by Infrared Camera

Air (SP01) Surface (SP02, SP03) Surface (AR01)

Min
◦C

Max
◦C

Mean
◦C

Min
◦C

Max
◦C

Mean
◦C

Min
◦C

Max
◦C

Mean
◦C

Wall A +19.8 +20.2 +20.0 +17.9 +18.6 +18.3 +18.2 +18.2 +18.2
Wall B +19.9 +20.3 +20.1 +15.5 +16.0 +15.7 +15.3 +15.5 +15.4
Wall C +18.4 +20.3 +19.1 +11.0 +12.5 +11.6 +11.5 +11.6 +11.5

Wall A (insulated) +19.6 +20.2 +20.0 +19.2 +19.7 +19.4 +19.2 +19.4 +19.3
Wall B (insulated) +20.3 +20.5 +20.4 +19.4 +19.7 +19.5 +19.1 +19.3 +19.2
Wall C (insulated) +19.9 +20.3 +20.2 +18.9 +19.2 +19.0 +19.1 +19.2 +19.2

4.3. Heat Flux Density

Diagrams of the heat flux density measured by a 0.5 m × 0.5 m Ahlborn plate sensor
for all the tested walls are shown in Figures 7 and 8. The density of the heat flux flowing
through uninsulated wall A (aerated concrete) is shown in Figure 7a. The heat flux increased
to stabilize after about 24 h, ranging instantaneously from 17.0 to 24.8 W/m2. The average
heat flux value in the thermal resistance calculation period amounted to about 21.0 W/m2.
The diagram in Figure 7b is for uninsulated wall B. In this case, the heat flux increased
noticeably longer and stabilized only after about 96 h at the mean value of 55.1 W/m2,
ranging instantaneously from 50.9 to 59.2 W/m2. Figure 7c shows the heat flux for wall C.
The heat flux increased to stabilize after about 48 h. However, because of the two visible
interruptions in data logging (approximately the 80th and 160th measurement hour), the
period from the 90th hour to the 156th hour was selected to determine thermal resistance.
The heat flux density on average amounted to 57.7 W/m2, instantaneously ranging from
51.9 to 66.2 W/m2.

After the tested walls had been insulated, heat flux density noticeable decreased, as
shown in Figure 8. For insulated wall A (Figure 8a), heat flux density stabilized after
72 h, ranging instantaneously from 4.5 to 9.9 W/m2 and on average amounting to about
7.1 W/m2. Additionally, an interruption in data logging between the 48th hour and the
66th hour of measurement is visible in the graph. The results for insulated wall B are
presented in Figure 8b. In this case, the measurements were undisturbed, and the heat
flux stabilized after about 84 h, ranging instantaneously from 6.6 to 9.6 W/m2, on average
amounting to 7.7 W/m2. In the measurement of heat flux density (Figure 8c) for wall C,
one can see distinct vertical heat flux fluctuations, probably due to the “rippling” of the
plate sensor caused by heating, resulting in alternately better and worse adhesion of the
sensor to the tested wall. The sensor was fixed to the wall with strong duct tape, but it is
possible that the tape became unstuck, or due to the deformation of the sensor’s material
(PTFE), it did not adhere the sensor properly to the surface of the wall. In the case of
this building enclosure, the heat flux was averaged from the 84th hour to the 156th hour.
In this period, heat flux density ranged instantaneously from 6.7 to 12.4 W/m2, on average
amounting to 9.1 W/m2.

37



Materials 2021, 14, 7438

(a) 

(b) 

(c) 

Figure 7. Density of heat flux flowing through tested building enclosures in their uninsulated version:
(a) wall A made of aerated concrete, (b) wall B made of solid ceramic bricks, (c) wall C made of
concrete blocks.
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(a) 

(b) 

(c) 

Figure 8. Density of heat flux flowing through tested building enclosures in their insulated version:
(a) wall A made of aerated concrete, (b) wall B made of solid ceramic bricks, (c) wall C made of
concrete blocks.

4.4. Thermal Resistance of Building Enclosures—Comparison of Methods

The thermal resistance of the tested walls was calculated on the basis of the values,
measured within the 72 h interval marked in the diagrams on Figures 7 and 8, and as a
result, the total thermal resistance values are presented as bar charts in Figure 9 and in
Table 5. The quantitative and percentage differences between the total thermal resistance
results are clearly visible in the table.
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 9. Comparison of thermal resistances measured using different methods for wall A in uninsulated version (a) and
insulated version (b), wall B in uninsulated version (c) and insulated version (d) and wall C in uninsulated version (e) and
insulated version (f).
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Table 5. Comparison of determined total thermal resistances.

Method of
Determining

Total Thermal
Resistance

Total Thermal Resistance, Rtot
m2K/W

Wall A Wall B Wall C
Wall A

(Insulated)
Wall B

(Insulated)
Wall C

(Insulated)

0a 1.403 0.585 0.510 3.908 3.090 3.015
0b 1.352 0.534 0.459 3.857 3.039 2.964
1 1.440 0.411 0.330 3.750 2.480 2.435
2a 1.372 0.464 0.467 4.056 3.763 3.162
2b 1.305 0.537 0.595 3.621 3.241 2.839
3a 1.464 0.540 0.308 3.998 2.962 2.247
3b 1.410 0.508 0.307 3.798 2.139 2.547

Average 1.392 0.511 0.425 3.855 2.959 2.744
Standard
deviation 0.050 0.053 0.104 0.138 0.486 0.313
Max–Min 0.159 0.173 0.288 0.435 1.624 0.915

Relative range
(from average)

−6.2%
to +5.2%

−19.5%
to +14.3%

−27.8%
to +40.0%

−6.1%
to +5.2%

−27.7%
to +27.2%

−18.1%
to +15.2%

It can be seen that, for some of the walls analyzed and the methods used, the results
were different by more than 20% from the average value of total thermal resistance—such as
wall C, Method 1, 2b, 3a and 3b, or wall B insulated, Method 2a and 3b. The probable reason
behind that is presented in the Discussion Section. As it appears from Figure 9, quantitative
differences in the results are more noticeable in the thermal resistances calculated for
the insulated versions of tested walls, which may suggest that a thermal error or an
inaccuracy in the execution of temperature and heat flux density measurements has greater
consequences in this case.

The mean difference between the total thermal resistance results obtained for a given
method and the average from all methods is shown in the last column in Table 6. When
calculating the mean difference, one result most divergent from the other results yielded
by a given method was neglected, as it was assumed to be due to an incorrectly performed
measurement. The methods ordered from the one yielding results most consistent with
the mean value obtained from all the methods are as follows: Method 0b—the Rtot results
differed on average by 3.6% from the mean value from all the methods, Methods 0a
and 2b—by 6.1%, Method 3a—by 6.5%, Method 3b—by 7.7%, Method 2a—by 8.2% and
Method 1—by 10.6%.

Table 6. Difference between determined thermal resistances and mean value (colors explained in the text below).

Method of
Determining

Thermal Resistance

Difference between Given Method and Mean Value (Rtot,k—Rtot,mean)

m2K/W (+ Above Mean, − Below Mean)
% (Absolute Value)

Wall A Wall B Wall C
Wall A

(Insulated)
Wall B

(Insulated)
Wall C

(Insulated)

Average
(Without One
Worst Result)

0a +0.011 +0.073 +0.085 +0.052 +0.130 +0.271 -
0.8 14.3 19.9 1.4 4.4 9.9 6.1

0b −0.040 +0.023 +0.034 +0.002 +0.080 +0.220 -
2.9 4.4 8.0 0.0 2.7 8.0 3.6

1 +0.048 −0.100 −0.096 −0.106 −0.479 −0.309 -
3.4 19.5 22.5 2.7 16.2 11.3 10.6

2a −0.021 −0.047 +0.042 +0.201 +0.804 +0.418 -
1.5 9.2 9.9 5.2 27.2 15.2 8.2

2b −0.087 +0.026 +0.170 −0.234 +0.282 +0.095 -
6.2 5.0 40.0 6.1 9.5 3.4 6.1

3a +0.072 +0.029 −0.117 +0.142 +0.003 −0.497 -
5.2 5.6 27.5 3.7 0.1 18.1 6.5

3b +0.018 −0.004 −0.118 −0.057 −0.820 −0.198 -
1.3 0.7 27.8 1.5 27.7 7.2 7.7
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Then, in Table 6, for each of the methods of determining the total thermal resistance of
the tested walls, the three results closest to the mean value from the measurements were
marked with a green background and those farthest from the mean value were marked
with a red background. If one regards closeness of the result to the mean value as indicative
of the effectiveness of the method of determining the total thermal resistance, the methods
should be ordered as follows:

• Method 0b—5 × the closest results, no farthest results,
• Method 0a—4 × the closest results, 1 × the farthest results,
• Method 3b—4 × the closest results, 2 × the farthest results,
• Method 2b—2 × the closest results, 3 × the farthest results.
• Method 2a—2 × the closest results, 4 × the farthest results.
• Method 3a—1 × the closest results, 4 × the farthest results.
• Method 1—no closest results, 4 × the farthest results.

5. Discussion

The measurement results and the total thermal resistances calculated from them
showed, in the majority of cases, good agreement with the theoretically determined values.
For the thirty measurements carried out using the five different methods, i.e., 1, 2a, 2b, 3a
and 3b, 19 results differed by up to 10% from the average for a given building enclosure,
5 results differed by up to 20%, 5 results differed by up to 30% and only 1 differed by nearly
40% from the mean value. Several practical conclusions concerning the methods used to
emerge from the extensive tests are given below:

• Method 0a—theoretical calculations and resistances according to Table 7, ISO 6946, is
quite sufficient, in the authors’ opinion, to evaluate the thermal performance of the
building enclosures being designed, since in this case, it is not possible to assess the
actual surface thermal resistances (Rsi and Rse) at the building enclosure surface.

• Method 0b—theoretical calculations supplemented with real measurements of air
movement velocity at the building enclosure, used to calculate surface thermal resis-
tances, yields total thermal resistances closest to the mean values.

• Method 1—Temperature-based method (TBM), in theory easy and relatively cheap
to implement (only temperature sensors and data acquisition devices are needed),
in practice turned out to be least accurate; nevertheless, it can still be regarded as
acceptable—the mean error amounting to 10.6% and the maximum measurement
deviation from mean value RT reaching no more than 23%. The accuracy of this
method is most affected by the location of the sensor measuring temperature only
in a particular spot, and so there is no certainty that this place of measurement is
representative enough for the whole building partition.

• Method 2a—Heat flow meter method (HFM), based on measurements by a large
(0.50 m × 0.50 m) heat flux density sensor, requires very good contact with the
substrate, which is not always easy to achieve. In the above tests, contact of the sensor
with the wall surface was ensured by circumferentially sticking it to the latter with
strong tape. However, during several measurements, it was noticed that the sensor
would undergo slight deformations under the influence of changes in the air and
wall surface temperatures (it would bulge out and deflect from the surface). The
conclusion is that a large amount of thermal paste should be used, but this would
result in irreversible staining of the building enclosure surface.

• Method 2b—heat flow meter method (HFM), i.e., the use of a dedicated system of
two small sets of heat flux density sensors and thermocouples in order to double the
measurement of the parameters needed to determine thermal resistance, as the results
show, is a slightly better solution—it is much easier to ensure proper constant contact
of small (8 cm in diameter) heat flux density sensors with the substrate, using much
less thermal paste, but it is still an invasive method.

• Methods 3a and 3b—Infrared thermography method (ITM) yielded qualitatively
similar results as the ones yielded by the HFM methods, though Method 3a, based on
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averages from spot temperature measurements, was slightly more accurate. The great
common advantage of the methods is their complete non-invasiveness towards the
surface of the tested building enclosure.

When measuring the thermal resistance of building enclosures, the selection of surface
thermal resistances, Rs, strongly affects the quality of the results obtained, and in the
authors’ opinion, resistances, Rs, should also be determined using measurement methods.
For this purpose, the air movement velocity at both building enclosure surfaces must be
measured and the thermodynamic temperatures of the latter must be known.

Due to the wide range of tests, the following factors have been revealed that can
randomly significantly affect the accuracy of the obtained results:

• Adhesion of sensors to the building enclosure surface: Even though small heat flux
density sensors provide averages from a smaller area, it is definitely easier to attach
them stably than in the case of large sensors. They should be attached using, e.g.,
thermal paste, but in a possibly small amount so that the thermal paste layer does not
affect the measurement.

• Thermocouples are precise temperature sensors, but it is important that the cable
connecting them with a data logger has damage-resistant insulation. The authors
found silicone insulation to be the best as the fiberglass insulation did not perform
well in the difficult measurement conditions (the cables would abrade, whereby the
measurements would yield incorrect values).

• Air temperature: one can use a thin black sheet of paper to easily measure this
temperature by means of an infrared camera, while taking a thermogram of the
building enclosure surface.

• Thermographic measurement: if the building enclosures are relatively homogeneous
(as in the analyzed cases), both the spot and area measurements of building enclosure
surface temperature can be sufficiently accurate for the purpose of determining the
thermal resistance of the building enclosure, but if the latter’s material is highly
heterogeneous, the area temperature measurement is recommended.

6. Conclusions

The results of determining total thermal resistance in seven different ways based
on four different methods (the theoretical method, TBM, HFM and ITM) for six different
building enclosures with different thermal insulation properties, with or without a thermal
insulation layer, made of different building materials, were presented above. The tests
were carried out in climate chambers.

Considering that the values of the thermal conductivity coefficients of the materials
used (aerated concrete, solid ceramic bricks, concrete blocks, masonry mortar, expanded
polystyrene and render) were not verified by measurements by the authors, the theoretical
methods (0a and 0b) were not treated as the references for the other methods, but on equal
terms with them. For this reason, the results yielded by a particular method were compared
with the average thermal resistances from all the methods.

The measurement results obtained for the purpose of calculating the thermal resistance
of the building enclosures showed good agreement with the average thermal resistance,
and in most cases, the differences did not exceed 10%, while 97% of determined resistances,
RT (29 per 30 measurements), were within 30% of the difference.

The accuracy of the total thermal resistance measurement results obtained by the
infrared thermography methods (for which the mean difference amounted respectively
to 6.5% and 7.7%) is comparable with that of the results yielded by the heat flow meter
methods (the mean difference amounted to 6.1% and 8.2%). The unquestionable advantage
of the ITMs is their complete non-invasiveness, which means no problems with proper
adhesion of sensors to the surface of building enclosures. Still, both the infrared thermog-
raphy methods and the heat flow meter methods require the precise preparation of the
test setup as errors affecting the accuracy of the methods can be easily committed. On
average, the temperature-based method was characterized by worse accuracy than the
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other methods (the mean difference amounted to 10.6%), but unlike the other methods, the
thermal resistance values yielded by it did not exceed 23% for any of the walls. When deter-
mining the total thermal resistance of a building enclosure, it is worth taking into account
all the actual thermal transfer resistance values which may noticeably diverge from the
ones assumed in ISO 6946 [22] for the internal and external surfaces of a building enclosure.

In the authors’ opinion, this research should continue, but the tests should be supple-
mented with measurements of the thermal conductivity coefficient of the tested materials
by means of a dedicated device of the heat flow meter type (e.g., Fox 314 or Fox 600, etc.),
which would provide a proper reference for the measurement methods. Moreover, the
authors are inclined to attempt to determine the total thermal resistance by the dynamic
method in accordance with ISO 9869-1 [27] and to consider the way in which heat transfer
coefficients hr and hc are taken into account in the thermal resistance calculations according
to the approaches available in the literature, extensively presented in [63].
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Abstract: The study presents the terrestrial laser scanning (TLS) diagnostic of the clay brick masonry
arched staircase in a historic building. Based on the measurements of the existing arched stair flights,
1:1 scale experimental models with and without stair treads were made. Strength tests of the models
were carried out for different concentrated force locations in relation to the supporting structure.
Force, deflections and reaction in the upper support of the run were measured during the tests. The
influence of the masonry steps on the curved vault on the load capacity and stiffness of the run
structure was analyzed. The conducted experimental investigations showed that the key element
responsible for the actual load-bearing capacity and stiffness of this type of stair flights were the
treads above the masonry arch.

Keywords: stairs; masonry; clay brick; arch; vault; management; quality; light detection and ranging
(LiDAR); TLS

1. Introduction

In the authors’ countries, in historical buildings from the 19th century, masonry arch
stairs were commonly used to connect floors [1]. The arches were shaped between steel
beams as a load-bearing span for the staircase landings and flights. At that time, the
technology of reinforced concrete was not yet known, so steel and masonry construction
was the most popular, especially in residential buildings. The construction of staircases
was mostly in the form of segmental or cross vaults. The structure of the flights was made
as a stair arch with the thickness of half a brick (12 cm) and elevation f = 1/12–1/14 L [1]
(Figures 1 and 2).

A flight of arch stairs is characterized by a slender, long structure with a slope of
approximately 35◦–40◦. One of the main permanent loads on the flight of stairs are the
bricks along the entire flight. The steps have the least bricks in the middle of the stairs’ arch
and the most at the ends. The steps are not connected with a typical masonry bond. The
bricks must be cut to fit the actual geometry of the arches.

The flights and landings were supported by steel beams. The construction of flights
had a good fire resistance (except for the steel beams), stiffness and durability. The construc-
tions of brick stairs are still in use despite many years of service. Additionally, they are a
testament of old times and often protected by the conservator as a part of cultural heritage.
Their condition often raises concern because of the damages, mainly cracks or erosion of
joints. The typical damages of brick staircase construction are: degradation of mortar and
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bricks, flattening of vaults and cracking. The damages arise as a result of overloading,
wrongly executed repair works and dynamic loads. Sometimes, one can find constructional
errors such as improper fixing of gear plates on I-beam flanges.

Figure 1. Masonry stairs with segmental vault and arched staircase slab, based on [1].

  
(a) (b) 

5 

4 

2 

1 

Figure 2. Brick stairs with column supports based on [1]. Scheme (a) and partial photo (b): 1—arched
masonry stair sides; 2—arched masonry bolt; 3—barrel staircase with support on sides; 4—groin
vault in stair flight; 5—groin or barrel vaults in stair landing.

Information on calculation methods or principles of construction is often difficult to
find. This type of construction was created mainly on the basis of experience with brick
vaults. The steel beams supporting the vaults were calculated by the methods available
at that time [1]. The operation of landing vaults is similar to balcony or roof vaults. On
the other hand, staircase slabs are at an angle depending on their length and height. The
distribution of stresses and internal forces is different from other staircase structures. A
calculation scheme of an example of an arched masonry stairs with vaulted landings
supported on steel beams is shown in Figure 3.
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Figure 3. Calculation scheme of masonry stairs with segmental vault and arched staircase slab:
1—arched staircase slab; 2—landings.

One of the most prevalent issues in this type of stairs is the necessity of diagnostics of
their technical condition in order to confirm their durability and functional use. The chosen
methods used in the diagnostics of masonry structures in the authors’ countries are shown
in Figure 4.

 

Figure 4. Flowchart for clay brick masonry structure diagnostics.

The diagnosis of masonry structures primarily focuses on a visual assessment in order
to detect cracks and damages [2–5]. The early diagnostics usually uses non-destructive
measuring equipment, which allows the preliminary characteristics of existing materials or
the degree of their degradation to be evaluated [6–10]. Those methods most often include
sclerometric measurements (Schmidt hammer) or ultrasonic measurements. At that stage
of diagnosis, infrared thermography is a novel and useful method for historic plaster and
painted vaults. The management of the data derived from the application of infrared
thermography, integrated with the information from visual inspections, the architectural
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survey and the historic analysis, allows a complete characterization of the historic plasters
and painted masonry vaults to be obtained [11].

A more accurate determination of material properties in masonry structures involves
sampling. In the case of brick alone, this process is feasible; however, sampling of mortar
is significantly more difficult. Therefore, in many diagnostic operations, core samples are
taken, also containing a fragment of mortar and masonry elements adjacent on both sides.
The core samples, after certain correlations, are used to determine the load-bearing capacity
of the whole masonry structure [12–17]. Even more accurate results may be obtained by
test-loading a masonry section with actuators [18]. However, this method requires making
cuts in the masonry in order to locate the beams to place the actuators. The method is
mostly used as a validation is structural elements that are to undergo alteration, repair,
or reconstruction.

A similar effect can be obtained if a section of the masonry is cut out and transported
to the laboratory for experimental testing [14,18]. A less destructive solution is the flat-jack
method [18,19]. It requires appropriate calibration procedures and precise preparation of
the measurement base. Additionally, it may be imprecise in low buildings and lead to per-
manent damage when testing masonry with weak lime mortar [18]. The best measurement
method is to perform a loading test with appropriate measurement [20–24], which does
not lead to the destruction of the structure but allows the correlation between stresses and
strains to be obtained, in order to assess the actual load-bearing capacity and stiffness. Final
results on the load-bearing capacity of the structure can only be obtained from experimental
destructive testing.

The finite element method (FEM) is a fundamental analysis for the assessment of
masonry in seismic zones [25–28]. Nonlinear static calculation methods are commonly
adopted for the evaluation of seismic performance [26–32]. Laurenco et al. [28] presented
a research study on that subject with a yield criterion that included different strengths
along each material axis. Baraldi et al. [31] presented the rigid beam model for studying
the dynamic behavior of cantilever unreinforced masonry walls, considered along their
thickness and subjected to out-of-plane loading. Celano et al. [32] presented research on
the in-plane resistance of masonry walls with the use of two modeling approaches, a finite
element model and a discrete macro-element model, with the use of non-linear analyses.

The TLS (terrestrial laser scanning) measurements using 3D scanners are starting to
be used for structural diagnosis. Three-dimensional LiDAR (light detection and ranging)
scanners have revolutionized the capability and accuracy of geometry measurements in
construction, shipbuilding and other areas of science and technology [33–49]. TLS can be
used to measure damage to the surface layers of materials, including bricks and mortar, as
well as to track moisture in structures [33,41–49]. TLS in structural analysis is primarily used
to measure strain and deflections, as well as deformations, of structural elements [25,42–50].
This technique can also be used for control measurements at the stage of constructing [51].
Some researchers use TLS technology to monitor the condition of construction to prevent
possible damage [52,53]. Additionally, detailed geometry studies using TLS are useful in
post-disaster analyses of structures, including earthquakes [53].

The assessment of the technical condition of brick stairs is not an easy task. The first
step usually consists of initial observations of the geometry and of looking for visible signs
of damage. Usually, the construction is protected by plaster, so some defects may be hidden.
Modern TLS measuring methods can also be helpful in preliminary surveys. Only by
uncovering, it is possible to fully assess the quality of brick and mortar and their degree of
degradation. The evaluation of the material properties of the structure is possible by taking
representative samples and performing laboratory tests [2,10,54–59]. A deeper analysis of
the performance of the structure and the causes of its damage is possible using FEM-based
3D models [57–64]. On this basis, it is possible to precisely select the reinforcement methods.
The analysis in the elastic range is rather easy to perform, but the analysis in the plastic
range, after cracking has occurred, requires time-consuming and expensive studies [60].
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Studies of masonry arches and vaults can be found in the works [61–105]. In these
studies, masonry vaults are characterized by significant arch rise and placement of the
masonry stairs. A small number of researchers has taken up the problem of load-bearing
capacity of masonry stairs. Research has mostly focused on establishing the principles
and methods for structural calculations [92–99]. There is a visible lack of research on
masonry staircases. The design of staircases is similar to masonry arch work; however, the
arrangement of loads is different. In addition, the influence of the steps above the vault on
the operation of the system is also significant.

The article presents a novel approach, in which experimental tests for staircases were
made in a 1:1 scale resembling a real-life construction. Together with laboratory tests,
the TLS diagnosis of an arched staircase in a real-life historic building is presented. The
history of the TLS LiDAR measurement method dates back only 20 years [41,42,106]. The
authors’ research study indicates that it can be used in the diagnosis of some types of
building structures [41,42]. It is important to assess the applicability of the TLS method in
the diagnosis of masonry stair structures, including arched staircases. The possibilities of
its use in this area are presented in this article.

2. Real-Life Structure

2.1. Case Study Description

The building had four residential floors and an attic. The ceilings on the upper floors
were made of wooden beams, while, on the first floor, they were made as arched segmental
vaults on steel beams. The floors were 3.2 m high. The staircase was 2.5 m wide and 5.3 m
long. The length of the landings was 1.6–1.7 m and the length of the flights was 2.6 m, with
a width of 1.2 m. The analyzed stair flights were at an angle of 38◦. The stairs were made
of steel and masonry, with arched spans between the landings. The rise of the stair arch
had a value of f = 1/19 L. Figure 5 shows the general view of the arched stair structure
under consideration.

 

Figure 5. View of the researched masonry staircase.

The measured dimensions of the bricks were 25 × 12 × 6.5 cm3. The brick and
mortar compressive strength was estimated with use of the non-destructive, ultrasonic
measurements according to the dependencies described in [107]. The dependency of bricks
is shown in Equation (1).

fc,brick = 1.4949·e0.002 ·UPV (MPa), (1)
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where fc,brick (MPa) is the compressive strength of the brick element and UPV (m/s) is the
measured ultrasonic pulse velocity. The dependency of lime–cement mortar is presented in
Equation (2).

fc,mortar = −5.5 + 0.007671·UPV (MPa), (2)

where fc,mortar (MPa) is the compressive strength of lime–cement mortar. The results of the
tests are presented in Table 1.

Table 1. Ultrasonic pulse velocity and calculated compressive strength of tested bricks and mortar.

Ordinal No

Bricks Mortar

Ultrasonic
Pulse Velocity

(m/s)

Compressive
Strength (MPa)

Ultrasonic
Pulse Velocity

(m/s)

Compressive
Strength (MPa)

1 1130 14.3 1192 3.6

2 971 10.4 1227 3.9

3 1472 28.4 1317 4.6

4 1172 15.6 1414 5.3

5 1071 12.7 1276 4.3

6 1327 21.2 994 2.1

7 1191 16.2 1321 4.6

8 1432 26.2 1417 5.4

9 1101 13.5 1276 4.3

Mean value 1207.4 17.6 1270.4 4.2

The compressive strength of the bricks varied in a wide range, from 10.4 to 28.4 MPa
with a mean value of 17.6 MPa. The compressive strength of lime–cement mortar varied
from 2.1 to 5.4 MPa with a mean value of 4.1 MPa. Due to the large discrepancy found
between the strength values of the masonry units and mortar, it was decided to carry out
laboratory tests using materials with standard properties. In this respect, a brick class of
25 MPa and a mortar class of 5 MPa were assumed.

2.2. TLS Diagnostic on a Real-Life Structure

Stair geometry measurements and diagnostics were performed using TLS technology,
using a stationary scanner Focus M70 (Faro, Lake Mary, FL, USA) with a single measure-
ment accuracy of 0.2 mm. From the measurements, a point cloud in Autodesk Recap (RCP)
format was obtained, which was then verified in CAD software (Version2021, San Rafael,
Autodesk, CA, USA). RCP format files store spatially indexed point cloud data that can be
processed in applications to view, edit and analyze object geometry. The purpose of the
measurements was to analyze the geometry of the masonry arch. The aim of the study was
to indicate the geometric irregularities, whose technical condition was visually inspected.
After removing the plaster in the selected irregularity areas, the condition of masonry and
mortar was evaluated.

The TLS measurements allowed us to determine the exact geometry of the stair flight.
Figure 6 shows a general view of the obtained TLS measurement map along with a picture
of the geometry of the curved staircase of the building.

54



Materials 2022, 15, 552

 

 
 

(a) (b) 

Figure 6. TLS data acquired from existing building: section view of building (a) and geometry
measurements for analysis (b). The dashed line marks the stair flight which was subjected to further
laboratory testing.

Alongside TLS measurements, a visual evaluation of the mortar joints in the stair
flights as well as of the treads was performed. Numerous damages and cracks were found.
The most important was a crack in the joint on the masonry arch presented in Figure 7.

 

Crack due to 
incorrect support 

of the arch 

Figure 7. Section of the staircase with visible crack of the arch caused by improper renovation and
deterioration of masonry joints.

Incorrectly made support changed the distribution of internal forces in the masonry
arch, which was the reason for the whole structural diagnosis. Support should have been
put in place for the entire surface of the arch in the form of a centering with an appropriate
shape to match the actual geometry of each stair flight arch. Figure 8 shows the output of
TLS diagnostics for the run fault of the stair flight.
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(a) (b) 

damage point of 
the structure 

Figure 8. TLS data output for the point damage of the stair flight: section view of the stair flight
(a) and point of damage (b).

The weakest points of the analyzed masonry arch structure were the joints between
bricks and mortar. On the basis of the research work carried out, it was decided to reinforce
the whole structure of flights and landings with a steel structure fixed from the bottom.

3. Laboratory Tests

3.1. Materials

The tested samples and elements presented in this research study were built using
clay brick, class 25. The dimensions of the bricks were 25 × 12 × 6.5 cm3 (the same as in the
real-life stair flight construction). For the preparation of joints, lime–cement mortar, class
M5, was used. For the preparation of masonry mortar, a factory-made, dry, lime–cement
mortar class M5 mixture was used (Quick-mix TWM-M5; Sievert, Strzelin, Poland). The
mixture consisted of a cement binder, slaked lime, quartz fillers and refining additives. The
thickness of the joint was about 1 cm. To determine the properties of the materials used,
initial tests in accordance with current standards [108–111] were conducted. The results of
the tests are presented in Table 2.

3.2. Laboratory Models of Stair Flights

Laboratory tests were conducted on two models of the stair flights—without stair
treads (M1) and with stair treads (M2). The models were made in a 1:1 scale based on the
measurements of the analyzed construction, with a width of a single 25 cm brick (Figure 9).

  
(a) (b) 

Figure 9. Laboratory models of stair flights (dimensions in mm): model M1—without treads (a);
model M2—with treads (b). P1–P3—force application points; R—force from the arch registered with
a force gauge; u—vertical displacement in the middle of the arch span.
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Table 2. Properties of used materials.

Load
Diagram

Test Material
No. of

Samples
Result

Coefficient
of Variation

Compressive
strength [108] Brick 6 fb = 26.6 MPa 9%

Tensile strength Brick 6 ftb = 2.3 MPa 18%

Flexural
strength [109] Mortar 9 f = 2.7 MPa 17%

Compressive
strength [109] Mortar 12 fm = 8.0 MPa 23%

 

Tensile strength Mortar 6 ftm = 1.0 MPa 13%

Compressive
strength [110]

Young’s
modulus [110]

Poisson’s
coefficient [110]

Masonry 6
fm = 10.8 MPa
E = 6.6 GPa

ν = 0.14

7%
7%

17%

Tensile splitting
strength [111] Masonry 6 ft45 = 0.52

MPa 11%

Tensile strength Masonry 7 ft90 = 0.11
MPa 1%

The dimensions of the flight were taken from the real-life structure and were noted
as follows:

• Height 162 cm;
• Length 210 cm;
• Slope 38◦;
• Arch rise f = 14 cm.

The stair flight construction was supported on a self-made test bench frame. During
the masonry works, a wooden structure with expanded polystyrene was used as a centering
for the arch. The support was removed while the arch structure was drying, so that the
structure could be pressed down naturally. Due to indoor conditions, the bricks were
soaked in water before construction, then wetted with water daily during the mortar curing
processes. In order to take measurements, a force gauge was placed in the upper corner of
the flight to transfer the vertical force.

Measurements were conducted with inductive sensors (for vertical displacements)
and two force gauges connected to an MGC Plus HBM Hottinger Bridge. In addition,
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the bridge was connected to the ARAMIS optical three-dimensional displacement and
strain measurement system. The model was painted on the back side with a white–black
pattern to enable image correlation. First, the model was tested in the elastic range with a
concentrated force applied at three different locations, P1, P2 and P3. At the force application
locations, horizontal surfaces were prepared with quick-setting mortar with a strength,
after 24 h, of at least 25 MPa. The assumed limit loads at points P1 and P3 were up to
1.5 kN, while the limit for point P2 was noted when the first crack was registered, after
which the test was stopped. The loads at P1, P2 and P3 were applied separately to the tested
specimen. Then, on the basis of the M1 model, the M2 model was created by adding treads
over the staircase (Figure 3). In order to create the geometry of the steps, it was necessary
to precisely cut the bricks at the angles correlating with the arch.

The model with treads (M2) was tested similarly to the model without treads (M1).
Points P1, P2 and P3 were determined at the same locations as in the case of the M1 model.
Assumed force limits for points P1 and P3 were up to 6 kN. At the middle point, P2, the
structure was loaded up to failure. The loads were applied separately to the specimen.

3.3. Results of Laboratory Tests

The model without treads (M1) was loaded with concentrated forces P1 = P3 = 1.5 kN.
The value of the force at point P2 was increased until the first crack occurred at the load
value of 4.5 kN. This moment was considered to be the end of elastic work of the struc-
ture. Failure was caused by the opening of the crack within the joint located under the
concentrated force at point P2.

The model with masonry treads (M2) was loaded at the same locations as model M1
by applying concentrated forces on the masonry treads. At points P1 and P3, a structural
load of P1 = P3 = 6 kN was applied. At the middle point, P2, the value of the load was
increased until failure due to cracking, which occurred at a force of P = 59.8 kN. The results
of the measurements of the displacement and support reactions of the researched models
are presented in Figure 10.

By including the treads in the stair flight curve analysis, the load capacity was con-
siderably higher than previously assumed. The load-bearing capacity for the model with
treads was 13.3 times higher than in the model without treads. The deflection for the
same load level P = 4 kN at point P2 for model M1 was u = 1.9 mm and, for model M2,
u = 0.2 mm. The deflection value of model M2 was 9.5 times smaller than the deflection of
model M1. The steps masoned above the staircase significantly increased the load-bearing
capacity of the structure, as well as its stiffness. Figure 11 shows the failure mode of the
tested models of stair arches and the results of the measurement of the deformations for
M2 made with the ARAMIS system at the moment of destruction.

The model of structural failure changed, which, in the case of model M2, occurred as
a result of cracking along the arch, at the interface of the arch with the brick treads. First
of all, the masonry above the arch detached from the rest of the structure (masoned brick
treads). This proved the significant importance of the stair treads above the arch in its
load-bearing capacity. Once the crack formed between the arch and the treads, the rest of
the structure exhibited rapid failure.

For model M1 (without treads), the deflection measured vertically in the load range
up to 0.9 kN developed similarly for points P1 and P2. The deflection curve for P3 was
significantly different from that for P1 and P2. Comparing the curves for a load level
P = 1 kN, it was found that the smallest deflection of the structure was recorded for the load
at point P1 (48.2 cm from the lower support), for which a vertical deflection of the structure
u = 0.3 mm was measured. At point P2 (100.7 cm from the lower support), the vertical
deflection u = 0.4 mm was obtained. At point P3 (153.2 cm from the lower support and
57.4 cm from the upper support), the highest vertical deflection of the structure u = 0.8 mm
was achieved. At point P2, the deflection was 1.3 times higher in relation to point P1, while,
at point P3, it was 2.7 times higher than at P1. That is, the lower the location of force along
the staircase was, the lower the influence on the deformation of the structure.
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 10. Experimental results of masonry staircases: relation P–u (vertical displacement in the
middle of an arch in point P2) for model M1 (a); force P–reaction R for model M1 (b); force P–
displacement u (vertical displacement in the middle of an arch in point P2) for model M2 (c); force
P–reaction R for model M2 (d).

Changing the location of the force had also a significant effect on the recorded reaction
R in the upper part of the staircase. For model M1, in the case of force applied to the
middle and lower parts of the staircase (P1 and P2), the reaction was positive, which means
that it was directed vertically downwards and balanced the horizontal forces in the arch.
However, for the force at point P3, the situation was completely different. Due to the
different geometry of the arch compared to typical vaults, the reaction had the opposite
direction. The arch in this place did not generate compressive force on the upper support,
but, rather, a tension. Comparing the values of the reaction R between different force points
at the force level P = 1 kN, it should be noted that the reaction for points P1 and P2 was
similar and was about R = 0.8 kN. For point P3, the reaction was R = −0.1 kN, which was
eight times lower. The reactions for points P1 and P2 had different values until the inflection
point on the P2 curve, at force P = 0.9 kN.
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(a) 

 
(b) 

Force application point P2 
Force application point P2 

Support installed 
after the test 

Failure plane Failure plane 

 
(c) 

Figure 11. Registered failure mode of tested models of stair arches: model M1 (a), model M2 (b) and
measurements from ARAMIS of deformation during failure of model M2 (c).

Different results were obtained for model M2 (with treads). The differences in deflec-
tion u were less visible between P1 and P3. For the load level P = 5 kN at points P1 and P3,
the deflection had a value of u = 0.2 mm. In the investigated load range, the addition of
stair treads increased the stiffness of the structure regardless of force location.

For model M2, the reaction forces in the support differed from each other. Negative
values for the support were registered again for point P3 but also partially for point P2.
The reaction in the case of the force at the center (P2) operated in a tension range, up to
P = 9 kN, after which it started to work in compression. At the force level P = 5 kN, the
reaction at point P1 was R = 0.4 kN; at point P2, it was R = −0.2 kN; and, at point P3, it was
R = −1.4 kN. The spreading force for the force P = 5 kN was recorded only for the force at
point P1. In the case of force at points P2 and P3, tension was observed. The value of the
reaction for P3 was seven times higher than for P2.

The results measured using the ARAMIS system allowed us to analyze the displace-
ment with higher precision. For the reference load level P = 6 kN, there were visible
differences in the operation of the structure depending on the load application point. Ana-
lyzing the displacement maps (Figure 12), it is visible that there were local deformations.
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Those were caused by the movement of the bricks toward each other due to the changes in
the joints.

For model M2, regardless of the load application point, the values of arch displacement
were of the same sign. This is different from a typical operation of a masonry arch. The
biggest displacement of the staircase was achieved when the force was applied at point P2.
The results for points P1 (value for E4, virtual point, in the middle, d = 0.186 mm) and P3
(also value for E4, virtual point, in the middle, d = 0.189 mm) were similar. The values of
deflections at the points directly under the applied forces differed for P1 (virtual point E2,
d = 0.217 mm) and P3 (virtual point E6, d = 0.144 mm), even though the total deflection at
point E2 was similar. For the load level P = 6 kN, the highest resultant deflection for point
P2 was d = 0.274 mm. This is a value that can be hardly seen with a naked eye. The failure
of the structure was also at a small resultant displacement of d = 6.714 mm. These results
confirm a significant influence of masonry treads on the rigidity of the whole structure.
The treads are responsible for increased stiffness of a lean masonry arch. Due to the low
values of the displacement of treads, the diagnostic of the structure should be performed
with precise measurement equipment, such as 3D scanners (TLS).

 
(a) 

Figure 12. Cont.
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(b) 

 
(c) 

Figure 12. Cont.
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(d) 

Figure 12. Results of experimental test of masonry staircases—displacement measured by ARAMIS:
load P = 6 kN at point P1 (bottom) (a), load P = 6 kN at point P2 (middle) (b), load P = 6 kN at point
P3 (top) (c) and load at failure P = 59.8 kN in point P2 (d). d—resultant displacement; dX—horizontal
displacement; dY—vertical displacement.

4. Conclusions

Based on the research study presented, the following conclusions were drawn:

• The TLS method allowed us to perform the geometric analysis and dimensioning of
the existing arched stair structure.

• The TLS measurements allowed us to detect geometric irregularities, which, comple-
mented by visual diagnostic tests, allowed us to detect damage to their structure.

• The damage to the flight was caused by improperly performed repair works—improper
temporary support of the flight.

• The conducted experimental investigations showed that the key element responsible
for the actual load-bearing capacity and stiffness of the stair flight were the treads
above the masonry arch.

• The load-bearing capacity of the model with treads was 13.3 times higher than that of
the model without treads.

• The deflection value of model M2 was 9.5 times smaller than the deflection of model M1.
• A different working mechanism was found for the stair arch model with brick threads

(M2) compared to the arch without threads (M1).
• The failure of model M1 was caused by the opening of the crack within the joint

located under the concentrated force at point P2.
• In the case of model M2, failure occurred as a result of cracking along the arch, at the

interface of the arch with the brick treads.
• In the case of arched stair renovation, it is crucial to properly connect the arches of the

stair flights with the treads above. If there is no proper connection between the vaults
and the treads, the increase in the load-bearing capacity shown in the research study
should be excluded from the calculations.
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60. Bednarz, Ł.; Drygała, I.; Dulińska, J.; Jasieńko, J. Study of Materials Behavior in a Monumental Vault Strengthened by a Carbon

Net in a Mineral Matrix Subjected to Seismic Influence. Appl. Sci. 2021, 11, 1015. [CrossRef]
61. Uranjek, M.; Lorenci, T.; Skrinar, M. Analysis of Cylindrical Masonry Shell in St. Jacob’s Church in Dolenja Trebuša, Slovenia—

Case Study. Buildings 2019, 9, 127. [CrossRef]
62. Bovo, M.; Mazzotti, C.; Savoia, M. Analysis of structural behaviuor of historical stone arches and vaults: Experimental tests and

numerical analyses. In Proceedings of the International Conference on Structural Analysis of Historical Constructions (SAHC
2012), Wrocław, Poland, 15–17 October 2012; pp. 635–643.
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Technology, Wybrzeże Wyspiańskiego 27, 50-370 Wrocław, Poland; Tomasz.Kania@pwr.edu.pl

3 Branch Office of the “Institute BelNIIS”—Scientific-Technical Center, 224023 Brest, Belarus;
v-derkatch@yandex.by (V.D.); institute@belniis.by (A.H.)

4 West Pomeranian University of Technology in Szczecin, Piastów Ave. 50a, 70-311 Szczecin, Poland;
orlowicz@yandex.ru (R.O.); Rafal.Jaworski@op.pl (R.J.)

5 Department of Chemical Inorganic Technology and Environment Engineering, Faculty of Chemical
Technology and Engineering, West Pomeranian University of Technology in Szczecin, Piastów Ave. 42,
71-065 Szczecin, Poland; edabrowa@zut.edu.pl

* Correspondence: rnowak@zut.edu.pl; Tel.: +48-605-642-800

Abstract: The study analyzes the anisotropy effect for ceramic masonry based on experimental tests
of samples made of 25 × 12 × 6.5 cm3 solid brick elements with compressive strength fb = 44.1 MPa
and cement mortar with compressive strength fm = 10.9 MPa. The samples were loaded in a single
plane with a joint angle that varied from the horizontal plane. The load was applied in a vertical
direction. The samples were loaded at angles of 90◦, 67.5◦, 45◦, 22.5◦, and 0◦ toward the bed
joints. The most unfavourable cases were determined. It was observed that the anisotropy of the
masonry significantly influences the load-bearing capacity of the walls depending on the angle of
the compressive stresses trajectory. Approximation curves and equations for compressive strength,
Young’s modulus, and Poisson’s coefficient were proposed. It was observed that Young’s modulus
and Poisson’s ratio will also change depending on the trajectory of compressive stresses as a function
of the joint angle. Experimental tests allowed to determine the failure mechanism in prepared
specimens. The study allowed to estimate the masonry strength with the load acting at different
angles toward the bed joints.

Keywords: clay bricks; cement lime mortar; infill masonry wall; destructive force

1. Introduction

Clay (or mud) has been used in the building industry since ancient times [1,2]. Clay-
based building materials can be classified in many categories in terms of the preparation
process and use, such as mud bricks, clay plasters, cob, and rammed earth [2,3]. Most typi-
cal clay brick structures work mainly in compression perpendicular to the bed (horizontal)
joints. Therefore, their compressive strength is determined in this particular direction,
according to the methodology presented in the standard [4]. It is less common for masonry
to work in compression at a different angle from the joints [5–10].

An example of masonry loaded at different angles to the bed joints are walls subjected
to seismic actions. The evaluation of the shear behavior of masonry walls is a fundamental
step for the assessment of masonry in seismic zones [11,12]. Under lateral forces, the low
tensile strength generally leads to local or global failure modes, the latter related to shear or
flexural mechanisms [13]. The latest works in the field of research and modeling of masonry
structures concern the influence of the value of the modulus of elasticity and Poisson
ratio outside the range of 33% of the ultimate stress on the shear behavior of masonry
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walls. Nonlinear static analyses are commonly adopted for the evaluation of seismic
performance [11–17]. Research on that subject has been presented by Laurenco et al. [14]
with a yield criterion that includes different strengths along each material axis. The criterion
includes two different fracture energies in tension and two different fracture energies in
compression. This model is validated with uniform biaxial loading conditions [11,14].
Celano et al. in [15] presented research on the in-plane resistance of masonry walls by
means of two modeling approaches: a finite element model and a discrete macro-element
model with the use of non-linear analyses. Beconcini et al. in [12] presented a combined
test procedure for the experimental characterization of masonry mechanical parameters
and the assessment of the shear behavior of masonry walls.

Another example of masonry with load (P) at an angle to the bed joints is visible in
arched lintels (Figure 1a), commonly found in historic buildings. The angle of inclination
of the pressure line in the support zones depends on its shape and the span-to-bow ratio.
It can range from θ = 10◦ to 40◦. As compression is applied to the wall at a lower angle
of load capacity, stone blocks were sometimes required to be used as supports [18–20].
(Figure 1b).

 

  
(a) (b) 

Figure 1. Examples of arched lintels (a) diagram with load (P) acting at an angle to the joints; (b) image of an arched lintel
with stone blocks in support zones.

The supports of masonry vaults also transfer the point load towards the wall at a
different angle to the joints. In the case of historical buildings, vault support zones are
susceptible to damage and repairs, as they transfer the most stresses (Figure 2).

 

 

 
(a) (b) 

Figure 2. Arched lintels support zones in masonry (a) diagram; (b) example of failure mechanism.

In most scientific research on design procedures, only the strength perpendicular to
the bed joints is usually considered. The anisotropy of the masonry is described as the
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ratio of the wall strength at the angle fc,θ and perpendicular to the bed joints (fc,0). The rate
depends on the material used, number of hollows, thickness, and type of the joint. The
influence of masonry anisotropy is usually neglected and not analyzed. According to [21],
with a more precise calibration of the calculation models, a shear test is also performed.
Rarely is the strength of the masonry parallel to the bed joints tested, which may be much
weaker than perpendicular [22–30]. Tests show that the strength parallel to the bed joints
usually differs from the perpendicular strength within the limits fc,90/fc,0 = 0.2–1.2. In the
study [23] obtained value was fc,90/fc,0 = 1.2, however, the models in this direction had
a much lower height dimension than in the perpendicular direction—which could have
influenced the results.

Even less frequently, the parameters of the wall are tested at different angles. In the
studies [31–34], masonry elements were tested on a 1:2 scale for compression and tension
at the following angles θ = 0◦, 22.5◦, 45◦, 67.5◦, 90◦ at load in both planes σ1 and σ2. For
the purpose of that study, the authors used cement and lime mortar with a compressive
strength of 5.55 MPa and 15.41 MPa clay bricks. The described research allowed to create
calculation criteria for later different FEM (Finite Element Method) models. A different
study [19] tested sand plast bricks (calcium silicate form) with a compressive strength of
23.4 MPa and 10.2 MPa cement and lime mortar with joints of approximately 5 mm. The
study considered elements of the 1:2 scale in compression and tension at the same angles.
The influence of the wall angle on the achieved wall strength, i.e., the degree of anisotropy,
was highlighted in that study. In study [35], a failure criterion for biaxially loaded hollow
blocks masonry has been researched. 1:1 scale samples of hollow clay blocks were tested,
with angles as in previous studies for models with different geometries depending on the
size of blocks. Similarly in study [18], but for angles θ = 0◦, 15◦, 30◦, 45◦, 60◦, 75◦, 90◦, the
tests were carried out on concrete blocks with 20% and 40% hollows, silicate blocks with
20% hollows, and clay blocks with 20% and 40% hollows. This research considered a typical
cement–lime mortar. Studies allowed to estimate the degree of anisotropy of masonry for
concrete and silicate blocks fc,90/fc,0 = 0.71 and for hollow clay blocks fc,90/fc,0 = 0.37.

Other structures that work in a state of compressive stress, in a different direction
than indicated in the standard [4], are stiffening walls, infilling walls or elements subjected
to uneven settlement of the ground. The different direction of the force action results in a
complex stress state within the masonry construction, where the main axes are not parallel
to the plane of the bed joints. In the case of this type of structure, its damage usually occurs
as a result of exceeding its tensile strength. In residential buildings constructed in the last
year in Poland, more than 95% of infilling walls were made with masonry technology [36].
Furthermore, 27.5% of the walls were made of clay elements, indicating the essence of the
cracking problem that was solved in the presented research.

One of the most common calculation methods for stiffening walls in skeleton buildings
is to assume a strut model. In this method, it is assumed that due to the interaction of the
reinforced concrete skeleton with the walls, for the purpose of the calculation, compressed
equivalent pinned strut masonry elements are being assumed. The elements with width w
and length Ld (Figure 3) play the role of stiffeners for the building [37,38]. The width of
the element depends on the length of contact between the filling wall and the building
skeleton [39–45]. Due to the masonry anisotropy discussed in the article, the actual strength
of the wall will change depending on the slope of stress in relation to the plane of the bed
joints of the wall. This effect will be particularly visible in walls with a low H/L ratio or in
walls made of elements with vertical hollows.

In the analysis of these building elements, it is important to take into account the
anisotropy of the strength parameters of the walls in relation to the direction of the compres-
sive forces. As there are not many studies showing the mechanical properties of ceramic
walls subjected to angular loads, the authors undertook this task. The novelty state of this
study is the determination of the degree of anisotropy, compressive strength, the change
of Young’s modulus and Poisson’s coefficient of 1:1 scale ceramic wall samples made of
25 × 12 × 6.5 cm3 solid bricks with compressive strength fb = 44.1 MPa.
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Figure 3. Strut model for the masonry infill wall based on [6] L, H, H1, H2, H3—wall geometry, 1—infill wall; 2—equivalent
pinned strut; 3—stress distribution in the equivalent pinned strut; 4—contact stresses at corners; w—width of the strut;
Ld—length of the strut; fm –compressive strength of the masonry.

2. Materials and Methods

2.1. Materials

The tested samples presented in this research were built using clay brick (FCP, Brest,
Republic of Belarus), class 40. These are elements used for bricklaying the stiffening and
infilling walls in the authors’ countries. The dimensions of the bricks are 25 × 12 × 6.5 cm3.
For the preparation of joints, cement mortar (FCP, Brest, Republic of Belarus) with com-
pressive strength fm = 10.9 MPa has been used. For the preparation of masonry mortars, a
factory-made dry mortar mixture was used (FCP, Brest, Republic of Belarus). The thickness
of the joint was about 1 cm. To determine the properties of the materials used, initial tests
were conducted for bricks and mortar. Tests were performed in accordance with current
standards [46–48]. The results are presented in Table 1.

Table 1. Initial material test results.

No. Load Diagram Test Material Result

A Compressive strength (EN 772-1 [46]) Brick fb = 44.1 MPa

B Young and Poisson Brick E = 11,850 MPa ν = 0.11

C Flexural strength Brick f = 3.2 MPa

D Flexural strength (EN 1015-11 [47]) Mortar f = 3.3 MPa

E Compressive strength (EN 1015-11 [47]) Mortar fm = 10.9 MPa

F Young and Poisson Mortar E = 10,580 MPa ν = 0.17

G

 

Shear strength (EN 1052-3 [48]) Masonry fvo = 0.50 MPa tg(α) = 0.5
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2.2. Methods

The main research program was to test 28 wall masonry panels. The specimens
were made under laboratory conditions. The preparation of the panels, their curing,
testing, and processing of the test results were carried out in accordance with the EN
1052-1 standard [49]. The angle of the bed joint changed: θ = 0◦, 22.5◦, 45◦, 67.5◦, 90◦
(Figures 4 and 5). The samples had standard dimensions of 50 × 50 × 12 cm3, except for
those with bed joints parallel to the load direction (θ = 90◦) of dimensions 27 × 75 × 12 cm3.
The dimensions of the panels were selected in accordance with the RILEM guidelines used
in the other discussed works in the field of this research [35,50].

Figure 4. Description of θ angle measurements of tested samples.

    
 

(a) (b) (c) (d) (e) 

Figure 5. Load application diagram for compressed wall samples at different angles of bed joints (a) θ = 0◦, (b) θ = 22.5◦,
(c) θ = 45◦, (d) θ = 67.5◦, (e) θ = 90◦.
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Five specimens were prepared for each joint angle, except the θ = 0◦, where eight
specimens were used.

The samples were built on the flat surface of the compressive strength test stand plate
on a thin sand bed. Until the test, the elements were stored at a temperature of 20 ◦C and
an air humidity <65%. The tests were carried out 28 days from the date of preparation of
the samples.

The models were loaded with a hydraulic actuator (Pneumat P3000, Minsk, Belarus)
with a steadily increasing rate on the stand of own production, with the use of a 1250 kN
hydraulic press. The samples were loaded with an increase in force equal to 12 kN per
minute up to the value at which their collapse occurred. The force was measured with a
dynamometer (Pneumat M, Minsk, Belarus). Dial gauges were installed on both surfaces
of each sample to measure horizontal and vertical displacements (Figure 6).

(a) (b) 

Figure 6. Compressive strength test with dial indicator installation, hs—height of the sample, ls—length of the sample
(a) θ = 45◦, (b) θ = 90◦.

Young’s modulus and Poisson’s ratio were determined in terms of the elastic work of
the samples, in accordance with the requirements of the standard [49].

During the experimental tests, the destruction processes were also recorded with
high-resolution cameras.

74



Materials 2021, 14, 6461

3. Results and Discussion

3.1. Results of Compressive Strength Tests

The main results obtained during the compressive strength tests are presented in
Table 2.

Table 2. Compressive strength testing results of wall samples with different angles of bed joints θ.

Load Angle Ordinal No

Observed
Compressive Strength

Mean Compressive Strength

fc, obs (MPa) fc, mean (MPa)
Coefficient of

variation
CoV (%)

θ = 0◦

A1 16.79

15.1 9.0

A2 16.94

A3 12.16

A4 13.98

A5 16.14

A6 13.18

A7 16.39

A8 15.08

θ = 22.5◦

B1 6.69

8.0 11.5

B2 7.78

B3 9.27

B4 8.12

B5 7.99

θ = 45◦

C1 5.72

4.9 13.0

C2 3.95

C3 4.96

C4 5.16

C5 4.83

θ = 67.5◦

D1 3.78

3.6 18.1

D2 2.58

D3 3.42

D4 4.08

D5 4.22

θ = 90◦

E1 12.44

11.4 7.4

E2 10.89

E3 10.31

E4 11.96

E5 11.40
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There are visible changes in the average strength of the masonry with a change in
the load angle in relation to the bed joints. The highest compressive strength of 15.1 MPa
was obtained for samples loaded in the direction perpendicular to the bed joints (θ = 0◦).
The lowest results (3.6 MPa) were obtained for the angle θ = 67.5◦. The strength of the
element was 4.2 times lower than the strength of the model with force acting in the direction
perpendicular to the bed joints. Figure 7 presents the changes in the wall strength in relation
to the reference model (θ = 0◦).
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Figure 7. Changes in the compressive strength coefficient fc,θ/fc,0 in relation to the angle of the bed joints angle θ.

As the results obtained show, minimal compressive strength should be expected for
the load acting on the samples with the angle of the bed joints θ = 57.5◦. Its value is limited
to 21% of the compressive strength for the load acting parallel to the bed joints (θ = 0◦).
For the samples with angle θ = 90◦, the compressive strength was limited to 75% of the
strength of samples with θ = 0◦.

3.2. Results of Deformation, Young’s Modulus, and Poisson’s Coefficient Tests
3.2.1. Stress–Strain Dependencies

The results of measurements of the dependence of the deformation of the tested
samples in the longitudinal and transverse directions to the applied load are shown in
Figure 8.

In each of the analyzed cases, the range of compressive strains of the tested samples
exceeds the tensile strain values. With the increase in the value of the angle θ of the tested
samples, the value of tensile strain (in the direction transverse to the direction of the force)
increases. The range of compressive stresses in the area of elastic work of the wall also
changes due to the different strength of the tested samples, loaded at different angles θ.
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(a) (b) 

  
(c) (d) 

 
(e) 

Figure 8. Stress–strain diagrams for compressed wall samples at different joint angles (a) θ = 0◦, (b) θ = 22.5◦, (c) θ = 45◦,
(d) θ = 67.5◦, (e) θ = 90◦.
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3.2.2. Young Modulus Measurements

The results obtained during the Young’s modulus measurements are presented in
Table 3.

Table 3. Young’s modulus test results of wall samples with different angle of bed joints θ.

Load Angle Ordinal No.

Observed Young’s Modulus
in Compression

Mean Value of
The Young’s Modulus

Ey,obs (MPa)
Ey,mean

(MPa)
CoV (%)

θ = 0◦

A1 9058

11,146 17.81

A2 8800

A3 8750

A4 12,605

A5 13,330

A6 12,719

A7 12,759

A8 11,144

θ = 22.5◦

B1 8327

9127 15.16

B2 7982

B3 10,954

B4 10,272

B5 8099

θ = 45◦

C1 7393

8696 11.16

C2 9240

C3 9454

C4 7921

C5 9470

θ = 67.5◦

D1 10,222

8563 15.77

D2 9247

D3 6685

D4 8782

D5 7863

θ = 90◦

E1 10,100

9827 2.89

E2 10,000

E3 9380

E4 9932

E5 9747

The highest value of the modulus of elasticity (E = 11.146 GPa) was obtained for sam-
ples loaded perpendicularly to horizontal joints (θ = 0◦). The lowest value of E = 8.563 GPa
was obtained for the samples with angle θ = 67.5◦. Figure 9 presents the changes in
the Young’s modulus of the wall in relation to the reference model (samples θ = 0◦) in
dependence of the bed joints angle θ.

The lowest value of the coefficient Eθ/E0 has been obtained for samples with joints
rotated at an angle θ = 67.5◦.
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E
E

Figure 9. Changes in Young’s modulus coefficient Eθ/E0 in regard to the angle of the head joints
angle θ.

3.2.3. Measurements of the Poisson’s ratio

The results of the Poisson’s coefficient measurements are presented in Table 4.

Table 4. Poisson’s ratio testing results of wall samples with different angles of bed joints θ.

Load Angle Ordinal No.
Observed Poisson’s Ratio Mean Poisson’s Ratio

νxy,obs νxy,mean CoV (%)

θ = 0◦

A1 0.16

0.156 7.40

A2 0.17

A3 0.14

A4 0.16

A5 0.15

θ = 22.5◦

B1 0.16

0.182 23.76

B2 0.15

B3 0.25

B4 0.15

B5 0.2

θ = 45◦

C1 0.26

0.246 14.82

C2 0.27

C3 0.19

C4 0.23

C5 0.28

θ = 67.5◦

D1 0.24

0.290 12.19

D2 0.30

D3 0.27

D4 0.31

D5 0.33

θ = 90◦

E1 0.24

0.220 10.66

E2 0.19

E3 0.23

E4 0.24

E5 0.20
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The lowest value of the Poisson coefficient νxy = 0.156 was obtained for samples
with a load acting perpendicularly to the bed joints. The highest value νxy = 0.290 was
acquired with the samples rotated with angle θ = 22.5◦. Figure 10 presents the graph with
an approximate dependence between coefficient νθ/ν0 and the load acting on samples
with bed joints rotated with angle θ.

 

Figure 10. Changes in Poisson’s ratio νθ/ν0 in regard to the angle of the bed joints θ.

The maximum value has been obtained with angle θ = 67.5◦, with coefficient νθ/ν0 = 1.81.
Figure 11 presents the representative Poisson’s ratio–stress curves of tested wall panels at
different angles θ.

The difference in the course of the curves is visible both in the value of the Poisson
number after their stabilization from the initial stresses and in the range of their subse-
quent increases.

For the angle θ = 0◦, the course of the curve (after stabilization in the range of the
initial stress increase) is characterized by a slight upward trend from νxy = 0.10 to 0.15 at
the end of the measuring range reaching 40–50% of the limit stress. Samples with bed joints
turned by the angle θ = 22.5◦ are characterized by a parallel course of the dependence νxy-σ
in the range up to 40–60% of the maximum stresses. Then the value of the Poisson number
increases with the increase in deformation of the samples in the horizontal direction and
the formation of vertical cracks. Along with increasing the value of the angle θ to a value
of 67.5◦, the value of the Poisson’s ratio increases. For the angle of θ = 45◦, it reaches the
value of 0.2 with a load equal to 15% of the limit value and 0.25 with 30% of the maximum
stress. This increase is related to the formation of the first cracks. As stress increases further,
the Poisson ratio also increases. Strain values in the horizontal direction become equal to
the vertical direction at stresses equal to half of the limit values. In the case of the tested
panels θ = 67.5◦, the initial value of the Poisson’s ratio is characterized by the highest value
among all the tested wall models (νxy = 0.29) up to the value of 30% of the ultimate stresses.
Above 30% of stresses, the value of νxy increases. In the tested range of deformations, the
Poisson’s number reaches a value of 0.8 at stresses equal to 40% of the limit value. For
θ = 90◦, in the range from 5 to 30% of the ultimate stress, the value of νxy was within the
range of 0.22 to 0.25. Above the value of 25–30% of the limit stress, the Poisson number
increases, reaching a value of 0.37 at 40% of the limit stress.
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(a) (b) 

  
(c) (d) 

 
(e) 

Figure 11. Representative Poisson’s ratio–stress curves of tested wall panels at different joint angles (a) θ = 0◦, (b) θ = 22.5◦,
(c) θ = 45◦, (d) θ = 67.5◦, (e) θ = 90◦.

3.3. Failure Mechanism

The failure mechanism of the specimens depended on the angle of the bed joints θ.
In the case of samples with a load acting in the perpendicular direction to the bed joints
(θ = 0◦), the failure was caused by vertical cracks. The first cracks appeared in the first and
last rows of clay elements. At a load varying from 0.7 to 0.8 of the observed strength of
the specimens, cracks appeared throughout the height of the specimens. After reaching
the maximum stress, the width of the crack increased and local crush zones formed in the
lower part of the samples (Figure 12a).
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Figure 12. Failure mechanism of wall specimens θ = 0◦ (a) and θ = 90◦ (b).

For the angle θ = 90◦ (Figure 12b), the adhesion of the mortar and the brick was
decisive. The failure occurred by breaking the contact zone between the brick and the
mortar, which caused a loss of stability of the element. The first cracks were formed with
a load of 10 to 20% of the wall strength. The initial crack length was 100–150 mm and its
opening was 0.1 to 0.15 mm. With a load value of 40 to 60% of the breaking limit, the cracks
passed through the entire height of the samples, dividing their surface into four columns.
After reaching maximum load, there was a sharp increase in the width of all previously
formed cracks. The collapse was caused by the loss of stability of the individual columns.

The failure mechanism of the samples loaded at an angle of θ = 22.5◦ (Figure 13a) was
mixed. The main failure is caused by vertical cracks that pass through the bricks and the
joins. The first cracks formed at stresses of 40 to 60% of the maximum stress values. After
reaching the maximum stresses, the cracks passed through the contact zone of the clay
elements and the mortar, and through the brick section. The collapse was accompanied by
an increase in the width of the cracks and by crushing fragments of the samples.

 
Figure 13. Mechanism of failure of wall specimens θ = 22.5◦ (a), θ = 45◦ (b), and θ = 67.5◦ (c).

For angle θ = 45◦ (Figure 13b), mortar slip becomes a decisive cause of damage. The
first cracks were formed under a load value from 25 to 35% of the observed strength of
the wall samples. The initial length of the cracks did not exceed half of the height of
the specimen. The width of the crack was 0.15 to 0.20 mm. With the increase in force to
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80% of the tested strength, new cracks occurred, passing through the joints and the clay
elements of the samples. After reaching maximum stress, the specimens collapsed as a
result of cracks that ran through the entire height of the elements and chipping of the wall
fragments.

The failure mechanism of the samples loaded at an angle θ = 67.5◦ (Figure 13c) mainly
on the slip of the mortar in the adhesion plane with the clay elements. The first cracks
appeared at loads ranging from 0.3 to 0.5 of the ultimate force. The length of the cracks
ranged from 70 to 90% of the height of the specimen, and their width ranged from 0.15
to 0.20 mm. The cracks ran through both the supporting joints and the head joints. After
reaching the maximum stress, all samples were damaged due to the sliding of the elements
at the point of contact between the mortar and bricks, as shown in Figure 13c.

3.4. General Discussion of the Results

The results obtained were compared with the earlier studies on brick walls quoted in
the review of the literature. The studies presented in the articles [18,31–34] do not provide
results of load capacity that could be used as a comparison. Previous research of different
types of clay bricks, hollowed, biaxially loaded walls [35] has shown different dependencies
of strength anisotropy. This comparison is presented in Figure 14.
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Figure 14. Changes in relative compressive strength fc,θ/fc,0 in regard to angle θ of A— hollow clay
blocks in biaxial compression based on [35], B—walls of tested clay bricks.

In the range of θ = 0◦ to 67.5◦, the course of the dependency curve for both types
of ceramic walls shows some similarities. Coefficient fc,67.5/fc,0 (for θ = 67.5◦) reached a
value of 8% for the biaxially compressed, hollowed blocks walls, and 24% for those tested
in this research, uniaxially compressed brick walls. The load-bearing capacity for θ = 90◦
of the walls of clay blocks with hollows, in biaxial compression state of compression
(fc,90/fc,0 = 14%) [35] is much lower than the research for uniaxially loaded brick walls
(fc,90/fc,0 = 75%).

A comparison made between this study and studies [19,35] indicated that the most
unfavorable loading angle is between θ = 45◦–67.5◦. The decrease in stiffness is also the
highest in this direction, based on the research presented in this study.

The designed load-bearing capacity of masonry walls loaded at an angle to the bed
joints should be significantly reduced. For estimating the strength of brick walls with
differentiated load orientation, presented test results can be used. In the tests presented
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in this article, the reduction in strength in extreme cases of rotation was up to 24% of the
initial value.

FEM structure modeling is often used for structural analysis of historic masonry
buildings. The detailed micro-modeling or simplified micro-modeling is time consuming
and requires a lot of calibration data from the existing structure. Very often, such detailed
data are difficult or impossible to collect. To simplify these problems, masonry can be
calculated as a homogenous composite with macro-modeling technics [11]. Experimental
data provided by us could help to implement the change of stiffness of the model and
the change of load-bearing capacity in the case of stresses trajectory direction towards the
bed joints.

Future research should focus on the analysis of the degree of anisotropy of the masonry
of the different types of wall elements. It is important to continue these types of analyses
for a wider group of materials. Analyses that allow for the approximation of mechanical
properties of the walls loaded in different directions in their surface plane allow, for
example, for the proper calculation of the strength of the infilling walls interacting with
building structures.

4. Conclusions

The study determined the degree of anisotropy for masonry samples made of solid
bricks and cement mortar. The models were made on a 1:1 scale. Based on the research
presented, the following conclusions were drawn.

• The mechanical properties of the clay brick walls significantly depend on the angle of
the compressive force.

• On the basis of the performed tests, the dependencies allowed for the calculation of
the mechanical properties for the designed brick walls operating in a uniaxial state of
compressive loads were determined.

• The results obtained, together with the results of other studies, allowed a better
understand of the problem regarding the degree of anisotropy in the masonry. The
results allowed assessing the significance of strength loss for cases with the load
applied at an angle to the bed joints.

• A minimal compressive strength has been obtained for the load acting at an angle
θ = 67.5◦. Its value is limited to 24% of the compressive strength for the load acting
parallel to the bed joints (θ = 0◦).

• The lowest modulus of elasticity was researched on the walls with the bed joint angle
of θ = 67.5◦. Its value was evaluated as 77% of the initial value (measured for samples
θ = 0◦).

• The maximum of the Poisson’s ratio was obtained with angle θ = 67.5◦, with coefficient
νθ/ν0 = 181%.

• The conducted tests allowed identifying and describing the failure mechanism of the
tested wall panels.
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Abstract: The paper presents and discusses selected methods of wood classification and the evalua-
tion of its mechanical properties. Attention was mainly paid to methods that may be particularly
useful for examining existing elements and structures. The possibility of estimating the modulus
of rupture—MOR and modulus of elasticity—MOE based on the non- destructive (NDT), semi-
destructive (SDT), and destructive tests (DT) were considered. Known international, European, and
American standards and research approaches were indicated. The selected testing methods and
their interpretation were presented. These were, among others, the method of visual assessment,
the resistance drilling method, methods of determining the dynamic modulus of elasticity, and
procedures for testing small clear specimens. Moreover, some of our own research results from the
conducted experimental tests were presented and discussed. In the destructive tests, both large
elements and small clear specimens were examined. The results obtained from individual methods
were compared and some conclusions were presented. The summary discusses the fundamental
difficulties and limitations in applying the presented procedures and interpretations.

Keywords: timber structures; estimating mechanical parameters; small clear specimens; non-destructive
tests; semi-destructive tests; resistance drilling; ultrasonic wave; stress wave; visual grading

1. Introduction

Wood is one of the oldest building materials in the world. Its widespread availability
and good mechanical parameters have contributed to its wide application in civil engineer-
ing. The continued popularity of timber structures is also due to the growing interest in
the use of organic materials in architecture [1].

Wood is a natural, nonhomogeneous, and anisotropic material of complex structure.
Formulating a constitutive model of wood is very difficult [2]. Its mechanical parameters
are influenced by many factors, among others, wood species and latewood to earlywood
ratio. Moreover, in structural elements made of construction timber, the strength of the
material is limited by many additional factors, such as knots (size and position), slope
of grain, cracks, element size, and moisture content [3–5]. The precise determination of
mechanical material parameters, especially in existing constructions, is a significant issue
from the point of view of structural analysis. However, it is not always easy and leaves
a wide freedom of interpretation. Moreover, in the case of existing structures in use, it is
usually not possible to obtain much material for testing. When rebuilding, strengthening,
and repairing existing structures, designers very often have the problem of assuming the
proper properties and appropriate class of wood. Opposite to concrete and steel structures,
where the methods of material testing are well recognized, in timber structures this problem
is not clearly explained.

Researchers often use non-destructive testing (NDT) (i.e., [2,6–10]) or semi-destructive
testing (SDT) (i.e., [11–14]). These methods do not affect the properties of the tested samples.
They allow for the estimation of wood parameters without reducing the value of the tested
element. In addition, a great advantage is the mobility of the used research equipment,
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allowing for in-situ tests when it is not possible to collect a material sample for research
in a laboratory, which may be a common problem when existing and historic objects are
considered [14]. Non-destructive methods also enable the detection of internal damage or
material defects that may be difficult to detect with, for example, visual assessment [15]. To
obtain detailed data on the physical and mechanical parameters of wood, the best method
would be the use of non-destructive and destructive testing [2]. Combining the results from
both methods can provide a comprehensive range of data useful for the further analysis of
structural elements or entire building structures.

The aim of this article is to present selected methods of wood strength classification,
which are particularly suitable for the evaluation of material in existing and historic
structures.

2. Selected Methods for Estimation Wood Structural Properties

2.1. Selected Standard Procedures and Tests

There are many standards describing the procedures for in situ testing of existing
and historic timber structures, including international ISO 13822 [16], European PN-EN
17121 [17], Italian UNI 11119 [18], UNI 11138 [19], and Swiss SIA 269/5 [20]. Publications of
the International Council on Monuments and Sites (ICOMOS) are also widely recognized.
Usually, the above standards describe the use of, non-destructive and semi-destructive
methods to assess wood [14,21]. The most commonly used testing methods of NDT and
SDT are presented in the diagram in Figure 1.

Figure 1. Non-destructive and semi-destructive testing methods.

The aim of the research on existing structures is to obtain the most extensive and
comprehensive understanding of the material structure. The applied methods give selec-
tive results and a reliable inference about the mechanical properties of the tested wood,
which is possible only when many methods are combined. The literature [9–11,22] presents
numerous examples of wood testing using the NDT and SDT methods. In addition to
commonly known methods, new ones, such as air-coupled ultrasound, are also being
developed [23]. The authors most often search for the correlation of NDT test results with
the results of destructive tests for strength parameters. Unfortunately, publications do
not always provide clear results. In the research based on acoustic methods, the corre-
lation between MOEdyn and the physical and mechanical properties of wood is sought.
The analyzes (i.e., in [24,25]) most often present a strong correlation (R2 ≈ 0.9) between
the dynamic modulus of elasticity (MOEdyn) obtained from acoustic methods (NDT) and
the static modulus of elasticity (MOEstat) from destructive tests (DT). Some examples of
resistance drilling tests are presented in [26]. Among the cited studies, a correlation was
found between the resistance measure (RM) obtained from the resistance drilling device
and density, the modulus of elasticity parallel and perpendicular to the grain, and com-
pressive strength. The coefficients of determination R2 were within the range: RM-density
R2 = 0.004–0.88, RM-MOE parallel to grain R2 = 0.14–0.60, RM-MOE perpendicular to grain
R2 = 0.01–0.61, RM-compressive strength parallel to grain R2 = 0.52–0.64, RM-compressive
strength perpendicular to grain R2 = 0.05–0.78. It is usually possible to collect a small
amount of material from the existing structures, which can be sufficient to perform the test
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on small specimens as well [27]. Apart from the currently recommended tests performed
on full-size elements in accordance with the applicable European standards [28,29], the
literature presents numerous MOR and MOE determinations conducted on small clear
specimens in accordance with the national and international standards [30–36]. Attempts to
determine the dependence of the influence of the size of the specimens used in the research
on the obtained parameter values are also made (i.e., [37–43]). The analyses concern the
wood of trees of various exotic species (e.g., [42,43]), but also species commonly used in
construction objects on the European continent, such as spruce (Picea sp.), pine (Pinus
sp.) and fir (Abies sp.) [39]. However, the difference between the tests conducted on small
specimens and the tests on structural timber should be emphasized. In the first case, the
parameters of the idealized material, and in the second case, the actual building material
in elements on a technical scale, are determined. Among the numerous factors affecting
the mechanical parameters of wood, such factors as: different species, age of the tree
from which the wood was obtained, tree growth rate, density, and local imperfections or
singularities, such as cracks, knots, slope of grain, fiber deviations, depth, length etc. can
be listed. The indicated material imperfections must be considered when determining the
mechanical properties of wood on a technical scale on the basis of small clear specimens.

In the further part of this paper, the authors present methods of estimating the strength
properties of wood based on selected methods of NDT, SDT, DT, and the method of
testing small clear specimens and establishing structural properties in accordance with the
American standard ASTM D245 [44].

2.2. Mechanical Properties Assessment Based on Visual Grading

According to the standard PN-EN 17121 [17] it is recommended that the visual as-
sessment of wood should be based on the identification of factors that reduce its strength
indicated in the standard EN-14081-1 Annex A [45]. The characteristics indicated in the stan-
dard [17], that reduce strength and can be examined in detail on site, in a non-destructive
way, are knots, fiber deviation, and shrinkage gaps. It is recommended that the influence of
gaps and knots be carefully assessed considering the type of structural element. Due to the
great variety of rules of visual grading used in different countries, the standard [45] does
not indicate a clear set of acceptable rules, only the basic criteria. Detailed descriptions
of the measurement methods, classification criteria, and strength classes used should be
defined at the national level. Wood can be assigned to a specific class only when all growth
characteristics and properties that reduce strength are within the limits required by the
class. The visual grading should be performed by qualified and experienced specialists
in the field of timber structures. The rules of the visual assessment procedure may be
adjusted by a specialist, provided that they are indicated in the report. According to the
standard [17], the classification of existing structural elements into strength classes based
on EN 338 [46] probably results in a conservative assessment. The standard [17] provides
general principles for assessing existing elements. The quality class of visually graded
timber is determined based on the grain, density, and species, dimensions and degree of
severity of wood defects that can be seen with the unaided eye. These factors determine
the strength properties of structural timber. The quality of the piece of structural timber
is determined at the point of the maximum intensity of the wood defects. Depending on
the quality of the wood and the quality of wood processing, according to the standard PN-
D-94021 [47] the structural timber in Poland is divided into the following quality classes:
KW–choice class, KS–medium quality class, KG–lower quality class. The classification is
presented in Table 1.
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Table 1. The criteria for the visual grading of wood according to the PN-D-94021 [47,48].

The Classification Basis
KW

(Choice Class)

KS (Middle Quality Class) KG (Lower Quality Class)

Variant 1 Variant 2 Variant 1 Variant 2

Knots, regardless of quality, expressed as a
knotting index USM ≤1/4 ≤1/4 ≤1/2 ≤1/2 >1/2

Over the entire cross-section of timber USC ≤1/4 ≤1/3 ≤1/4 ≤1/2 ≤1/3

Slope of grain (diagonal grain path) ≤7%
(1:14)

≤10%
(1:10)

≤16%
(1:6)

Cracks, resin
pockets,

bark pockets and
catfaces

Deep, not crossing to
the face, sides and
opposite plane (not

including defects less
than 300 mm in

length)

Permissible, length up
to 1

4 of the piece
length and not longer

than 600 mm

Permissible, length up to 1
4 of the

piece length and not longer than
600 mm

Permissible, length up to 1
4 of the

piece length and not longer than
900 mm

Frontal non-crossing,
crossing and circular

Depth up to 1/3 of
the piece thickness

Depth up to 1/2 of the piece
thickness

Depth up to 2/3 of the piece
thickness

Decay Impermissible Impermissible Impermissible
Insect damage Impermissible Impermissible Impermissible

Sapstain Permissible Permissible Permissible

Reaction wood (compression wood) Permissible up to 1/5
of the girth Permissible up to 2/5 of the girth Permissible up to 3/5 of the girth

Growth ring index ≤4 mm ≤6 mm ≤10 mm
Minimum density of timber at a moisture

content of 20% ≥450 kg/m3 ≥420 kg/m3 ≥400 kg/m3

Wane is permitted along the entire length of
two edges of one plane or on side,

occupying a total of

Up to 1
4 thickness and

1
4 width of timber

piece

Up to 1
4 thickness and 1

4 width of
timber piece

(a) at a distance of up to 300 mm
from faces up to 1/3 of the

thickness and 1/3 of the piece
width

(b) at a distance of more than
300 mm from faces up to 1/2 of the

thickness and 1/3 of the piece
width

Bow-longitudinal curvature of planes ≤10 mm ≤10 mm ≤20 mm
Spring-longitudinal curvature of the sides ≤8 mm ≤8 mm ≤12 mm

Twist in relation up to width ≤1 mm/25 mm ≤1 mm/25 mm ≤2 mm/25 mm
Cup-cross curvature to width ≤1 mm/25 mm ≤1 mm/25 mm ≤2 mm/25 mm

Cracks, kerf waviness Permissible within the thickness and width deviations specified for basic dimensions

Parallelism of planes and sides
Planes should be parallel to each other; sides of edged timber should be perpendicular to planes;

deviations from parallelism should be within the limits of acceptable thickness and width deviations
specified for the basic dimensions

Non-perpendicularity of faces Faces should be perpendicular to planes and sides; deviations from perpendicularity should be
within the permissible deviations in timber length

The classification of wood strength class can be done on the basis of PN EN 1995-1-1-
NA.8.5 (Polish National Annex) [49] (Table 2). The strength class is determined directly by
the relationship between the sorting class defined according to PN-D-94021 [47] and the
strength class according to PN-EN 338 [46].

Table 2. The relationship between grading classes (PN-D-94021) [47] of domestic structural timber
and grading strength classes C (PN-EN 338) [46].

Tree Species Thickness
KW

(Choice Class)

KS
(Middle Quality

Class)

KG
(Lower Quality

Class)

Scots pine
(Pinus sylvestris)

≥22 mm

C35 C24 C20

European spruce
(Picea abies) C30 C24 C18

European silver fir
(Abies alba) C22 C18 C14

European larch
(Larix decidua) C35 C30 C24
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An alternative methodology for visual assessment is presented in the American
standard ASTM D245 [44]. This standard refers directly to the results of testing small
clear specimens. The influence of individual factors reducing the mechanical properties is
clearly included as reducing coefficients. The standard [44] is discussed in more detail in
Section 2.5, where the procedure for testing small clear specimens was presented.

2.3. Mechanical Properties Assessment Based on the Determination of the Dynamic Modulus of
Elasticity

The dynamic modulus of elasticity of wood can be determined by various methods.
Two of them are used most often: the beam vibration measurement method—the mechani-
cal method used in strength sorting machines and the acoustic method—the stress wave or
the ultrasonic wave velocity measurement.

The basic parameter required to determine the velocity of the wave propagation (v) is
defined as follows:

v = L/T (1)

Or
v = λ·f (2)

where L is the distance (between two measuring points) covered by the wave; T is the time
needed to cover this distance; λ is the length of the wave; and f is the frequency of the
wave.

Knowing the wave propagation velocity (v) and the density of the wood (ρ), it is
possible to determine the dynamic modulus of elasticity (MOEdyn), that can be related to
the static modulus of elasticity (MOEstat) [50]. The dynamic modulus of elasticity can be
calculated using the following formula:

MOEdyn = v2·ρ (3)

where v is the velocity of the acoustic wave and ρ is the density of the wood.
In the case of the beam vibration measurement method, the density of the tested

structural timber is determined and then, by hitting the beam front, it is brought into free
vibration. Measuring instruments record vibrations by determining their frequency. On
the basis of the determined first harmonic information about the length of the element and
the density of the wood, the dynamic modulus of elasticity (average for the element) is
determined. The selected machines operating in accordance with this method are: Grade
Master, Dynagrade, Mobile Timber Grader, and Visca [50].

In the case of the acoustic methods (stress wave or ultrasonic wave), devices such as
the Fakopp Microsecond Timer (Fakopp Enterprise Bt., Agfalva, Hungary) or the Sylvatest
(Swiss company CBS-CBT, Saint-Sulpice, Switzerland) are used. Testing with the Fakopp
MS device (Fakopp Enterprise Bt., Agfalva, Hungary) (Figure 2b,c) requires the initiation of
the wave with a single hit to the head with a hammer intended for this purpose. The device
transmitting probes are placed in the sample, without the need to drill holes. The device
measures the time of wave propagation between two transmitters. There is also a second
way to measure the speed of the wave–with one transmitting probe (echo). The reflected
signal is then recorded. This method significantly increases the scope of application of this
method—also to elements where the access is only from one side.
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(a) (c) 

Figure 2. Determination of the dynamic modulus of elasticity using the acoustic method: (a) testing with the Sylvatest Trio
device, (b,c) testing with the Fakopp MS device

When conducting the test with the Sylvatest Trio device (Figure 2a), the time of
propagation of the ultrasonic wave between the transmitting and receiving probes, as well
as the energy of this wave, are measured. This test requires drilling holes with a diameter
of 5 mm and a depth of 10 mm in which the transmitting probes are placed. Due to the high
sensitivity of the device, the measurement results may be influenced by other mechanical
waves occurring near the test site, material moisture and internal stresses.

It is worth mentioning that acoustic methods require a large number of tests to
eliminate measurement errors.

The velocity of the sound wave in a material is directly related to its internal structure.
In the case of wood, it depends, inter alia, on the direction of the grain. Its value is several
times higher parallel to the grain than perpendicular to it [50,51]. This phenomenon is
due to the fact that the wave that propagates across the grain encounters more obstacles
in the form of cell walls and it takes additional time to transit through them. Moreover,
the examination of wood with the use of ultrasonic waves allows not only to determine
MOEdyn, but also enables the detection of discontinuities in the material structure and
assessment of its degradation. According to [51], for wood without significant structure
defects, the speed of propagation of the sound wave parallel to the grain is 3500–5000
m/s, and perpendicular to the grain—1000–1500 m/s. Other values may indicate internal
discontinuities in the material structure.

There are numerous attempts to correlate MOEdyn with the physical and mechanical
properties of wood presented in the literature. The correlation between MOEdyn and
MOEstat obtained by destructive tests is particularly interesting. Based on the analyses
presented in the literature, it can be concluded that there is a strong correlation between
MOEdyn and MOEstat and the value of the dynamic modulus is usually about 5–15% higher
than the value of the static modulus [52]. The formulas for converting the value of MOEdyn

to MOEstat were proposed by Íñiguez-González [53] (Table 3).
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Table 3. Formulas for converting MOEdyn [MPa] to MOEstat [MPa] [53].

Wood Species Vibration Method Acoustic Method

Scots pine
(Pinus sylvestris)

MOEstat =
0.9599 × MOEdyn + 407.2

MOEstat =
0.7548 × MOEdyn + 579.5

Radiata Pine
(Pinus radiata)

MOEstat =
0.9599 × MOEdyn + 253.26

MOEstat =
0.7548 × MOEdyn − 86.15

2.4. Mechanical Properties Assessment Based on the Resistance Drilling Method

The drilling resistance test is a semi-destructive method that consists in drilling
with a small diameter steel drill (1.5–3.0 mm) into a timber element and measuring the
encountered resistance as a function of penetration depth. The drill bit advances and
rotates at a constant speed. The drilling resistance corresponds to the torque required to
maintain a constant drilling speed. Less torque is required in less dense areas. These are
internal zones, such as the locations of corrosion, voids, gaps, and cracks. The results are
presented in diagrams, examples of which are shown in Figure 3. The shape of the graph
of the resistance drilling of a healthy material depends on the differences in the density
of earlywood and latewood zones, the annual growth rings and the drilling angle. The
most precise results are obtained by inserting the drill at an angle of 90 degrees to the
annual rings and drilling in the radial direction [9,54]. The peaks in the graph indicate high
drilling resistance and high density, while the dips correspond to low resistance and low
density. Wood that has completely decayed or decomposed shows no resistance to drilling.

 

 

(a) 

 
(b) 

 
(c) (d) 

Figure 3. Drilling resistance test (a) device IML RESI PD-400S used in tests (b,c) charts obtained from
test (d) test procedure.

The drilling resistance method used in in situ tests enables the location of defects
and internal discontinuities in timber elements without interfering with their properties.
It also allows to assess the extent of wood destruction in the tested elements, to inspect
the condition of wood covered with other materials (such as plaster, gypsum coatings,
walls, formwork, decking, etc.), without the need to disassemble them. The weak areas
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and areas exposed to degradation are particularly important for testing, e.g., places where
the wood contacts the ground or other materials, zones with visible moisture or biological
degradation, as well as areas near door and window openings [55]. The drilling resistance
method is also used in the analysis of the condition of wood in carpentry joints [56] and
in elements made of glue laminated timber. However, attention should be paid to the
differences in the resistographic diagrams for individual lamellas [9].

It is worth noticing that resistance drilling has a negligible effect on the mechanical
and aesthetic properties of the tested element, because the diameter of the holes made
during the test does not exceed 3 mm, which corresponds to the exit hole of the common
wood pest in Europe-Anobium punctatum.

Numerous attempts are made to correlate the results of tests conducted with a resis-
tance drilling device with the results of strength tests. Most often, based on the results
of the relationship between relative resistance (RA) and drilling depth (H), the average
value of the Resistance Measure (RM) parameter is determined and its relationship with
the density, strength and modulus of elasticity is sought [57]. The value of RM can be
calculated from the following formula:

RM =

∫ H
0 RA × dh

H
(4)

where:
∫ H

0 RA·dh is the area under the drilling resistance graph and H is the drilling depth.

2.5. Mechanical Properties Assessment Based on Small Clear Wood Specimens Tests

The determination of the structural timber’s characteristic values of mechanical proper-
ties and density by destructive testing may be performed in accordance with the applicable
European standard PN-EN 384 + A1 [28]. According to the standard [28], structural full-
size elements with defects that are representative for the population, should be tested. The
standard PN-EN 384 [58] of 2011 allowed for the testing of MOR and MOE on small speci-
mens in the case of hardwood species. The 2018 update of the standard [28] has narrowed
the testing possibility to hardwood exotic species only. Moreover, it is recommended to use
a minimum subsample of 40 pieces for testing.

In the case of testing single elements, particularly in existing or historic structures,
examining options are very limited. In this paper, we consider testing small clear specimens
(without defects) and adjusting their mechanical parameters based on ASTM D245 [44].

The calculation of the minimum quantity of samples to be tested can be performed
using ISO 3129 [59] based on the determination of the testing objective, e.g., testing of
a single piece of wood, the sampling method to be used and the assumed test accuracy
index. According to the standard, the accuracy of 5% with a confidence level of 0.95 when
determining basic physical and mechanical properties is recommended. The minimum
number of samples nmin is calculated indicatively according to the formula:

nmin =
V2t2

p2 (5)

where V is the percentage coefficient of variation for the property to be determined; t is
the index of result authenticity (a half-length of the confidence interval in fractions of the
standard deviation); p is the percentage index of test precision (the relation between the
standard deviation of the arithmetic mean and the arithmetic mean). The average values
of the coefficients of variation for basic wood properties that can be used in calculating
the approximate minimum number of specimens to be taken for testing are presented
in Table 4. The authors of this paper suggest taking the value of the coefficient from the
column associated with ISO 3129 [59].
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Table 4. Mean coefficient of variation [%] values for main wood properties.

Wood Property
Coefficient of Variation V [%]

ISO 3129 [59] Krzysik [60] Wood Handb. [61]

Number of growth rings in 1 cm 37 - -
Percentage of late wood 28 28 -

Density 10 10 10
Equilibrium moisture content 5 - -

Coefficient of shrinkage: linear 28 28 -
Coefficient of shrinkage: volumetric 16 16 -

Ultimate compressive strength parallel to grain 13 13 18
Ultimate strength in static bending 15 15 16

Ultimate shearing strength parallel to grain 20 19 14
Modulus of elasticity in static bending 20 20 22

Proportional limit (conventional ultimate strength)
in compression perpendicular to grain 20 30 28

Ultimate tensile strength parallel to grain 20 20 25
Ultimate tensile strength perpendicular to grain 20 - -

Impact strength in bending 32 32 25
Hardness 17 17 20

The procedure for testing samples should be conducted in accordance with relevant
standards–for MOR, for example: ISO 13061-3, PN-77/D-04103 (ISO 3133), BS 373, ASTM
D143 [30,32,33,35,36], for MOE–ISO 13061-4, PN-63/D-04117, BS 373, ASTM D143 [31,33–35].
According to Krzysik [60], testing specimens with cross-sections ranging from 20 mm
× 20 mm to 60 mm × 60 mm yields nearly equal MOR results. The author also notes
that specifying the cross-sectional dimension within these limits seems to be arbitrary.
Furthermore, with the increase of the support spacing, the bending strength increases
within certain limits. The ratio of length to section height (l/h) is particularly important
here. The ratio l/h of 10 to 15 is most commonly used for small specimens. The results
increase slightly above the value l = 12 h and remain basically unchanged above l = 20 h.
However, specimens with spacing less than l = 12 h are not recommended due to the effects
of shear and distortion of the specimens at the locations of support and loading application.
The static bending modulus according to the current testing standards for small specimens
can be determined at the time of bending strength determination. There are different
recommendations of the test method selection presented in the literature. According to
Krzysik [60], a higher accuracy of measurement is possible to obtain in the 3-point bending
test due to the larger deflections and therefore a smaller measurement error. According
to BS 373 [35], the determination of MOE in cases requiring particular accuracy should
be conducted in 4-point bending test, because the bending moment is constant along the
section between the points of load application and, unlike in the case of 3-point bending
test, there is no shear along this section, therefore there is no need to include it in the MOE
calculations.

The adjustment of the strength properties of clear wood (without defects) to structural
timber (with defects) can be performed according to the standard ASTM D245 [44]. The
values obtained for small specimens without defects are modified by applicable factors
depending on, among other things, moisture content or wood defects. General formulas
for calculating mechanical properties are given below [52]:

F = l5 × kt × ks × kp × kd × kg × km (6)

E = E × kt × kp × kd × kg × km (7)

where F is the allowable stress; E is the modulus of elasticity; l5 is the lower 5% exclusion
limit for strength; E is the mean modulus of elasticity; kt is the load duration factor, ks is
the coefficient adjusting the characteristic values to the allowable values, kp is the special
factor, kd is the strength ratio, dependent on wood defects, kg is the special grading, km is
the moisture-dependent coefficient.
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A detailed discussion of the reducing factors and an example of their application can
be found in the standard [44].

3. Materials and Methods

In the experimental part of the research, three technical scaled elements of Scots pine
(Pinus sylvestris) with dimensions of 120 mm × 180 mm × 3600 mm were tested. The beams
were initially evaluated in vibration testing and classified according to the requirements of
the standard [46] into class C24.

Destructive tests were performed in a four-point bending test according to the stan-
dard PN EN 408 [29] (Figure 4a). The spacing between the supports was 3240 mm. The
experimental testing was conducted in the Laboratory of Civil Engineering Structures at
the Faculty of Civil Engineering of the Wroclaw University of Science and Technology.
An electronically controlled linear hydraulic jack, the Instron 500 (Instron®, Norwood,
MA, USA), was used. The results were registered using the MGC plus measurement
system made by Hottinger Baldwin Messtechnik. The measurement equipment used in the
experimental testing was calibrated to at least class 1 accuracy.

  
(a) (b) 

Figure 4. View of experimental stands for testing: (a) technical scale beam, (b) small clear specimen (Group 2).

From the A-beams it was possible to collect 60 small specimens of clear wood without
defects, which were divided into two groups. The first group (Group 1) of specimens with
dimensions of 20 mm × 20 mm × 300 mm was the reference group. Specimens were tested
in 3-point bending test according to the standards PN-77/D-04103, ISO 3133, ISO 13061-3,
and PN-63/D-04117 [30,32,34,36]. The second group (Group 2) was the comparison group
and contained specimens with dimensions of 20 mm × 20 mm × 400 mm, which were
tested in a 4-point bending test. The scheme of the test stand corresponds to the testing
conditions of full-size elements with defects according to the European standard PN-EN
408 [29], that finds its primary application in the testing of technical scale beams. Test
schemes are shown in Figures 4 and 5. The estimation of the test accuracy index values for
MOR and MOE according to ISO 3129 [59] for 30 specimens is presented in Table 5.

 
(a) (b) 

Figure 5. Scheme of testing: (a) small specimens Group 1, (b) small specimens Group 2 and technical scale beams, where
F—load, L—span in bending, h—height of the beam.
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Table 5. Estimation of the test accuracy rates.

MOR MOE

Number of samples 30 30
Coefficient of variation according to ISO 3129 15% 20%

Confidence level 0.95 0.95
Estimated test accuracy rate 5.37% 7.16%

The beams were tested by acoustic method (NDT) with the use of Fakopp Microsecond
Timer and Sylvatest Trio. The reference test was performed with the Fakopp MS, taking
61 parallel and 8 perpendicular to the grain measurements for each tested beam. Addition-
ally, for control purposes, for each beam, 5 measurements parallel and 8 perpendicular to
the grain were made using the Sylvatest Trio device.

SDT tests were also conducted using the drilling resistance method. The studies were
performed with the IML RESI PD-400S (IML, Wiesloch, Germany). For this, 40 drillings
perpendicular to the grain were made for each beam. The drilling points were distributed
evenly at both endings of the beams—every 150 mm along the lengthwise, every 40 mm
width wise and 45 mm height wise, in such a way that the drilling paths did not intersect
each other and not to weaken the central part of the beam. The grid of measurement points
is presented in Figure 6. During the measurements, the values of Resistance Measure (RM)
and Feed Force (FF) were determined.

Figure 6. Diagram of the location of drilling points, unit: [mm].

The analyses were carried out with a reference moisture content equal to 12%. It is
important to consider the significant influence of moisture content on wooden elements [14,62].
When testing wood with moisture contents differing from the reference moisture content
(usually 12%)—these differences should be taken into account using the correction formulas
indicated in the relevant standards.

Statistical analyses of the results were carried out using the Real Statistics Resource
Pack software (Release 7.6.1). Copyright (2013–2021) Charles Zaiontz. www.real-statistics.
com (accessed on 10 April 2021).

4. Results

4.1. Results of Destructive Testing of Technical Scale Beams and Density Determination

In the study of beams on a technical scale, carried out in accordance with PN-EN
408 [29], the values of MOR, MOE and density were determined and are presented in
Table 6. The MOR values obtained for the beams differed significantly from each other
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(MORA01 = 37.46 MPa, MORA02 = 31.27 MPa, MORA03 = 46.45 MPa). The MOE val-
ues obtained for the beams were similar (MOEA01 = 11.62 MPa, MOEA02 = 10.85 MPa,
MOEA03 = 11.63 MPa). The MOE values determined in the destructive test and calculated
on the basis of the standard PN-EN 408 [29] (Table 6) do not take into account the shear
deformation. The procedure for assigning strength classes in PN-EN 384 [28] includes
formulas to take into account the effect of shear deformation. The E0 modules determined
in accordance with the standard [28], based on MOE, taking into account the influence of
shear deformation, were E0

A01 = 12.42 GPa, E0
A02 = 11.42 GPa, E0

A03 = 12.43 GPa. Based
on the determined values of MOR and E0, it can be concluded that the beams A01, A02,
A03 met the criteria of the classes C30, C24, C30 respectively [46].

Table 6. The results of bending technical scale beams and values of their density.

Beam

MOR MOE

Density
[kg/m3]Value

[MPa]
Mean
[MPa]

Standard
Deviation

[MPa]

Variation
Coefficient

ν [%]

Value
[GPa]

Mean
[GPa]

Standard
Deviation

[GPa]

Variation
Coefficient

ν [%]

A01 37.46
38.39 6.23 16.23

11.62
11.36 0.37 3.23

497
A02 31.27 10.85 484
A03 46.45 11.63 496

The variety of mechanical properties allows for the assessment of the sensitivity of the
methods used in terms of capturing these differences.

4.2. Results of Tests with Acoustic Method

The aim of the acoustic analysis was to determine the velocity of the wave emitted
by the devices and then calculate the MOEdyn. The calculated values of MOEdyn were
used to estimate the MOEstat according to Table 3. The results are shown in Table 7 and in
Figures 7 and 8. The velocities obtained for both devices were similar but slightly lower
for the Sylvatest Trio. The MOEstat values of the reference measure (Fakopp MS) parallel to
the grain for beams A01, A02, A03 were 11.11 GPa, 10.70 GPa, and 10.29 GPa respectively,
and differed from the results of destructive testing of technical scale beams by 4.4%, 1.4%,
11.6%. The MOEstat values do not take into account the influence of shear deformation.
The E0 modules determined in accordance with the standard [28], based on MOEstat of the
Fakopp MS test parallel to the grain, taking into account the influence of shear deformation,
were E0

A01 = 11.75 MPa, E0
A02 = 11.22 MPa, E0

A03 = 10.69 MPa. Based on the determined
values of E0, it can be concluded that the beams A01, A02, and A03 met the criteria of the
classes C27, C24, and C22, respectively [46].

Table 7. The results of the acoustic tests with Fakopp MS and Sylvatest Trio- mean values.

Beam
Direction
Relative
to Grain

Velocity [m/s] MOEdyn [GPa] MOEstat
1 [GPa]

Fakkop MS
Sylvatest

Trio
Fakkop MS

Sylvatest
Trio

Fakkop MS
Sylvatest

Trio

A01
parallel 5292 5134 13.95

2Δ = 20.1%
13.10

Δ = 12.7%
11.11

Δ = 4.4%
10.47

Δ = 9.9%
perpendicular 1689 1617 1.42 1.31 1.65 1.57

A02
parallel 5262 5155 13.41

Δ = 23.6%
12.87

Δ = 18.6%
10.70

Δ = 1.4%
10.29

Δ = 5.1%
perpendicular 1742 1559 1.47 1.18 1.69 1.47

A03
parallel 5090 5038 12.86

Δ = 10.6%
12.59

Δ = 8.3%
10.29

Δ = 11.6%
10.08

Δ = 13.3%
perpendicular 1668 1573 1.38 1.23 1.62 1.51

1 MOEstat was determined by the formula in Table 3. 2Δ are the percentages of the difference of MOE determined from acoustic methods
with MOE values obtained by destructive testing of technical scale beams (Table 6).
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(a) (b) 

Figure 7. Box plots for Fakopp MS measurement parallel to the grain: (a) velocity, (b) MOEdyn.

  
(a) (b) 

Figure 8. Empirical cumulative distribution function for Fakopp MS measurement parallel to the grain: (a) velocity,
(b) MOEdyn.

The aim of the first statistical analysis was to check whether the differences in the
mean values of velocity obtained from the basic measurement (Fakopp MS parallel to the
grain) for individual beams were statistically significant. Based on the Shapiro–Wilk test,
the normality assumption for all beams A01, A02, A03 was met (p = .242, p = .324, p = .244).
There was heterogeneity of variances for all beams, as assessed by Levene’s test for equality
of variances (p < .001). Due to the normality of the distribution of measurements and the
heterogeneity of variance, we decided to perform Welch’s one-way analysis of variance
(Welch’s ANOVA) with the Games–Howell post-hoc test. The conducted analysis showed
a statistically significant difference in the mean velocity values measured for individual
beams (p < .001). The post-hoc test showed a statistically significant difference in the mean
values between groups A01-A03, A02-A03.

In the second statistical analysis, it was checked whether the differences in the mean
values of MOEdyn obtained for the basic measurement (Fakopp MS parallel to the grain)
for individual beams were statistically significant. Based on the Shapiro–Wilk test, the
normality assumption for all beams was met (p = .221, p = .195, p = .229). There was
heterogeneity of variances for all beams, as assessed by Levene’s test for equality of
variances (p < .001). Due to the normality of the distribution of measurements and the
heterogeneity of variance, we decided to perform Welch’s one-way analysis of variance
(Welch’s ANOVA) with the Games–Howell post-hoc test. The conducted analysis showed
a statistically significant difference in the mean MOEdyn values measured for individual
beams (p < .001). The post-hoc test showed a statistically significant difference in the mean
values between all beams.

99



Materials 2021, 14, 1941

4.3. Results of Test with Drilling Resistance Method

The purpose of testing the beams by measuring the drilling resistance was first to
determine FF and RM values. The results are presented in Tables 8 and 9 and in Figures 9–11.

Based on the FF and RM values determined, statistical analyses were carried out to
find the relationship between these values and the MOR, MOE, and density of elements on
the technical scale.

The aim of the first statistical analysis was to check whether the differences in the
median values of RM obtained in the measurement for individual beams were statistically
significant. Based on the Shapiro–Wilk test, it was determined that not all distributions
were normal for beams A01, A02, A03 (p = .250, p = .110, p = .017). There was heterogeneity
of variance for all beams, as assessed by Levene’s test for equality of variance (p < .001).
Due to the fact that not all distributions were normal, and variances were heterogeneous,
we decided to perform Kruskal–Wallis test with the Games–Howell post-hoc test. The
conducted analysis showed a statistically significant difference in the mean RM values
measured for individual beams (p < .001). The post-hoc test showed a statistically significant
difference in the median values between groups A01-A02, A02-A03.

Table 8. Mean drilling resistance test results.

Beam
Number of

Measurements

Resistance Measure RM [%]

Mean Range
Standard
Deviation

Coefficient
of Variation

A01 40 21.86 17.34–24.93 1.96 8.99
A02 40 18.84 17.33–20.67 0.95 5.04
A03 40 22.66 22.66–21.40 0.99 4.38

Summary 120 21.12 17.33–24.93 2.15 10.17

Table 9. Mean feed force test results.

Beam
Number of

Measurements

Feed Force FF [%]

Mean Range
Standard
Deviation

Coefficient
of Variation

A01 40 28.76 24.56–33.68 2.41 8.39
A02 40 25.11 23.57–26.22 0.76 3.02
A03 40 30.28 28.49–31.90 0.75 2.48

Summary 120 28.05 23.57–33.68 2.65 9.44

  
(a) (b) 

Figure 9. Box plots: (a) Resistance Measure–RM, (b) Feed Force–FF.
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(a) (b) 

Figure 10. Empirical cumulative distribution function: (a) Resistance Measure–RM, (b) FF–Feed Force.

  
(a) (b) 

  
(c) (d) 

Figure 11. Cont.
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(e) (f) 

  
(g) (h) 

Figure 11. Correlation plots of Resistance Measure and Feed Force results (a) correlation between RM and FF, (b) correlation
between RM and FF for beams separately, (c) correlation between RM and density, (d) correlation between FF and density,
(e) correlation between RM and MOR obtained from structural size beam bending test, (f) correlation between FF and MOR
obtained from structural size beam bending test, (g) correlation between RM and MOE obtained from structural size beam
bending test, (h) correlation between FF and MOE obtained from structural size beam bending test.

In the second statistical analysis it was checked whether the differences in the median
values of FF obtained in the basic measurement for individual beams were statistically
significant. Based on the Shapiro–Wilk test, it was determined that not all distributions
were normal for the beams (p = .22, p = .20, p = .23). There was heterogeneity of variance
for all beams, as assessed by Levene’s test for equality of variance (p < .001). Due to the
fact that not all distributions were normal, and variances were heterogeneous, we decided
to perform Kruskal- Wallis test with the Games–Howell post-hoc test. The conducted
analysis showed a statistically significant difference in the mean FF values measured for
individual beams (p < .001). The post-hoc test showed a statistically significant difference
in the median values between all beams.

Pearson correlation coefficients between FF and RM for the three different beams were
equal 0.78, 0.68, and 0.76 for beams A01, A02, and A03, respectively. Figure 11b shows
parallel trends for beams A02 and A03, indicating the same effects of RM on FF for those
two beams. A higher trend effect was observed for beam A01. Linear regression models
were fitted first for FF response and RM as the predictor separately for all three beams.
The estimates from these models are presented in Table 10. The regression coefficients
are significantly different from 0 for all three beams, indicating a significant correlation
between FF and RM. For beam A01, with 1 unit increase of RM, FF increases by 0.96 units.
For beam A02 with one unit increase of RM, FF increases by 0.55 and for beam A03 by
0.58. To investigate the differences in these trend effects between the beams, one regression
model was fitted with FF as the response, RM and beam as the predictors, as well as the
RM*beam interaction term. The results for this model are presented in Table 11. As can
be observed, there is a significant value of beam A03 versus A01 as well as significant
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interaction terms confirming differences between the trend effect of RM on FF between
beam A01 and the other two beams. The equality of effects for beams A02 and A03 were not
tested in this model since beam A01 was the reference beam. However, in the model with
changed reference beam group, the equality of these two effects were confirmed (results
omitted).

Table 10. Estimates for regression models of FF vs. RM for different beams.

Beam Variable Estimate Standard Error p-Value

A01
Intercept 7.79 2.73 .007

RM 0.96 0.12 <.001

A02
Intercept 14.78 1.78 <.001

RM 0.55 0.09 <.001

A03
Intercept 17.19 1.80 <.001

RM 0.58 0.08 <.001

Table 11. Estimates for regression models of FF with RM beam as the predictor and RM*Beam
interaction term.

Variable Estimate Standard Error p-Value

Intercept 7.79 1.76 <.001
RM 0.96 0.08 <.001

Beam A02 vs. A01 6.99 3.58 .053
Beam A03 vs. A01 9.40 4.00 .021

RM: beam A02 vs. A01 −0.41 0.18 .027
RM: beam A03 vs. A01 −0.38 0.18 .034

Therefore, it can be concluded that the effect of RM on FF is the same for beams A02
and A03 and higher for beam A01.

To investigate the effect of density on FF and RM, the regression model was fitted
with only density as the continuous predictor and FF or RM as the response. The results are
presented in Table 12. Pearson correlation coefficient between density and RM was equal 0.74,
between density and FF 0.76. The fitted linear trends are presented in Figure 11c,d. As can be
seen, the effect of density is significant both for FF and RM. With 1 unit increase in density,
both FF and RM increase by around 0.36 and 0.28 units, respectively. Similar models were
fitted for FF and RM and MOR or MOE as predictors (Tables 13 and 14). Pearson correlation
coefficient between MOR and RM was equal 0.70, between MOR and FF 0.77. The fitted
linear trends are presented in Figure 11e,f. Pearson correlation coefficient between MOE
and RM was equal 0.76, between MOE and FF 0.79. The fitted linear trends are presented
in Figure 11g,h. With 1 unit increase in MOR, both FF and RM increase by around 0.33
and 0.24 for FF and RM %, respectively (Table 13). On the other hand, with 1 unit increase
in MOE, both FF and RM increase by around 5.7 and 4.4 for FF and RM %, respectively
(Table 14).

Table 12. Estimates for regression models of FF and RM with density as the predictor.

Feed Force/Resistance
Measure

Variable Estimate
Standard

Error
p-Value

FF
Intercept −148.28 13.79 <.001
Density 0.36 0.03 <.001

RM
Intercept −117.11 11.68 <.001
Density 0.28 0.02 <.001
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Table 13. Estimates for regression models of FF and RM with MOR as the predictor.

Feed Force/Resistance
Measure

Variable Estimate
Standard

Error
p-Value

FF
Intercept 15.47 0.96 <.001

MOR 0.33 0.02 <.001

RM
Intercept 11.90 0.88 <.001

MOR 0.24 0.02 <.001

Table 14. Estimates for regression models of FF and RM with MOE as the predictor.

Feed Force/Resistance
Measure

Variable Estimate
Standard

Error
p-Value

FF
Intercept −36.78 4.64 <.001

MOE 5.70 0.41 <.001

RM
Intercept −29.19 4.01 <.001

MOE 4.43 0.35 <.001

4.4. Results of Tests of Small Clear Specimens and Their Adjustment to Structural Size Beams

The purpose of the small specimen test was to determine MOR and MOE values.
The following Table 15 and Figures 12–14 show the results of the conducted tests. The
estimation of the 5% exclusion limit values can be done by several approaches, for example,
according to ISO 12491:1997 [63] using classical statistics (EN 14358:2016 [64]) or Bayesian
approach (PN-EN 1990 [65]). The 5% exclusion limit values indicated in Table 15 were
determined according to PN-EN 1990 [65].

Table 15. Results of small clear specimen bending tests.

Group 1 Group 2

MOR MOE MOR MOE

Number of specimens 30 pieces 30 pieces
Mean value 96 MPa 11.7 GPa 103 MPa 13.8 GPa

Standard deviation 9.3 MPa 1.11 GPa 21.2 MPa 2.57 GPa
Coefficient of

variation 9.6% 9.5% 20.2% 18.3%

Confidence interval
for the mean (0.95) 92.7–99.3 MPa 11.43–12.23 GPa 95.1–110.3 MPa 12.88–14.72 GPa

5% exclusion limit 80 MPa 9.8 GPa 66 MPa 9.4 GPa

  
(a) (b) 

Figure 12. Box plots: (a) MOR, (b) MOE.
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(a) (b) 

Figure 13. Empirical cumulative distribution function: (a) MOR, (b) MOE.

  
(a) (b) 

 
(c) 

Figure 14. Correlation between MOE and MOR: (a) Group 1, (b) Group 2, (c) both Groups.

Statistical analyses were performed to determine whether there were significant
differences between Group 1 and Group 2.

The aim of the first statistical analysis was to check whether the differences in the
mean values of MOR between Group 1 and Group 2 were statistically significant. Based
on the Shapiro–Wilk test, it was determined that both distributions were normal (p = .738,
p = .134). There was heterogeneity of variance, as assessed by Levene’s test for equality of
variance (p = .010). Due to the fact that both distributions were normal, and variances were
heterogeneous, we decided to perform Welch’s t-test. The analysis showed no significant
differences between the mean MOR values (p = .137).

In the second statistical analysis, we checked whether the differences in the mean
values of MOE were statistically significant. Based on the Shapiro–Wilk test, it was deter-
mined that both distributions were normal (p = .166, p = .565). There was heterogeneity of
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variance, as assessed by Levene’s test for equality of variance (p < .001). Due to the fact that
both distributions were normal, and variances were heterogeneous, we decided to perform
a Welch’s t-test. The analysis showed statistically significant differences between the mean
MOE values (p < .001).

Pearson correlation coefficients between MOE and MOR in both groups were equal
0.78 and 0.83 for Group 1 and Group 2, respectively. Linear regression models were fitted
for MOR response and MOR as the predictor separately for both groups and the fitted
linear trends are presented in Figure 14.

The estimates from these models are presented in Table 16. As can be seen, the
regression coefficients are significantly different from zero for both groups, indicating
a significant correlation between MOE and MOR. For Group 1 with 1 unit increase of
MOE, MOR increases by 6.52 units and for Group 2 with one unit increase of MOE, MOR
increases by 6.86. To investigate the differences in these trend effects between the groups, a
regression model was fitted with MOR as the response, MOE and Group as the predictors,
as well as the MOE * Group interaction term. The results for this model are presented
in Table 17. As can be observed, there is no significance of Group, neither the significant
interaction term. Therefore, there are no significant differences between the trend effect of
MOE on MOR between Group 1 and Group 2.

Table 16. Estimates for regression models of MOR vs. MOE for Groups 1 and 2.

Group Variable Estimate Standard Error p-Value

Group 1 Intercept 19.99 11.52 0.094
MOE 6.52 0.98 <0.001

Group 2 Intercept 8.08 12.07 0.509
MOE 6.86 0.86 <0.001

Table 17. Estimates for regression models of MOR with MOE, Group as the predictor and MOE *
Group interaction term.

Variable Estimate Standard Error p-Value

Intercept 19.99 18.44 0.283
MOE 6.52 2.07 <0.001

Group 2 vs. 1 −11.91 20.75 0.568
MOE * Group 0.33 1.71 0.846

This is depicted in Figure 14. The fitted trend lines are almost parallel.
The wood defects that occurred on individual beams and potentially determined their

load-carrying capacity according to ASTM D245 [44] are presented in Figure 15.
The results of the MOR and MOE values adjustment determined on small clear

specimens of technical scale beams using the factors indicated in ASTM D245 [44] are
presented in Table 18.

Standard ASTM D245 [44] aims to define an allowable property based on formulas (6)
and (7). In laboratory testing of single elements, it seems appropriate to compare the
MOR and MOE of technical scale beams with the “Characteristic” and ”Mean” values
of the MOR and “Mean” value of MOE estimated from small clear specimens (Table 18).
The MOR “Characteristic” values of the beams were very similar in both groups. The
MOE values estimated in Group 1 for beams A01, A02, A03 were 11.7 GPa, 10.5 GPa,
11.7 GPa respectively, and differed from the values obtained in the destructive test of
technical scale beams by 0.7%, 3.2%, 0.7%. The MOE values estimated in Group 2 for beams
A01, A02, A03 were 13.8 GPa, 12.4 GPa, 13.8 GPa respectively, and differed significantly
from the values obtained in the destructive test of technical - the differences were 18.8%,
14.3%, 18.8% respectively. The MOE values do not consider the shear deformation. The
procedure for assigning strength classes in PN-EN 384 [28] includes formulas to take into
account the effect of shear deformation. The E0 modules determined in accordance with
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the standard [28], based on MOE, taking into account the influence of shear deformation,
were for Group 1: E0

A01 = 12.52 GPa, E0
A02 = 11.00 GPa, E0

A03 = 12.52 GPa, for Group 2:
E0

A01 = 15.25 GPa, E0
A02 = 13.46 GPa, E0

A03 = 15.25 GPa. Based on the determined values
of MOR (“CHARACTERISTIC”) and E0, it can be concluded that the beams A01, A02, A03
for Group 1 met the criteria of the classes C30, C24, C30 respectively, and for Group 2: C30,
C27, C35 [46].

 
(a) 

 
(b) 

 
(c) 

Figure 15. Defects indicated according to ASTM D245 [44] and potentially determining the load-
bearing capacity of the beams: (a) beam A01-damage initiation caused by crushing of compressed
fibers in the corner knot area (compression near knot [52]), (b) beam A02-damage initiation caused
by rupture of tensioned fibers near the corner knot and slope of grain (cross grain tension/diagonal
tension [33,52]) (c) beam A03-damage initiation caused by crushing of compressed fibers in corner
knot area (cross grain tension/diagonal tension caused by compression near knot [33,52]).
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Table 18. Estimation of MOR and MOE of technical scale beams from small clear specimens according to the standard
ASTM [44].

Beam A01 Beam A02 Beam A03

Group 1 Group 2 Group 1 Group 2 Group 1 Group 2

MOR MOE MOR MOE MOR MOE MOR MOE MOR MOE MOR MOE

Mean [MPa] 96 11,700 103 13,800 96 11,700 103 13,800 96 11,700 103 13,800
5% exclusion value (MPa) 80 9800 66 9400 80 9800 66 9400 80 9800 66 9400

Special factor kp
1 [-] 0.68 - 0.78 - 0.68 - 0.78 - 0.68 - 0.78 -

Factor kd
2 [-] 0.60 1.0 0.60 1.0 0.53 0.90 0.53 0.90 0.75 1.00 0.75 1.00

5% exclusion value
5% exclusion value × kp × kd[MPa]

“Characteristic"
33 - 31 - 29 - 27 - 41 - 39 -

Mean × kp × kd[MPa] “Mean” 39 11,700 48 13,800 35 10500 43 12,400 49 11,700 60 13,800
1 kp—special factor for 4-point bending was determined based on the formula proposed in [61]. 2 kd—strength ratio dependent on wood
defects [44].

5. Discussion

The main objective of this paper was to attempt to indicate the practical aspect of
testing timber elements in existing structures, especially historic ones, and to interpret the
results. A strict analysis of three elements with similar MOE but significantly different MOR
values is presented. The focus was on the interpretation of the results oriented towards
single elements, which also refers to the study of historic structures, where sometimes even
a single element subjected to multiple tests may be of interest. The authors were mainly
interested in practical conclusions, while statistical analyses were carried out to complete
the research overview. The authors were concerned to indicate that NDT and SDT methods
should not be used selectively (alone) in timber assessment.

Those testing methods were chosen which were considered to be the most applicable,
fast, useful in-situ, and uncomplicated in terms of conducting the tests and processing
the results. The acoustic method and resistance drilling are well known in the literature.
Especially the reliability and effectiveness of the former has been proven [24,25]. Most
often, the literature looks for correlations between the results obtained and the mechanical
properties, while the practical aspect of interpreting the results is neglected. In addition,
the standards for testing existing structures are not unambiguous and the interpretation of
the research results is largely unsystematic.

Studies reported in the literature indicate strong correlations between MOEdyn values
obtained from the acoustic method and actual MOEstat values from DT testing. Based on
the study, MOEstat values differing from the actual values within 5% were obtained for
beams A01 and A02, but for beam A03 the difference was more than 11%. Such a difference
in MOEstat values can result in incorrect timber assignment, even by several classes.

The resistance drilling method study indicated the presence of statistically significant
correlations between FF and RM values and density, MOE and MOR, but they are so weak
that it seems inappropriate to infer strength properties on their basis. Nevertheless, the
drilling resistance method has excellent applications in qualitative wood assessment—e.g.,
determining the degree of biological degradation and finding hidden defects within the
element.

In addition, small samples without defects were tested and the results were interpreted
in accordance with ASTM D245. The use of ASTM D245 in combination with EN and ISO
standards, especially for testing historic elements, seems unique but possible. By using
simple statistical methods and the methodology of reducing the strength properties of clear
wood without defects based on ASTM D245, good results and an accurate classification
in the reference group (Group 1) were obtained. However, it should be noted that it is
not always possible to extract enough material from an existing structure for testing and
accurate visual assessment is not always possible.
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6. Conclusions

The primary goal of this paper was to consider possible methods useful in determining
MOR and MOE in existing structures where testing capabilities are limited. Attention
is drawn to the problem of obtaining a sufficient amount of material for testing and
comprehensive assessment of wood. On the basis of the conducted non-destructive, semi-
destructive and destructive tests, it was possible to determine the following conclusions:

• In the conducted research, very good correlations were obtained between MOEstat
from the acoustic method and MOE from beams on the technical scale. Nevertheless,
the difference in the value of the modulus determined by the acoustic method may be
high enough to result in an incorrect assignment of wood class.

• In the drilling resistance test, statistically significant correlations were observed be-
tween the density, MOR and MOE as predictors and FF or RM as the response
(R2 = 0.49–0.62). However, it is considered that resistance drilling should be used
for qualitative rather than quantitative evaluation of timber.

• In the conducted study, the MOE values determined in accordance with the ASTM
standard, based on the results for small clear specimens, correspond very well with
the actual values from the technical scale element tests.

• The failure of the technical scale beams in the bending tests was observed in the areas
of occurrence of defects considered by ASTM D245 [44] to be critical for load-bearing
capacity.

• It is recommended to use different methods in parallel, as no single method is suffi-
ciently reliable.

It should be noted that the research was conducted on elements made of pine (Pinus
sylvestris), which, due to its good availability, low price, and good strength properties, is
the most popular structural wood in Poland [66]. The results of wood testing should be
considered in the context of a specific species.

Numerous ISO, EN and ASTM standards were used in the analyses. Special care
should be taken when combining the standards. The material properties to be compared
should be determined from the analogous, well-known formulas and the relationships
from materials mechanics.

The laboratory tests and analyses presented in this paper are part of an ongoing
research project. Due to limited data, the conclusions and observations presented should
be considered possible but not certain.
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Abstract: In this study, pullout tests were conducted on geosynthetic strips which can be applied to
a block-type front wall. Based on the test results, the effective length is predicted, and the pullout
design results are presented. In other words, the pullout displacement–pullout load relationship of
all geosynthetic strips was analyzed using the pullout test results, and their effective lengths were
predicted. It was found that the reinforcement width affected the pullout force for the geosynthetic
strips at the same tensile strength. The pullout behavior was evidenced within a range of approx-
imately 0.45 L of the total length of the reinforcement (L) and hardly occurred beyond a certain
distance from the geosynthetic strips front regardless of the normal stress. Based on these pullout
behavioral characteristics, a method is proposed for the prediction of the effective length (LE) and
maximum effective length (LE(max)) of a geosynthetic strip. The pullout strength was compared using
the total area and effective area methods in accordance with the proposed method. In the case of the
total area method, GS50W (width: 50 mm) and GS70W (width: 70 mm) exhibited similar pullout
strengths. The pullout strength by the effective area method, however, was found to be affected
by the soil-reinforcement interface adhesion. The proposed method used for the prediction of the
effective length of a geosynthetic strip was evaluated using a design case. It was confirmed that the
method achieved an economical design in instances in which the pullout resistance by the effective
length (LE) was applied compared with the existing method.

Keywords: geosynthetic; design; pullout resistance; effective length; reinforced earth

1. Introduction

Reinforced earth achieves reinforcement with high-tensile strength, and it has been
used as a method to improve the stability of various geotechnical structures by decreas-
ing the earth pressure and by increasing the shear strength [1–13]. Among the various
structures, mechanically stabilized earth (MSE) walls are mainly divided in panel and
block types, depending on the type of the facing wall. Because the inhibition of horizontal
deformation in the facing wall is required for vertical MSE walls using reinforced earth,
various reinforcements have been developed. Reinforcements that are applied to MSE walls
are classified as inextensible and extensible reinforcements, depending on the material, and
extensible reinforcements, such as geogrids and geosynthetic strips, have been mainly used
in the late stages. In South Korea, in particular, block-type MSE walls with geogrids have
been mainly applied owing to their economic feasibility and appearance, and geosynthetic
strips that are applicable to block-type facing walls have been developed.

The design of the MSE walls was based on internal and external stability. To achieve
internal stability, fracture and failure are determined by the tensile strength of the rein-
forcement. The pullout failure of the resistance area is based on the soil-reinforcement
interaction, which is very important for the behavior of MSE walls. The mechanism as-
sociated with this failure is very complex because it depends on the characteristics of the
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soil-reinforcement interaction [14]. In particular, because embedded extensible reinforce-
ment may exhibit tensile deformation owing to load transfer during the pullout process,
load transfer must be considered in pullout resistance evaluation. Therefore, it is necessary
to analyze the pullout behavior of the reinforcement to secure the stability of the MSE walls
and to calculate reasonable design parameters. Many studies have been conducted on
the reinforcement interaction. Experimental studies have been conducted on the pullout
behavior of grid-type inextensible and extensible reinforcements applied in sand and cohe-
sive soil [15–22]. In addition, studies on methods for evaluating the pullout resistance of
reinforcement have been conducted based on experimental research [23–25], and a number
of studies on the theoretical and numerical analysis of the soil-reinforcement interaction
have also been conducted [26–29]. Studies have been conducted on the influence of soil
conditions on the pullout resistance of reinforcement [30–32]. Additional studies have
been conducted on the shear resistance of reinforced soil and on interactions using mixed
soil [33–35]. Grid-type reinforcement has been used in many studies, but studies on the
pullout behavior of geosynthetic strips have been conducted to extend the applicability of
geosynthetic strips [27,28,36,37].

In this study, pullout tests on geosynthetic strips were conducted to ensure the design
applicability of these strips to block-type facing walls. Based on the test results, the pullout
displacement–pullout load relationship was analyzed to evaluate the pullout behavior of
the geosynthetic strips. In addition, the effective length that induced the pullout resistance
of a geosynthetic strip in the soil was predicted. The pullout parameters were derived
using the predicted effective length, and they were applied to a design case to evaluate the
effective length prediction method.

2. Theoretical Background of Reinforcement Pullout

2.1. Soil-Reinforcement Interaction under Pullout Condition

The interaction between the soil and embedded reinforcement consists of two mech-
anisms: the shear resistance (friction resistance) on the top and bottom surfaces of the
reinforcement, and the bearing resistance of the supporting member. The pullout resistance
that uses these mechanisms is expressed by Equation (1) by FHWA [38].

Pr = 2 Le σ′
v α F∗, (1)

where Le is the embedded length in the resistant zone; σ′
v is effective vertical stress at

soil-reinforcement interfaces, α is the scale effect correction factor, F∗(= fb·tan∅ = tanδ) is
the pullout resistance factor, fb is the soil-reinforcement bond coefficient, ∅ is the internal
friction angle of soil, and δ is the soil-reinforcement interface friction angle.

The pullout resistance factor includes both friction and bearing resistance elements.
Because geosynthetic strips develop pullout resistance owing to friction, the pullout re-
sistance factor is identical to the friction angle of the soil-reinforcement interface. The
pullout resistance factor is determined by the bond coefficient ( fb, soil-reinforcement bond
coefficient) caused by the soil-reinforcement interaction. The bond coefficient is defined as
the ratio of the shear strength on the soil-reinforcement interface to the shear strength of
the soil, as shown by Equation (2) [33].

fb =
τp

τ
=

cp + σ′
v tanδ

c + σ′
v tan∅

, (2)

where τp is the shear strength at the soil-reinforcement interface, τ is the shear strength of
the soil, cp is the soil-reinforcement interface adhesion, and c is the cohesion in the soil.

In this instance, the shear strength at the soil-reinforcement interface can be calculated
using the surface area of the reinforcement and the pullout force from the pullout test
results. The mechanism of soil-reinforcement interaction can be confirmed in detail through
schematic diagrams in previous studies [33,38].
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2.2. Evaluation Method on Pullout Resistance of Geosynthetic Strip

For inextensible reinforcement, the pullout resistance design parameters can be easily
calculated using the shear strength on the soil-inextensible reinforcement interface because
there is little change in the contact area between the reinforcement and soil attributed
to tensile deformation during the pullout process. However, extensible reinforcement
exhibits tensile deformation in normal stress conditions in soil. In other words, the pullout
displacement of the reinforcement decreased as the distance from the front increased during
the pullout process. Therefore, the effective area (contact area between the reinforcement
and soil) is a very important factor for the calculation of the pullout resistance design
parameters of extensible reinforcement.

Ochiai et al. [23] proposed a soil-reinforcement shear strength evaluation method
using pullout test results to evaluate the pullout resistance of the extensible reinforcement.
This evaluation method comprises a mobilizing process method and an average resistance
method. The mobilizing process method evaluates the pullout resistance using the dif-
ference in tensile forces between two nodes in arbitrary pullout force conditions and is
applicable only to grid-type reinforcement. The average resistance method evaluates the
pullout resistance by considering the pullout force distribution along the reinforcement
length subject to the maximum pullout force condition and based on the use of the average
pullout force. The average resistance method is subclassified in the total area, effective area,
and maximum slope methods, depending on the average value calculation method. Their
evaluation methods were as follows.

First, the total area method assumes that the pullout resistance applies to the entire
area of the reinforcement and is expressed in the form of Equation (3).

τav =
FTmax

2BL
, (3)

where B and L are the width and length of the reinforcement, respectively, and FTmax is the
maximum pullout force.

The effective area method assumes that the pullout resistance applies only to the area
wherein the tensile deformation of the reinforcement occurs and is expressed in the form of
Equation (4).

τav =
FTmax−Fr

2BLT
, (4)

where LT is the effective length of the reinforcement, and FTmax−Fr is the effective tensile
force corresponding to LT .

Finally, the maximum slope method assumes the pullout resistance when the slope of
the tangent in the reinforcement-length–tensile-force distribution curve has a maximum
value and is expressed according to Equation (5).

τav =

(
dF
dL

)
max

(5)

The mechanism of each evaluation method can be confirmed in detail through the
figures in the previous study [23].

3. Pullout Tests

Large-scale pullout tests were conducted to evaluate the pullout behavior of the
geosynthetic strips.

3.1. Apparatus of Large-Scale Pullout Test

The apparatus for the large-scale pullout test was composed of a rigid (soil) box, a
load (normal and pullout) device, and a control box as shown in Figure 1. The rigid box
(length: 1600 mm, width: 760 mm, and height: 550 mm) was larger than the minimum
recommendations (610 mm length, 460 mm width, and 305 mm height) specified in ASTM
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D6706-01 [39]. For normal stress, uniformly distributed loading was enabled using an air
bag in consideration of the field loading conditions, and up to 500 kN/m2 could be applied.
For pullout loads, up to 200 kN could be applied using the displacement control method
(0.5 to 30 mm/min).

 

(a) 

 
(b) 

Figure 1. Schematic of large-scale pullout test apparatus: (a) plan view; (b) cross-sectional views
(dimensions in millimeters).

3.2. Materials
3.2.1. Soil

The soil samples used in this study were weathered granite soil samples. It is the most
extensively distributed soil type in Korea [40] and is a typical nonplastic cohesive soil that
contains fine-grained soil. The soil sample was classified as SW based on the USCS. The
particle size distribution and engineering properties of the soil are shown in Figure 2 and
Table 1, respectively. The model soil for the pullout tests was compacted with an optimum
water content of 14.1%, and a maximum dry unit weight of 18.8 kN/m2 was achieved. The
shear strength of the soil by direct shear tests was 8.7 kPa, and the internal friction angle
was 35.6◦.

Figure 2. Particle size distribution of soil.
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Table 1. Engineering properties of weathered granite soil.

Specific
Gravity (GS)

Plastic
Limit (wP, %)

Maximum Dry
Unit Weight

(γd,max, kN/m3)

Optimum Water
Content (wop, %)

Friction Angle
(Φ, ◦)

Cohesion
(c, kPa)

USCS

2.67 NP
(Nonplastic) 18.8 14.1 35.5 8.7 SW

(Well-graded sand)

3.2.2. Geosynthetic Strip

As shown in Figure 3, the geosynthetic strips used in the pullout tests consisted of high-
strength polyester and polyethylene. The widths of the geosynthetic strips were 50 and
70 mm, respectively, and both had a manufacturing strength of 25 kN. Geosynthetic strips
with widths of 50 and 70 mm were used to investigate the pullout resistance characteristics
according to the effective area for the same tensile strength condition.

 

Figure 3. Composition of geosynthetic strip.

The wide-width tensile test on the geosynthetic strips with different widths was
conducted five times, and the averaged results are shown in Figure 4.

  
(a) (b) 

Figure 4. Relationship between tensile force and strain on the reinforcement with widths equal to:
(a) width 50 mm; (b) width 70 mm.

For the geosynthetic strip with a width of 50 mm, the maximum tensile strength was
found to be 26.8 kN, and the tensile strain was 10.5%. For the geosynthetic strip with
a width of 70 mm, the maximum tensile strength and tensile strain were found to be
33.6 kN and 13.3%, respectively. The tensile strength and tensile strain increased as the
width increased, and the two geosynthetic strips exhibited similar tensile deformation
behaviors. As the tensile strengths obtained from the wide-width tensile test were higher
than the manufacturing strength, there was no problem in applying the geosynthetic strips
to pullout tests.
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3.3. Testing Program

Large-scale pullout tests were conducted in accordance with the ASTM D 6706-01 test
method [39].

As shown in Figure 5, the model soil was divided into upper and lower parts with
respect to the reinforcement and each part was compacted in three layers with the use of a
rammer (impact number per min: 640–680) with an impact force of 14 kN. The compaction
rate of each layer was higher than 95%. Figure 5 shows the reinforcement installed in the
soil and the deformation measurement positions. The deformation measurement positions
were selected to evaluate the effective length through the tensile strain and pullout force
distribution in the reinforcement based on previous studies [23,28,30]. In all cases, the
pullout deformation was controlled with a strain rate of 1 mm/min, and a backfill height of
approximately 8.0 m was applied for the maximum normal stress. In addition, lubrication
was performed using wrap and oil to minimize the influence of the wall friction of the
soil box.

(a) (b) 

Figure 5. View of the installed geosynthetic strip: (a) setup view; (b) measurement locations.

In the testing program, different horizontal spacings (260 and 210 mm) were applied
for the installation of the two types (50 and 70 mm widths) of the geosynthetic strips
based on considerations of the applied block-type facing wall, as shown in Table 2. In
this instance, when the horizontal spacing was 210 mm, pullout tests were conducted
only in the normal stress condition (100 kPa). This corresponded to a backfill height of
approximately 5 m in consideration of the most extensively applied MSE wall height in
Korea for examination of the influence of the horizontal spacing.

Table 2. Testing program of geosynthetic strip pullout.

Reinforcement
Width (mm)

Horizontal Spacing of
Reinforcement (mm)

Normal Stress
(σv, kPa)

Test Classification

50
260 50, 100, 150 GS50W
210 100 GS50N

70
260 50, 100, 150 GS70W
210 100 GS70N

4. Test Results and Analysis

4.1. Test Results

Based on the pullout force–pullout displacement relationship from the pullout test
results, the pullout strength characteristics of the reinforcement can be evaluated using
the maximum pullout force at each normal stress condition. In this study, the maximum
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pullout force for pullout strength evaluation was selected by referring to the displacement
criteria suggested in the FHWA design criteria [38]. In other words, when the end dis-
placement of the reinforcement installed in soil was less than 15 mm, it was necessary to
determine the development of the maximum pullout force. This means that the pullout
force corresponding to an end displacement of 15 mm must be applied as the maximum
pullout force if the end displacement of the replacement exceeds 15 mm in the case in
which the maximum pullout force was developed. Therefore, as shown in Figure 5b, the
measurement position of 110 m from the front sides of the linear variable differential
transformers installed in the reinforcement was applied as the end displacement.

In the cases of normal stress conditions of 50, 100, and 150 kPa, the maximum pullout
forces were found to be 14.6, 20.4, and 26.8 kN for GS50W, and 19.3, 28.2, and 34.3 kN for
GS70W, respectively.

Considering the FHWA design criteria [38], the relationships between the pullout
force and front/end displacement according to the width of the geosynthetic strip and the
horizontal spacing of reinforcement are shown in Figures 6 and 7. In all experimental cases,
the maximum pullout force was observed when the front displacement ranged between
25 and 35 mm (Figure 6). Specifically, the maximum pullout force was approximately 5 to
8 kN higher when the width was 70 mm compared with a width of 50 mm. This is similar
to the results of the wide-width tensile test. The maximum pullout force generated at the
end displacement also satisfied the FHWA design criteria [38] (Figure 7).

 
(a) (b) 

Figure 6. Relationship between pullout force and front displacement for widths equal to: (a) 50 mm;
(b) 70 mm.

  
(a) (b) 

Figure 7. Relationship between pullout force and end displacement for widths equal to: (a) 50 mm;
(b) 70 mm.

From the pullout force–pullout displacement relationship at a normal stress of 100 kPa,
the pullout force–front displacement relationship and the pullout force–end displacement
relationship exhibited similar behaviors regardless of the horizontal spacing of the rein-
forcement. In other words, it was confirmed that friction-resistance reinforcement with the
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same tensile strength exhibited the same pullout resistance and similar pullout behavior if
the installation areas per unit width were identical. Therefore, the analysis used for the
prediction of the pullout behavior and effective length of the reinforcement was conducted
using only the test results with a larger horizontal spacing (260 mm, GS50W, and GS70W).

4.2. Pullout Behavior of Geosynthetic Strip

Figure 8a–c or Figure 9a–c show the pullout displacements as a function of the distance
from the reinforcement front. The front pullout displacement was applied to a maximum of
60 mm after the maximum pullout force was developed. As the front pullout displacement
increased, the displacement at each position showed a tendency to increase regardless
of the reinforcement width. The displacement difference increased as the distance from
the reinforcement front approached zero. This tendency was more obvious when the
reinforcement width was wider (GS70W) and during exposure to higher normal stress
conditions. Therefore, it was found that the pullout force transmitted to the reinforcement
in soil during the pullout process was maximized at the front and decreased as the distance
from the front increased. It was also found that the pullout force induced by the increase in
normal stress was concentrated at the front.

  
(a) (b) 

  
(c) (d) 

Figure 8. Displacement as a function of distance from the geosynthetic strip front: (a) GS50W-50 kPa;
(b) GS50W-100 kPa; (c) GS50W-150 kPa; (d) pullout displacement of reinforcement in maximum
pullout force.

Figure 8d or Figure 9d show the pullout displacement according to the distance from
the reinforcement front under the maximum pullout force condition. As shown in the
figures, the pullout displacement decreased as the normal stress increased. At positions
near the front, the reduction rate of the displacement increased at normal stress conditions.
However, when the distance from the front exceeded approximately 45% to 50% of the
entire reinforcement length, the reduction rates were found to be similar.

Figure 10 shows the results of analyzing the pullout force induced in the geosynthetic
strips at the maximum pullout condition using the pullout displacement evaluation results
according to the distance from the reinforcement front. The distance from the front was
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applied as the ratio of the displacement measurement position length (Li) to the total length
of the reinforcement (L).

  
(a) (b) 

  
(c) (d) 

Figure 9. Displacement as a function of distance from the geosynthetic strip front: (a) GS70W-50 kPa;
(b) GS70W-100 kPa; (c) GS70W-150 kPa; (d) pullout displacement of reinforcement in
maximum pullout.

  
(a) (b) 

Figure 10. Relationship between pullout force and Li/L according to reinforcement width: (a) GS50W;
(b) GS70W.

It was found that the pullout force induced in the geosynthetic strips occurred for
a length ratio (Li/L) of approximately 0.45. In addition, it was found that 57–75% of the
pullout force was induced at the front in the case of GS50W, and 68–83% in the case of
GS70W, depending on normal stress conditions. For cases GS50W and GS70W, similar
pullout forces were induced subject to the length ratio conditions of 0.5 L and 0.47 L,
respectively. Furthermore, there was little change in the induced pullout force after 0.75 L
and 0.73 L, at which the tensile strain values of GS50W and GS70W (calculated based on
Figures 8 and 9) were approximately 1%.
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4.3. Prediction of Effective Length Considering Pullout Force

The pullout force distribution in the geosynthetic strip occurred within a limited
reinforcement length range. Therefore, it will be possible to achieve a more economical
design if the effective length at which the pullout resistance is induced by the pullout force is
calculated. The relationship between the pullout force and Li/L (as shown in Figure 10) can
be simplified as shown in Figure 11, and it is possible to be used to reflect the experimental
results. As mentioned previously, in the cases of GS50W and GS70W, the pullout forces of
the reinforcement at normal stress conditions became almost similar at a length ratio (Li/L)
of approximately 0.5 L. Subsequently, the induced pullout force decreased and then hardly
changed after 0.75 L, at which the strain became approximately 1%. Therefore, the effective
length of the geosynthetic strips used in this study was determined as follows: the effective
length (LE = 0.5 L) was defined as the length at which the pullout force became almost
similar, regardless of the normal stress, and the maximum effective length (LE(max) = 0.75 L)
as the distance at which the pullout force hardly changed.

 

Figure 11. Prediction of effective length using the pullout force generated in reinforcement cases.

4.4. Evaluation of Pullout Resistance Considering the Prediction of Effective Length

To evaluate the effective length prediction method presented in Section 4.3, the pullout
strength was evaluated according to the effective length (LE) and maximum effective length
(LE(max)), respectively, based on the use of the average resistance method proposed by [23].
The pullout strength was evaluated using the total and effective area methods based on
consideration of the extensibility of the geosynthetic strips, and the results are shown in
Figure 12 and Table 3.

  
(a) (b) 

Figure 12. Relationship between normal stress and pullout strength: (a) GS50W; (b) GS70W.

Regarding the pullout strength of GS50W based on considerations of the maximum
effective length (LE(max)), the results of the effective area method and total area method
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were similar at low normal stress conditions because the pullout force was transmitted
to the maximum effective length (LE(max)). However, as the normal stress increased, the
pullout strength gradually increased because the pullout force transmitted to the maximum
effective length (LE(max)) decreased. For GS50W, the effective area method that considered
the effective length (LE) yielded a higher pullout strength in normal stress conditions
compared with the total and the effective area methods that considered the maximum
effective length (LE(max)) because the distance from the front decreased. The same tendency
was observed for GS70W.

Table 3. Summary of pullout parameters.

Classification Tests
Pullout Resistance

Evaluation Methods

Pullout Parameter
Soil-Reinforcement

Interface Friction
Angle (cp, ◦)

Soil-Reinforcement
Interface Friction

Angle (δ, ◦)

50
Total area 33.6 26.0

Effective area (LE) 27.4 48.2
Effective area (LE(max)) 18.6 40.8

70
Total area 35.1 23.1

Effective area (LE) 38.1 45.6
Effective area (LE(max)) 23.2 37.1

The pullout strengths of GS50W and GS70W with respect to the reinforcement width
were compared. GS50W and GS70W exhibited similar pullout strengths based on the total
area method. The pullout strength obtained by the effective area method, however, showed
that the reinforcement width had an influence on the soil-reinforcement interface adhesion.
This was more obvious when the effective length (LE) was applied.

Figure 13 shows the calculation results of the bond coefficient of the geosynthetic strips
using the shear strength of the soil and the pullout strength ratio of the soil-reinforcement
interface. For all evaluation methods, the bond coefficient slowly decreased and then
exhibited a tendency to converge as the normal stress increased. Tatlisoz et al. [33] reported
that the soil-reinforcement interface adhesion was sufficient when the bond coefficient
was 1.0, and the adhesion was low when the bond coefficient was 0.5 or less. For GS50W
and GS70W, the bond coefficient was the lowest when the normal stress was 150 kPa;
the respective values were 0.88 and 0.80 in the case of the total area method, respectively.
These values are higher than the friction coefficient of soil (0.71) and are, thus, considered
stable. Therefore, for a more efficient design of geosynthetic strips, the effective length (LE)
and maximum effective length (LE(max)) can be considered. However, it is reasonable to
apply the effective length (LE) because there is no significant difference in the pullout force
between the effective length (LE) and maximum effective length (LE(max)).

(a) (b) 

Figure 13. Relationship between normal stress and bond coefficient: (a) GS50W; (b) GS70W.
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4.5. Design Case on Pullout Resistance Based on Considerations of the Effective Length

The effective length prediction method and bond coefficient were used and applied
to the design case. The height of the block-type MSE wall applied to the design case was
set to 7.8 m, which is close to the standard section of the block-type MSE wall in Korea.
In this instance, the bond coefficient was set to the minimum value, which corresponded
to the normal stress condition at 150 kPa to secure the stability of the structure, and
the reinforcement installation length was set to 5.46 m (Figure 14). The FHWA design
criteria [38] were applied to the design method.

Figure 14. Cross-sectional view of design case.

Based on the proposed pullout resistance design method, the effective length of the
reinforcement that satisfied the minimum stability for the internal and external stability of
the MSE wall was calculated, and the results are listed in Table 4. Because all conditions
were identical except for the bond coefficient, the reinforcement length (La) in the active
zone was identical. However, when the effective length prediction method was applied
to the pullout resistance evaluation method, the effective length and total length of the
reinforcement in the resistant zone were calculated differently. In other words, the total area
method exhibited the largest effective lengths for GS50W and GS70W, which satisfied the
external and internal stability of the MSE wall, followed by LE(max) and LE. This means that
the design pattern that applied the total area method to the design of the pullout resistance
of extensible reinforcement underestimated the stability of the structure. Therefore, the
application of the effective area method that considered the effective length can lead to
economical designs.

The effective length of GS70W was shorter than that of GS50W in the resistant zone
because it had a higher area ratio owing to the reinforcement width. Therefore, it is possible
to secure stability even if the total length of the reinforcement was reduced by 0.5 to 1 m
based on the effective area evaluation method.

LE can be applied to the design of the pullout resistance by considering the effective
length of the geosynthetic strip. This method can satisfy both economic feasibility and
stability. In the case of the application of weathered granite soil, which is generally
used as backfill soil, it was confirmed that LE and LE(max) took values that ranged from
approximately 0.5 L to 0.75 L. Given that the pullout force generated between 0.5 L and
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0.75 L had no significant influence on the stability of the MSE wall, the pullout resistance
design method that used LE based on the proposed method was sufficiently applicable.

Table 4. Design results according to pullout resistance methods (dimensions in m).

Reinforcement
No.

Embbeded
Height (m)

La, Active
Zone (m)

Le, Resistant Zone (m)

Stability on
Pullout

Resistance

GS50W GS70W

Total Area
Method

Effective Area
Method Total Area

Method

Effective Area Method

LE = 0.5 LE(max) = 0.75 LE = 0.5 LE(max) = 0.75

1 0.3 0.168 6.332 5.332 5.732 5.832 5.292 5.332

Safety factor
(FSpo)on Le

of geosynthetic
strip ≥ 1.5

2 0.9 0.504 5.996 4.996 5.396 5.496 4.956 4.996
3 1.5 0.840 5.660 4.660 5.060 5.160 4.620 4.660
4 2.1 1.176 5.324 4.324 4.724 4.824 4.284 4.324
5 2.7 1.512 4.988 3.988 4.388 4.488 3.948 3.988
6 3.3 1.848 4.652 3.652 4.052 4.152 3.612 3.652
7 3.9 2.184 4.316 3.316 3.716 3.816 3.276 3.316
8 4.5 2.520 3.980 2.980 3.380 3.480 2.940 2.980
9 5.1 2.855 3.645 2.645 3.045 3.145 2.605 2.645

10 5.7 3.191 3.309 2.309 2.709 2.809 2.269 2.309
11 6.3 3.527 2.973 1.973 2.373 2.473 1.933 1.973
12 6.9 3.863 2.637 1.637 2.037 2.137 1.597 1.637
13 7.5 4.199 2.301 1.301 1.701 1.801 1.261 1.301

5. Conclusions

In this study, the effective length of reinforcement was predicted by considering the
pullout force distribution using the indoor pullout test results for the geosynthetic strips.
In addition, the applicability of the predicted effective length was evaluated using a design
case. The analyzed results were as follows:

(1) The geosynthetic strips with the same tensile strength exhibited similar pullout
behaviors regardless of the horizontal spacing of reinforcement, but the reinforcement
width had a more significant influence on the tensile strength and pullout force than
the horizontal reinforcement spacing.

(2) The pullout behavior of the geosynthetic strips was concentrated at the front, and this
was more obvious as the normal stress increased. Beyond a certain distance from the
front, however, the pullout behavior of the reinforcement hardly occurred regardless
of the normal stress. Based on this, it was possible to propose a method to predict the
effective length (LE) and maximum effective length (LE(max)).

(3) The pullout resistance estimated based on the predicted effective length showed
results that could secure stability. In addition, it was found that the effective area
method—that considered the prediction of the effective length based on the use of
the pullout test geosynthetic strip results—was applicable as an efficient pullout
resistance design method. In other words, the proposed method was found to be
more suitable for economical designs than the existing method based on the results
of the design case that used the effective length for the pullout resistance of the
geosynthetic strips.

In this study, soils which has a specific particle size distribution and optimum water
content were applied to the pullout test. The water content and particle size distribution of
soils may affect pullout resistance, effective length prediction, and pullout design because
the soil conditions applied in this study are limited. Therefore, it is necessary to study the
pullout resistance applied to various soil conditions.
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Abstract: Concrete is susceptible to damage during and after high-temperature exposure (most
frequently in fire). The concrete partial strength re-gain after a high-temperature exposure obtained
by the rehydration process is undoubtedly an advantage of this construction material. However,
to use fire-damaged concrete, one has to know why the strength deteriorates and what makes the
partial re-gain. Within this framework, the paper aims to find what factors influence the strength
re-gain. Moreover, an attempt is made to introduce a measure collecting various influences such
as the modified heat accumulation factor—accounting only for that which is important for the
process, the temperature decomposing cement paste (i.e., above 400 ◦C). Several factors, i.e., peak
temperature, heating time and rate, cooling regime, post-fire re-curing, concrete composition, age
of concrete at exposure, porosity, load level at exposure, and heat accumulation are presented by
their influence on the relative residual compressive strength, i.e., a portion of initial strength that is
obtained after temperature exposure and strength re-gain. Since the relative strength unifies various
concretes, a more general assessment and discussion are presented based on the experimental results
and correlation factors. As fundamental influences determining the residual strength, the heating
time, peak temperature, cooling, or post-heating re-curing regimes are found with the load level at
exposure being inadequately examined. This paper also shows the superiority of the modified heat
accumulation factor, but the results obtained are not satisfactory, and additional experimental data
are necessary to develop a theoretical model of the residual strength.

Keywords: concrete; compressive strength; high temperature; fire temperature; residual strength;
heat accumulation factor

1. Introduction

Concrete provides the best fire resistance out of typically used construction materials.
Compared to timber or steel, concrete has low thermal conductivity, high heat capacity, and
its strength degrades slower with increasing temperature. As a result, it is a material that
performs well not only as a separator between fire-affected spaces but also as a material
for elements that need to perform under extreme thermal conditions. The vast majority of
concrete structures can withstand fire conditions for the designed duration. This is due to
the fact that concrete properties at high temperatures are well known and examined [1].

Standards provide safe approaches and mathematical models [2–4] that help design
concrete structures for fire safety. Stress–strain curves for concrete exposed to high tem-
peratures are also provided [5–7], and the behavior of concrete structures, elements, and
sections are widely investigated, e.g., [8–10]. The research and design effort result in struc-
tures that handle fires so well that the question arises: Can this structure be used as it was
before the fire?

Destructive and non-destructive assessment of strength is possible [11–14], but pro-
viding enough information for structural calculations is a crucial issue. The temperature
field inside the concrete element depends on many uncertain parameters, and this results
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in residual properties that are difficult to estimate. Therefore, to answer any question about
residual properties, theoretical models would be helpful.

From both research and practical perspectives, the residual strength of concrete is a
complex matter [15], because many factors must be considered, e.g., peak temperature,
heating time, rate of increase in temperature, concrete composition, and others).

Since concrete is a composite material (composed of aggregate, cement, water, and
additives), its final properties vary depending on the ratio and type of components used,
but subjected to fire, other variables influence the properties. When a cement paste is
exposed to high temperatures, the following physicochemical reactions are observed [16]:

- At 100 ◦C, bound water is being evaporated;
- At 180 ◦C, hydrate calcium silicate is beginning to dehydrate;
- At 500 ◦C, the decomposition of calcium hydroxide is observed;
- At 700 ◦C, the decomposition of calcium silicate hydrate occurs.

These phenomena cause a degradation of the mechanical properties of the cement
paste [17]. In addition, the thermal expansion of the aggregate leads to an increase in
internal stresses and can result in microcracks of the concrete body. The deterioration of
mechanical properties can be represented by the relative residual strength. Compressive
and tensile strength degrade rapidly as they halve at 400 ◦C and 300 ◦C, respectively [18].
The decline is not only a function of the peak temperature but also of the heating time and
rate. It was proven that a higher heating rate results in lower relative strength at the same
peak temperature [19]. Heating time is also crucial, as maintaining a low temperature for
a long time can cause more damage to the concrete than a higher peak temperature for
a short time. What should be remembered is the fact that concrete becomes less brittle
after exposure to a high temperature (intrinsic length increases) [20]. The size effect can
influence the tensile strength. Although it has a marginal effect on compression [21], it
makes the tensile test results sample size dependent. It was found that the strain rate does
not influence compressive behavior [22].

After the concrete is cooled down to ambient temperature, it retains residual strength
that is affected not only by the mentioned factors but also by the cooling regime, post-fire
re-curing regime, and time. There exists a correlation between strength at high temperature
and residual strength, but they cannot be treated in the same way.

This review paper summarizes up-to-date progress in experimental research on the
residual strength of concrete after high-temperature exposure. The results of the tests on
the most important factors that influence concrete residual strength are presented and
discussed in the following sections of the article. Each section is dedicated to a separate
factor. Although there are consistent results for obvious factors, such as peak temperature
and heating time, the influence of less pronounced factors, such as the w/c ratio and
cement type, still requires further research. Furthermore, current research lacks a general
approach to the influences that will lead to a function or algorithm capable of assessing the
residual strength of concrete.

2. Peak Temperature

According to [2], the strength of the concrete at high temperature is a function of only
the temperature that the concrete reaches. With residual strength, more factors need to be
considered, but peak temperature is crucial amongst them. Extensive research was done to
connect the peak temperature and residual strength of the concrete (Table 1). Comparison
between the results is very limited, as factors besides peak temperature are often disparate
for different authors.

130



Materials 2021, 14, 4719

Table 1. Summary of research on the peak temperature.

Author Citation
Sample

Type
Sample Size

Concrete
Strength

Temp.
Range

Heating
Time

Heating Rate
Age of

Concrete at
Exposure

Toumi 24 Cubic 100 mm NSC, HSC 300–700 ◦C 3–9 h 10 ◦C/min 28 days

Yang 25 Cylindrical D 100 mm
H 200 mm NSC 400–600 ◦C 0–2 h 2.5 ◦C/min 90 days

Phan 26 Cylindrical D 100 mm
H 200 mm NSC, HSC 100–450 ◦C 5 h

30 min 5 ◦C/min 200 + days

Netinger 27 Beam 40 mm × 40
mm × 160 mm NSC 200–1000 ◦C 1 h

30 min - 28 days

Hager 28 Cubic
Cylindrical

Cubic: 150 mm
Cyl.:

D 100 mm
H 200 mm

HSC 200–1000 ◦C 3 h 0.5 ◦C/min 90 days

Krzemień 29 Cubic 150 mm NSC 200–1000 ◦C 3 h 0.5 ◦C/min 120 days

Xiao 30 Cubic 100 mm HSC 100–900 ◦C 3 h ISO-834 NA

Chan 31 Cubic 100 mm NSC, HSC 400–1200 ◦C 1 h BS476:Part20:1987 90 days

Tolentino 32 Cylindrical D 100 mm
H 200 mm NSC, HSC 600 ◦C 2 h 0.5 ◦C/min NA

Xiao 34 Cubic 100 mm HSC 200–800 ◦C 2–3 h 25 ◦C/min 150 days

In [23–25], cylindrical concrete samples were heated to temperatures ranging from
100 to 450 ◦C; then, after reaching steady state, they were cooled to room temperature
inside the furnace, and the compressive strength was tested (Figure 1). In [26], research
was performed for a very broad range of temperatures (200, 400, 600, 800, and 1000 ◦C).
Concrete samples of size 40 mm × 40 mm × 160 mm at the age of 28 days were placed in
the furnace and kept at the target temperature for 1.5 h; then, they were taken out and left
to cool in an ambient environment. Compressive tests were performed on prism halves
resulting from flexural tests.

Figure 1. Relative residual strength of concrete as a function of peak temperature for the different
times maintained at peak temperature of 1, 3, 5, 6, and 9 h according to [23]—Toumi, [25]—Phan, and
0, 1, and 2 h according to [24]—Yang.

The HSC (high-strength concrete) samples [27] and the NSC (normal-strength concrete)
samples [28] were heated in a furnace test (to temperatures: 200, 400, 600, 800, and 1000 ◦C).
A low heating rate of 0.5 ◦C/min was applied, and the peak temperature was maintained
for 3 h. Subsequently, the samples were cooled inside the furnace, taken out, and tested
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(Figure 2). In [29], the samples were tested at 10 set temperature values (20, 100, . . . , 900 ◦C).
The temperature was increased according to the standard fire curve (Figure 3), and the peak
temperature was maintained for 3 h. Then, the furnace door was opened, and the samples
were cooled inside before compressive tests (Figure 2). In [30], HSC and NSC samples were
heated to temperatures ranging from 400 to 1200 ◦C. After the specimens were allowed to
cool naturally to room temperature, compressive tests were performed (Figure 2). In [31],
the residual strength of NSC and HSC after exposure to elevated temperatures (from 200 to
600 ◦C) was compared.

Figure 2. Relative residual strength of different types of concrete (NSC and HSC) as a function of the peak
temperature according to [26]—Netinger, [27]—Hager, [28]—Krzemien, [29]—Xiao, and [30]—Chan.

Moreover, the results demonstrate that the relative loss of strength is higher for
HSC than for NSC. A similar conclusion was reached in [32,33]. Correlation factors were
calculated for all the data collected, with respect to the heating time at peak temperature
(Table 2). The Pearson and Spearman factors signify a strong negative linear relationship
between relative residual strength and peak temperature. The Kendal coefficient supports
this observation, as it indicates a monotonic relationship. The graphic representation of
the collected results is presented in Figure 4. Residual strength behaves in a way similar
to changes in concrete strength at high temperature according to, e.g., [2]. Varying the
test conditions and concrete composition in the research considered in Figure 4 can make
a substantial difference in residual strength for peak temperatures ranging from 300 to
750 ◦C. For peak temperatures lower than 300 ◦C, almost no loss is observed, and for peak
temperatures higher than 750 ◦C, residual strength is almost equal to strength at high
temperatures, meaning that concrete damaged to a very high degree exhibits a smaller
ability to regain strength. Taking into account all this, the residual strength function
for temperatures up to 300 ◦C and more than 750 ◦C can be derived based on the peak
temperature only, but for the remaining range, a more accurate function would require
considering other factors, which were mentioned further in this paper. In [34], a function
was proposed to relate the residual strength with the maximum temperature, but it is
considered as a rough approximation.

Table 2. Correlation factors between peak temperature and relative residual strength for two different
heating times at peak temperature as presented by various authors.

Heating Time 1 h 3 h

Pearson −0.90 −0.95
Spearman −0.94 −0.96
Kendall −0.82 −0.87
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Figure 3. Development of gas temperature in hydrocarbon, external, and standard fires according
to [35].

Figure 4. Range of the relative residual strength of concrete as a function of peak temperature.
Collection of data from different heating rates, types of concrete, sample sizes, etc. presented by
various authors.

3. Heating Time

The heating time, that is, how long the peak temperature is kept, is crucial in assessing
the residual strength of concrete, which is demonstrated in the research presented (Table 3).
In [23], this relationship is presented based on concrete made of crushed limestone and
CEM I 42.5 in two variants (Figure 5):

- Normal-strength concrete (NSC) with a w/c ratio of 0.5;
- High-strength concrete (HSC) with a w/c ratio of 0.37.

At 28 days, samples were heated at a rate of 10 ◦C/min to target temperatures 300,
500, and 700 ◦C and kept for 1, 3, 6, and 9 h. The samples were tested after 24 h of cooling
at room temperature (Figure 5). In [36], concrete samples of compressive strength of 20, 30,
and 35 MPa were investigated 28 days after casting; cubic (150 mm) samples were heated
to 400 and 600 ◦C for a duration of 3, 6, or 9 h and tested after cooling to room temperature
(Figure 6).
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Table 3. Summary of the research for heating time.

Author Citation
Sample

Type
Sample

Size
Concrete
Strength

Temp.
Range

Heating
Time

Heating
Rate

Age of Concrete
at Exposure

Toumi 24 Cubic 100 mm NSC, HSC 300–700 ◦C 3–9 h 10 ◦C/min 28 days

Yang 25 Cylindrical D 100 mm
H 200 mm NSC 400–600 ◦C 0–2 h 2.5 ◦C/min 90 days

Pertiwi 38 Cubic 150 mm NSC 400–600 ◦C 3–9 h NA 28 days

Wu 39 Cylindrical D 100 mm
H 200 mm NSC 100–600 ◦C 1–6 h 5 ◦C/min 28 days

Mohamedbhai 40 Cubic 100 mm NSC 200–800 ◦C 1–4 h - 84 days

Figure 5. Relative residual strength of NSC and HSC as a function of time maintained at the peak
temperature of θ = 300, 500, and 700 ◦C according to [23].

Figure 6. Relative residual strength of the concrete class C20/25, C30/37, and C35/45 as a function
of time maintained at the peak temperature of θ = 400 and 600 ◦C according to [36].

Cylindrical samples (100 mm in diameter and 200 mm high) were tested in [24] at
the age of 90 days. Two water–cement (w/c) ratios were used: 0.58 and 0.68. The heating
rate was set at 2.5 ◦C/min to achieve peak temperatures of 400, 500, 550, and 600 ◦C.
Temperatures were maintained for 0, 1, and 2 h, and then strength tests were performed
after 7 days of cooling (Figure 7).
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Figure 7. Relative residual strength of concrete with different water to cement ratios (0.58 and 0.68) as
a function of time maintained at peak temperature of θ = 400, 500, 550, and 600 ◦C according to [24].

Cylindrical specimens were also tested in [37] by exposing them to temperatures
ranging from 200 to 600 ◦C. The heating rate was set at 5 ◦C/min, and the exposure time
varied from 1 to 6 h. Compressive tests were performed directly after cooling down.
Another test is reported in [38]. Cubic samples (100 mm) were heated to temperatures from
200 to 800 ◦C with various heating rates and exposure times. The tests were performed
after 14 days of re-curing. It was found that the main strength loss occurs within the first
two hours of high-temperature exposure, and later, the impact is minimal. Comparing all
of the data, it is clear and confirmed that a longer heating time deteriorates the residual
strength of concrete, where most of the loss occurs in the first two hours. The correlation
between residual strength and time maintained at peak temperature was calculated for
500 ◦C (as it provides the broadest range of results), and the factors are presented in Table 4.
A strong, negative, monotonic, and linear relationship is evident.

Table 4. Correlation factors between the time maintained at the peak temperature and the relative
residual strength for a peak temperature of 500 ◦C, presented by various authors.

Correlation Coefficient Coefficient Value

Pearson −0.98
Spearman −0.86
Kendall −0.75

Data reported by different authors result in the strength dispersion presented in
Figure 8. Peak temperature and other variables impact the residual strength, so the data
range is very wide. The bottom line represents the loss of residual strength for higher
temperature ranges (700 ◦C) and the top line represents the loss of residual strength for
lower peak temperatures (300 ◦C). This suggests that it is impossible to develop a proper
function based only on time maintained in peak temperature. However, the derivative of
this function is constant in segments and does not depend on the peak temperature value.
The first segment is from 0 to 2 h (rapid loss of strength) and from 2 h onward (minimal
loss of strength). This derivative gives a chance to isolate the influence of heating time on
residual strength in the form of a coefficient implemented on an already known strength
value with longer (or shorter) heating time.
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Figure 8. Range of the relative residual strength of the concrete as a function of time maintained at
peak temperature. Collection of data from different heating rates, types of concrete, sample sizes, etc.
presented by various authors.

4. Heating Rate

Although the gas temperature in a fire can rise extremely fast, as presented in
Figure 3 [35], the temperature inside an element does not follow the same rate. The
size of the concrete element, the high specific heat, and the thermal conductivity of around
1 W/mK result in very slow heat transfer throughout the element [2]. Additionally, the
specific heat doubles at around 100 ◦C because the water changes state and the ther-
mal conductivity decreases with rising temperature. Thus, only the external part of the
cross-section is exposed to very high temperature, while internal parts record noticeably
lower ones.

Although there are very different heating rates (3.5 and 10 ◦C/min) in [39], the test
results obtained suggest a minimal influence of the heating rate. In [38], the influence
of the heating rate was confirmed. However, no clear trend could be drawn in peak
temperatures up to 600 ◦C. Beyond that level of peak temperature, no substantial influence
was observed for different heating rates. The 2.5 ◦C/min rate applied in [24] results in a
sharper decline in strength than with the 10 ◦C/min proposed in [23]. This leads to the
conclusion that the damage caused by the high heating rate makes concrete less prone
to further deterioration, while the low rate results in concrete that is susceptible to the
effects of prolonged high temperature exposure. However, an immediate relationship has
not been proven. Correlation factors between the heating rate and residual strength were
calculated for the collected data, and the factors are presented in Table 5. Low positive
values suggest a minimal influence in favor of the higher heating rate.

Table 5. Correlation factors between the heating rate and the relative residual strength for the peak
temperature of 500 ◦C, presented by various authors.

Correlation Coefficient Coefficient Value

Pearson 0.21
Spearman 0.21
Kendall 0.17

5. Cooling Regime

After heating or a fire, an element subjected to high temperature cools down, and how
it happens is called the cooling regime. There exist three basic types of the regime used
in tests:
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- High-temperature environment cooling—concrete and environment maintain a high
temperature for a long time, and slow temperature lowering from peak value to
ambient is performed. This type of cooling corresponds to what happens in the inner
parts of the fire-affected elements. The relatively high thermal capacity of concrete
and low thermal conductivity cause temperature changes inside elements to be slow,
both during heating up and cooling down.

- Cooling at the ambient temperature environment—hot concrete is kept at room tem-
perature for cooling. This can be equated to the occurrence in the outer parts of
fire-affected elements.

- Water cooling—hot concrete is treated with cold water and cooled down. This type
can be compared with the outer parts of fire-affected elements covered by water used
to extinguish the fire.

According to the available research (Table 6), the degradation of the mechanical
properties depends on the type of cooling. Ambient temperature and water cooling were
used in [40] but with cylindrical samples (diameter/height = 100/200 mm) heated to 330,
450, and 550 ◦C and removed from the furnace. Then, five types of cooling were performed:
ambient temperature air cooling, water cooling by immersing samples in 15 ◦C water for 5,
10, 15, and 20 min and then air-cooled to room temperature. The next day, strength tests
were performed. When air-cooled samples were compared with top-water-cooled samples,
it appeared that peak temperature was not important for the decline rate of relative residual
strength. Strength loss depends mainly on the duration of immersion in water (Figure 9).

Table 6. Summary of research on the cooling regime.

Author Citation
Sample

Type
Sample Size

Concrete
Strength

Temp.
Range

Heating
Time

Cooling Regime
Age of

Concrete at
Exposure

Kowalski 42 Cylindrical D 100 mm,
H 200 mm NSC 330–550 ◦C 3–5 h Air cooling

Water cooling 130 days

Peng 43 Cubic 100 mm HSC 200–800 ◦C 1 h Air cooling
Water cooling 56 days

Yang 44 Cubic 100 mm NSC 200–800 ◦C 3 h Air cooling
Water cooling

90 days
120 days

Husem 45 Beam 40 mm × 40
mm × 160 mm NSC, HSC 200–1000 ◦C 1 h Air cooling

Water cooling 28 days

Mendes 46 Cylindrical D 100 mm,
H 200 mm NSC 400–800 ◦C 1 h Air cooling

Water cooling 90 days

Bingol 47 Cylindrical D 100 mm,
H 200 mm NSC 100–700 ◦C 3 h Air cooling

Water cooling 28 days

Li 48 Cubic 100 mm HSC 100–800 ◦C 0 Air cooling 90 days

Luo 49 Cubic 100 mm NSC, HSC 800–1100 ◦C 1 h Air cooling
Water cooling 90 days

Shaikh 50 Cylindrical D 100 mm,
H 200 mm NSC 200–800 ◦C 2 h Air cooling

Water cooling 56 days

Wang 51 Cubic 100 mm NSC 200–800 ◦C 3 h Air cooling
Water cooling

130–142
days

Li 52 Cylindrical D 100 mm,
H 200 mm NSC 150–750 ◦C 2 h

30 min
Air cooling

Water cooling 90 days

Karakoç 53 Cylindrical D 100 mm,
H 200 mm NSC 700 ◦C 1 h Air cooling

Water cooling 1 year
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Figure 9.
frc,WC (t)

frc,AC
as a function of the cooling time in water according to [40].

Similar tests are presented in [41–43], and the conclusions reached are the same.
In [44], the impact of rapid water cooling on concrete made with the addition of slag
was tested. Specimens were exposed to elevated temperatures of 400 and 800 ◦C and
cooled in air or 20 ◦C water. For 400 ◦C, the strength loss of all water-cooled samples
reaches an additional 20% compared to air cooling. It is interesting to note that for 800 ◦C
samples made with OPC (ordinary Portland cement), the loss of an additional 14% points
is observed when water-cooled samples made with a partial replacement of OPC by slag
lose only 4–5% points. This phenomenon can be explained by the rehydration of CaO in
Ca(OH)2 accompanied by the expansion and thus further deterioration of concrete.

In [45], cubic samples (100 mm) were tested by exposing them to elevated temperatures
(from 50 to 700 ◦C) and then cooling in two ways: by leaving them to cool in the furnace
and by immersing them in water. The conclusion was drawn that air cooling results in
higher residual strength, especially in the 400–500 ◦C peak temperature range.

Cubic specimens (100 mm) specimens were tested 90 days after casting in [46]. Temper-
ature exposure was carried out in an electric furnace with the heating rate set at 10 ◦C/min
for the first 100 ◦C and 20 ◦C/min from 100 to 800 ◦C. After reachifng peak tempera-
ture, samples were divided. One part was taken out of the furnace and cooled at room
temperature; the second part was left in the turned-off furnace (door closed). Then, the
tests were performed in two groups: directly after and 30 days after cooling. The results
provide interesting facts: high-temperature cooling causes an additional dehydration of
hardened cement and further deterioration of the strength (Table 7). Air cooling stopped
the dehydration process but caused more internal cracks due to the temperature gradi-
ent. When comparing results obtained directly after cooling, dehydration had a greater
impact than internal cracks but is also more reversible. After 30 days of re-curing, cement
rehydrates and concrete regains most of its initial strength, while internal cracks caused by
temperature gradient are unable to close.

Table 7. Comparison of the relative residual strength for different cooling methods according to [46].

Cooling Method

Re-Curing Time
0 Days 30 Days

frc,AC
fc,20

0.77 0.82
frc,FC
fc,20

0.65 0.87

In [47], water and furnace (air) cooling is compared by heating the NSC and HSC
samples to 800 ◦C at a rate of 5–7 ◦C/min and cooling them in either a turned-off furnace
or in a water tank. The difference between the cooling methods was visible for the residual
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strength tested directly after cooling. The NSC strength was reduced to 0.32 for water and
0.45 for air cooling. The impact of the cooling regime on the residual strength of HSC was
less pronounced, as the strength was reduced to 0.21 for water and 0.26 for air cooling.

A difference in the cooling regime for various peak temperatures is presented in [48].
Temperatures ranged from 200 to 800 ◦C. The residual strength resulting from slow air
cooling was higher compared to water cooling for all temperature cases by 4–7% points. The
difference was not substantial but noticeable. In [49], the influence of water cooling on the
residual strength of concrete was tested. The samples were cooled in two ways: air-cooled
in a furnace and water-cooled by sprinkling water for 30 min directly after temperature
exposure. Compressive tests were performed one month after high-temperature exposure.
The influence of the cooling regime was found for exposure temperature from 200 to 600 ◦C;
water cooling resulted in lower residual strength by 5–7%. Only for 800 ◦C was there a
difference of 1.5% (air cooling resulted in lower residual strength). The same cooling regime
was used in [50]; later samples were tested after different re-curing times (0, 30, 60, and
90 days). The results proved that water cooling lowers the residual strength tested directly
after cooling (especially after exposure to temperatures higher than 600 ◦C), but after
re-curing for a longer period, the difference caused by the cooling method was minimal
(Table 8).

Table 8. Difference between the relative residual strength for air and water cooling according to [49,50].

(frc,AC−frc,WC)

fc,20
·100%

Re-Curing

Temp.
150 ◦C 200 ◦C 300 ◦C 400 ◦C 450 ◦C 600 ◦C 750 ◦C 800 ◦C

[50]

0 days 1.5% - 2.5% - 5.8% 14.0% 13.6% -

30 days 0.0% - −0.2% - 2.9% 4.5% 1.5% -

60 days 0.1% - 2.9% - 3.7% −6.3% −3.0% -

90 days −1.1% - 0.5% - 1.7% −6.5% −2.5% -

[49] 30 days - 5.5% - 6.7% - - - −1.5%

Three cooling methods were examined in [51]: that is, furnace air cooling, room tem-
perature air cooling, and full immersion water cooling after exposure to 700 ◦C. Compres-
sive tests were performed after the samples reached ambient temperatures. In contrast to
the other experiments, samples cooled in water demonstrated the highest residual strength,
whereas furnace and room temperature cooling showed very similar, but lower, results.

The cooling regime is an important factor in the evaluation of the residual strength
of the concrete. According to [52], rapid cooling produces more internal damage due to
the temperature gradient [53,54], but it stops dehydration processes. The slower cooling
process results in longer exposure to high temperatures and longer dehydration. It is worth
mentioning that water cooling results in lower weight loss [55].

The available data indicate that water cooling results in lower residual strength directly
after cooling. Nevertheless, after post-fire re-curing, the difference between residual
strengths for different cooling types becomes small and can be neglected.

6. Post-Fire Re-Curing Effect on Residual Strength

The recovery of the strength of concrete due to post-fire re-curing is important when
assessing the residual strength of concrete, and it was proven in many articles (Table 9).
This restoration can be attributed to the rehydration of cement that was dehydrated at high
temperatures [56]. An essential factor in this phenomenon is moisture, which is similar
to the initial curing of concrete. While full recovery is impossible (only the pore structure
can return to pre-fire state), mechanical properties can return to surprisingly high levels.
Some of the concrete phases form active products at elevated temperatures, such as limes
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and calcium silicates; the effect of water and carbon dioxide on these can contribute to
increased residual properties [57]. Post-fire re-curing methods can be classified into three
basic categories: water post-fire re-curing, air–water post-fire re-curing, and air post-fire
re-curing. [58].

Table 9. Summary of research on the post-fire re-curing.

Author Cit.
Sample

Type
Sample

Size
Concrete
Strength

Temp. Range
Heating

Time
Cooling
Regime

Re-Curing
Regime

Re-Curing
Time

Age of
Concrete at
Exposure

Li 52 Cylindrical D 100 mm,
H 200 mm NSC 150–750 ◦C 2 h

30 min

Air cooling
Water

cooling
Air re-curing 30–90 days 90 days

Papayianni 61 Cylindrical D 150 mm,
H 300 mm NSC 200–800 ◦C 3 h Air cooling NA 1–90 days 180 days

Poon 62 Cubic 100 mm NSC, HSC 600–800 ◦C 1 h Air cooling
Air re-curing

Water
re-curing

7–56 days 60 days

Souza 63 Cylindrical D 100 mm,
H 200 mm NSC 300–600 ◦C

2 h
2 h

40 min
Air cooling

Air re-curing
Water

re-curing
28–112 days 100 days

Lin 64 NA NA NSC 400–1000 ◦C 2 h NA
Air re-curing

Water
re-curing

7–180 days 90 days

Mirmomeni 65 Cylindrical D 40 mm,
H 40 mm NSC 300–600 ◦C 15 min

2 h

Air cooling
Water

cooling

Water
re-curing 2–28 days 28 days

Horiguchi 66 NA NA HSC 200–400 ◦C 2 h NA
Air re-curing

Water
re-curing

90–180 days NA

Park 67 Cylindrical D 100 mm,
H 25 mm NSC 300–700 ◦C 1 h Water

cooling

Air re-curing
Water

re-curing
7–30 days 28 days

The difference between them is defined by the supply of water, from full immersion
for a whole amount of time to no water at all. In [59], concrete samples were exposed to
various temperatures ranging from 200 to 800 ◦C and then re-cured in air. Compressive
tests were performed after 1, 7, 30, and 90 days after cooling. The results presented for
200 and 400 ◦C show that there is a rapid decrease in residual strength for the first week
and then a slow increase. At 90 days, re-cured residual strength is higher than the initial
residual strength.

In [60], various concrete mixes were tested by heating samples to temperatures of 600
and 800 ◦C with a heating rate of 2.5 ◦C/min and a time maintained at the peak temperature
of 1 h. After exposure, the specimens were tested at four different times: directly after
cooling, 7, 28, and 56 days of re-curing. Moreover, two re-curing regimes were used; the
first was water re-curing, where samples were cooled down to room temperature naturally
and then placed in water, while the second consisted of cooling down to room temperature,
soaking in water for 2 h, and air curing for the remaining time. Results show that post-fire
re-curing can produce tremendous effect (Figure 10). Samples that were heated to 800 ◦C
and water re-cured increased their compressive strength three times. The regaining of
mechanical properties is rapid in the first 7 days when the average gain is 75% (compared
to the test directly after cooling); later, growth is linear. At 28 days, the average increase is
100%, and at 56 days, it is 115%.

The re-curing method shows differences in the first 7 days, water re-curing rates
at 100% of increase, while air curing rates at 50%, but later, the growth becomes linear
and very similar for both methods. In [61], concrete samples were heated up to 300 or
600 ◦C (heating rate 1 ◦C/min) and then re-cured for 28, 56, or 112 days at three different
re-curing regimes. First, samples were covered in plastic film (PF) to prevent any moisture
from reaching the re-curing concrete. The second was standard air curing (AC), and the
third was water re-curing (WC). Then, the results were compared with the strength before
heating. It was found that residual strength growth is more pronounced at the beginning
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stage of re-curing, and it slows over time (Figure 11). The rate at which strength is regained
varies, depending on the re-curing method, with the rule that more moisture gives better
results. In [62], similar research was performed, and the statement that water re-curing
gives better results than air re-curing was confirmed.

In [50], the residual compressive strength was tested as a function of re-curing time
and the cooling regime, samples were re-cured after fire for 0, 30, 60, and 90 days depending
on peak temperature with two different cooling regimes: air cooling and water cooling. The
difference between air and water cooling is most visible for the test directly after cooling:
the higher the temperature, the larger the initial difference. Then, with re-curing time
increasing, the method of cooling is of small relevance (Figure 11).

Self-compacting concrete samples were examined in [63] by heating to 300, 450, and
600 ◦C and then tested after 0, 2, 7, and 28 days after cooling. The results prove the great
potential of concrete to regain strength, in some instances even exceeding strength before
high-temperature exposure (Figure 10). In [64], the recovery behavior of hybrid fiber
HSC after fire exposure was tested. The samples were exposed to 200 and 400 ◦C. After
exposure, strength tests were performed directly after, 90 days after, and 180 days after in
two different re-curing conditions. Air re-curing resulted in a slight regain of compressive
strength, while water re-curing essentially reinstated concrete to the initial strength. It is
worth noticing that the regain occurred in the first 90 days; after that time, only a small
increase was recorded.

 
Figure 10. Relative residual strength of concrete [60] and self-compacting concrete [64] as a function
of re-curing time (t) for different re-curing methods (AC—air re-curing, WC—water re-curing) and
different peak temperatures θ = 300, 450, 600, and 800 ◦C according to [60]—Poon and [63]—Mirmomeni.

Figure 11. Relative residual strength of concrete as a function of re-curing time (t) for different peak
temperatures θ = 300, 450, 600, and 750 ◦C, and different re-curing methods (AC—air re-curing,
WC—water re-curing, PF—re-curing in a plastic film) according to [61]—Souza and [50]—Li.
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Initially, the insufficient concrete strength over time can become high enough to carry
the necessary stresses. Correlation calculated for re-curing time and residual strength
displays a positive relation (factors presented in Table 10). The values of the factors suggest
that a monotonic relationship exists but does not have to be a linear one. This fact shows
that post-fire re-curing is significant and must be taken into account. It is proven that the
most rapid growth of mechanical properties takes place in the first 7 days; later, it slows
down similar to the logarithmic function (Figure 12). Concrete recovery coincides with the
rehydration of cement, and moisture is critical. Curing methods involving water provide
better results while completely sealing the moisture flow results in a much slower regain
of mechanical properties [65]. Although it should be noted that in concrete heated to less
than 300 ◦C, ongoing deterioration of concrete can be observed due to sulfate-induced
expansion [66]. This phenomenon can mitigate some residual strength gain and should be
taken into account.

Table 10. Correlation factors between re-curing time and the relative residual strength for the peak
temperature of 500 ◦C, presented by [61,63].

Correlation Coefficient Coefficient Value

Pearson 0.617
Spearman 0.777
Kendall 0.661

Figure 12. Range of the relative residual strength of concrete as a function of re-curing time. Collection
of data from different heating rates, types of concrete, sample sizes, etc. presented by various authors.

7. Concrete Composition

The composition of the concrete mix determines its initial mechanical properties. The
question about its influence on the residual strength was studied multiple times, as it is
naturally supposed. Concrete is formed by mixing aggregates, cement, water, and additives.
Furthermore, research on recycled materials was implemented, creating possibilities for
future usage [67]. The influence of each component is analyzed and discussed in the
following sections. As the amount of data on concrete composition is vast, a summary of
the examined components in all papers analyzed in this paragraph can be found in the
supplementary file attached to the paper.

7.1. Type of Aggregate

The aggregate contributes to the largest part of the concrete mix (approximately 70%
in terms of volume) and is expected to have an essential influence on the behavior of
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concrete. A comprehensive study on aggregate behavior at elevated temperatures in [68]
provides information on the phenomena that occur in concrete. An important conclusion
was made that the siliceous/calcareous categorization used by [35] is not enough, as the
aggregate within one of the ‘groups’ can vary significantly in terms of mechanical response
to elevated temperature. The type of aggregate influence was studied in [27]: four types
of HSCs were purchased and differed solely by aggregate type (Figure 13). Then, after
exposure to high temperature, tests were performed to identify differences in residual
strength directly after cooling. The results show that the relative residual compressive
strength is very similar for all types of aggregates at a peak temperature above 600 ◦C; at
lower temperatures, there are slight differences favoring granite [69]. Samples with granite,
heated to 300 ◦C, show a higher residual strength than limestone. For 600 ◦C, this difference
diminishes. Considering the gain in granite strength in the lower temperature range, the
conclusion that all aggregate behaves similarly can be drawn. Furthermore, the type of
aggregate does not influence the relative residual strength. These results show a very
similar behavior compared to [27] for a lower temperature register (up to 300 ◦C). In [26],
seven types of aggregate were tested, samples were heated to target temperatures and, after
1.5 h of heating, left to cool at room temperature. After the samples cooled, compressive
tests were performed. Figure 13 presents a decrease in relative residual strength with
respect to peak temperature following a similar trend for all aggregate types. A conclusion
could be made that the aggregate type does not influence the deterioration of mechanical
properties; all tested types show similar degradation over time.

Figure 13. Relative residual strength of concrete as a function of peak temperature for different types
of aggregate according to [27]—Hager and [26]—Netinger.

In [61], residual strength research was performed by testing concrete with three
different types of aggregate: expanded clay, basalt, and limestone. Specimens were heated
to 300 and 600 ◦C and, after cooling to room temperature, tested. The results bring the
same conclusion that the type of aggregate plays a minimal role in the relative residual
strength of concrete. All three types of samples had very comparable relative strengths,
and regrowth follows an analogous rate (Figure 14).

In [70], a comparison was made between crushed and river aggregates. Both had simi-
lar mineralogical compositions (river with negligible higher SiO2 content) after exposure to
elevated temperatures (from 200 to 1000 ◦C). The results showed that the crushed aggregate
regained a higher residual strength value. In [71], research on the thermomechanical behav-
ior of baritic concrete exposed to high temperature was conducted, and the results showed
that it behaves very similar to regular concrete. In contrast to the negligible influence of the
type of aggregate in normal-weight concrete, the authors of [72] researched the influence
of high temperature on heavy-weight concrete properties. As a result, ilmenite concrete
was found to have much higher residual strength than regular gravel concrete.
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Figure 14. Relative residual strength of concrete as a function of re-curing time for different types of
aggregate and different peak temperatures θ = 300 and 600 ◦C according to [61].

In [49], the recycled concrete aggregate was exposed to temperatures of 200 to 800 ◦C,
and the residual strength was tested after 30 days of re-cure. Specimens differed only in
aggregate type, and three types were considered: coarse, fine, and 50/50 fine and coarse.
Results proved that the aggregate size did not influence the residual strength. In [73],
samples made with three different aggregate types: river gravel, crushed limestone, and
RCA (recycled concrete aggregate) were tested by exposing them to elevated temperatures
(250, 500, 750 ◦C) and then, after natural cooling, their residual prosperities were tested.
The results suggest that the concrete made with crushed limestone and RCA had higher
relative residual strength than the river gravel. At [42], coarse RCA was also tested using
different ratios (from 0 to 100%) of coarse aggregate, and the conclusion was drawn that
its content is not significant for residual strength (peak temperatures of 200 to 800 ◦C).
Similar results were reached in [74–77], although two subsequent articles pointed out
that there is a small residual strength difference in favor of regular concrete. A similar
experiment was carried out in [78], except for fine aggregate, which was also made from
recycled concrete. The conclusion that RCA concrete has higher residual strength than
normal concrete (especially for 50, 70, and 100% replacement ratios) was reached and
later confirmed with a very similar test in [79]. However, in [80], contrary results were
reached: for every 1% of RCA replacement, the residual strength was reduced by 0.2%.
This discrepancy can be accounted for by different RCA origins, and it is of importance in
residual behavior.

In [81], tests were performed on concrete made with coarse aggregate made from
recycled ceramic exposed to elevated temperatures (200, 400, 600 ◦C), and the researchers
concluded that specimens with replacement with RCCA (coarse aggregate made from
recycled ceramic) had improved relative residual strength. Crushed brick aggregate was
tested in [82] by replacing 30% of standard aggregate in concrete mix and exposing it
to elevated temperatures. The result proved that concrete made in this way behaves
very similarly to the control mix. The possibilities of replacing fine aggregate with non-
ground granulated blast-furnace slag and coal bottom ash were checked [83]. Samples
were made with different replacement ratios (ranging from 10 to 50%) and exposed to
a temperature of 800 ◦C. The results showed that there are no significant differences in
residual strength for different types and ratios of aggregate replacement. In [84], siliceous
and calcareous aggregates were used to study the influence on the residual strength of
concrete. A suggestion was made that the type of aggregate was an important factor
of residual strength and that siliceous/calcareous division was not sufficient to receive
precisely characterized concrete behavior.

Research carried out on the influence of aggregate type on relative residual strength
proves that the limited influence exists and the change is especially noticeable for heavy-
weight concrete [72]. In the temperature range tested, the fundamental factor governing the
residual strength of concrete is the dehydration and rehydration of cement. Changes that
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occur in aggregates [85], in addition to obvious thermal expansion, minimally influence the
above-mentioned strength. In assessing the deterioration of the concrete strength after a fire,
an aggregate type is not a deciding factor. However, it should be noted that the aggregate
type influences the spalling. The incompatibility of strains between hardened cement
paste and aggregates that cause thermal instability depends on the type of aggregate [86].
The initial moisture state is crucial for flint aggregates due to their low porosity, and the
build-up of vapor pressure causes explosive spalling in the temperature range of 150 to
450 ◦C [87].

7.2. Cement Dosage and Type

Concrete strength is among other functions a function of the water to cement ratio,
so naturally, it influences residual strength. Very few papers tackle cement dosage, and
even fewer address cement types. In [46], concrete samples with three different cement
dosages and the same w/c ratio were tested. Normal Portland cement with the addition of
fly ash was used; it can be classified as CEM II/B-V. Two different cooling regimes were
used: inside the furnace and at room temperature. Tests were performed directly after
cooling and after 30 days of re-curing. Analyzing the test results, one can conclude that
the cement dosage is not influencing the residual strength, as all mixtures behave in a very
similar way. In [24], the influence of the w/c ratio on the residual strength was tested. Two
types of specimens with different w/c ratios were used (both using CEM I). The tests were
performed after 7 days of re-curing. The results show that although the difference between
the w/c ratios is substantial (17%), the influence on relative residual strength is negligible.
In [50], three different w/c ratios: 0.35, 0.5, and 0.55 were tested. Specimens were heated to
600 ◦C, cooled down, and tested after various re-curing times. Results for w/c of 0.5 and
0.55 are almost identical, and for 0.35, the initial residual strength is much lower but the
increment is similar for all w/c ratios.

Other w/c ratios (0.31 and 0.45) were examined in [42]. For all peak temperatures
ranging from 200 to 800 ◦C, the w/c ratio has been shown to be insignificant when consid-
ering its influence on relative residual strength (Table 11). In [88], concrete with a w/c ratio
of 0.22, 0.33, and 0.57 at temperatures up to 450 ◦C was tested. The results showed that the
loss of initial strength was lowest for 0.22 (approximately 20%) and higher for 0.33 and 0.57
(approximately 30%). In [82], research on the w/c ratio was performed by exposing three
different concrete mixes, with w/c ratios of 0.6, 0.42, and 0.27, to temperatures ranging
from 150 to 900 ◦C. The heating rate was set at 3 ◦C/min, and the exposure time at the peak
temperature was 1 h. The results show that the smaller w/c ratios perform slightly better
and maintain more strength. A similar test was performed in [70]; concretes with w/c
ratios of 0.5 and 0.7 were exposed to elevated temperatures (ranging from 200 to 1000 ◦C),
and after 28 days of re-curing, residual strength was tested. The results showed that
w/c influences residual properties in higher temperature registers, i.e., 600 ◦C and above.
Higher w/c ratios resulted in lower residual strength. Both [89,90] present the influence of
the w/c ratio on the residual strength of the concrete after exposure to 500 ◦C for 1 h and
4 h, respectively. Concrete mixes were prepared with normal and recycled aggregates. The
results showed that a lower w/c is beneficial for residual strength, especially for recycled
aggregate concrete.

In [59], concretes with different pozzolanic materials used as a partial replacement
for Portland cement were tested. These were natural pozzolana and lignite fly ash. The
conclusion was made that samples with pozzolanic additives are more sensitive to high
temperatures, especially in the temperature magnitude of 200 to 400 ◦C. For 200 ◦C, OPC
concrete registered a 25% reduction in strength, while in concretes with pozzolanic materi-
als, this reduction ranged from 38 to 50%. Taking into account 400 ◦C, the disproportion
was smaller: 50 to 65%. This behavior can be explained by the higher amount of calcium
aluminates hydrate (loses part of its combined water at 105 ◦C), calcium aluminate sulfate
hydrate (dehydrates at 150 ◦C), and amorphous tobermorite gel (dehydrates at 120 ◦C) in
OPC–pozzolana and OPC–fly ash paste mixtures. The amount of strength gained in the
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re-curing period is dependent on additives, where OPC concrete regains strength faster
than concrete with pozzolanic additives.

Table 11. Relative residual compressive strength for different w/c ratios (0.58 and 0.68) and the
difference between relative residual strengths of different w/c ratios according to [42].

Rrs (θ)

w/c = 0.58 Peak temperature

Time * [h] 400 ◦C 500 ◦C 550 ◦C 600 ◦C
0 0.93 0.73 0.63 0.33
1 0.83 0.68 0.48 0.30
2 0.70 0.65 0.43 0.20

w/c = 0.68 Peak temperature

Time * [h] 400 ◦C 500 ◦C 550 ◦C 600 ◦C
0 0.86 0.75 0.68 0.29
1 0.82 0.68 0.50 0.18
2 0.71 0.64 0.39 0.18

frc,20
(w

c = 0.58
)− frc,20

(w
c = 0.68

)
Difference Peak temperature

Time * [h] 400 ◦C 500 ◦C 550 ◦C 600 ◦C
0 6.79% −2.50% −5.36% 3.93%
1 0.36% −0.36% −2.50% 12.14%
2 −1.43% 0.71% 3.21% 2.14%

* Time maintained at peak temperature.

Four types of concrete with fly ash replacement for Portland cement were tested in [48].
The influence of the amount of fly ash directly after cooling was tested. Replacement ratios
ranged from 10 to 40%. The results showed that there is no correlation between the residual
strength directly after cooling and the quantity of fly ash. In [91], the influence of fly ash
and metakaolin on the residual strength of HSC was tested. The results reveal that there is
no large difference in residual strength directly after cooling for all mixes.

The role of peak temperature and fly ash dosage on the residual strength of lightweight
concrete was examined in [92]. The level of importance determined by the Anova method
was extremely favorable to the peak temperature, showing that the fly ash quantity impact
was minimal. In [93], fly ash dosage did not influence the self-compacting concrete residual
strength for peak temperatures up to 300 ◦C. In [94], research on the influence of finely
ground pumice and silica fume on the residual properties of concrete was carried out.
Specimens with different dosages of FGP (finely ground pumice) and SF (silica fume) were
exposed to high temperatures ranging from 400 to 800 ◦C and then tested. The results
indicate (Figure 15) that FGP additions are beneficial for residual strength, while SF slightly
reduces residual strength. A similar conclusion was reached regarding SF in [95].

Figure 15. Relative residual compressive strength as a function of the peak temperature for different
cement replacements according to [94].
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In [69], the residual strength of the samples with pozzolanic cement replacement was
tested. Three types of binder were chosen: the replacement of ME (natural pozzolan),
PFA (high calcium fly ash), and MFA (low calcium fly ash), and ordinary Portland cement
(OPC) was proposed to be 10 and 30% high. The difference in residual strength induced
by the replacement ratio of Portland cement was minimal, so only types of replacement
binder were considered. The samples were heated to temperatures of 100 to 750 ◦C, and
the heating rate was set at 2.5 ◦C/min. After exposure to a peak temperature of 2 h, the
samples were naturally cooled inside of the furnace. The residual compressive strength
was investigated, and the conclusion was reached that the type of pozzolanic replacement
is important only in the lower temperature range (100–400 ◦C) (Figure 16).

Figure 16. Relative residual compressive strength as a function of the peak temperature for different
cement replacements (ME—natural pozzolan, PFA—high calcium fly ash, MFA—low calcium fly ash,
OPC—ordinary Portland cement) according to [69].

Another cement replacement, ground granulated blast furnace slag (GGBFS), was
investigated in [96]. Mixes were made with the replacement ratios of 10, 30, and 50%. After
exposure to elevated temperature (ranging from 150 to 700 ◦C) and natural cooling in the
furnace, compressive tests were performed. The results presented in Figure 17 demon-
strate that for low peak temperatures (below 400 ◦C), replacement of residual strength
is insignificant. For higher temperature registers, mixes with the GGBSF replacement
resulted in a lower residual strength. The higher replacement ratio resulted in lower
mechanical properties.

Figure 17. Relative residual compressive strength as a function of the peak temperature for different
GGBFS replacement ratios (0, 10%, 30%, and 50%) according to [96].
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The available test data prove that the w/c ratio does not have a big influence on the
residual strength; only in cases of drastically different ratios, the initial strength differs by a
noticeable margin. The rate at which the concrete regains strength is similar for all tested
w/c ratios. The cement type (binder additives) is crucial; pozzolans or slag [97] plays an
important role in the strength of the cement paste after a fire. More research is needed to
fully explain the influence it has on residual strength.

7.3. Additives and Fibers

Many additives can improve concrete properties. Macro-additives, such as polypropy-
lene or steel fibers [98] and micro-additives, such as reactive powder [99] or palm oil fuel
ash [55], are only a few examples. In [100], the influence of superplasticizer, hardening
accelerator, setting retarders, and air entertainers was found to be minimal (only air en-
tertainers showed a noticeable decrease in residual properties). A similar conclusion can
be reached by analyzing the paper [101]. Polypropylene (PP) fibers are said to explicitly
improve concrete strength at elevated temperatures. PP (polypropylene) fibers melt and
create channels that help release the internal water pressure that was built due to the
increase in temperature [102]. Without a doubt, it increases the strength of hot concrete,
but its influence on residual strength is less pronounced [103,104]. In [23,29], the residual
strength of HSC was tested with and without PP fibers. The tests were performed after
cooling, and the same conclusion was reached: PP fibers increase residual strength by a
small margin (Figures 18 and 19). In [105,106], the influence of different dosages of PP
fibers on the residual strength of HSC was tested. The results showed that the differences
between various dosages are limited (Figures 18 and 19). The marginal influence of PP and
steel fibers on the residual strength of NSC was also reached in [107].

Figure 18. Relative residual compressive strength as a function of peak temperature—with and
without PP fibers by [29]—Xiao, [23]—Toumi, [105]—Behnood, and [106]—Eidan.

PP fibers improve residual compressive strength directly after cooling but to a very
limited degree. It should not be taken into account when assessing the residual strength of
concrete. More tests need to be performed on the influence of PP fibers on the re-curing
rate. Channels made by melted PP fibers are impossible to repair, as they do not regenerate.
The pore structure of concrete without PP can be restored to a value similar to the initial
one, while concrete with PP cannot regain its previous state. In [108], it was suggested
that microchannels created in place of melted PP fibers have a positive effect on water
re-curing of concrete, as they accelerate the water diffusion rate but negatively impact the
residual strength of air re-cured concrete. The influence of steel and PP fibers on NSC
and residual properties of HSC was studied in [109], and it was found that steel fibers
have a minimal effect on NSC and change the spalling temperature to a higher level. The
use of PP fibers increased the spalling resistance for all samples, but a negative effect on
residual mechanical properties was noticed. In [110] the influence of steel fibers on residual
strength at very high temperatures (900–1200 ◦C) was analyzed, and a minimal influence
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was observed. Concrete with glass and steel fibers tests were performed in [111]. Up to
30%, higher compressive strength was noted for steel fiber concrete (for glass fiber, up to
20%). This increase was especially visible for the 300–500 ◦C temperature range. In [112],
PP fibers in concrete mixes were tested, and the results showed that thermal behavior and
stability are not influenced by type and dosage. Similar research should be conducted on
residual mechanical properties.

 

Figure 19. The difference in relative residual compressive strength with and without PP fibers
by [29]—Xiao, Toumi [23], Behnood [105], and Eidan [106].

8. Porosity

Porosity, pore size, and pore distribution are the primary factors influencing the
strength, durability, and permeability of concrete. Research already done in this area is
collected in Table 12. High-temperature exposure increases the porosity and coarsening
of the pore structure of concrete [58]. The dehydration process that occurs in the C-S-H
(calcium–silicate–hydrate) gel decreases its volume and subsequently increases its porosity.
Although up to 200 ◦C, a slight expansion of the cement paste is observed, above this
temperature, rapid shrinkage occurs. This phenomenon greatly influences the evolution of
porosity. In [60], porosity was measured using the mercury intrusion porosimeter (MIP).
Compared to the preheating values, porosity directly after cooling was two times higher for
600 ◦C and three times higher for 800 ◦C. However, post-fire re-curing significantly reduced
the porosity by the rehydration of particles that filled capillaries. Lower porosity results
in a dense microstructure and better mechanical properties. When comparing the results
presented in [60] (Figure 20), lower initial porosity leads to slightly higher relative residual
strength. If two concretes with different initial porosities are compared with relation not
to initial but after cooling strength and porosity, then re-curing gains are very similar
(Table 13).

Table 12. Summary of the research on porosity.

Author Citation
Sample

Type
Sample Size

Concrete
Strength

Temp.
Range

Heating
Time

Porosity
Age of Concrete

at Exposure

Hager 28 Cubic
Cylindrical

Cubic: 150 mm
Cyl.:

D 100 mm,
H 200 mm

HSC 200–1000 ◦C 3 h 1.4–2% 90 days

Poon 62 Cubic 100 mm NSC, HSC 600–800 ◦C 1 h 6.69–9.52% 60 days

Chromá 115 Beam 40 mm × 40
mm × 160 mm NSC 200–1200 ◦C 2 h 15% 28 days

Chan 116 Cubic NA NSC, HSC 800–1100 ◦C 1 h NA 90 days
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Figure 20. Relative porosity as a function of re-curing time with different re-curing methods (air
re-curing and water re-curing) and different peak temperatures θ = 600 and 800 ◦C according to [60].

In [27], an MIT (mercury intrusion porosimetry test) test was used to measure changes
in connected porosity (open pore network). Tests were performed after cooling. The results
compared to previous research are consistent as presented in Table 14. The relative porosity
increases at a rate similar to that observed in [60], and the relative residual strength at the
corresponding temperature is similar.

Table 14. Relative residual compressive strength and relative porosity as a function of the peak
temperature according to [27].

Temperature [◦C]

20 200 400 600 800

prc(θ)

pc
1.00 1.65 1.85 2.46 2.74

Rrs (θ) 1.00 1.00 0.90 0.70 0.25

An interesting relation was observed in [113], comparing porosity at relative peak
temperature, between tests performed directly after cooling (a) and 2 months of water
curing (b). Porosity in the temperature range of up to 400 ◦C is constant. In the range from
400 to 800 ◦C, porosity is increasing for the sample that was tested directly after cooling,
but the porosity level of the water-cured sample is still constant. From 800 to 1000 ◦C, (a) is
slowly increasing, while (b) noted rapid growth, and at temperatures above 1000 ◦C, the
type of curing is irrelevant (Figure 21).

Figure 21. Total porosity as a function of the peak temperature and curing according to [113].
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Porosity is rapidly growing, with temperature increasing above 400 ◦C and having a
great impact on the strength of concrete. The calculated correlation factors between poros-
ity after exposure and residual strength shows a significant negative porosity influence
(Table 15). This relationship can be nonlinear, as the Pearson and Spearman coefficients
are not very high. It was noted that the porosity growth is higher for HSC [114]. Never-
theless, damages caused by dehydration can be repaired by rehydration of the concrete.
With an appropriate curing method applied to concrete exposed to peak temperatures not
exceeding 800 ◦C, porosity can be regenerated to levels before heating. Taking these facts
into account, the initial porosity of concrete plays a marginal role in the relative residual
strength. The relative growth of residual strength (with relation to strength directly after
cooling) of concretes with different initial porosities is very similar.

Table 15. Correlation factors between porosity after exposure and relative residual strength, based
on data presented by various authors.

Correlation Coefficient Coefficient Value

Pearson −0.697
Spearman −0.755
Kendall −0.593

9. Age of Concrete at Exposure

Fire can happen in a building regardless of its age. Both very old buildings and
new buildings (or even still under construction) can experience exposure to fire situations.
The behavior of concrete at high temperatures will be different in the mentioned cases.
Moisture and the amount of concrete that was already hydrated influence both hot and
residual strength but also the re-curing rate. In [115,116], concrete that was exposed to an
elevated temperature at an early age (from 1 to 28 days after casting) was tested. Residual
strength tests showed that young concrete had a better recovery rate (with the exception
of 1-day-old concrete, as it did not have enough strength to withstand high temperature,
and damage during the heating period was considerable. In [117], the strain-hardening
cementitious composite was tested, and a similar conclusion was reached.

10. Load Level at Exposure

The level of load at exposure is an important issue that needs to be addressed, as every
building is constantly subjected to loads. Strength at high temperature is positively affected
by load level, as it reduces the speed of decrease of strength [118–120]. In [121], the influence
of preload on residual strength was analyzed. There were three preload levels (0, 20, and
40% of the ultimate load at room temperature), and after exposure to high temperature and
cooling, compressive tests were performed. The results showed that preload results in a
higher residual strength (for 20% of preload increase, it is approximately 15%). This can be
attributed to the restriction of thermal expansion by acting on the load, thus minimizing
concrete damage. In [122], free expansion deformation of unstressed specimens exposed
to high temperature at different heating rates was investigated. The linear expansion rate
(LER) measured at high temperature was a linear function of temperature and did not
depend on the heating rate. Restraining expansion and thus minimalizing internal cracking
can greatly benefit residual strength. Thus, compressive stress plays a positive role.

11. Heat Accumulation Factor

The hot and residual strengths of concrete depend on the dehydration of the cement
gel. Dehydration is mainly related to high exposure to heat, both the peak temperature
and the exposure time. The factor that evaluates high-temperature exposure is the heat
accumulation factor. It is defined as the area under the temperature–time curve. This idea
was proposed in [46], and various studies [60,123–125] show that cement paste decompo-
sition begins when the temperature exceeds 400 ◦C. Thus, the heat accumulation factor
influencing the strength of the concrete should take into account only temperatures above
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400 ◦C. Exposure to 200 ◦C will damage the concrete to an incomparably smaller degree
than short exposure to 400 ◦C.

The heat accumulation factor can be calculated in two ways (Figure 22), as originally
proposed in [46] by the use of Equation (1)

(
H400) and by the method proposed by the

authors (H400r):

H400 =
∫ ts

tr
T(t)dt (1)

H400r =
∫ ts

tr
(T(t)− 400) dt. (2)

Figure 22. Diagram of the calculation of the heat accumulation factor, H400 and H400r.

A summary of the existing data is presented in Figures 23–30. Heating and cooling
rates were treated as constant to simplify the calculation. It is visible that H400 follows a
certain decreasing line (Figures 23 and 25), which was easy to predict, but the scatter is big,
and there is no easy way to generalize the results. The H400r is less scattered, but it is still
hard to derive a solid function (Figures 24 and 26). A comparison between H400 and H400r is
presented in Figures 27 and 28 for NSC and Figures 29 and 30 for HSC. The three correlation
factors presented in Table 16 demonstrate the superiority of the modified heat accumulation
factor (Equation (2)). The values of the factors suggest a nonlinear relationship.

Table 16. Correlation factors between heat accumulation factors and relative residual strength based
on data presented by various authors.

Coefficient NSC HSC

H400 H400r H400 H400r

Pearson −0.455 −0.543 −0.434 −0.498
Spearman −0.494 −0.615 −0.500 −0.675
Kendall −0.335 −0.435 −0.363 −0.490

Thus, nonlinear exponential fitting was made. The R2 factor (not deciding for non-
linear regression) was again higher in the H400r variation. However, the data of NSC and
HSC behave similarly. With this in mind, for future reference, NSC and HSC can be treated
identically, and separation is unnecessary.
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Figure 23. H400 coefficient for NSC by different authors.

Figure 24. H400r coefficient for NSC by different authors.
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Figure 25. H400 coefficient for HSC by different authors.

Figure 26. H400r coefficient for HSC by different authors.

Figure 27. H400 coefficient for NSC—summary and fitting.
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Figure 28. H400r coefficient for NSC—summary and fitting.

Figure 29. H400 coefficient for HSC—summary and fitting.

Figure 30. H400r coefficient for HSC—summary and fitting.
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12. Discussion

Although experimental research on the residual strength of concrete is extensive, the
results appear to be incomplete. The main factors influencing residual strength (peak
temperature, heating time, cooling regime, post-heating re-curing, load level at exposure)
are already identified. Other factors, but with less pronounced effects (heating rate, type
of aggregate, cement type, and dosage) have also been examined. However, some factors
do not contribute to the strength, such as common additives, or the influence is not
straightforward, such as porosity. However, with this in mind, experimental research
can be limited to the temperature range 300–700 ◦C because the residual strength for
temperatures up to 300 ◦C and more than 750 ◦C can be obtained only on the basis of the
peak temperature. Moreover, the limit of two hours of high-temperature exposure can be
used, as the main strength loss occurs within this period, and later, the impact is minimal.

Both essential factors influencing the residual strength (i.e., peak temperature and
heating time) exhibit a negative linear influence on the residual strength, while for the
other factors, the influence is not so straightforward, as the correlation factors are smaller.
Thus, nonlinear functions would properly govern these relationships. Furthermore, the
influence of the peak temperature on the residual strength is not as direct as on the hot
concrete strength. Only the strength directly after cooling is highly dependent on the peak
temperature reached. A similar conclusion is drawn for the cooling regime; e.g., for water
cooling, its negative impact is apparent in the early stage of recurring but for the longer
re-curing time, the impact diminishes. The influence of rapid cooling is also limited to the
external layers, and it is not deciding for whole structure load capacity.

What should be stressed is the ability of concrete to regain its strength due to the
rehydration of cement paste. Therefore, re-curing time and type are crucial for assessing the
residual strength of concrete. From this perspective, it is not surprising that the influence
of the w/c ratio can be omitted. However, there are reports where a lower w/c ratio results
in a higher residual strength. This problem may be posed by cement type, as there is not
enough comparative research focusing on the type of cement and its influence on residual
strength. There exists also an indirect relationship between rehydration and porosity that
requires further research. Porosity is notably higher after high-temperature exposure,
and reversal is possible if the temperature was not greater than 800 ◦C. Moreover, lower
porosity results in higher residual strength directly after cooling, but after re-curing, this
difference is equalized.

The time after cooling and its type also regulate the residual strength. Directly after
water cooling, a lower residual strength is obtained. Nevertheless, the re-curing signifi-
cantly reduces the influence of cooling type. However, additional consideration of these
phenomena is necessary for the external part of an element that is severely damaged.
The internal part, which is crucial from a residual strength point of view, is immune to
damages caused by different types of cooling. The interaction between layers of heated
and cooled concrete should also be studied. The transient temperature field and associated
strain and stress can contribute to material damage and strength reduction. Moreover, the
possible volume changes due to chemical reactions and thermal expansion would also be
considered.

There is also a need for more research on the influence of PP fibers on regaining
residual strength. Changes in concrete structure left by PP fibers are evident, and their
impact needs to be assessed. More research is also needed to determine the relation between
preload level and residual strength, as it can be important in practice.

Since the ability of concrete to regain its strength due to rehydration determines the
residual strength, only temperatures above 400 ◦C should be taken into account, because the
decomposition of cement paste starts at this temperature. The modified heat accumulation
factor H400r gives more coherent results than the unmodified H400 as demonstrated by
correlation factors, and therefore, it can be used to assess the residual strength of concrete.
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13. Conclusions

The research presented in the paper signifies the determination of the peak tempera-
ture and the heating time of the residual strength. The other factors do not directly influence
the residual strength. However, as concrete regains its strength due to the rehydration of
cement paste, the re-curing time and type are also crucial factors.

The proposed modified heat accumulation factor can be considered as a measure that
collects all influences. However, more research needs to be done to increase accuracy and
prove that the modified accumulation factor is universal, i.e., if in changing experimental
conditions, the same values of the factor are associated with the same values of the residual
strength. If not, other measures of damage should be considered.

If the other measures of damage are proposed, they should take into account that
the derivative of residual strength regarding heating time is constant, and the residual
strength can be described as a logarithmical function of re-curing time and type. Thus,
to create a function that will precisely assess the residual strength of concrete, one needs
to solve an equation system that takes all influential variables into account. Considering
only part of the variables will result in an approximate solution. A comprehensive function
of residual strength can be found only after the above-mentioned factors, extended by
necessary research, are rationalized by mathematical function, compressed to the equation
system, and then solved.
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Abbreviation

Upper case letters
C-S-H gel calcium-silicate-hydrate gel
FGP finely ground pumice
GGBFS ground granulated blast furnace slag
HSC high strength concrete
ME natural pozzolana of volcanic origin, Milos Earth
MFA Megalopolis fly ash
MIT mercury intrusion porosimetry test
NSC normal strength concrete
OPC ordinary Portland cement
PFA Ptolemaida fly ash
PP fibers polypropylene fibers
RCA recycled concrete aggregate
RCCA recycled ceramic coarse aggregate
SF silica fume
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Lower case letters

frc,Tt (θ)
residual strength of concrete after exposure to elevated temperature (θ) then
cooled down and tested in temperature (Tt)

fc,Tt strength of unexposed concrete tested in temperature (Tt)

frc,AC
residual strength of concrete after exposure to elevated temperature then
cooled down to ambient temperature in air and tested

frc,WC
residual strength of concrete after exposure to elevated temperature then
cooled down in the water to ambient temperature and tested

frc,WC(t)
residual strength of concrete after exposure to elevated temperature then
cooled down in the water for time (t), then cooled down to ambient
temperature in air and tested

frc,FC
residual strength of concrete after exposure to elevated temperature then
cooled down in closed furnace to ambient temperature and tested

pc porosity of unexposed concrete

prc(θ, t)
porosity of concrete after exposure to elevated temperature (θ) then cooled
down and tested at a temperature of 20 ◦C after (t) days of re-curing

prc(θ)

pc
relative porosity of concrete tested in 20 ◦C

w/c water to cement ratio
Subscripts
AC value pertaining to air re-curing
c value pertaining to unexposed concrete
FC value pertaining to cooling in closed furnance
rc residual value
Tt temperature of sample in test
WC value pertaining to water re-curing
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Abstract: The paper presents the response of two geodesic domes under seismic excitations. The
structures subjected to seismic analysis were created by two different methods of subdividing
spherical triangles (the original octahedron face), as proposed by Fuliński. These structures are
characterised by the similar number of elements. The structures are made of steel, which is a material
that undoubtedly gives lightness to structures and allows large spans. Designing steel domes is
currently a challenge for constructors, as well as architects, who take into account their aesthetic
considerations. The analysis was carried out using the finite element method of the numerical
program. The two designed domes were analysed using four different seismic excitations. The
analysis shows what influence particular earthquakes have on the geodesic dome structures by two
different methods. The study analysed the maximum displacements, axial forces, velocities, and
accelerations of the designed domes. In addition, the Time History method was used for the analysis,
which enabled the analysis of the structure in the time domain. The study will be helpful in designing
new structures in seismic areas and in assessing the strength of various geodesic dome structures
under seismic excitation.

Keywords: geodesic dome; seismic response; dynamic analysis; seismic analysis

1. Introduction

Strut domes are an effective two-curved cover, which is approximated by a mesh of
struts. The use of less material and lower costs, combined with the possibility of covering
very large areas, is a definite advantage of this type of structure. The stiffness of these
three-dimensional systems justifies their ability to cover large spans with a small amount
of construction material. Architects and engineers all over the world use a wide range of
possibilities of connecting strut elements, constituting a mesh of dome covers. The aesthetic
potential of this engineering system means that the structure has a valuable architectural
aspect [1]. This aspect was important not only in steel geodesic domes but also in other
spatial structures (e.g., made of concrete) [2].

From dome ceilings and full buildings to Arctic homes and artificial biomes, geodesic
domes around the world continue to inspire and amaze both architecture enthusiasts and
curious travellers. The elegant and aerodynamic form of geodesic domes creates expansive
yet economical spaces that are ideal for greenhouses, arenas, sports facilities, entertainment
halls, swimming pools, and other uses. For centuries, dome structures were used due to
their thermal advantages, structural benefits, and availability of construction materials [1].

After Fuller [1] patented methods of dividing a sphere into spherical triangles in 1954
(based on an icosahedron as the initial solid), steel mesh domes of the geodetic type have
almost completely replaced the use of other types of domes. In 1967, his design was shown
to the world as a ‘Biosphere’, with a diameter of 76 m, constructed for Expo ‘67 in Montreal
(Figure 1).

Fuller [1] believed that the geodesic dome was nature’s perfect structure, enclosing
the greatest space with the least amount of material. While remaining in tune with the

Materials 2021, 14, 4493. https://doi.org/10.3390/ma14164493 https://www.mdpi.com/journal/materials
165



Materials 2021, 14, 4493

environment, the dome supports itself without the need for any internal columns or walls.
The largest geodesic dome projects include the Fukuoka Dome (built in Fukuoka, Japan in
1993, 216 m), Nagoya Dome (Nagoya, Japan in 1997, 187 m), Louvre (Abu Dhabi, United
Arab Emirates, 180 m), Tacoma Dome (Tacoma, WA, USA, 161 m), and the Superior Dome
(Northern Michigan University, Marquette, MI, USA, 160 m).

Figure 1. Biosphere, Montreal from 1967 (Fulller [1]).

The advantage of Fuller’s geodesic strut domes is the small number of struts re-
quired at different lengths. According to his patent, the domes were formed on the
basis of the icosahedron, which requires the smallest number of groups of struts of equal
lengths. There were many papers related to such geodesic domes. Significant and ex-
cellent achievements in lightweight, durable, and self-supporting structures have been
attained by Makowski [3,4], Clinton [5,6], Tarnai [7–9], Huybers [10–15], Lalvani [16–19],
Pavlov [20,21], Ramaswamy [22], Obrębski [23], Szmit [24,25], and Rębielak [26].

Although dome structures are economical in terms of consumption of construction ma-
terials compared to the conventional forms of structures [27], a more lightweight design can
be obtained using optimisation methods. The optimum solution of the geometry design was
obtained by Saka [28], Kaveh and Talatahari [29], Carvalho et al. [30], Saka and Carbas [31],
Gholizadeh and Barati [32], Kaveh and Rezaei [33,34], Kaveh et al. [35], and Ye and Lu [36].
Other structures were analysed from the economical aspect, e.g., bridge [37,38], but in these
cases, the methods and reasons of optimisation were totally different.

An analysis of the behaviour of shallow geodesic lattice domes was presented by
Guan et al. [39]. Barbieri et al. [40] analysed the dynamic behaviour of a geodesic dome
in aluminium alloy through numerical models obtained using the finite element method.
Szaniec and Zielinska [41] presented the results of a dynamic analysis of an existing
reticulated dome under wind loads. The calculation model of the structure was constructed
using the finite element method. The dome was subjected to the standard wind pressure,
assuming that it operates harmonically. Satria et al. [42] considered the dynamic behaviour
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of a new type of two-way single layer lattice dome with nodal eccentricity. Fu [43] presented
a static analysis and design of tensegrity domes. New forms of the tensegrity domes
were proposed.

Studies of geodesic domes under seismic loads have rarely been investigated. A few
papers on this subject can be found. In the paper of Cai et al. [44], the dynamic charac-
teristics of a space beam string structure was determined. The aim of the paper was to
determine the structure’s response to seismic excitation using the Time History method
and the modal method. These methods were used to determine the structure’s response to
the given seismic excitation. In the paper by Takeuchi et al. [45], the response evaluation
method of domes and cylindrical shell roofs with substructures was shown. In addition, the
response amplification factors approach was proposed. Furthermore, Nakazawa et al. [46]
focused on methods for evaluating responses under seismic loads to metal roof spatial
structures. In addition, papers by Kato and Nakazawa [47], Li et al. [48], and Qin et al. [49]
focused on the assessment of lightweight structure responses exposed to earthquakes. In
addition, the dynamic stability and failure probability analysis of dome structures under
stochastic seismic excitation was presented by Li and Xu [50].

It should be added that the most of the analysis on geodesic domes relate to space
frames, the basis of which is the icosahedron, which is the development of Fuller’s patent.
Davis [51] showed that the octahedron might seem to be a better option for geodesic
domes than the icosahedron. However, the problems arise because more subdivisions were
required, and thus, more different lengths were required.

The paper presents the numerical analysis of the geodesic domes under seismic excita-
tions. The developed structures were created on the basis of the regular octahedron, which
was a polyhedron that has not been considered in great detail so far [52–54]. Two different
methods for the subdivision of the spherical triangle proposed by Fuliński [1,55] were
used to design the two geodesic domes under seismic analysis. The numerical analyses
were carried out for four different seismic excitations. Different times and intensities of
the seismic records were presented. The results obtained from numerical analysis were
compared with two structures differing in subdivision methods and under four different
excitations. The presented analysis was the first step for further consideration of the optimi-
sation of the geodesic dome. It is very important to take into account the wider possibilities
of using this type of structure to cover large areas. It should be added that the geodesic
domes around the world continue to inspire and amaze both architectural enthusiasts and
curious travellers.

2. Description of Numerical Modelling

2.1. Subdivision Methods for Spherical Dome (Strut) Structures Based on the Regular Octahedron

The two developed geodesic domes under the seismic excitations were shaped in
accordance with two methods proposed by Fuliński [55]. The structures were designed
on the basis of being regular octahedra, subdividing their equilateral faces into smaller
sub-faces and taking the resulting face vertices to define the nodes of the structural grid,
while the edges of the sub-faces define the axes of the structural members. Both of the
methods used lead to the division of the initial triangle of the octahedron into smaller
triangles by frequency (V), i.e., the number of subdivisions. The subdivision process
naturally leads to the generation of a three-way grid on every face of the basis octahedron.
The central projection of this grid’s vertices on the octahedron’s circumscribed sphere leads
to a polyhedron approximating the sphere in which only the grid’s nodes lie on the sphere’s
surface. More parts give smoother spheres. The mentioned methods were developed in
detail in the paper by Pilarska [54]. Figure 2 shows the difference in the shaping of geodesic
domes using the first and second subdivision methods.

2.2. Tested Models

Two geodesic strut domes were subjected to numerical analysis, taking into account
the seismic excitations. These structures were designed according to the two different
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methods of creating geodesic domes proposed by Fuliński [55], which are presented
in Section 2.1 and described in detail in the papers by Pilarska [52–54]. The basis for
generating the meshes of both structures was a regular octahedron. It was an initial triangle
and was divided into as many parts to finally obtain domes characterised by a similar
number of struts. Including the first method, after dividing the initial triangle of the regular
octahedron into 19 parts, 2888 hedra were obtained, i.e., a structure consisting of 761 nodes
and of 2204 struts (Figure 3a). The analysed dome was 49.97 m wide and 25.0 m high.
Using the second method, after dividing the initial triangle of the regular octahedron into
22 parts, 2904 hedra were modelled. This dome consists of 749 nodes and 2156 struts
(Figure 3b), with a width of 50.0 m and a height of 25.0 m.

Figure 2. Methods of subdividing the initial triangle edge, according to Fuliński.

Figure 3. View of numerical model: (a) method 1 and (b) method 2.

2.3. Material of Numerical Models

The analysed geodesic domes were made of steel struts (round pipes) of S235 standard
steel. The properties of this steel grade were: (i) Young modulus (E) 210 GPa, (ii) Kirchhoff
module (G) 80.76 GPa, (iii) Poisson ratio (ν) 0.3, (iv) volumetric weight (γ) 7850 kg/m3,
(v) thermal expansion coefficient (α) 1.2 × 10−5, and (vi) partial safety factor (γM) 1.0. The
steel elements were modelled as a linearly elastic isotropic material (according to Eurocode
3 [56]). All of the struts in both analysed domes were grouped into four groups, taking into
account a different cross-section (commonly used cross-section) of the elements, as shown
in Table 1.

Table 1. Division of the analysed geodesic domes into four groups of struts.

Groups of Struts

2888-Hedron (Method 1) 2904-Hedron (Method 2)

RO 70.0 × 8.0 RO 70.0 × 7.1
RO 63.5 × 8.8 RO 63.5 × 8.0
RO 44.5 × 5.6 RO 57.0 × 5.6
RO 44.5 × 3.6 RO 51.0 × 3.2
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2.4. Description of Numerical Analysis

The DLUBAL RFEM 5.21.01 (2020, Dlubal Software GmbH from Tiefenbach, Germany)
numerical program was used to analyse the effect of seismic excitations of the geodesic
domes. This program is based on the finite element method. This method enables the
determination of the maximum value (e.g., displacement or acceleration) in a given node
of a finite element. The mentioned numerical program (RFEM) is widely used by engineers
all over the world. It gained its popularity thanks to extensive specialised modules. In
this paper, the RF-DYNAM PRO 5.21.01 (2020, Dlubal Software GmbH from Tiefenbach,
Germany) module was used for dynamic analysis of the structure response. In the analysed
numerical models, the size of the finite elements did not exceed of 0.2 m. The supports of
dome were modelled as rigid. The purpose of such modelling of the supports was to obtain
the maximum response of the dome structure to the given excitation. This proposition
of support was commonly used in engineering practice, e.g., by Chmielewski et al. [57],
Tabatabaiefar and Massumi [58]. In a geodesic dome, the Soil–Structure Interaction (SSI)
effect can be omitted, because in these structures, there is no effect of: (i) second order,
(ii) massive, (iii) slender tall structure, (iv) or soft soil from Eurocode 8 [59].

2.5. Seismic Excitation

In order to assess the effect of seismic response on geodesic domes, four different seis-
mic records were used, i.e., (i) Ancona, (ii) Denizli, (iii) Friuli, and (iv) Kilini. The Ancona
record (Italy) comes from the Genio-Civile station on June 14, 1972. It was characterised by
ground acceleration equal to −3.740 m/s2 (Figure 4a) and duration of 7.76 s. The second
record Denizli (Turkey) was recorded at the station Denizli-Bayindirlik ve Iskan Mudurlugu
and dates from August 19, 1976. For this recording, the ground acceleration value was
−3.387 m/s2 (Figure 4b); this recording lasted 17.31 s. Another record came from Italy
(Friuli), exactly from the Somplago-Uscita Galleria station on September 16, 1977. The max-
imum value of ground acceleration during this earthquake was −1.870 m/s2 (Figure 4c)
and lasted 16.30 s. The last weakest record came from Kilini (Greece) at Vartholomio Resi-
dence station on October of 31, 1998, and its maximum ground acceleration was 0.714m/s2

(Figure 4d) in 16.18 s.

Figure 4. The most intensive component of seismic excitations (x-direction): (a) Ancona (Italia),
(b) Denizli (Turkey), (c) Friuli (Italia), (d) Kilini (Greece).

169



Materials 2021, 14, 4493

3. Result of Numerical Analysis

3.1. Method of Numerical Analysis

The study assesses the effect of seismic excitations on the geodesic domes, which were
designed in accordance with two different methods for creating these types of structures.
As mentioned earlier, these methods have been described in detail in the papers [52–54].
The numerical program RFEM and the Time History method were used for the analysis.
This method allows for the analysis of the structure in given time steps. The time step of
numerical analysis was equal to 0.02 s. The load was applied in accordance with the stan-
dard rules [59], i.e., in two horizontal directions (X and Y) and in the vertical direction (Z).
In addition, the seismic excitations were applied simultaneously in all direction (direction
of X, Y and Z) to the rigid supports.

Table 1 shows the results for the analysed domes under seismic excitations. The
analysed records had different durations and intensities. The dynamic (seismic) analysis
was carried out on the basis of the numerical models presented in [52–54]. The above-
mentioned publications applied the rule that the most stressed strut in a given group was at
a level of 90%. For the purposes of analysing the obtained results, eight numerical models
were created, by different structural methods (method 1 or method 2). In addition, the
seismic excitations (Ancona, Denizil, Friuli, and Kilini) were used. As a result, eight models
were obtained, i.e., model I (method 1, Ancona), model II (method 2, Ancona), model III
(method 1, Denizil), model IV (method 2, Denizil), model V (method 1, Friuli), model VI
(method 2, Friuli), model VII (method 1, Kilini), and model VIII (method 2, Kilini).

3.2. Displacements

Based on the analysis, it can be seen that the maximum displacement values were
recorded for the horizontal directions X and Y (for the Ancona and Denzil records in the Y
direction, for the Friuli and Kilini records in the X direction). In the vertical direction, the
displacements were much smaller (Table 2). For all four of the seismic records analysed,
higher values were obtained for the dome designed according to method 1 than for the
dome generated according to method 2.

Table 2. Results from numerical analysis.

Seismic Records

Ancona (Italia) Denizil (Turkey) Friuli (Italia) Kilini (Greece)

Method

Direction
1 2 1 2 1 2 1 2

Model I Model II Model III Model IV Model V Model VI Model VII Model VIII

Displacement (mm)

x 17.4 6.8 8.3 6.6 3.9 2.3 −1.9 1.1
y 23.4 −7.6 13.3 −6.9 3.6 2.1 1.1 0.9
z 10.2 4.5 6.7 5.6 1.7 0.9 1.0 0.6

Axial forces (kN)

−69.54 47.01 40.54 37.63 12.82 13.31 5.56 −6.76

Velocity (m/s)

x 0.99 0.42 0.50 0.44 0.18 0.09 0.12 0.07
y 1.34 0.45 0.79 0.42 0.23 0.10 0.07 0.05
z 0.62 0.32 0.44 0.36 0.10 0.07 0.06 0.05

Acceleration (m/s2)

x 64.14 29.34 33.77 26.48 10.67 5.88 8.90 4.78
y 81.71 30.19 55.78 27.44 13.50 6.66 4.89 3.49
z 39.21 32.42 28.06 −34.35 6.26 6.01 4.51 3.79
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In the case of structures shaped on the basis of method 1, the highest displacement
values were obtained with the Ancona record (model I, 23.4 mm; Figure 5a). In the case of
other records, the displacement values were smaller. In relation to Ancona, they accounted
for 56% for Denizli (model III, 13.3 mm; Figure 5b), 17% for Friuli (model V, 3.9 mm;
Figure 5c), and 8% for Kilini (model VII, −1.9 mm; Figure 5d). A similar tendency was
noticeable with the domes created according to method 2. The Ancona forcing caused
the highest displacement values (model II, −7.6 mm; Figure 5a), while for the remain-
ing records, the maximum displacement values were 90% (model IV, Denizli, −6.9 mm;
Figure 5b), 30% (model VI, Friuli, 2.3 mm; Figure 5c) and 14% (model VIII, Kilini, 1.1 mm;
Figure 5d) of the values from the Ancon record, respectively.

Figure 5. Maximum displacements in numerical model records: (a) Ancona—models I and II,
(b) Denizli—models III and IV, (c) Friuli—models V and VI, (d) Kilini—models VII and VIII.

There was also a noticeable difference in the size of the maximum displacements
between the structures shaped according to methods 1 and 2. The greatest differences were
obtained for the Ancona record, in which the dome shaped according to method 1 showed
about three times greater maximum displacements (model I, 23.4 mm; Figure 5a) than
the dome designed according to method 2 (model II, 7.6 mm; Figure 5b). In the case of
the records of Denizli, Friuli, and Kilini, the differences were about two times greater for
method 1 compared to method 2.

It should be added that the value of displacements for the analysed numerical models
decreases with a decrease in the value of ground acceleration, which was recorded for
individual earthquake records. The highest values were obtained for the Ancona record,
i.e., the record with the greatest ground acceleration (3.740 m/s2).

It can also be seen that the domes were excited for approximately 1.5 to 4.0 s of
the recording duration as a result of the imposed excitation. In the first stages of the
excitation, the displacements had a negligible value, which was undoubtedly influenced by
the characteristics of the given excitation (in the first seconds of recording, the acceleration
values were low). However, after the occurrence of the maximum acceleration in a given
record (Ancona, Denizli, Friuli, Kilini), the recorded displacements had a similar value
to the maximum ones. This tendency was noticeable for all analysed records, regardless
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of the direction of the excitation. Even the decrease in acceleration did not cause any
significant reduction in the displacements of the analysed domes. For both of the domes
created according to methods 1 and 2, it can be seen that the moments of occurrence of the
maximum values of displacement in the domes were similar to each other. They occurred
at very similar time intervals. Only when recording Denizli (model III and model IV) did
the maximum displacements appear at significant time intervals: for method 1 (model III)
around 17 s and, for method 2 (model IV), approximately 5 s.

3.3. Axial Forces

Based on the numerical analysis, it can be concluded that the maximum axial forces
occurring in the struts in both of the analysed methods of shaping geodetic strut domes
(methods 1 and 2) were similar for each given excitation. Thus, there was no clear trend as
in the case of displacements where, for the analysed models built according to method 1,
the maximum values of displacement were always higher than for the models shaped
according to method 2. It was noticed that for high-intensity records (Ancona and Denizli
excitations—Figure 4a,b), higher values of axial forces were obtained for models I and III,
where method 1 was used to generate the structure. However, in the case of records of
lower intensity (Friuli and Kilini—Figure 4c,d), higher values were recorded for the dome
designed according to method 2 (models VI and VIII). The difference in the maximum
values of the axial forces of the domes generated according to methods 1 and 2, for the
four records analysed, was from 4% to 32% and was largest (32%) was for the Ancona
record.

The greatest forces were recorded with the Ancon excitation in model I (−69.54 kN—
Figure 6a), which was designed according to method 1. In the other models, the values were
lower and amounted to: (i) 47.01 kN (method 2, model II, Ancona—Figure 6a), (ii) 40.54 kN
(method 1, model III, Denizli—Figure 6b), (iii) 37.63 kN (method 2, model IV, Denizli—
Figure 6b), (iv) 13.31 kN (method 2, model VI, Friuli—Figure 6c), (v) 12.82 kN (method 1,
model V, Friuli—Figure 6c), (vi) −6.76 kN (method 2, model VIII, Kilini—Figure 6d), and
(vii) 5.56 kN (method 1, model VII, Kilini—Figure 6d). On the basis of the obtained results
presented in Figure 6, it can be seen that the tensile and compression forces in the struts
were of a similar value. In some models, almost identical values for the compressive and
tensile forces were obtained.

It can also be seen that the axial forces for all analysed models (I–VIII) were recorded
after the appearance of the maximum acceleration in the record. From that moment, they
remained at relatively equal levels, similar to the displacements. Concentrating on Figure 6,
it can also be seen that the maximum forces (for method 1 and 2 of strut dome design)
appeared at a similar time. Thus, it can be concluded that the method of shaping the dome
structure does not have a significant impact on the moment of the maximum axial forces in
the structure appearance. Moreover, no clear tendency can be drawn as to how the length
of the records and their intensity impacts the appearance of maximum values over time.
As can be seen in Figure 6, the location of the maximum axial forces occurrence in time
was very varied.

3.4. Velocity

Analysing the maximum velocities, the impact of two different methods of creating
strut dome structures can be observed. Based on the obtained results, it can be seen that
using method 1 for the construction of a dome, the vibration of velocities as a result of the
seismic excitation was much higher than for the structures formed according to method 2
(Figure 7). This tendency was noted in both the records with high ground acceleration
(Ancona, Denizli) and records with low ground acceleration (Friuli, Kilini).

In the analysed numerical models (models I–VIII), the highest values for velocity were
obtained in model I, i.e., in the dome created according to method 1, with the Ancona
record. This value was 1.34 m/s (Figure 7a). In the other models, lower values, ranging
from 41% to 95%, (compared to model I) were obtained.
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Figure 6. Maximum axial forces in numerical model records of: (a) Ancona—models I and II,
(b) Denizli—models III and IV, (c) Friuli—models V and VI, (d) Kilini—models VII and VIII.

Figure 7. Maximum velocities in numerical model record of: (a) Ancona—models I and II,
(b) Denizli—models III and IV, (c) Friuli—models V and VI, (d) Kilini—models VII and VIII.

It should also be mentioned that there was a slight difference between the velocities
from models II and IV (method 2), which was only 2%. This was not much, considering the
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fact that for the same excitations in the case of method 1, the difference between models I
and III was 41%.

On the basis of Figure 7, it can be seen that the places of the occurrence of the maximum
velocities in time for individual records and methods of shaping the dome structure were
different. Therefore, it was not possible to clearly define the influence of the acceleration
value of the analysed recording as well as the method of shaping the dome (methods 1 or 2).
On the other hand, it can be seen (especially in the case of domes designed according to
method 1) that as the record intensity decreases, the velocity values decrease. For method 2,
it was less noticeable because the obtained results were lower in the range of 42% to 66%
(compared to method 1).

However, it can be seen that the strut domes were excited as a result of the seismic
excitation application. Figure 7 shows that after the maximum ground acceleration occurs
in the record (Figure 4), the vibration velocities remain at relatively the same level for a
particular record for the rest of its duration. The method of shaping (method 1 or 2) of the
strut domes does not matter.

3.5. Acceleration

In the case of maximum accelerations, a similar tendency can be observed for dis-
placements, axial forces, and velocities. The method of generating the strut dome structure
clearly matters. For method 1, higher values were obtained than for method 2. This trend
was repeated for all analysed records, i.e., Ancona, Denizli, Friuli, and Kilini (Figure 8).

Figure 8. Maximum accelerations in numerical model record of: (a) Ancona—models I and II,
(b) Denizli—models III and IV, (c) Friuli—models V and VI, (d) Kilini—models VII and VIII.

It was noticed that with a decrease in the intensity of the excitation, the maximum
accelerations of the dome structure were reduced. Thus, it can be concluded that for the
accelerations of the domes, the ground acceleration value has greater significance than the
duration of the earthquake.

The highest accelerations were observed in model I (method 1, Ancona), where the ob-
tained value was 81.71 m/s2 (Figure 8a). In the other analysed models, the acceleration val-
ues in the dome were lower compared to model I and amounted to (i) 55.78 m/s2 (method 1,

174



Materials 2021, 14, 4493

model III, Denizil—Figure 8b), (ii) −34.35 m/s2 (method 2, model IV, Denizil—Figure 8b),
(iii) 32.42 m/s2 (method 2, model II, Ancona—Figure 8a), (iv) 13.50 m/s2 (method 1, model
V, Friuli—Figure 8c), (v) 8.90 m/s2 (method 1, model VII, Kilini—Figure 8d), (vi) 6.66 m/s2

(method 2, model VI, Friuli—Figure 8c) and (vii) 4.78 m/s2 (method 2, model VIII, Kilini—
Figure 8d). Analysing the results of the obtained values, it should be also noted that in
the case of domes created according to method 2, higher values were obtained in model
IV (Denizil) than in model II (Ancona), although the value of ground acceleration for the
given excitation in model II was higher by 10%.

Taking into account the time of the appearance of the maximum accelerations in the
dome, it can be seen that it was not identical for the analysed methods of creating the
dome (methods 1 and 2). In models I and II, as well as VII and VIII, the time when the
maximum values appeared was similar. On the other hand, in models III, IV, V, and VI, big
differences were noted between the time when the maximum acceleration values appeared
in the dome. The difference was 10 s (V and VI models), which was a very significant value
with the recording duration of about 17 s.

As in the case of the previously analysed quantities (displacements, axial forces, and
velocities), it was noticed that after the occurrence of the maximum input in the record, the
structure was excited. From that moment, the acceleration values were relatively close to
the maximum values.

4. Conclusions

After the numerical analysis, it can be concluded that the method of shaping the steel
structure of domes (methods 1 and 2) has a significant impact on the obtained values
of displacements, axial forces, velocities, and accelerations. In addition, the following
were noted:

• Displacements in strut domes, constructed according to method 1, were much greater
than for domes constructed according to method 2. This tendency was repeatable for
high and low intensity records;

• The length of the earthquake record was not significant. The value of the ground
acceleration recorded during the earthquake seems more important;

• After the occurrence of the maximum ground acceleration in the analysed record, the
steel structure of the cover was excited (regardless of the method of shaping the dome).
After excitation of the structure, for the rest of the record, the values remain near the
maximum values recorded in the given record,

• The maximum values were mainly obtained in the horizontal directions (X and Y).
Only the maximum accelerations for models II and IV, generated according to method
2, were obtained in the vertical direction Z. This shows a close relationship between
the shape of the dome structure and their seismic response.

Undoubtedly, the numerical analysis that was performed allowed the determination
of how seismic excitation affects the dome shaping method. However, the obtained results
were carried out only on relatively small domes. They were new structures, without
damage, which was also important. In future, additional analyses are planned for domes
of different sizes, as well as damaged domes. In addition, it is planned to optimise the
dome structure under seismic excitation.

The obtained results may be helpful in designing this type of structure in seismic
areas and may also be a source of information for architects when designing geodesic
domes. Additionally, this paper can be helpful in assessing the effects of earthquakes on
lightweight structures.
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Wroclaw, Poland, 1973.
56. EN. EN 1993: Eurocode 3: Design of Steel Structures; European Committee for Standardization: Brussels, Belgium, 2005.
57. Chmielewski, T.; Górski, P.; Beirow, B.; Kretzschma, J. Theoretical and experimental free vibrations of tall industrial chimney with

flexibility of soil. Eng. Struct. 2005, 27, 25–34. [CrossRef]
58. Tabatabaiefar, H.R.; Massumi, A. A simplified method to determine seismic responses of reinforced concrete moment resisting

building frames under influence of soil–structure interaction. Soil Dyn. Earthq. Eng. 2010, 30, 1259–1267. [CrossRef]
59. EN. EN 1998: Eurocode 8: Design of Structures for Earthquake Resistance; European Committee for Standardization: Brussels,

Belgium, 2004.

177





Citation: Qaidi, S.; Najm, H.M.;

Abed, S.M.; Özkılıç, Y.O.; Al

Dughaishi, H.; Alosta, M.; Sabri,

M.M.S.; Alkhatib, F.; Milad, A.

Concrete Containing Waste Glass as

an Environmentally Friendly

Aggregate: A Review on Fresh and

Mechanical Characteristics. Materials

2022, 15, 6222. https://doi.org/

10.3390/ma15186222

Academic Editor: Krzysztof

Schabowicz

Received: 1 August 2022

Accepted: 2 September 2022

Published: 7 September 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

materials

Review

Concrete Containing Waste Glass as an Environmentally
Friendly Aggregate: A Review on Fresh and Mechanical
Characteristics

Shaker Qaidi 1,*, Hadee Mohammed Najm 2,*, Suhad M. Abed 3, Yasin Onuralp Özkılıç 4, Husam Al Dughaishi 5,

Moad Alosta 5, Mohanad Muayad Sabri Sabri 6, Fadi Alkhatib 7 and Abdalrhman Milad 5,*

1 Department of Civil Engineering, College of Engineering, University of Duhok, Duhok 42001, Iraq
2 Department of Civil Engineering, Zakir Husain Engineering College, Aligarh Muslim University,

Aligarh 202002, India
3 Department of Highways & Airports Engineering, College of Engineering, University of Diyala,

Baqubah 32001, Iraq
4 Department of Civil Engineering, Faculty of Engineering, Necmettin Erbakan University,

Konya 42000, Turkey
5 Department of Civil and Environmental Engineering, College of Engineering, University of Nizwa,

P.O. Box 33, Nizwa 616, Oman
6 Peter the Great St. Petersburg Polytechnic University, 195251 St. Petersburg, Russia
7 Department of Structural Engineering, Faculty of Civil Engineering and Built Environment,

Universiti Tun Hussein Onn Malaysia (UTHM), Parit Raja 86400, Malaysia
* Correspondence: shaker.abdal@uod.ac (S.Q.); gk4071@myamu.ac.in (H.M.N.); a.milad@unizwa.edu.om (A.M.)

Abstract: The safe disposal of an enormous amount of waste glass (WG) in several countries has
become a severe environmental issue. In contrast, concrete production consumes a large amount of
natural resources and contributes to environmental greenhouse gas emissions. It is widely known
that many kinds of waste may be utilized rather than raw materials in the field of construction
materials. However, for the wide use of waste in building construction, it is necessary to ensure that
the characteristics of the resulting building materials are appropriate. Recycled glass waste is one
of the most attractive waste materials that can be used to create sustainable concrete compounds.
Therefore, researchers focus on the production of concrete and cement mortar by utilizing waste glass
as an aggregate or as a pozzolanic material. In this article, the literature discussing the use of recycled
glass waste in concrete as a partial or complete replacement for aggregates has been reviewed by
focusing on the effect of recycled glass waste on the fresh and mechanical properties of concrete.

Keywords: waste glass; recycling; construction materials; sustainable concrete; mechanical properties

1. Introduction

Glass is one of the world’s most diverse substances because of its substantial prop-
erties, such as chemical inertness, optical clarity, low permeability, and high authentic
strength [1–3]. The usage of glass items has greatly increased, leading to enormous quan-
tities of WG. Globally, it is estimated that 209 million tons of glass are produced annu-
ally [4–6]. In the U.S., according to the Environmental Protection Agency (EPA) [7–9],
12.27 million tons of glass were created in 2018 in municipal solid waste (MSW), as shown
in Figure 1, most of which were containers for drinking and food. Furthermore, in 2018, the
EU generated 14.5 million tons of glass package wastes [10–12]. The quantity of generated
WG will increase due to the increasing demand for glass components [13–16].

Recycling and reducing waste are key parts of a waste-management system since
they contribute to conserving natural resources, reducing requests for waste landfill space,
and reducing pollution of water and air [17,18]. According to Meyer [19], by 2030, the EU
zero-waste initiative estimates that improvements in resource efficiency throughout the

Materials 2022, 15, 6222. https://doi.org/10.3390/ma15186222 https://www.mdpi.com/journal/materials
179



Materials 2022, 15, 6222

chain could decrease material input requirements by 17% to 24%, satisfying the demand
for raw materials between 10% to 40%, and could contribute to reducing emissions by
40% [20–22].

Figure 1. Distribution of MSW stream produced in the U.S in 2018. Adapted from [7].

In fact, innovative options for recycling WG must be developed. One significant option
is to use WG for construction materials [23]. The recycling of WG not only decreases the
demand for landfill sites in the building sector but also significantly helps in decreasing the
carbon footprint and saving resources [24–26]. In 1963, Schmidt and Saia [27] performed
the first research on the use of WG for building materials. The authors recycled WG into
useful glass particles for wall-panel production. Subsequently, a significant study was
conducted in order to use recycled glass for fine or coarse aggregate in mortar and concrete,
because of the good hardness of the glass [14,28,29]. This study aims at reviewing the
possibilities of utilizing WG in concrete as a partial or full replacement for fine or coarse
aggregates in order to give practical and brief guidance on recycling and using WG [30–33].

2. Research Significance

Besides the above-mentioned dangers of WG and the need to recycle it economically
and environmentally, this research explores the source of WG as well as its physical and
chemical characteristics. In addition, this study aims to review the literature that discusses
the use of recycled WG in concrete as a partial or complete alternative to aggregates by
focusing on the effect of this waste on the fresh and mechanical properties of concrete in
order to demonstrate the possibilities of using recycled WG in concrete and to provide
practical and brief guidance. Furthermore, we are establishing a foundation for future study
on this material and describing research insights, existing gaps, and future research goals.

3. Properties of Glass

3.1. Chemical Properties of Glass

Glass exists in various colors and types, with various chemical components. Tables 1 and 2
show the chemical compositions of different colors and types of typical glass, respectively.
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Table 1. Chemical components of glass for various colors.

Color
Chemical Compositions

Refs.
SiO2 CaO Na2O Al2O3 MgO Fe2O3 K2O SO3 TiO2 Cr2O3 Others

White 70.39 6.43 16.66 2.41 2.59 0.32 0.23 0.19 0.08 - 0.04 (MnO),
0.02 (Cl) [34]

Clear 72.42 11.50 13.64 1.44 0.32 0.07 0.35 0.21 0.035 0.002 - [35]
Flint 70.65 10.70 13.25 1.75 2.45 0.45 0.55 0.45 - - - [36]

Amber 70.01 10.00 15.35 3.20 1.46 - 0.82 0.06 0.11 - 0.04 (MnO) [34]
Brown 71.19 10.38 13.16 2.38 1.70 0.29 0.70 0.04 0.15 - - [37]
Green 72.05 10.26 14.31 2.81 0.90 - 0.52 0.07 0.11 - 0.04 (MnO) [34]

Table 2. Chemical components of glass for various types. Adapted from [38,39].

Type Uses
Chemical Compositions

SiO2 K2O Na2O Al2O3 MgO PbO BaO CaO B2O3 Others

Barium
glasses

Optical-dense
barium crown 36 4 41 10 9% ZnO

Color TV panel 65 9 7 2 2 2 2 2 10% SrO

Soda-Lime
Glasses

Containers 66–75 0.1–3 12–16 0.7–7 0.1–5 6–12
Light bulbs 71–73
Float sheet 73–74

Tempered ovenware 0.5–1.5 13.5–15

Lead glasses

Color TV funnel 54 9 4 2 23
Electronic parts 56 9 4 2 29

Neon tubing 63 6 8 1 22
Optical dense flint 32 2 1 65

Aluminosilicate
glasses

Combustion tubes 62 1 17 7 8 5
Resistor substrates 57 16 7 6 10 4

Fiberglass 64.5 0.5 24.5 10.5

Borosilicate
Chemical apparatus 81 4 2 13

Tungsten sealing 74 4 1 15
Pharmaceutical 72 1 7 6 11

3.2. Physical and Mechanical Properties of Glass

The physical and mechanical properties of crushed WG are listed in Tables 3 and 4, respectively.

Table 3. Physical properties of crushed WG.

Property Refs.

Specific gravity 2.4–2.8
2.51 (Green), 2.52 (Brown) [40]

Fineness Modulus 4.25
0.44–3.29 [41,42]

Bulk Density 1360 kg/m3
[43,44]

Shape Index (%) 30.5
Flakiness Index 84.3–94.7 [45]

Table 4. Mechanical properties of crushed WG.

Property Refs.

CBR (California bearing ratio) (%) Approx. 50–75. [46]

Los Angeles Value (%)
38.4 [43,45]

24.8–27.8 [44]
27.7 [47]

Friction Angle critical = 38 (Loose recycled glass)
[46]critical = 51–61 (Dense recycled glass)

4. Fresh Concrete Properties

4.1. Workability

There are two parallel points of view on the workability of WG-containing concrete.
A review of past studies on the impact of WG aggregates on the mixes of workability
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is summarized in Table 5. It can be noticed that various research investigations have
shown that the mixing of WG increases workability. They connected this beneficial impact
of WG on the workability to the weaker cohesive between the cement mortar and the
smooth surfaces of waste glass [48–52]. The smooth surface and low absorption capacity
of WG are also important factors in increasing workability [53,54]. For example, Ali and
Al-Tersawy [55] substitute fine aggregate in self-compacting concrete (SCC) mixes with
recycled WG at levels of 10% to 50% by volume. Constant content of water–cement ratio
and various superplasticizer doses have been used. They stated that slump flow increased
by 2%, 5%, 8%, 11%, and 85%, with the incorporating of 10%, 20%, 30%, 40% and 50% of
WG, respectively. In addition, Liu, Wei, Zou, Zhou and Jian [56] substitute fine aggregate in
ultra-high-performance concrete (UHPC) mixes with recycled liquid crystal display (CRT)
glass at levels of 25% to 100% by volume. Constant content of water–cement ratio and
various superplasticizer (SP) doses have been used. Moreover, they stated that flowability
increased by 11, 14, 16, and 12 mm, compared to the control sample, incorporating 25%,
50%, 75%, and 100% WG, respectively. Enhancing the workability by including WG is
a benefit of utilizing this recycled material [57–60]. There is potential to utilize glass to
create HPC in which high workability is necessary. In addition, WG can be used to boost
workability rather than employing admixtures such as HRWR or superplasticizers [61–64].

Contrastingly, some studies have stated that including waste glass into the mixes
lowered workability. Nevertheless, such a decrease has been associated with sharp edges,
higher glass particle aspect ratio, and angular form, with obstruction of the movement of
particles and cement mortar [65–71]. For example, Wang [72] substitutes fine aggregate in
liquid crystal display glass concrete (LCDGC) mixes with recycled LCD at levels of 20%
to 80% by volume. Various contents of w/c ratio (0.38–0.55) and various superplasticizer
doses have been used. The author stated that slump flow decreased by 4%, 7%, 19%,
and 26%, incorporating 20%, 40%, 60%, and 80% of WG, respectively, for w/c of 0.44. In
addition, Arabi, Meftah, Amara, Kebaïli and Berredjem [73] substitute coarse aggregate
in SCC mixes with recycled windshield glass at levels of 25% to 10% by volume. Various
contents of w/c ratio (0.60–0.69) and various superplasticizer doses have been used. They
stated that slump flow decreased by 3%, 8%, 9%, and 11%, incorporating 20%, 40%, 60%,
and 80% of WG, respectively. According to Rashad [61], the optimal content of glass waste
to achieve good workability is 20%.

Table 5. Summary of the results of past studies on the workability of waste-glass concrete.

Refs.
Type of

Composite
Source

Type of
Sub.

WG Sub.
Ratio%

WG Size
(mm)

w/c or w/b
Addit. or
Admix.

Outcomes

[74] SCGC LCD F.A 10, 20, &
30 (vol.%) 11.8 0.28 SP Slump flow increased by 11%,

17%, and 21%, respectively.

[75] HPGC LCD F.A 10, 20, &
30 (vol.%) 0.149–4.75 0.25, 0.32,

& 0.34 SP Slump flow increased, ranged
between 7–9%.

[76] Steel slag
concrete WG C.A 16.5 &

17.5 (vol.%)
4.9–10 &
4.9–16 0.4 & 0.55 WR

Slump increased by 167%, for
substitution 16.5% (w/c of 0.55,

and size of 4.9–10 mm).
Slump increased by 8%, for

substitution 17.5% (w/c of 0.40,
and size of 4.9–16 mm).

[77] Cement
concrete WG & PVC F.A 5, 10, 15, 20, 25,

& 30 (wt.%) 0.15–0.6 0.44, 0.5,
& 0.55 -

Slump value changed by −7%,
+33%, +47%, +31, +36, and +40%,

respectively, for w/c of 0.5.

[78] Waste glass
concrete WG F.A

18, 19, 20, 21,
22, 23, &

24 (vol.%)
0.15–0.6 0.4 SP Workability decreased by

increasing the WG ratio.

[79] Waste glass
concrete CRT F.A 50 &

100 (vol.%) ≤5 0.35, 0.45,
& 0.55 WR & AE

Slump increased by 55%, and
115%, respectively, for w/c

of 0.45.

[80] Waste glass
concrete WG C.A 10, 20, &

30 (wt.%) ≤20 0.55 - Slump decreased by 3%, 5%, and
9%, respectively.

[73] SCC Windshield C.A 25, 50, 75, &
100 (vol.%)

9.5 &
12.7 (mixed) 0.6–0.69 Marble filler

& SP
Slump flow decreased by 3%, 8%,

9%, and 11%, respectively.

[81] UHPC WG F.A 25, 50, 75, &
100 (wt.%) ≤0.6 0.19 Steel fiber

& HRWRA
Slump increased by 25%, 111%,
321%, and 532%, respectively.

[56] UHPC CRT F.A 25, 50, 75, &
100 (vol.%) 0.6–1.18 0.19 Steel fiber, SF,

& SP

Flowability increased by 11, 14,
16, and 12 mm, respectively,

compared to control (200 mm).
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Table 5. Cont.

Refs.
Type of

Composite
Source

Type of
Sub.

WG Sub.
Ratio%

WG Size
(mm)

w/c or w/b
Addit. or
Admix.

Outcomes

[82] Waste glass
concrete WG F.A 15 & 30 (vol.%) ≤4.75 0.5 - Slump decreased by 9%, and

39%, respectively.

[83] Waste-based
concrete WG F.A 100 (vol.%) ≤1.9 0.47 SP & GBFS

Glass sand showed lower
workability compared to Lead

smelter slag (LSS).

[84] Waste glass
concrete WG F.A 5, 15, &

20 (vol.%) 0.15–4.75 0.55 - Slump decreased by 19%, 29%,
and 35%, respectively.

[55] SCC WG F.A 10, 20, 30, 40,
& 50 (vol.%) 0.075–5 0.4 SF & SP Slump flow increased by 2%, 5%,

8%, 11%, and 85%, respectively.

[85] Cement
concrete WG F.A 5, 10, 15, &

20 (vol.%) 0.15–9.5 0.56 - Slump decreased by 1%, 3%, 4%,
and 5%, respectively.

[86] Waste glass
concrete

Waste
E-glass F.A 10, 20, 30, 40,

& 50 (wt.%) ≤4.75 0.68 SF & F.A. Slump decreased by 2%, 1%, 50%,
55, and 54%, respectively.

[87] Waste glass
concrete WG F.A 10, 15, &

20 (vol.%) 0.15–4.75 0.52 - Slump decreased by 24%, 23%,
and 33%, respectively.

[88] Waste glass
concrete WG F.A 15, 20, 30, &

50 (wt.%) ≤5 0.52, 0.57,
& 0.67 -

Slump decreased by 0%, 0%, 13%,
and 13%, respectively, for w/c

of 0.57.

[89] Waste glass
concrete

Green waste
glass F.A 30, 50, &

70 (wt.%) ≤5 0.5 AE Workability decreased, ranged
between 19–44%.

[65] Waste glass
concrete

Soda-lime
glass F.A 50 &

100 (vol.%) ≤5 0.38 MK Slump decreased by 0%, and 38%,
respectively.

[48] Waste glass
concrete WG F.A &

C.A
10, 25, 50,

& 100 (vol.%) N.M 0.48 -
Slump value changed by −6%,

+6%, +18%, and +6%,
respectively.

[72] LCDGC LCD F.A 20, 40, 60, &
80 (vol.%) ≤4.75 0.38, 0.44,

& 0.55 - Slump flow decreased by 4%, 7%,
19%, and 26%, respectively.

[90] Cement
concrete LCD F.A 20, 40, 60, &

80 (vol.%) ≤4.75 0.48 -
Slump value changed by 0%,

−5%, −5%, and
+20%, respectively.

[91]
Alkali-

activated
mortar

Cullet F.A 25, 50, 75, &
100 (vol.%) ≤2.36 0.6 F.A., GBFS, SH,

& SS
Flowability increased, ranged

between 4–15%.

[92] Waste glass
concrete WG F.A 25, 50, 75, &

100 (wt.%) ≤5 0.5 - Slump decreased by 9%, 7%, 15%,
and 27%, respectively.

Where: SCGC is self-compacting glass concrete; SCC is self-compacting concrete; HPGC is high performance
recycled liquid crystal glasses concrete; UHPC is ultra-high performance concrete; LCDGC is liquid crystal display
glass concrete; LCD is liquid crystal display; CRT is cathode ray tube; WG is waste glass; PVC is polyvinyl
chloride; SP is superplasticizer; HRWRA is a high-range water-reducing agent; WR is water-reducing; AE is
air-entraining; SF is silica fume; F.A. is fly ash; GBFS is granulated blast furnace slag; MK is metakaolin; SH is
sodium hydroxide solution; SS is sodium silicate solution; F.A is fine aggregate; C.A is coarse aggregate; vol. is
replacing by volume; wt. is replacing by weight.

4.2. Bulk Density

Past studies on the impact of WG aggregates on the bulk density, which are sum-
marized in Figure 2, revealed that the majority of studies showed that incorporating
glass waste into mixtures reduces density. This decrease can be ascribed to the lesser
density of WG compared to natural aggregate [42,65,93,94], as well as the lower specific
gravity [43,66,87,93,95]. For example, Taha and Nounu [65] substitute fine aggregate in
waste-glass concrete (WGC) mixes with recycled soda-lime glass at levels of 50% to 100%
by volume. They stated that the fresh density of WG concrete mixes reduced by 1% and 2%
incorporating 50% and 100% of WG, respectively. This density drop might be realized as
one benefit of using this material in concrete for engineering purposes [96–99].

On the other hand, Liu, Wei, Zou, Zhou and Jian [56] stated that concrete of 10 to
50% WG had a fresh density greater than reference. The authors substitute F.A in UHPC
mixes with recycling CRT glass at levels of 25% to 100% by volume. They stated that
the fresh density of waste-glass concrete mixtures increased by 1% 2.5%, 3.5%, and 6%,
incorporating 25%, 50%, 75%, and 100% of WG, respectively. The authors attributed the
reason to the fact that the density of CRT glass (2916 kg/m3) was larger than that of fine
aggregate (2574 kg/m3) [100–104].
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Figure 2. Bulk density of concrete with various content of WG. Adapted from references
[56,65,80,83,84,87,105–107].

5. Mechanical Properties

5.1. Compressive Strength

By reviewing past studies on the impact of WG aggregates on the compressive strength
of waste-glass concrete, summarized in Table 6, it can be noticed that most studies shown
that incorporating glass waste into concrete reduces compressive strength. The researchers
ascribed this behavior to (i) the sharp edges and smooth particle surfaces, leading to a
poorer bond between cement mortar and glass particles at the interfacial transition zone
(ITZ) [14,40,42,43,55,66,87,90,108,109]; (ii) increased water content of the glass aggregate
mixes due to the weak ability of WG to absorb water [43,110]; and (iii) the cracks caused by
expanding stress formed by the alkali-silica reaction produced from the silica in WG [40].
For example, Park, Lee and Kim [89] substitute fine aggregate in WGC with recycled
green WG at levels of 30% to 70% by weight. They stated that the compressive strength
of concrete decreased by 3%, 13%, and 18%, incorporating 30%, 50%, and 70% of WG,
respectively. In addition, Terro [48] noted that concrete, which contains up to 25% of WG,
showed compressive strength values greater than the reference, whereas concrete with a
substitution level of over 25% declined in compressive strength.

In order to better understand the impact of glass waste on the properties of the waste-
glass concrete [111–114]. Omoding, Cunningham and Lane-Serff [115] investigated the
concrete microstructure via SEM by replacing between 12.5–100% of the coarse aggregate
with green waste glass with a size of 10–20 mm. The authors stated (i) that there is a weak
connection between the waste glass and the cement matrix. This is because of a reduction
in bonding strength between the waste glass and the cement paste because of the high
smoothness of waste glass, consequently resulting in cracks and poor adherence between
waste glass and cement paste; and (ii) as the content of waste glass increases, the proportion
of cracks and voids increases in the concrete’s matrix.

However, some studies have stated that waste glass increases mechanical strength.
This increase is primarily realized because of the surface texture and strength of the waste
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glass particles compared to natural sand [116–118] and the pozzolanic reaction of waste
glass aggregate [119–121]. For example, Jiao, Zhang, Guo, Zhang, Ning and Liu [81]
substitute fine aggregate in UHPC with recovered WG at levels of 25% to 100% by weight.
They stated that the compressive strength of concrete increased by 2%, 17%, 34%, and 20%,
incorporating 25%, 50%, 75%, and 100% WG, respectively.

Regarding the influence of WG color on properties, some studies have stated that the
color of WG did not produce any noticeable variation in strength [89,122]. On the contrary,
Tan and Du [66] claimed that clear waste glass showed less strength.

Table 6. Summary of the results of past studies on the compressive strength of waste-glass concrete.

Refs.
Type of

Composite
Source

Type of
Subs.

WG Subs.
Ratio

WG Size
(mm)

w/c or w/b
Addit. or
Admix.

Com. Str. of
Control (MPa)

Outcomes

[74] SCGC LCD F.A 10, 20, &
30 (vol.%) 11.8 0.28 SP 65 Decreased by 2%, 5%, and

3%, respectively.

[75] HPGC LCD F.A 10, 20, &
30 (vol.%) 0.149–4.75 0.25, 0.32,

& 0.34 SP 56
Decreased by 25%, 32%, and

29%, respectively, for w/c
of 0.32.

[123]
Autoclaved

aerated
concrete

CRT F.A 5 &
10 (vol.%) 2.16–3.3 N.M - 29 Decreased by 2%, and

0%, respectively.

[77] Cement
concrete

WG &
PVC F.A

5, 10, 15, 20,
25, &

30 (wt.%)
0.15–0.6 0.44, 0.5, &

0.55 - 34
Decreased by 1%, 4%, 4%,

6%, 7%, and 9%, respectively,
for w/c of 0.50.

[78] Waste glass
concrete WG F.A

18, 19, 20, 21,
22, 23, &

24 (vol.%)
0.15–0.6 0.4 SP 33

Changed by +6%, +9%,
+12%, +9%, +3%, −6% and

−9%, respectively.

[79] Waste glass
concrete CRT F.A 50 &

100 (vol.%) ≤5 0.35, 0.45,
& 0.55 WR & AE 28 Decreased by 21%, and 32%,

respectively, for w/c of 0.45.

[80] Waste glass
concrete WG C.A 10, 20, &

30 (wt.%) ≤20 0.55 - 24 Decreased by 13%, 15%, and
23%, respectively.

[105] Waste glass
concrete WG F.A 25, 75, &

100 (wt.%) 0.15–5 0.48–0.66 - 38 Changed by +5%, +8%, +3%,
and −8%, respectively.

[124] Waste glass
concrete Cullet C.A 25, 50, &

75 (wt.%) 2.36–5 0.29 SF 32 Decreased by 6%, 3%, 22%,
and 25%, respectively.

[73] SCC Windshield C.A 25, 50, 75, &
100 (vol.%) 9.5 & 12.7 0.6–0.69 Marble

filler & SP 33 Decreased by 15%, 24%, 24%,
and 30%, respectively.

[125] HSPC WG C.A 25, 50, 75, &
100 (vol.%) 2.36–5 0.14 SF & SP 50 Decreased by 4%, 20%, 30%,

and 36%, respectively.

[81] UHPC WG F.A 25, 50, 75, &
100 (wt.%) ≤0.6 0.19

Steel fiber
&

HRWRA
108 Increased by 2%, 17%, 34%,

and 20%, respectively.

[56] UHPC CRT F.A 25, 50, 75, &
100 (vol.%) 0.6–1.18 0.19 Steel fiber,

SF, & SP 180 Decreased by 7%, 11%, 16%,
and 18%, respectively.

[115]
Glass

aggregate
concretes

WG C.A 12.5, 25, 50,
& 100 (vol.%) 10–20 0.52 SP 45 Decreased by 4%, 16%, 20%,

and 27%, respectively.

[82] Waste glass
concrete WG F.A 15 &

30 (vol.%) ≤4.75 0.5 - 48 Decreased by 6%, and
0%, respectively.

[84] Waste glass
concrete WG F.A 5, 15, &

20 (vol.%) 0.15–4.75 0.55 - 33 Decreased by 6%, 3%, and
0%, respectively.

[55] SCC WG F.A 10, 20, 30, 40,
& 50 (vol.%) 0.075–5 0.4 SF & SP 62 Decreased by 5%, 15%, 18%,

23%, and 24%, respectively.

[85] Cement
concrete WG F.A 5, 10, 15, &

20 (vol.%) 0.15–9.5 0.56 - 32 Increased by 9%, 44%, 25%,
and 38%, respectively.

[87] Waste glass
concrete WG F.A 10, 15, &

20 (vol.%) 0.15–4.75 0.52 - 44 Changed by −9%, −9%, and
+5%, respectively.

[88] Waste glass
concrete WG F.A 15, 20, 30, &

50 (wt.%) ≤5 0.52, 0.57,
& 0.67 - 48

Decreased by 2%, 4%, 13%,
and 19%, respectively, for

w/c of 0.57.

[89] Waste glass
concrete

Green
waste
glass

F.A 30, 50, &
70 (wt.%) ≤5 0.5 AE 38 Decreased by 3%, 13%, and

18%, respectively.

[48] Waste glass
concrete WG F.A &

C.A
10, 25, 50, &
100 (vol.%) N.M 0.48 - 40

Changed by +38%, +3%,
−5%, and

−50%, respectively.

[72] LCDGC LCD F.A 20, 40, 60, &
80 (vol.%) ≤4.75 0.38, 0.44,

& 0.55 - 39
Decreased by 3%, 10%, 13%,

and 15%, respectively, for
w/c of 0.44.

[90] Cement
concrete LCD F.A 20, 40, 60, &

80 (vol.%) ≤4.75 0.48 - 36 Decreased by 6%, 11%, 22%,
and 25%, respectively.

[107] Waste glass
concrete CRT F.A 20, 40, 60, 80,

& 100 (vol.%) 4.75 0.45 F.A. 38 Decreased by 5%, 8%, 8%,
11%, and 13%, respectively.

[126] Resin concretes WG F.A 0–100 (wt.%) ≤2 N.M Epoxy
resin 95 Decreased by 33%, for

substitution of 100%.

[127] Concrete
blocks WG F.A 100 (vol.%) 4.75, 2.36,

1.18, & 0.6 0.23 - 34 Decreased by 18%.
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Table 6. Cont.

Refs.
Type of

Composite
Source

Type of
Subs.

WG Subs.
Ratio

WG Size
(mm)

w/c or w/b
Addit. or
Admix.

Com. Str. of
Control (MPa)

Outcomes

[91]
Alkali-

activated
mortar

Cullet F.A 25, 50, 75, &
100 (vol.%) ≤2.36 0.6

F.A.,
GBFS, SH,

& SS
70 Decreased by 3%, 6%, 7%,

and 10%, respectively.

[128] Waste glass
concrete WG F.A 25, 50., 75, &

100 (wt.%) ≤5 0.5 - 20
Changed by +20%, +15%,

−10%, and
−35%, respectively.

Where: SCGC is self-compacting glass concrete; SCC is self-compacting concrete; HPGC is high performance
recycled liquid crystal glasses concrete; HSPC is high-strength pervious concrete; UHPC is ultra-high performance
concrete; LCDGC is liquid crystal display glass concrete; LCD is liquid crystal display; CRT is cathode ray tube;
WG is waste glass; PVC is polyvinyl chloride; SP is superplasticizer; HRWRA is a high-range water-reducing
agent; WR is water-reducing; AE is air-entraining; SF is silica fume; F.A. is fly ash; GBFS is granulated blast furnace
slag; MK is metakaolin; SH is sodium hydroxide solution; SS is sodium silicate solution; F.A is fine aggregate; C.A
is coarse aggregate; vol. is replacing by volume; wt. is replacing by weight.

5.2. Splitting Tensile Strength

Past studies on the impact of WG aggregates on the splitting tensile strength of waste-
glass concrete, which are summarized in Table 7, revealed that incorporating glass waste
into concrete reduces tensile strength. Similarly, as in compressive strength, studies have
attributed the main reason for this behavior to the poor bond between cement paste and
glass particles at the ITZ. For example, Wang [72] substitutes fine aggregate in liquid crystal
display glass concrete (LCDGC) with recycled LCD glass at levels of 20% to 80% by volume.
The author stated that splitting tensile strength of concrete decreased by 1%, 7%, 8%, and
9%, incorporating 20%, 40%, 60%, and 80% of WG, respectively, for w/c of 0.44. Moreover,
Ali and Al-Tersawy [55] substitute fine aggregate in self-compacting concrete (SCC) with
recycled WG at levels of 10% to 50% by volume. They stated that tensile strength of waste-
glass concrete decreased by 9%, 15%, 16%, 24%, and 28% incorporating 10%, 20%, 30%,
40%, and 50% of WG, respectively [129–132].

In contrast, Jiao, Zhang, Guo, Zhang, Ning and Liu [81] indicated that concrete of
25% to 100% WG had a tensile strength greater than reference. The authors substitute fine
aggregate in ultra-high-performance concrete (UHPC) with recycled WG at levels of 25%
to 100% by weight. They stated that the splitting tensile strength of concrete increased by
1%, 3%, 11%, and 7%, incorporating 25%, 50%, 75%, and 100% of WG, respectively. The
author attributed the reason to the effect of using steel fibers.

Table 7. Summary of the results of past studies on the splitting tensile strength of waste-glass concrete.

Refs.
Type of

Composite
Source

Type of
Sub.

WG Sub.
Ratio%

WG Size
(mm)

w/c or
w/b

Addit. or
Admix.

Split ten. str. of
Control (MPa)

Outcomes

[81] UHPC WG F.A 25, 50, 75, &
100 (wt.%) ≤0.6 0.19 Steel fiber

& HRWRA 11.7
Increased by 1%, 3%,

11%, and
7%, respectively.

[82] Waste glass
concrete WG F.A 15 & 30

(vol.%) ≤4.75 0.5 - 4.5 Changed by +4%, and
−1%, respectively.

[84] Waste glass
concrete WG F.A 5, 15, & 20

(vol.%) 0.15–4.75 0.55 - 2.5 Increased by 4%, 12%,
and 24%, respectively.

[55] SCC WG F.A
10, 20, 30,
40, & 50
(vol.%)

0.075–5 0.4 SF & SP 6.8
Decreased by 9%,

15%, 16%, 24%, and
28%, respectively.

[85] Cement
concrete WG F.A 5, 10, 15, &

20 (vol.%) 0.15–9.5 0.56 - 3.9
Decreased by 0%, 8%,

15%, and
23%, respectively.

[133] Waste glass
concrete WG F.A 10, 20, 30,

& 40 (wt.%) ≤4.75 0.45 - 2.5
Decreased by 2%, 8%,

10%, and
12%, respectively.

[72] LCDGC LCD F.A 20, 40, 60, &
80 (vol.%) ≤4.75 0.38, 0.44,

& 0.55 - 2.38

Decreased by 1%, 7%,
8%, and 9%,

respectively, for w/c
of 0.44.

186



Materials 2022, 15, 6222

Table 7. Cont.

Refs.
Type of

Composite
Source

Type of
Sub.

WG Sub.
Ratio%

WG Size
(mm)

w/c or
w/b

Addit. or
Admix.

Split ten. str. of
Control (MPa)

Outcomes

[107] Waste glass
concrete CRT F.A

20, 40, 60,
80, & 100
(vol.%)

4.75 0.45 F.A. 4.48
Decreased by 6%, 6%,

13%, 15%, and
19%, respectively.

[128] Waste glass
concrete WG F.A 25, 50., 75, &

100 (wt.%) ≤5 0.5 - 3.6
Decreased by 22%,

39%, 39%, and
44%, respectively.

Where: UHPC is ultra-high-performance concrete; LCDGC is liquid crystal display glass concrete; LCD is liquid
crystal display; CRT is cathode ray tube; WG is waste glass; SP is superplasticizer; HRWRA is a high-range
water-reducing agent; SF is silica fume; F.A. is fly ash; F.A is fine aggregate; C.A is coarse aggregate; vol. is
replacing by volume; wt. is replacing by weight.

5.3. Flexural Strength

The flexural strength of waste-glass concrete shows comparable tendencies to its
compressive strength and tensile strength. Most of the research revealed that introducing
WG aggregates reduced flexural strength. However, other research showed that flexu-
ral strength increased when WG was included [134–136]. For instance, Kim, Choi and
Yang [79] substitute fine aggregate in WGC with recycled CRT glass at levels of 50% to 100%
by volume. They stated that flexural strength of concrete decreased by 9% and 14%, incor-
porating 50% and 100% of WG, respectively, for w/c of 0.45. On the contrary, Jiao, Zhang,
Guo, Zhang, Ning and Liu [81] substitute fine aggregate in UHPC with recovered WG at
levels of 25% to 100% by weight. They stated that flexural strength of concrete increased by
2%, 1%, 5%, and 1%, incorporating 25%, 50%, 75%, and 100% of WG, respectively.

Moreover, it can be concluded that the discrepancy between studies may be related to
the type, size, and source of WG used in the mixtures. The mineral composition varies as
the type of glass changes. Therefore, changing the mechanisms of interaction with binders
in concrete, in turn, affects the properties. Table 8 presents the outcomes of various studies
on the flexural strength of waste-glass concrete.

Table 8. Summary of the results of past studies on the flexural strength of waste-glass concrete.

Refs.
Type of

Composite
Source

Type of
Sub.

WG Sub.
Ratio%

WG Size
(mm)

w/c or
w/b

Addit. or
Admix.

Flex. str. of
Control (MPa)

Outcomes

[74] SCGC LCD F.A 10, 20, &
30 (vol.%) 11.8 0.28 SP 5.1

Changed by +16%,
−12%, and

−2%, respectively.

[78] Waste glass
concrete WG F.A

18, 19, 20,
21, 22, 23, &
24 (vol.%)

0.15–0.6 0.4 SP 4.84

Changed by +5%,
+6%, +8%, +7%, +1%,

−5% and
−6%, respectively.

[79] Waste glass
concrete CRT F.A 50 &

100 (vol.%) ≤5 0.35, 0.45,
& 0.55 WR & AE 4.4

Decreased by 9%, and
14%, respectively, for

w/c of 0.45.

[81] UHPC WG F.A 25, 50, 75, &
100 (wt.%) ≤0.6 0.19 Steel fiber

& HRWRA 21
Increased by 2%, 1%,

5%, and
1%, respectively.

[56] UHPC CRT F.A 25, 50, 75, &
100 (vol.%) 0.6–1.18 0.19 Steel fiber,

SF, & SP 39
Decreased by 5%, 8%,

18%, and
21%, respectively.

[84] Waste glass
concrete WG F.A 5, 15, &

20 (vol.%) 0.15–4.75 0.55 - 4.7 Increased by 6%, 11%,
and 15%, respectively.

[55] SCC WG F.A
10, 20, 30,

40, &
50 (vol.%)

0.075–5 0.4 SF & SP 7.4
Decreased by 3%,

11%, 12%, 23%, and
24%, respectively.

[87] Waste glass
concrete WG F.A 10, 15, &

20 (vol.%) 0.15–4.75 0.52 - 5.89
Increased by 4%, 7%,

and +11%,
respectively.
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Table 8. Cont.

Refs.
Type of

Composite
Source

Type of
Sub.

WG Sub.
Ratio%

WG Size
(mm)

w/c or
w/b

Addit. or
Admix.

Flex. str. of
Control (MPa)

Outcomes

[88] Waste glass
concrete WG F.A 15, 20, 30,

& 50 (wt.%) ≤5 0.52, 0.57,
& 0.67 - 4.5

Decreased by 11%,
22%, 33%, and 44%,

respectively, for w/c
of 0.57.

[72] LCDGC LCD F.A 20, 40, 60, &
80 (vol.%) ≤4.75 0.38, 0.44,

& 0.55 - 3.5

Decreased by 6%, 9%,
10%, and 11%,

respectively, for w/c
of 0.44.

[126] Resin
concretes WG F.A 0–

100 (wt.%) ≤2 N.M Epoxy
resin 24.3 Decreased by 1%, for

substitution of 100%.

Where: SCGC is self-compacting glass concrete; SCC is self-compacting concrete; UHPC is ultra-high-performance
concrete; LCDGC is liquid crystal display glass concrete; LCD is liquid crystal display; CRT is cathode ray tube;
WG is waste glass; SP is superplasticizer; HRWRA is a high-range water-reducing agent; WR is water-reducing;
AE is air-entraining; SF is silica fume; F.A is fine aggregate; C.A is coarse aggregate; vol. is replacing by volume;
wt. is replacing by weight.

5.4. Modulus of Elasticity (MOE)

The modulus of elasticity of concrete (MOE) depends on the normal and lightweight
aggregates elasticity modulus, cement matrix, and their relative ratios in the mixes [39].
In general, the incorporation of WG aggregates into concrete increases the modulus of
elasticity [72,84]. For instance, Steyn, Babafemi, Fataar and Combrinck [82] substitute fine
aggregate in WGC with recovered WG at levels of 15% to 30% by volume. They stated that
MOE of concrete increased by 1%, and 7%, incorporating 15% and 30% of WG, respectively.
In addition, Omoding, Cunningham and Lane-Serff [115] substitute coarse aggregate in
glass aggregate concretes with recycled WG at levels of 12.5% to 100% by volume. They
stated that MOE of concrete increased by 2% to 4% for a replacement rate of 12.5% to 50%,
then decreased by 3% to 9% for replacement ratios above 50% [137,138].

However, some studies have stated that including WG decreases the MOE of concrete.
For instance, Ali and Al-Tersawy [55] substitute fine aggregate in SCC with recovered WG
at levels of 10% to 50% by volume. They stated that MOE of concrete decreases by 2%,
8%, 9%, 12%, and 13%, incorporating 10%, 20%, 30%, 40% and 50% of WG, respectively.
Figure 3 presents the outcomes of various studies on the MOE of WG concrete.

Figure 3. Modulus of elasticity of concrete with various contents of the waste glass. Adapted from
references [55,65,72,82,84,88,107,115].
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6. Conclusions

The utilization of WG in concrete affects the fresh and mechanical properties of waste-
glass concrete, which must be taken into consideration before being used in structures. The
overall conclusions of this review are:

1. The workability of waste-glass-containing concrete mixtures for fine or coarse aggre-
gates was less than for natural aggregate-containing mixtures. Nevertheless, despite
the poorer workability, some studies found that the mixtures were still workable.

2. Most studies indicated that with the introduction of WG, the density of concrete
decreased due to the decreased density and specific gravity of waste glass aggregates.

3. The findings of the literature have been somewhat indecisive regarding the properties
of concrete, such as compressive strength, splitting tensile strength, flexural strength,
and modulus of elasticity.

4. The findings revealed that the compressive strength, splitting tensile strength, and
flexural strength of concrete deteriorated by integrating WG. Nevertheless, the find-
ings concerning the elastic modulus of concrete were conflicting. This decrease was
essential because of the sharp edges and smooth surface of the waste glass that caused
the poorer bond between cement mortar and waste glass particles at the ITZ.

5. Studies also showed that the optimal aggregate substitution level was about 20%. In
addition, the glass color does not have a substantial influence on the strength. Al-
though the results are indecisive, WG has the possibility to be an acceptable substitute
for fine or coarse concrete aggregates in concrete.

6. Adding waste glass to the concrete mixture may improve certain mechanical charac-
teristics of concrete, reduce concrete dead load, and provide an ecological substitute
for normal aggregates.

7. Recommendations

This paper makes the following broad recommendations for future investigations:

1. More investigation is required into the mechanical characteristics of high-performance
and high-strength waste-glass concrete.

2. The effects of different glass kinds and colors on concrete mixes should be thoroughly
investigated in the future.

3. Test fewer common types of glass as aggregates in concrete because the vast majority
of research only covers soda-lime glass.

4. Conduct a comprehensive evaluation of the real environmental effects through life-
cycle assessment to evaluate the feasibility of using this waste.
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14. Topçu, İ.B.; Canbaz, M. Properties of concrete containing waste glass. Cem. Concr. Res. 2004, 34, 267–274. [CrossRef]
15. Zheng, K. 11-Recycled glass concrete. In Eco-Efficient Concrete; Pacheco-Torgal, F., Jalali, S., Labrincha, J., John, V.M., Eds.;

Woodhead Publishing: Cambridge, UK, 2013; pp. 241–270.
16. Tayeh, B.A.; Al Saffar, D.M.; Aadi, A.S.; Almeshal, I. Sulphate resistance of cement mortar contains glass powder. J. King Saud

Univ. -Eng. Sci. 2020, 32, 495–500. [CrossRef]
17. Ling, T.-C.; Poon, C.-S.; Wong, H.-W. Management and recycling of waste glass in concrete products: Current situations in Hong

Kong, Resources. Conserv. Recycl. 2013, 70, 25–31. [CrossRef]
18. Contrafatto, L.; Gazzo, S.; Purrazzo, A.; Gagliano, A. Thermo-mechanical Characterization of Insulating Bio-plasters Containing

Recycled Volcanic Pyroclasts. Open Civ. Eng. J. 2020, 14, 66–77. [CrossRef]
19. Meyer, B. Macroeconomic modelling of sustainable development and the links between the economy and the environment. In

Final Report of the MacMod project (ENV. F. 1/ETU/2010/0033) to the European Commission; Institute of Economic Structures Research:
Osnabrück, Germany, 2011.

20. Khan, M.; Cao, M.; Ali, M. Experimental and Empirical Study of Basalt Fibber Reinforced Concrete. In Proceedings of the Building
Tomorrow’s Society, Fredericton, NB, Canada, 13–16 June 2018. Paper ID–MA39_0610035833.

21. Khan, M.; Lao, J.; Dai, J.-G. Comparative study of advanced computational techniques for estimating the compressive strength of
UHPC. J. Asian Concr. Fed. 2022, 8, 51–68. [CrossRef]

22. Parvez, I.; Shen, J.; Khan, M.; Cheng, C. Modeling and solution techniques used for hydro generation scheduling. Water 2019,
11, 1392. [CrossRef]

23. Afshinnia, K.; Rangaraju, P.R. Influence of fineness of ground recycled glass on mitigation of alkali–silica reaction in mortars.
Constr. Build. Mater. 2015, 81, 257–267. [CrossRef]

24. Jiang, Y.; Ling, T.-C.; Mo, K.H.; Shi, C. A critical review of waste glass powder–Multiple roles of utilization in cement-based
materials and construction products. J. Environ. Manag. 2019, 242, 440–449. [CrossRef]

25. Qaidi, S.M.A.; Tayeh, B.A.; Ahmed, H.U.; Emad, W. A review of the sustainable utilisation of red mud and fly ash for the
production of geopolymer composites. Constr. Build. Mater. 2022, 350, 128892. [CrossRef]

190



Materials 2022, 15, 6222

26. Qaidi, S.M.A.; Atrushi, D.S.; Mohammed, A.S.; Ahmed, H.U.; Faraj, R.H.; Emad, W.; Tayeh, B.A.; Najm, H.M. Ultra-high-
performance geopolymer concrete: A review. Constr. Build. Mater. 2022, 346, 128495. [CrossRef]

27. Schmidt, A.; Saia, W. Alkali-aggregate reaction tests on glass used for exposed aggregate wall panel work. ACI Mater. J. 1963, 60,
1235–1236.

28. Kozlova, S.; Millrath, K.; Meyer, C.; Shimanovich, S. A suggested screening test for ASR in cement-bound composites containing
glass aggregate based on autoclaving. Cem. Concr. Compos. 2004, 26, 827–835. [CrossRef]

29. Oliveira, R.; de Brito, J.; Veiga, R. Incorporation of fine glass aggregates in renderings. Constr. Build. Mater. 2013, 44, 329–341.
[CrossRef]

30. Khan, M.; Cao, M.; Chu, S.; Ali, M. Properties of hybrid steel-basalt fiber reinforced concrete exposed to different surrounding
conditions. Constr. Build. Mater. 2022, 322, 126340. [CrossRef]

31. Khan, U.A.; Jahanzaib, H.M.; Khan, M.; Ali, M. Improving the tensile energy absorption of high strength natural fiber reinforced
concrete with fly-ash for bridge girders. In Key Engineering Materials; Trans Tech Publ.: Cham, Switzerland, 2018; pp. 335–342.

32. Arshad, S.; Sharif, M.B.; Irfan-ul-Hassan, M.; Khan, M.; Zhang, J.-L. Efficiency of supplementary cementitious materials and
natural fiber on mechanical performance of concrete. Arab. J. Sci. Eng. 2020, 45, 8577–8589. [CrossRef]

33. Khan, M.; Cao, M.; Xie, C.; Ali, M. Hybrid fiber concrete with different basalt fiber length and content. Struct. Concr. 2022, 23,
346–364. [CrossRef]

34. Dyer, T.D.; Dhir, R.K. Chemical Reactions of Glass Cullet Used as Cement Component. J. Mater. Civ. Eng. 2001, 13, 412–417.
[CrossRef]

35. Shayan, A.; Xu, A. Value-added utilisation of waste glass in concrete. Cem. Concr. Res. 2004, 34, 81–89. [CrossRef]
36. Karamberi, A.; Moutsatsou, A. Participation of coloured glass cullet in cementitious materials. Cem. Concr. Compos. 2005, 27,

319–327. [CrossRef]
37. Sobolev, K.; Türker, P.; Soboleva, S.; Iscioglu, G. Utilization of waste glass in ECO-cement: Strength properties and microstructural

observations. Waste Manag. 2007, 27, 971–976. [CrossRef]
38. Shand, E.B. Glass Engineering Handbook; Amazon: Seattle, WA, USA, 1958.
39. Mohajerani, A.; Vajna, J.; Cheung, T.H.H.; Kurmus, H.; Arulrajah, A.; Horpibulsuk, S. Practical recycling applications of crushed

waste glass in construction materials: A review. Constr. Build. Mater. 2017, 156, 443–467. [CrossRef]
40. Park, S.-B.; Lee, B.-C. Studies on expansion properties in mortar containing waste glass and fibers. Cem. Concr. Res. 2004, 34,

1145–1152. [CrossRef]
41. Lam, C.S.; Poon, C.S.; Chan, D. Enhancing the performance of pre-cast concrete blocks by incorporating waste glass–ASR

consideration. Cem. Concr. Compos. 2007, 29, 616–625. [CrossRef]
42. Lee, G.; Poon, C.S.; Wong, Y.L.; Ling, T.C. Effects of recycled fine glass aggregates on the properties of dry–mixed concrete blocks.

Constr. Build. Mater. 2013, 38, 638–643. [CrossRef]
43. de Castro, S.; de Brito, J. Evaluation of the durability of concrete made with crushed glass aggregates. J. Clean. Prod. 2013, 41,

7–14. [CrossRef]
44. Serpa, J.d.B.D.; Jorge, P. Concrete Made with Recycled Glass Aggregates: Mechanical Performance. ACI Mater. J. 2015, 112, 29–38.

[CrossRef]
45. Disfani, M.M.; Arulrajah, A.; Bo, M.W.; Hankour, R. Recycled crushed glass in road work applications. Waste Manag. 2011, 31,

2341–2351. [CrossRef] [PubMed]
46. Ooi, P.S.K.; Li, M.M.W.; Sagario, M.L.Q.; Song, Y. Shear Strength Characteristics of Recycled Glass. Transp. Res. Rec. 2008, 2059,

52–62. [CrossRef]
47. Ali, M.M.Y.; Arulrajah, A. Potential Use of Recycled Crushed Concrete-Recycled Crushed Glass Blends in Pavement Subbase Applications;

GeoCongress: Los Angeles, CA, USA, 2012; pp. 3662–3671.
48. Terro, M.J. Properties of concrete made with recycled crushed glass at elevated temperatures. Build. Environ. 2006, 41, 633–639.

[CrossRef]
49. Ling, T.-C.; Poon, C.-S. A comparative study on the feasible use of recycled beverage and CRT funnel glass as fine aggregate in

cement mortar. J. Clean. Prod. 2012, 29–30, 46–52. [CrossRef]
50. Qaidi, S.M.A.; Mohammed, A.S.; Ahmed, H.U.; Faraj, R.H.; Emad, W.; Tayeh, B.A.; Althoey, F.; Zaid, O.; Sor, N.H. Rubberized

geopolymer composites: A comprehensive review. Ceram. Int. 2022, 48, 24234–24259. [CrossRef]
51. He, X.; Yuhua, Z.; Qaidi, S.; Isleem, H.F.; Zaid, O.; Althoey, F.; Ahmad, J. Mine tailings-based geopolymers: A comprehensive

review. Ceram. Int. 2022, 48, 24192–24212. [CrossRef]
52. Faraj, R.H.; Ahmed, H.U.; Rafiq, S.; Sor, N.H.; Ibrahim, D.F.; Qaidi, S.M.A. Performance of Self-Compacting mortars modified

with Nanoparticles: A systematic review and modeling. Clean. Mater. 2022, 4, 100086. [CrossRef]
53. Ling, T.-C.; Poon, C.-S.; Kou, S.-C. Feasibility of using recycled glass in architectural cement mortars. Cem. Concr. Compos. 2011,

33, 848–854. [CrossRef]
54. Ling, T.-C.; Poon, C.-S. Effects of particle size of treated CRT funnel glass on properties of cement mortar. Mater. Struct. 2013, 46,

25–34. [CrossRef]
55. Ali, E.E.; Al-Tersawy, S.H. Recycled glass as a partial replacement for fine aggregate in self compacting concrete. Constr. Build.

Mater. 2012, 35, 785–791. [CrossRef]

191



Materials 2022, 15, 6222

56. Liu, T.; Wei, H.; Zou, D.; Zhou, A.; Jian, H. Utilization of waste cathode ray tube funnel glass for ultra-high performance concrete.
J. Clean. Prod. 2020, 249, 119333. [CrossRef]

57. Khan, M.; Ali, M. Earthquake-Resistant Brick Masonry Housing for Developing Countries: An Easy Approach. Available online:
https://www.nzsee.org.nz/db/2017/P2.43_Ali.pdf (accessed on 30 July 2022).

58. Khan, M.; Cao, M.; Hussain, A.; Chu, S.H. Effect of silica-fume content on performance of CaCO3 whisker and basalt fiber at
matrix interface in cement-based composites. Constr. Build. Mater. 2021, 300, 124046. [CrossRef]

59. Zhang, N.; Yan, C.; Li, L.; Khan, M. Assessment of fiber factor for the fracture toughness of polyethylene fiber reinforced
geopolymer. Constr. Build. Mater. 2022, 319, 126130. [CrossRef]

60. Khan, M.; Rehman, A.; Ali, M. Efficiency of silica-fume content in plain and natural fiber reinforced concrete for concrete road.
Constr. Build. Mater. 2020, 244, 118382. [CrossRef]

61. Rashad, A.M. Recycled waste glass as fine aggregate replacement in cementitious materials based on Portland cement. Constr.
Build. Mater. 2014, 72, 340–357. [CrossRef]

62. Emad, W.; Mohammed, A.S.; Bras, A.; Asteris, P.G.; Kurda, R.; Muhammed, Z.; Hassan, A.M.T.; Qaidi, S.M.A.; Sihag, P.
Metamodel techniques to estimate the compressive strength of UHPFRC using various mix proportions and a high range of
curing temperatures. Constr. Build. Mater. 2022, 349, 128737. [CrossRef]

63. Almeshal, I.; Al-Tayeb, M.M.; Qaidi, S.M.A.; Bakar, B.H.A.; Tayeh, B.A. Mechanical properties of eco-friendly cements-based glass
powder in aggressive medium. Mater. Today Proc. 2022, 58, 1582–1587. [CrossRef]

64. Al-Tayeb, M.M.; Aisheh, Y.I.A.; Qaidi, S.M.A.; Tayeh, B.A. Experimental and simulation study on the impact resistance of concrete
to replace high amounts of fine aggregate with plastic waste. Case Stud. Constr. Mater. 2022, 17, e01324. [CrossRef]

65. Taha, B.; Nounu, G. Properties of concrete contains mixed colour waste recycled glass as sand and cement replacement. Constr.
Build. Mater. 2008, 22, 713–720. [CrossRef]

66. Tan, K.H.; Du, H. Use of waste glass as sand in mortar: Part I–Fresh, mechanical and durability properties. Cem. Concr. Compos.
2013, 35, 109–117. [CrossRef]

67. Yildizel, S.A.; Tayeh, B.A.; Calis, G. Experimental and modelling study of mixture design optimisation of glass fibre-reinforced
concrete with combined utilisation of Taguchi and Extreme Vertices Design Techniques. J. Mater. Res. Technol. 2020, 9, 2093–2106.
[CrossRef]

68. Al Saffar, D.M.; Tawfik, T.A.; Tayeh, B.A. Stability of glassy concrete under elevated temperatures. Eur. J. Environ. Civ. Eng. 2020,
26, 1–12. [CrossRef]

69. Akeed, M.H.; Qaidi, S.; Ahmed, H.U.; Faraj, R.H.; Mohammed, A.S.; Emad, W.; Tayeh, B.A.; Azevedo, A.R.G. Ultra-high-
performance fiber-reinforced concrete. Part IV: Durability properties, cost assessment, applications, and challenges. Case Stud.
Constr. Mater. 2022, 17, e01271. [CrossRef]

70. Akeed, M.H.; Qaidi, S.; Ahmed, H.U.; Faraj, R.H.; Mohammed, A.S.; Emad, W.; Tayeh, B.A.; Azevedo, A.R.G. Ultra-high-
performance fiber-reinforced concrete. Part I: Developments, principles, raw materials. Case Stud. Constr. Mater. 2022, 17, e01290.
[CrossRef]

71. Akeed, M.H.; Qaidi, S.; Ahmed, H.U.; Faraj, R.H.; Mohammed, A.S.; Emad, W.; Tayeh, B.A.; Azevedo, A.R.G. Ultra-high-
performance fiber-reinforced concrete. Part II: Hydration and microstructure. Case Stud. Constr. Mater. 2022, 17, e01289.
[CrossRef]

72. Wang, H.-Y. A study of the effects of LCD glass sand on the properties of concrete. Waste Manag. 2009, 29, 335–341. [CrossRef]
73. Arabi, N.; Meftah, H.; Amara, H.; Kebaïli, O.; Berredjem, L. Valorization of recycled materials in development of self-compacting

concrete: Mixing recycled concrete aggregates–Windshield waste glass aggregates. Constr. Build. Mater. 2019, 209, 364–376.
[CrossRef]

74. Wang, H.-Y.; Huang, W.-L. Durability of self-consolidating concrete using waste LCD glass. Constr. Build. Mater. 2010, 24,
1008–1013. [CrossRef]

75. Chen, S.-H.; Chang, C.-S.; Wang, H.-Y.; Huang, W.-L. Mixture design of high performance recycled liquid crystal glasses concrete
(HPGC). Constr. Build. Mater. 2011, 25, 3886–3892. [CrossRef]

76. Yu, X.; Tao, Z.; Song, T.-Y.; Pan, Z. Performance of concrete made with steel slag and waste glass. Constr. Build. Mater. 2016, 114,
737–746. [CrossRef]

77. Patel, H.G.; Dalal, S.P. An Experimental Investigation on Physical and Mechanical Properties of Concrete with the Replacement of
Fine Aggregate by Poly Vinyl Chloride and Glass Waste. Procedia Eng. 2017, 173, 1666–1671. [CrossRef]

78. Bisht, K.; Ramana, P.V. Sustainable production of concrete containing discarded beverage glass as fine aggregate. Constr. Build.
Mater. 2018, 177, 116–124. [CrossRef]

79. Kim, I.S.; Choi, S.Y.; Yang, E.I. Evaluation of durability of concrete substituted heavyweight waste glass as fine aggregate. Constr.
Build. Mater. 2018, 184, 269–277. [CrossRef]

80. Rashid, K.; Hameed, R.; Ahmad, H.A.; Razzaq, A.; Ahmad, M.; Mahmood, A. Analytical framework for value added utilization
of glass waste in concrete: Mechanical and environmental performance. Waste Manag. 2018, 79, 312–323. [CrossRef]

81. Jiao, Y.; Zhang, Y.; Guo, M.; Zhang, L.; Ning, H.; Liu, S. Mechanical and fracture properties of ultra-high-performance concrete
(UHPC) containing waste glass sand as partial replacement material. J. Clean. Prod. 2020, 277, 123501. [CrossRef]

82. Steyn, Z.C.; Babafemi, A.J.; Fataar, H.; Combrinck, R. Concrete containing waste recycled glass, plastic and rubber as sand
replacement. Constr. Build. Mater. 2021, 269, 121242. [CrossRef]

192



Materials 2022, 15, 6222

83. Gholampour, A.; Ozbakkaloglu, T.; Gencel, O.; Ngo, T.D. Concretes containing waste-based materials under active confinement.
Constr. Build. Mater. 2021, 270, 121465. [CrossRef]

84. Abdallah, S.; Fan, M. Characteristics of concrete with waste glass as fine aggregate replacement. Int. J. Eng. Tech. Res. 2014, 2,
11–17.

85. Batayneh, M.; Marie, I.; Asi, I. Use of selected waste materials in concrete mixes. Waste Manag. 2007, 27, 1870–1876. [CrossRef]
[PubMed]

86. Chen, C.H.; Huang, R.; Wu, J.K.; Yang, C.C. Waste E-glass particles used in cementitious mixtures. Cem. Concr. Res. 2006, 36,
449–456. [CrossRef]

87. Ismail, Z.Z.; Al-Hashmi, E.A. Recycling of waste glass as a partial replacement for fine aggregate in concrete. Waste Manag. 2009,
29, 655–659. [CrossRef]

88. Limbachiya, M.C. Bulk engineering and durability properties of washed glass sand concrete. Constr. Build. Mater. 2009, 23,
1078–1083. [CrossRef]

89. Park, S.B.; Lee, B.C.; Kim, J.H. Studies on mechanical properties of concrete containing waste glass aggregate. Cem. Concr. Res.
2004, 34, 2181–2189. [CrossRef]

90. Wang, H.-Y.; Zeng, H.-h.; Wu, J.-Y. A study on the macro and micro properties of concrete with LCD glass. Constr. Build. Mater.
2014, 50, 664–670. [CrossRef]

91. Khan, M.N.N.; Sarker, P.K. Effect of waste glass fine aggregate on the strength, durability and high temperature resistance of
alkali-activated fly ash and GGBFS blended mortar. Constr. Build. Mater. 2020, 263, 120177. [CrossRef]

92. Naeini, M.; Mohammadinia, A.; Arulrajah, A.; Horpibulsuk, S. Recycled Glass Blends with Recycled Concrete Aggregates in
Sustainable Railway Geotechnics. Sustainability 2021, 13, 2463. [CrossRef]

93. Taha, B.; Nounu, G. Utilizing Waste Recycled Glass as Sand/Cement Replacement in Concrete. J. Mater. Civ. Eng. 2009, 21,
709–721. [CrossRef]

94. Tayeh, B.A. Effects of marble, timber, and glass powder as partial replacements for cement. J. Civ. Eng. Constr. 2018, 7, 63–71.
[CrossRef]

95. Borhan, T.M. Properties of glass concrete reinforced with short basalt fibre. Mater. Des. 2012, 42, 265–271. [CrossRef]
96. Akeed, M.H.; Qaidi, S.; Ahmed, H.U.; Faraj, R.H.; Majeed, S.S.; Mohammed, A.S.; Emad, W.; Tayeh, B.A.; Azevedo, A.R.G.

Ultra-high-performance fiber-reinforced concrete. Part V: Mixture design, preparation, mixing, casting, and curing. Case Stud.
Constr. Mater. 2022, 17, e01363. [CrossRef]

97. Akeed, M.H.; Qaidi, S.; Ahmed, H.U.; Emad, W.; Faraj, R.H.; Mohammed, A.S.; Tayeh, B.A.; Azevedo, A.R.G. Ultra-high-
performance fiber-reinforced concrete. Part III: Fresh and hardened properties. Case Stud. Constr. Mater. 2022, 17, e01265.
[CrossRef]

98. Aisheh, Y.I.A.; Atrushi, D.S.; Akeed, M.H.; Qaidi, S.; Tayeh, B.A. Influence of polypropylene and steel fibers on the mechanical
properties of ultra-high-performance fiber-reinforced geopolymer concrete. Case Stud. Constr. Mater. 2022, 17, e01234. [CrossRef]

99. Aisheh, Y.I.A.; Atrushi, D.S.; Akeed, M.H.; Qaidi, S.; Tayeh, B.A. Influence of steel fibers and microsilica on the mechanical
properties of ultra-high-performance geopolymer concrete (UHP-GPC). Case Stud. Constr. Mater. 2022, 17, e01245. [CrossRef]

100. Ahmed, S.N.; Sor, N.H.; Ahmed, M.A.; Qaidi, S.M.A. Thermal conductivity and hardened behavior of eco-friendly concrete
incorporating waste polypropylene as fine aggregate. Mater. Today: Proc. 2022, 57, 818–823. [CrossRef]

101. Ahmed, H.U.; Mohammed, A.S.; Faraj, R.H.; Qaidi, S.M.A.; Mohammed, A.A. Compressive strength of geopolymer concrete
modified with nano-silica: Experimental and modeling investigations. Case Stud. Constr. Mater. 2022, 16, e01036. [CrossRef]

102. Qaidi, S. Ultra-High-Performance Fiber-Reinforced Concrete: Fresh Properties. Preprints 2022. [CrossRef]
103. Qaidi, S. Ultra-High-Performance Fiber-Reinforced Concrete: Applications. Preprints 2022. [CrossRef]
104. Qaidi, S. Ultra-high-performance fiber-reinforced concrete (UHPFRC): A mini-review of the challenges. Sci. Prepr. 2022. [CrossRef]
105. Lu, J.-X.; Zhou, Y.; He, P.; Wang, S.; Shen, P.; Poon, C.S. Sustainable reuse of waste glass and incinerated sewage sludge ash in

insulating building products: Functional and durability assessment. J. Clean. Prod. 2019, 236, 117635. [CrossRef]
106. Cota, F.P.; Melo, C.C.D.; Panzera, T.H.; Araújo, A.G.; Borges, P.H.R.; Scarpa, F. Mechanical properties and ASR evaluation of

concrete tiles with waste glass aggregate. Sustain. Cities Soc. 2015, 16, 49–56. [CrossRef]
107. Song, W.; Zou, D.; Liu, T.; Teng, J.; Li, L. Effects of recycled CRT glass fine aggregate size and content on mechanical and damping

properties of concrete. Constr. Build. Mater. 2019, 202, 332–340. [CrossRef]
108. Ling, T.-C.; Poon, C.-S. Properties of architectural mortar prepared with recycled glass with different particle sizes. Mater. Des.

2011, 32, 2675–2684. [CrossRef]
109. Ali, M.H.; Dinkha, Y.Z.; Haido, J.H. Mechanical properties and spalling at elevated temperature of high-performance concrete

made with reactive and waste inert powders. Eng. Sci. Technol. Int. J. 2017, 20, 536–541. [CrossRef]
110. Polley, C.; Cramer, S.M.; de la Cruz, R.V. Potential for Using Waste Glass in Portland Cement Concrete. J. Mater. Civ. Eng. 1998, 10,

210–219. [CrossRef]
111. Khan, M.; Ali, M. Improvement in concrete behavior with fly ash, silica-fume and coconut fibres. Constr. Build. Mater. 2019, 203,

174–187. [CrossRef]
112. Khan, M.; Ali, M. Optimization of concrete stiffeners for confined brick masonry structures. J. Build. Eng. 2020, 32, 101689.

[CrossRef]

193



Materials 2022, 15, 6222

113. Cao, M.; Khan, M. Effectiveness of multiscale hybrid fiber reinforced cementitious composites under single degree of freedom
hydraulic shaking table. Struct. Concr. 2021, 22, 535–549. [CrossRef]

114. Xie, C.; Cao, M.; Guan, J.; Liu, Z.; Khan, M. Improvement of boundary effect model in multi-scale hybrid fibers reinforced
cementitious composite and prediction of its structural failure behavior. Compos. Part B Eng. 2021, 224, 109219. [CrossRef]

115. Omoding, N.; Cunningham, L.S.; Lane-Serff, G.F. Effect of using recycled waste glass coarse aggregates on the hydrodynamic
abrasion resistance of concrete. Constr. Build. Mater. 2021, 268, 121177. [CrossRef]

116. Najm, H.M.; Ahmad, S. The Use of Waste Ceramic Optimal Concrete for A Cleaner and Sustainable Environment - A Case Study
of Mechanical Properties. Civ. Environ. Eng. Rep. 2022, 32, 85–102.

117. Qaidi, S. Behaviour of Concrete Made of Recycled Waste PET and Confined with CFRP Fabrics; University of Duhok: Duhok, Iraq, 2021.
118. Qaidi, S.M.A. Ultra-High-Performance Fiber-Reinforced Concrete: Fresh Properties; University of Duhok: Duhok, Iraq, 2022.
119. Shao, Y.; Lefort, T.; Moras, S.; Rodriguez, D. Studies on concrete containing ground waste glass. Cem. Concr. Res. 2000, 30, 91–100.

[CrossRef]
120. Qaidi, S.M.A. Ultra-High-Performance Fiber-Reinforced Concrete: Hydration and Microstructure; University of Duhok: Duhok,

Iraq, 2022.
121. Qaidi, S.M.A. PET-Concrete; University of Duhok: Duhok, Iraq, 2021.
122. Degirmencia, N.; Yilmazb, A.; Cakirc, O.A. Utilization of waste glass as sand replacement in cement mortar. Indian J. Eng. Mater.

Sci. 2011, 18, 303–308.
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Abstract: An analysis was conducted on the possibility of making an assessment of the degree of
plastic deformation ε in X2CrNi18-9 steel by measuring three electromagnetic diagnostic signals: the
Barkhausen noise features, the impedance components in in-series LCR circuits, and the residual
magnetic field components. The impact of ε on a series of different extracted features of diagnostic
signals was investigated. The occurrence of two regions of sensitivity was found for all the features
of the analysed signals. The two regions were separated by the following critical deformation value:
ε ~ 10% for the components of the residual magnetic field and ε ~ 15% for the normalised components
of impedance. As for the Barkhausen noise signal, the values were as follows: ε ~ 20% for the mean
value, ε ~ 20% for the peak value of the signal envelope, and ε ~ 5% for the total number of the signal
events. Metallographic tests were performed, which revealed essential changes in the microstructure
of the tested material for the established critical values. The martensite transformation occurring
during the plastic deformation process of X2CrNi18-9 austenitic steel process generated a magnetic
phase. This magnetic phase was strong enough to relate the strain state to the values of diagnostic
signals. The changes in the material electromagnetic properties due to martensitic transformation
(γ → α’) began much earlier than indicated by the metallographic testing results.

Keywords: residual magnetic field; Barkhausen noise; LCR circuits; plastic deformation; austenitic steel

1. Introduction

Research is now being conducted in many scientific centres on methods that will
enable the determination of the effect of cold plastic strain [1–4], mechanical fatigue [5–7],
heat treatment [8], and creep [9] on the state and electromagnetic properties of austenitic
steels. The applied diagnostic signals are the quantities describing the magnetic hysteresis
loop, the eddy currents, the Barkhausen noise parameters, and the changes in the anisotropy
of electromagnetic properties. The variations in these parameters result from the state of
the microstructure, the grain size, and the impact of the dislocation density on the material
electromagnetic properties.

Austenitic steels are widely used materials, and the strain-induced martensite trans-
formation occurring in them, depending on the chemical composition, the magnitude of
the rolling reduction, and the deformation temperature can have both favourable effects
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causing the material strengthening (a higher yield point or an increase in tensile strength)
and unfavourable consequences causing a decrease in corrosion resistance and the appear-
ance of the ferromagnetic phase [10–15]. Under the influence of cold plastic strain, a change
occurs in the dislocation structure. As a result, metastable austenite undergoes a partial
transformation into martensite ε and ferromagnetic martensite α’ with a body-centred
cubic lattice [12,13].

Novotný et al. [1] introduced a novel application of magneto-optical films. At the
magnetic field sensitivity of 100 A/m, coercivity can be mapped with a resolution as high as
50 μm. Promising results were obtained for austenitic steel by applying the magneto-optical
method to indicate critically degraded (plastically deformed) locations.

O’Sullivan et al. [2] characterised work hardening of an austenitic stainless steel grade
(SS404) using non-destructive magnetic measurement techniques, including measurements
of the magnetic Barkhausen noise, the ferromagnetic phase, and coercivity. It was found
that the material work-hardening was caused by the dislocation density rather than by the
α′-martensite phase. The coercivity measurement proved to be a useful non-destructive
quantitative method for characterizing work hardening in relation to the degree of plastic
deformation.

In [3], the authors investigated selected phase transformations of the AISI 304 austenitic
steel. The Barkhausen noise, coercivity, and ferrite content were measured to identify
changes in the strain-induced α′-martensite phase due to cold rolling and elongation. The
research proved that it was possible to study the mechanism of austenite transformation
into the α′ phase, and the reverse transformation of the α′ phase into austenite.

In [4], the authors presented experimental studies on the amount of transformed
martensite by measuring the continuous change in impedance during plastic deformation
on specimens made of the 304 steel grade. The specimens were cores of a prototype
solenoidal coil, which was subjected to compressive load.

In [5], the authors investigated specimens of the chromium-nickel steel used to make
the generator retaining rings and the generator rotor shrouding. The specimens were
subjected to fatigue and static loads. The austenite instability became apparent after plastic
deformation (increase in the material permeability by about 0.1 μr). Magnetic measure-
ments based on austenite instability detection in mechanical and thermal correlations are
an alternative to ultrasonic wave attenuation tests. Moreover, they give a more complete
picture of the wear degree of the retaining ring (material degradation evaluation).

Vincent et al. [6] investigated the low-cycle fatigue (LCF) of steel 304L and the influence
of the strain-induced α′-martensite on the magnetic Barkhausen noise (BN). It was shown
that the variations of the martensite content induced by LCF could be related to and
characterised by the BN. The number of cycles had an effect on the α′-martensite phase,
and the α′ peak was clearly visible in the BN signal envelope.

In [7], AISI 31 austenitic stainless steel samples were subjected to fatigue testing. The
effect of fatigue on the accumulation of damage and changes in the content of the α′-
martensite was investigated. The obtained results showed the possibility of assessing the
fatigue state of the AISI 31 steel using acoustic nonlinearity measurements and magnetic
coercivity.

In [8], the authors investigated the relationship between the eddy current output
signal and the surface hardness of a martensitic AISI 410 stainless steel sample in terms
of impedance and inductance. They also examined the effects of different quenching
temperatures on the steel surface hardness.

Augustyniak et al. [9] tested samples of 347, 321, and 304 austenitic steels taken
from service-aged power plant boiler tubing. The accumulation of damage due to the
creep process was proportional to the concentration of the created magnetic oxide layer.
Simultaneously, a magnetic ferrite phase also formed in the grains and at grain boundaries
under the scale layer. The content of the ferrite-phase layer was proportional to the initial
creep-related damage. These changes were related to the eddy current signal.
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This paper is focused on the analysis of the possibility of characterizing the plastic—
strain ratio in specimens made of X2CrNi18-9 steel by measuring the residual magnetic
field, the impedance components in in-series LCR circuits, and the Barkhausen noise. The
same measurement quantities were used to characterise the active stress state in [16]. Addi-
tionally, metallographic tests were performed to observe the structural changes occurring
due to deformation during static tensile testing.

2. Theoretical Basics

The authors of this paper have often used magnetic methods of non-destructive testing
to solve various problems related to the broadly understood characterisation of the material
state. For this reason, the theoretical foundations have already been presented many times.
A synthetic description of the theoretical basis related to this article is included in [16],
where an analysis was conducted of the possibility of assessing active stresses in steel
elements by measuring electromagnetic diagnostic signals. Many articles were referred
to in [17–35], where information can be found on the theoretical basis of the applied
electromagnetic methods.

In chromium-nickel alloy steels, e.g., X5CrNi18-10, X2CrNi18-9, or X18CrNiSi18-9,
depending on the concentration of Cr and Ni and other alloying elements (e.g., Mo, Mn,
N, Si), an austenitic structure occurs in the supersaturated state at room temperature. The
austenitic structure gets stabilised with an increase in Ni and other austenitic elements.
In addition, the structure may also contain some ferromagnetic ferrite δ arising due to
the conditions of steel crystallization. Depending on the amount of alloying elements,
the ferrite content may increase up to several percent. To evaluate the structure and
compactness of the magnetic phase, equivalents of austenite- and ferrite-forming elements
can be used. This indicates that the chemical composition of steel itself has a direct impact
on the content of the magnetic phase, which can be changed, usually increased, by heat
treatment, strain due to cold or hot working, or by welding processes.

Austenitic Fe-Cr-Ni steels in the post-supersaturation state retain the austenitic struc-
ture (γ-phase) with a face-centred cubic (fcc) lattice. Depending on the chemical composi-
tion, austenite can be a metastable phase undergoing martensite transformation at cooling
below temperature Ms, or due to critical plastic deformation at temperatures higher than Ms.
Due to the chemical composition, temperature Ms is lower than room temperature, which
ensures high durability of austenite. Austenitic steels are commonly used materials, and
the strain-induced martensite transformation occurring in them can have both favourable
effects strengthening the material and unfavourable consequences resulting in a decrease
in their corrosion resistance and the appearance of the ferromagnetic phase [10–13].

Due to cold plastic strain, austenitic chromium-nickel steels undergo significant
strengthening depending on their chemical composition, the magnitude of the rolling
reduction, and the deformation temperature. Under the influence of cold plastic strain,
a change occurs in the dislocation structure. As a result, metastable austenite undergoes
a partial transformation into martensite ε and ferromagnetic martensite α’ with a body-
centred cubic lattice [12,13]. A similar transformation for austenitic steels occurs during
quenching at low temperatures. It is believed that there are two possible mechanisms corre-
sponding to such transformations [36,37]: one is the γ → ε → α’ transformation, where the
ε phase is an intermediate phase with a closely packed hexagonal structure; in the other, a
direct γ → α’ transformation is possible. Independently, the γ → ε transformation may
also occur.

The factor deciding about the possibility of martensite ε formation is the austenite
stacking fault energy (SFE), which depends on the steel chemical composition and the
deformation temperature. Martensite ε can be created during cold plastic deformation if
the SFE at room temperature is <30 MJm−2 [38]. The SFE parameter determines the type of
the deformation (slip) system, which enables the formation of the intermediate ε phase or
leads to the direct formation of the α’ phase. In steels with a higher SFE value, where the
basic system of {111} austenite deformation occurs [39], the formation of the ε phase was
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not observed. However, it has been shown that, depending on the deformation conditions,
in the same steel the transformation can occur directly or with the participation of the
intermediate phase. The element, which strongly inhibits the γ → ε transformation, is
nickel. In this case, the austenite-to-martensite transformation occurs directly γ → α’ [36],
which means that, under small deformation below the critical deformation value, the
changes occur only in the region of single grains, while above the critical point they will
affect the whole cross-section.

3. Experimental Details

The testing was performed for flat specimens made of X2CrNi18-9 steel (chemical
composition—cf. Table 1), whose initial geometry is shown in Figure 1. Figure 2 shows the
relationship for the tested steel between the set value of engineering stress in the loading
process and the plastic deformation value measured after the unloading of the specimens
(between the 60th and the 140th measuring point). The specimens were subjected to static
tensile loads to obtain appropriate plastic deformation.

Table 1. Chemical composition of X2CrNi18-9 steel (% by mass).

C Si Mn P S N Cr Mo Nb Ni Ti

0.02 0.45 1.43 0.031 0.008 - 18 0.3 0.017 7.94 0.01

 

Figure 1. Tested specimen geometry with marked measuring points (RMF—residual magnetic field,
HN—normal component of the RMF, HT—tangential component of the RMF, LCR—impedance
components of the LCR measuring circuit, BN—Barkhausen noise).

Figure 2. Relationship between engineering stress σ and plastic deformation εp.

The specimens were loaded using the Galdabini Sun 10P tensile strength testing
machine (Galdabini, Cardano al Campo, Italy). The test conditions were as follows: tem-
perature: 21 ± 2 ◦C and the traverse speed: 2 mm/min. After the set value of deformation
was achieved, the specimens were unloaded and examined beyond the machine on the test
stand, keeping the same orientation of the specimen in relation to the Earth’s magnetic field.
Relative deformation was defined for an 80 mm long section of the specimen (between
the 60th and 140th measuring point—cf. Figure 1). The initial distance between the points
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was 1 mm, but it increased with the rise in plastic deformation. The test was carried
out for as-received samples with an elongation between 0% to 55% (no fracture). All the
specimens, both in the as-received state and after plastic deformation, were tested using
the MPD-100A magnetic field detector (R&J Measurement, Borowa, Poland). The results
of the measurements of the magnetic phase are presented in Table 2. Of all the deformed
specimens, fifty were selected for the testing of magnetic parameters, and the order of the
measurements was as follows: residual magnetic field (RMF) components, LCR circuit
impedance components, the Barkhausen noise. Metallographic testing was carried out
only for selected specimens with 10%, 20%, and 40% elongation.

Table 2. Magnetic phase content.

Strain ε (%) No. of Samples
Magnetic Phase

Content—Min (%)
Magnetic Phase

Content—Max (%)

as-received state 90 0.1 0.2
0–8 31 0.1 0.3
8–15 16 1.1 1.8

15–25 12 2.2 3.9
25–35 14 6.0 9.8
35–45 13 11.6 23.9
45–55 4 25.9 29.3

The TSC-1M-4 magnetometer (Energodiagnostika Co. Ltd., Moscow, Russia) was
used for RMF measurements. For RMF, two components (HN—normal component, HT—
tangential component measured in the direction parallel to the applied load) were measured
using the TSC-2M (Energodiagnostika Co. Ltd., Moscow, Russia) measuring head. The
measuring apparatus was calibrated in the magnetic field of the Earth, with the assumed
value of 40 A/m. The measurements on the test stand were always carried out in the same
place and with the same position of the specimen. The magnetic field components in the
location where the measurements were performed had the following values: HT = 8 A/m,
HN = 40 A/m. The magnetic field strength was measured along the measurement line (cf.
Figure 1) in 200 points.

The system measuring the LCR components is schematically shown in Figure 3. It
consists of a CEM DT-9935 automatic LCR bridge and a Fastron 09P-152J-50 choke coil
(winding inductance 1.5 mH ± 5%, ferrite core with a diameter of 8.5 mm at the point of
contact with the tested surface, resistance 1 Ω, test line resistance: 26.7 Ω).

 

Figure 3. Measuring circuit diagram.

Due to the magnetic coupling and the self-induction phenomenon, the characteristic
values of the measuring coil change when it is applied to the specimen surface. The flow of
electric current I with frequency f results in an alternating magnetic field Hp. At the same
time, eddy currents IEC are induced in the tested material, generating the Hs field. The
electromagnetic properties of the material affect the obtained values. The degree of plastic
deformation causes a change in permittivity ε, relative magnetic permeability μr, and
conductivity γ. The changes in these quantities influence the resistance and the inductance
value of the measuring coil coupled to the surface.
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The Barkhausen noise was measured using the MEB4-C system (Mag-Lab, Gdańsk,
Poland). The system diagram is shown in Figure 4. It enables measurements with the use
of a surface measurement sub-system (upper part of Figure 4) and a circumferential mea-
surement sub-system (lower part of Figure 4). The former was used during the testing. The
measuring head contains a magnetic field excitation system and the Barkhausen noise signal
detection system. The system configuration was as follows: sampling frequency—800 kHz,
magnetizing current frequency—2.04 Hz, magnetizing current amplitude—200 mA, pre-
amplifier gain PR1—× 1, main amplifier gain MA1—35 dB.

 
Figure 4. Schematic diagram of the MEB4-C system.

The Barkhausen noise was measured only in two directions: perpendicular (⊥) and
parallel (‖) to the load. The choice of such directions of measurements results from the
authors’ own research related to changes in hardness due to cold working [17] and from
the literature on the influence of plastic deformation on the Barkhausen noise [40,41].

The absolute values of the Barkhausen noise parameters are calculated using the
following Equation (1):

V =
√

V2
⊥ + V2

‖ (1)

where: V⊥ and V‖, respectively, are the parameter values for the two directions of the
magnetizing field application.

The metallographic examination was conducted to verify the changes in the material
indicated in the NDT test. To avoid the influence of the directionality of the ferrite bands,
the tested material was sampled transversely to the rolling direction. The deformed part
was sectioned using a precise cut-off machine (Struers, Willich, Germany), and intensive
cooling was applied.

The metallographic observations were conducted using light microscopy (Leica
LM/DM microscope—Leica, Wetzlar, Germany) and scanning electron microscopy (Phe-
nom XL—Thermo Fisher Scientific, Waltham, MA, USA). The specimens were pre-ground
using water abrasive paper and then polished and etched electrolytically (time: 10–15 s,
current: 20 mA, voltage: 35 V) to avoid the influence of the effect of abrasive papers on
the surface of the specimen. A cross-sectional microscopic examination was carried out
after polishing and electrolytic etching in a 10% CrO3 water solution. Due to the applied
preparation method, local etch defects, so-called etch pits, were observed on the surface
of the metallographic specimens. XRD was performed in a D8 Advance Diffractometer
(Bruker, Billerica, MA, USA) using CuKα radiation; the magnetic phase (the content of the
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strain-induced martensite α’-phase) was measured using the MPD-100A magnetic field
detector (R&J Measurement, Borowa, Poland).

Hardness measurements were performed using the Vickers method with an intender
load of 10 kG (98.07 N), with a Zwick/Roell ZHU 187.5 hardness tester (Zwick Roell Group,
Ulm, Germany).

The tested steel was characterised by an austenitic structure, with a small content
of ferrite δ arranged in the steel rolling direction. The structure showed only a few twin
boundaries (annealing twins)—Figure 5. The testing of the steel magnetic phase content in
the as-received state showed a value below 0.2%.

 
Figure 5. Austenitic structure of X2CrNi18-9 steel in the as-received state.

4. Analysis Results and Discussion

4.1. Residual Magnetic Field

Figure 6a,b shows the example distributions of the RMF components for the initial
state (I.S.) and selected values of plastic strain. The plastically deformed region of the
specimen with a smaller cross-section, lying between the 60th and the 140th measuring
point, stands out in the distributions of both RMF components under analysis. As the plastic
deformation degree got higher, the values of tangential component HT increased, while the
curves of normal component HN in the plastically deformed region made an anticlockwise
rotation. In the place of transition from the deformed to the non-deformed region, local
extrema occurred of both tangential component HT (Figure 6a) and normal component
HN (Figure 6b). They definitely took different values and had a different trend of changes
compared to the rest of the sample. Due to the high variability of the values of the RMF
components in the plastically deformed area, the further analysis of the measurement
results aiming to develop a diagnostic relation was focused on the analysis of the gradients
of the RMF components. The gradients of the changes in the RMF components (understood
as absolute values of function derivatives) were determined by segmental approximation
of the measurement results using third-degree spline functions. Example distributions
of gradients, corresponding to the distributions of the RMF components, presented in
Figure 6a,b, are shown in Figure 7a,b. The gradient distributions were dominated by two
maxima in the zones of transition from the deformed to the non-deformed region.

An analysis was performed on the impact of the plastic deformation degree on the
maximum values of gradients of the RMF components occurring in the transition zones
and on the mean values of gradients of the RMF components determined for an area
with a constant cross-section on the segment between the 90th and the 110th point on the
specimen measurement line (cf. Figure 1).
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Figure 6. Distribution of the RMF components for different plastic deformation states: (a) tangential component HT;
(b) normal component HN.

 
Figure 7. Distribution of the gradient of the RMF components for different plastic deformation states: (a) gradient of
tangential component grad HT; (b) gradient of normal component grad HN.

The relations determined for the X2CrNi18-9 steel specimens between the plastic
deformation degree and the maximum gradients of the RMF components are shown in
Figure 8a,b, whereas Figure 9a,b illustrates the relations between the plastic deformation
degree and the mean gradients of the RMF components. As the deformation degree
got higher, both maximum and mean values of the gradients of the RMF components
increased. Unfortunately, for the tested X2CrNi18-9 steel, it could be seen that relatively
unequivocal relations between the degree of plastic deformation and the values of the
RMF gradients occurred only after the plastic deformation degree exceeded 10%. For
lower plastic deformation values, the gradients of the RMF components did not change
noticeably.
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Figure 8. Relation between the maximum gradient value and the plastic deformation degree: (a) max
gradient of tangential component grad HT; (b) max gradient of normal component grad HN.

 

Figure 9. Relation between the mean gradient value and the plastic deformation degree: (a) mean
gradient of tangential component grad HT; (b) mean gradient of normal component grad HN.

4.2. Components of Impedance of the In-Series LCR Circuit

For each plastic strain, value curves of normalised impedance components were
developed. The curves in Figure 10a illustrate the normalised impedance components and,
Figure 10b–f presents the distributions of normalised impedance components.

In Figure 10a–f, it can be seen that the effect of the plastic deformation degree on
normalised components of impedance (R − R0)/ωL0, ωL/ωL0 becomes unequivocally
visible only when plastic deformation reaches the level of about 15% and higher. For
frequencies in the range from 0.1 kHz to 10 kHz, an increase in the plastic deformation
degree was accompanied by a rise in the value of ωL/ωL0, while for the frequency of
100 kHz, ωL/ωL0 first increased until the plastic deformation degree reached the level
of about 15% to show a decreasing trend later on. A constant trend in changes in the
(R − R0)/ωL0 component occurred only at frequencies f equal to 1 kHz and 10 kHz for
plastic deformation degrees higher than 15%.
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Figure 10. Results obtained from the analysis of the LCR measurements: (a) curves of normalised impedance components for
different states of plastic deformation; distribution of normalised impedance components for: (b) f = 0.1 kHz; (c) f = 0.12 kHz;
(d) f = 1 kHz; (e) f = 10 kHz; (f) f = 100 kHz.

4.3. Barkhausen Effect

An analysis was performed of the possibilities of developing a correlation between
the plastic deformation degree and the Barkhausen noise signal. The Barkhausen noise
was measured for 10 magnetisation cycles. Two halves could be distinguished in a single
magnetisation cycle (cf. Figure 11)—the first marked as I↘ (exciting current diminishes)
and the second marked as I↗ (exciting current rises).

Figure 11. Detailed description of a single cycle of changes in magnetisation.
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The following BN quantitative parameters were analysed: the RMS voltage value
URMS, the envelope of the BN signal (peak value), and the distribution of the total number
of events NoETOT. The formula for RMS voltage URMS was described in [16], and the
distribution of the total number of events NoETOT was characterised in [16,17].

The BN envelope was obtained through the smoothing averaging operation on the
absolute values of the UBNi voltage pulses. A multiple smoothing filtering operation using
the Savitzky–Golay filter was used for this purpose. The envelope was characterised by
local extrema, which could be described using their coordinates defining the magnetisation
current PEAKPOS and the Barkhausen noise voltage PEAKVAL, which are graphically
presented in Figure 12.

 
Figure 12. Characteristic quantities of the envelope.

The effect of the plastic deformation degree on the RMS value of voltage (URMS)
is shown in Figure 13a–c. Distinct changes could be observed in the URMS values from
plastic deformation ε of about 20%, both for the parallel and the perpendicular direction
(Figure 13a,b, respectively). However, for the latter, the URMS values were significantly
lower compared to the parallel direction. The dependence of voltage URMS on ε for
the module (Figure 13c) resembled both qualitatively and quantitatively the relation for
the parallel direction (Figure 13a)—the values were substantially higher for the parallel
direction and had a decisive impact on the value of the module.

 

Figure 13. Relation between plastic deformation ε and URMS: (a) parallel direction; (b) perpendicular direction; (c) module
of directions.

An analysis was conducted on the impact of plastic deformation ε on the values of the
total number of events NoETOT for the entire range of discrimination voltage Ug between
−10 V and 10 V. It was found that when approaching the value of 0 V on the side of negative
voltage, a rise in plastic deformation caused a drop in the number of events. Close to 0 V on
the side of positive voltage values, the opposite trend could be observed—as the degree of
plastic deformation got higher, the number of events increased. This phenomenon occurred
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for both the parallel and the perpendicular direction of magnetisation (cf. Figure 14a,b,
respectively). The influence of the magnetisation direction (the magnetic field direction in
relation to the direction of the tensile force) was slight.

Figure 14. Distribution of the total number of events NoETOT depending on the threshold voltage for
two strain states: (a) parallel direction; (b) perpendicular direction.

Figure 15a–c present the dependence of the total number of events (NoETOT) on ε for
close-to-zero positive and negative values of voltage Ug. It could be assumed that above
ε ~ 5%, two NoETOT values corresponded to a given deformation state, identifying this
state unequivocally. This made it possible to develop a solution to an inverse problem—the
evaluation of the plastic deformation degree based on the number of total events NoETOT.

Figure 15. Relation between plastic deformation ε and mean NoETOT values for different values of threshold voltage Ug:
(a) parallel direction; (b) perpendicular direction; (c) module of directions.

The analysis then covered the next parameter of the Barkhausen noise: PEAKVAL, the
values of which were analysed for the descending and ascending halves of the magnetisa-
tion. The relations between ε and PEAKVAL for the descending halves of the magnetisation
are shown in Figure 16a–c, whereas Figure 17a–c shows the relations for the ascending
halves of the magnetisation. For the parallel direction of both halves of the magnetisation
(Figure 16a or Figure 17a) and up to about ε = 5%, no clear changes in PEAKVAL values
were observed; in the range of ε from 5 to 20%, these changes were slight, after ε = 20% a
significant increase in PEAKVAL values was observed. For the perpendicular direction, clear
changes could be seen when the plastic deformation degree exceeded ε ~30% (Figure 16b
or Figure 17b). Like in the case of URMS, the PEAKVAL module (Figure 16c or Figure 17c)
qualitatively and quantitatively resembled the relation for the parallel direction (Figure 16a
or Figure 17a).
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Figure 16. Relation between plastic deformation ε and mean PEAKVAL for descending halves of magnetisation I↘:
(a) parallel direction; (b) perpendicular direction; (c) module of directions.

Figure 17. Relation between plastic deformation ε and mean PEAKVAL for ascending halves of magnetisation I↗: (a) parallel
direction; (b) perpendicular direction; (c) module of directions.

4.4. Metallographic Testing

Metallographic tests were carried out to reveal structural changes occurring during
the plastic deformation of steel. The three figures below show the structures observed
at different degrees of deformation of 10%, 20%, and 40% (Figures 18–20, respectively).
The observations carried out using light and scanning electron microscopy revealed that the
number of structural defects rose with an increase in the deformation degree. The initial
structure was austenitic with a small number of twin boundaries (annealing twins)—Figure 5.

 

Figure 18. Structure of X2CrNi18-9 steel after 10% plastic deformation; LM (a) and SEM (b,c) observations.
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Figure 19. Structure of X2CrNi18-9 steel after 20% plastic deformation; LM (a) and SEM (b,c) observations.

 

Figure 20. Structure of X2CrNi18-9 steel after 40% plastic deformation; LM (a) and SEM (b,c) observations.

A small deformation caused the appearance of slip bands, the density of which
increased with a rise in the deformation degree. The formation of the observed slip bands
is related to a system within one grain, and the observed effect is the formation of parallel
slip faults. The performed observations revealed that, even at 10% deformation of steel,
slip bands were arranged in different directions, which indicated that deformation took
place in different slip systems—Figure 18.

The highest density of slip bands was obtained at the deformation degree of 40%—
Figure 20. A higher degree of deformation was also accompanied by deformation of the
grain: i.e., its elongation in the direction of the tensile force.

The higher number of defects in the structure caused an increase in the steel hardness,
from 280 HV10 for the material in the as-received state to almost 400 HV10 at the 40%
deformation degree. On the other hand, no significant increase was observed in the
magnetic phase determined using a magnetic field detector, where a value of 0.2 ± 0.1% was
recorded for the state at delivery conditions (measurements on specimens after mechanical
treatment); after 10% deformation, the magnetic phase increased only up to 1.4 ± 0.1%.
An increase in deformation to 20% caused a rise in the magnetic phase content to about
3.0 ± 0.1%, and after 40% deformation to about 14.8 ± 0.1%. The observed increase should
be considered to be a value included within the measurement error. The presence of α’,
as the effect of deformation, is visible in the XRD analysis. The diffraction lines for the
material in the delivery condition (DC) revealed only the γ-phase. Changes could be
observed in the diffraction diagrams for the steel post-deformation state in comparison to
the DC. An increase in the specimen deformation decreased the intensity of austenite lines,
and new martensite lines appeared, whose intensity increased with deformation (Figure 21).
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Figure 21. X-ray diffraction patterns of X2CrNi18-9 steel in the initial state (DC) and after selected
degrees of deformation (10%, 20%, 40%).

5. Summary and Conclusions

The considered issue of the evaluation of plastic deformation based on changes in
electromagnetic quantities is one of the so-called inverse problems of non-destructive
testing.

Three case studies were presented, in which the following diagnostic signals were
used: the residual magnetic field components, the impedance components of the in-
series LCR circuit, and the Barkhausen noise features. The changes in microstructure
and the resulting changes in electromagnetic properties generated diagnostic signals with
an averaged and repeatable value that could be captured using relatively wide-range
measuring transducers [42].

Two ranges of strain variability could be distinguished for the extracted features of
the diagnostic signals. The ranges differed significantly in the changes in the signal value
due to an increment in deformation. Up to the critical plastic deformation degree, the
features of diagnostic signals did not show significant changes in value. They could then
be related to the content of ferrite δ (chemical composition of steel). However, in the case
of deformation higher than critical, where the martensite transformation began, it was
possible to use them to evaluate the state of the material. The critical deformation degree
determined, based on the performed analyses of diagnostic signals, was as follows: for the
RMF ε ~ 10%, the LCR ε ~ 15%, and for the URMS, PEAKVAL, and NoETOT parameters it
was ε ~ 20%, ε ~ 20%, and ε ~ 5%, respectively. The differences in the critical deformation
value were due to the specificity of the signal individual features. At the same time, they
indicated that the changes in the material physical properties (electromagnetic properties,
e.g., NoETOT ε ~ 5%) began much earlier compared to what was suggested by the results
of magnetic phase measurements (cf. Table 2). Based on the obtained results, it should be
concluded that, depending on the degree of material deformation, different signals should
be used for the assessment of the material state.

The NDT results were verified by metallographic examination. In the tested X2CrNi18-
9 steel, the ferromagnetic phase—ferrite δ—was present in small amounts already in the
non-deformed state. As the deformation increased, and then after a certain critical strain
was exceeded, a clear increment in the total share of ferromagnetic phases occurred due to
the occurrence of martensite transformation and the formation of martensite α’, as revealed
by the XRD and hardness testing.

While typical testing methods showed that the content of the magnetic phase was
relatively small even at high deformation (40%), the assessment based on the discussed
diagnostic signals made it possible to reveal those changes even for the deformation
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degree as low as 10–15%. Structural changes (LM and SEM) related to the presence of
slip bands were observed already at the deformation degree of 10%, with their density
causing significant scattering of diagnostic signals. It was only when the strain exceeded
the critical deformation degree of 10% that the martensite transformation (γ→ α’) occurred
and, thereby, a significant amount of the magnetic phase appeared. In 10% deformation,
the content of the magnetic phase increased from 0.2% to 1.4%. This value rose up to 14.8%
for 40% deformation. The wide range of results provided by the magnetic field detector
led to the conclusion that the content of the magnetic phase strongly depends on the strain
rate and the material condition (i.e., chemical composition, heat treatment, residual stress),
which indicates that varying conditions of the operating environment can result in different
content of the magnetic phase and cause differences in the received diagnostic signals. The
presence of the phase, related to the occurrence of the phase transformation, involved the
occurrence of signals strong enough to be interpreted and used in diagnostic works aiming
to evaluate the state of steel.

The changes in the ferromagnetic phase during plastic deformation of austenitic
steels created an opportunity to assess the state of austenitic steel using electromagnetic
non-destructive testing methods. The obtained results were unique to the analysed cases.
Depending on the properties of the measuring apparatus and its calibration, the initial state
of the material, and many other influencing factors [16], the obtained values may differ
from those revealed by the tests. The testing results indicated that a further increase in the
level of measurement sensitivity in relation to individual diagnostic signals for deformation
above the critical deformation degree is of no significance. For deformation lower than
critical, further testing and analyses are necessary.
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Gdańskiej: Gdańsk, Poland, 2003; ISBN 8373480420.
20. Jiles, D.C. Theory of the Magnetomechanical Effect. J. Phys. D Appl. Phys. 1995, 28, 1537–1546. [CrossRef]
21. Kaminski, D.A.; Jiles, D.C.; Biner, S.B.; Sablik, M.J. Angular Dependence of the Magnetic Properties of Polycrystalline Iron under

the Action of Uniaxial Stress. J. Magn. Magn. Mater. 1992, 104–107, 382–384. [CrossRef]
22. Biełow, K.P. Phenomena in Magnetic Materials; PWN: Warszawa, Poland, 1962.
23. Augustyniak, B.; Degauque, J. Magneto-Mechanical Properties Evolution of Fe–C Alloy during Precipitation Process. Mater. Sci.

Eng. A 2004, 370, 376–380. [CrossRef]
24. Bozorth, R.M. Ferromagnetism; Wiley-IEEE Press: Hoboken, NJ, USA, 1993; ISBN 978-0780310322.
25. Makar, J.M.; Tanner, B.K. The in Situ Measurement of the Effect of Plastic Deformation on the Magnetic Properties of Steel. J.

Magn. Magn. Mater. 1998, 187, 353–365. [CrossRef]
26. Thompson, S.M.; Tanner, B.K. The Magnetic Properties of Plastically Deformed Steels. J. Magn. Magn. Mater. 1990, 83, 221–222.

[CrossRef]
27. Jiles, D.C.; Atherton, D.L. Theory of Ferromagnetic Hysteresis. J. Magn. Magn. Mater. 1986, 61, 48–60. [CrossRef]
28. Dutta, S.M.; Ghorbel, F.H.; Stanley, R.K. Dipole Modeling of Magnetic Flux Leakage. IEEE Trans. Magn. 2009, 45, 1959–1965.

[CrossRef]
29. Junker, W.R.; Clark, W.G. Eddy Current Characterization of Applied and Residual Stresses. In Review of Progress in Quantitative

Nondestructive Evaluation; Springer: Boston, MA, USA, 1983; pp. 1269–1286.
30. Liu, J.-G.; Becker, W.-J. Force and Stress Measurements with Eddy Current Sensors. In Proceedings of the 10. International Sensor

fairs and Conference, Nuremberg, Germany, 8–10 May 2001; pp. 23–28.
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Abstract: A combination of multiple nondestructive testing (NDT) methods speeds up the assessment
of concrete and increases the precision. This is why the UIR-Scanner was developed at Warsaw
University of Technology. The scanner uses an Impact-Echo (IE) method with a unique arrangement
of multiple transducers. This paper presents the development of the IE module using numerical
models validated with experimental testing. It was found that rectangular arrangement of four
transducers with the impactor in the middle is optimal for quick scanning of area for faults and
discontinuities, changing the method from punctual to volumetric. A numerical study of void
detectability depending on its position with respect to the IE module is discussed as well. After
confirmation of the findings of models using experimental tests, the module was implemented into
the scanner.

Keywords: concrete; NDT; finite element method; experiment; automated inspection; frequency
domain; validation

1. Introduction

Nondestructive techniques (NDT) for examination of structures without their degra-
dation are within the essential field of engineering art development [1–3]. Each of them has
its own characteristics in terms of accuracy, rapidity and kind of faults they can detect. This
is why a combination of multiple techniques is of interest. Usage of different NDTs brings
the problem of results’ correlation and necessity of execution of multiple measurements.
Nevertheless, it speeds up the assessment and this is why merging multiple techniques
into one device is currently an emerging trend [1,2,4].

According to this philosophy, a scanner for nondestructive testing of concrete slabs was
developed at Warsaw University of Technology [5]. The UIR-Scanner merges complementary
NDT methods: Ultrasonic pulse velocity (UPV), Impact-echo (IE) and ground penetrating
Radar (GPR) to deliver reliable results in an automated and user-friendly manner.

This paper presents the conceptual development of an Impact-Echo module for the
scanner. Its task is to detect anomalies in the tested region, which may indicate presence of
a fault. Once areas with the anomalies are marked, they can be tested in more detailed ways
to obtain the precise location of fault. The detectability criterion should be quantitative
allowing automated analysis by software.

2. Impact-Echo Method

The Impact-Echo (IE) method is a nondestructive technique invented at the turn of
‘70 s and ‘80 s for the testing of solid concrete and multilayer [6–9] elements. This method
is based on application of impact of a steel ball at the surface of the structure to evoke an
elastic stress wave, which later reflects and is recorded with a piezoelectric transducer. The
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received signal in time domain is changed to frequency domain by Fast Fourier Transform
(FFT) and then it is analyzed and interpreted to obtain the thickness of the element and,
possibly, the depth of reinforcement and flaws (Figure 1).

Figure 1. Scheme of impact-echo method with an example of waveform time-domain spectrum and
corresponding frequency spectrum when defect in concrete is observed.

A hammer or, most commonly, a steel ball is used as an impactor. The diameter of the
ball governs the contact time [7,10], and thus, the frequency content of produced wave. The
expected resonance frequency of the tested element should be included in the produced
frequency range [11]. Usually, steel balls of diameters 4 mm to 30 mm are used, which
allows for the testing of the concrete element of thickness up to 1 m [12]. Another wave
source, like an air gun [13], can be used as well.

An elastic stress wave produced with an impactor contains three components:
(I) Rayleigh (R) surface wave, (II) Shear (S) wave and (III) Compression (P) wave [9,11].
The P wave travels the medium and reflects from lower and upper faces of the element,
as well as from any faults or borders of underlying layers. This phenomenon is caused
by a difference in the mechanical impendences of materials in the element, and especially
between air and concrete [7,12]. The periodicity of echoes produces resonance frequencies.

These periodic reflections are recorded with a piezoelectric transducer. A device with
a large bandwidth between 2 kHz and 50 kHz is used. The abovementioned frequencies
correspond to average thickness of concrete element between 5 cm and 1 m [12]. Another
technique, e.g., laser interferometry [14] or microphone [15,16], can be used in the air-
coupled approach.

For sake of interpretation, the registered signals are usually presented in frequency
domain using fast Fourier transform [17]. The use of frequency domain allows for ob-
servation of multiple reflections of wave between upper and lower face of the element,
making the measurement insensitive to the distance between impactor and receiver [9].
The wavelet analysis can be used in the analysis as well [18].

The thickness of the element can be computed knowing both: (I) the resonance
frequency of P wave, and thus the travelling time, and (II) the velocity of P wave. The
velocity of the P wave can be either measured [12] or obtained empirically [6]. A similar
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procedure is adopted for any layers’ interfaces or faults present in the tested element,
visible as peaks in the frequency spectrum (Figure 1).

IE is very similar to the ultrasonic method, but two significant differences are present:
(I) ultrasonic waves are linear, which enables measurement only in line of excitation, while
stress-waves in the IE propagate spherically; and (II) the frequency of waves in the IE
method is lower, and therefore, heterogeneity of concrete has neglectable influence on the
results. Additionally, the spherical wave propagation allows for separation of the excitor
and receiver, making IE more flexible and capable of testing bigger areas and volumes,
thus making it faster in use.

Beside measurement of the thickness of element, the Impact-Echo method has been
used to detect: flaws [8], cracks [19], voids and debondings [7], honeycombing [20], delam-
inations and quality of interfaces [21,22] or voids in grouted tendon ducts [23].

The numerical finite element methods are important to ensure the IE development [8].
They have been used extensively to simulate different types of flaws and understand the
results obtained with IE testing. From point of view of this paper, the sensitivity of IE to
size of faults [23] and fusion of results from multiple sensors [24] are especially important.

Several trials with automated NDT using IE [25,26] and its fusion with other tech-
niques [27] has been undertaken before. The commercial devices were also developed, e.g.,
Olson Engineering INC-Bridge Deck Scanner (BDS) [28] or BAM NDT Stepper [29].

3. Preparation and Validation of Finite Element Model

To obtain reliable results from the numerical model, verification and validation is
needed [30]. The parametrical studies by variating modulus of elasticity, Poisson ratio and
density of concrete to change wave velocity, as well as finite element size, were conducted.
The results were verified against analytical solution as described below and good agreement
was found. For sake of brevity, detailed results are not presented here, and are available
in [31].

3.1. Experiment for Validation

To validate the numerical model, an experiment on solid concrete slab was used.
The slab of dimensions 50 cm × 50 cm × 7 cm was casted using C20/25 class concrete
according to Eurocode and supported on 5 cm by 5 cm washers in four corners. After curing,
30 IE tests using commercial DOCter® Mark IV commercial device [32] were executed.
A 2 mm ball was used to evoke the wave in a distance of 5 cm from the receiver. All
the measurements show the thickness of 70 mm, so no internal faults were present. The
signal was probed approximately every 2 × 10−3 ms, and the total length of the obtained
signal was 1.9 ms per measurement. All the results were recorded and saved for further
comparison with the numerical model.

3.2. Numerical Model

The abovementioned slab was modeled in a commercial program LS-DYNA® [33] and
is presented in Figure 2a. A three-dimensional model was built using 8 nodes hexahedron
7 mm × 7 mm constant stress solid elements of type ELFORM 1. This type of element,
with a single integration point, was chosen for better computational efficiency considering
the relatively simple stress-state and shape of the modeled structure. Viscous control
of hourglass (type 1) was chosen as it is recommended for higher velocity waves and is
computationally the cheapest. Considering the relatively low size of mesh, good results
were obtained with this simple modeling method and explicit integration.
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Figure 2. Isometric view of Finite Element Models (a) model of 50 cm × 50 cm × 7 cm plate for
validation; (b) model of infinitely large slab for layout testing.

Vertical displacements were constrained in corners on the lower face of the plate.
The material was modeled as perfectly elastic, with modulus of elasticity 38 GPa, density
2400 kg/m3 and Poisson ratio 0.2, corresponding to C20/25 concrete [10]. The excite-
ment was applied by force with sine function variability of 2 kN. Such variability is com-
monly used and its magnitude does not influence the results thanks to the elastic material
model [6,9]. The excitation impulse lasted for 8.4 × 10−6 s, corresponding to a 2 mm ball [6].
Vertical displacement of the node in location of the transducer was registered for 2 ms,
with a time step of 1.4 × 10−3 ms.

3.3. Signal Processing

To validate the model, two signals collected in different ways needed to be compared.
During the experiment, variation of current voltage due to pressure waves acting on
piezoelectric in transducer was registered, while the direct displacement of node could be
obtained from the model. This is why a proper filtering is important [17].

For validation, the surface (Rayleigh) wave was removed by cutting the first 0.5 ms
of signal. Then, the Butterworth filter was applied for frequencies outside 1

2 f–2f window,
where f is the frequency expected due to plate thickness. The filtering was needed mostly
due to numerical noise and eigenvibrations present in numerical results, as well as high fre-
quency noise due to the concrete inhomogeneity in slabs. Then, the Fast Fourier Transform
(FFT) was used to present and compare the frequency spectrum.

3.4. Results

Thickness of the tested plate, and depth of possible fault, can be found on the basis of
the passage time of the pressure wave through the material. Since the wave is reflected
multiple times from the bottom and top surfaces, frequency of the wave passage is used.
The velocity of wave can be obtained from the empirical Equation (1) [6]:

Cp =

√
E(1 − ν)

ρ(1 + ν)(1 − 2ν)
(1)

where E stands for Young’s modulus of elasticity of concrete, ρ for density of concrete and
ν is Poisson’s ratio. This velocity is, however, dependent on the element’s shape; thus, for
plates, an apparent velocity should be used [8,9], leading to the Equation (2):

T =
Cpp

2 f
(2)

where f stands for frequency of signal, T for thickness (depth) of element and Cpp = 0.96Cp
is the reduced, apparent wave velocity for the concrete plate with υ = 0.2 due to resonance
and the creation of Lamb waves [34,35].

A good correlation between registered signals and their frequency spectra was ob-
tained. The dominating frequency from experiment is 27.40 kHz, while from the model it is
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27.19 kHz. With Cpp = 3830 m/s, the thickness of 70.0 mm and 70.4 mm can be calculated,
respectively.

Thus, the model was validated and good agreement with the experiment was found.

4. Experimental Studies on a Large Span Floor

The bigger the spacing between impactor and transducer, the larger the distance that
wave travels in the material. Because of this, the area tested at once can be increased,
reducing the time needed for the whole slab or floor, and IE can be used to test a certain
volume of concrete at once. This is why balance between the reliability of results and the
distance between impactor and receiver needed to be found.

An experiment was prepared to investigate the maximum distance between the impact
and read-out points at which results remain clear and reliable. Because the circular wave
reflects not only from faces of the element but from other boundaries as well, interference
may influence the results. To avoid this, the large span 40 cm thick concrete floor was chosen.
The span-to-depth ratio was big enough to considered it as an element of infinite area.

Measurements were taken in the three directions (each 45◦) to avoid influence of
reinforcement. The distance between points of impact and signal reception varied from
10 cm to 300 cm. A 12 mm impactor was used according to the geometry of slab and
detection ability as presented by Carino [9]. Each measurement was repeated three times.

Measurements show that the maximum distance between impactor and receiver giving
reliable results is around 90 cm and above this distance, the wave reaching transducer was
too weak (Figure 3). It has to be stressed that energy produced by the smaller ball is lower,
and thus, this distance would decrease. This result can be influenced by the type of the
concrete used and serves merely as estimation of possibility of change Impact-Echo from
punctual into volumetric method. Taking into account the expected range of thicknesses of
slabs to be tested with the device under design, as well as convenience of its use, a square
60 cm × 60 cm was assumed as a maximal testing area. Furthermore, it was concluded that
an automated impact procedure should be implemented to make uniform the subsequent
readouts. The exact results and discussion can be found in [31].

Figure 3. Frequency spectra of measurements taken at a large span floor in distance of 10 cm, 60 cm
and 90 cm from impactor; frequency due to thickness marked with dashed line.

5. Finite Element Model of Plate with Voids

Knowing the maximum dimensions of the IE module that could be incorporated
into the automated scanner combining different NDT techniques [5], the best layout was
pursued. The IE module should allow for testing in an automated way the biggest possible
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area at once. At this stage, the presence or lack of fault or void should be determined. The
depth and exact location within the tested area can be found using more precise testing
later. In this way, the large area of slab can be scanned in a quicker manner, showing the
points of possible further interest.

5.1. Numerical Model Modification

It was decided to model the plate for further investigation as an infinitely large slab.
The purpose of this was to avoid possible reflections from the boundaries of the element.
To do this, a square plate 90 cm × 90 cm × 20 cm was modeled with further extension to
obtain a circular external surface (Figure 2b). To this side surface, nonreflective boundary
conditions were assigned. The vertical supports were assigned at the mid-span on the
whole perimeter.

The void was modeled by removal of elements in the box 20 cm × 20 cm × 2 cm at
mid-depth (Figure 4). The expected peaks, calculated with formula (2), are presented in
Table 1, respectively, for the top and bottom of the void, and for the thickness of whole
element. Since the element’s size, material properties and finite elements type remained
the same as in validated model, no additional verification or validation was needed.

 

 

(a) (b) 

Figure 4. The plate with void: (a) view and (b) section.

Table 1. Expected peaks for plate with voids (Cpp = 3834 m/s).

Depth [cm] Frequency [kHz]

9 21.3
11 17.4
20 9.6

5.2. Possible Linear Layouts

The standard IE layout consist of one impactor and one receiver. If the void or fault is
below one of them or between them, it can be detected.

The first considered layout was one receiver and one impactor spaced by 40 cm,
moving along the line perpendicular to them. This way, subsequent cross-sections of slab
can be examined. However, to obtain the necessary resolution, many measurements were
needed (e.g., every 10 cm), leading to a time-consuming procedure.

To cover a bigger area at once, a set of four impactor–receiver pairs each spaced at
10 cm, covering an area of 30 cm by 40 cm, can be used. All the impactors would be released
at same time. However, due to wave interference, the readouts were difficult to analyze,
and this approach was given up. Furthermore, the release of impactors at exactly the same
time could be problematic.

The third layout would be a modification of the above. Instead of using four impactors,
only one could be used. However, the distance between the impactor and each of the
receivers would not be equal and analysis of such a signal would be difficult.
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On the basis of the numerical models of the three abovementioned arrangements, it
was decided that for the proper layout, the distance between each of receivers and impactor
should be equal. Furthermore, to avoid interference of waves, only one impactor should be
used for the IE module.

5.3. Square Layout

As mentioned above, it was decided that the distance between impactor and all
transducers should be equal for sake of simplicity of comparison. Although the maximum
distance between points of impact and read-out was found to be 90 cm, the IE module
should fit within the UIR integrated scanner. Therefore, the distances were reduced. The
transducer layout should allow diagnostics of the largest possible area at once. This is why
the square scheme was investigated with piezoelectric receivers in points 1 to 4 (Figure 5).
Then, the applicability of this layout with different positioning of void was modeled.

 
(a)  

(b) 

Figure 5. Square measurement system layout: (a) isometric and (b) top views.

5.4. Signal Processing

The signal was processed in similar way as in the experimental validation (see
Section 3.3). Filtering out the frequencies outside of 1

2 f –4 f was performed to exclude the
eigenvibrations of plate and numerical noise, but to keep the high-frequency waves due
to reflections from the void. The Raleigh wave was removed by cutting out first 0.5 ms
of signal.

6. Results of Simulations

The results are compared in both qualitative and quantitative ways. The qualitative
way is by comparison of frequency spectra and peaks that they reveal. This process can be
automatized in the scanner. The quantitative ways used in this paper are: (I) integration of
the frequency spectra, and (II) calculation of the root mean square (RMS) of the frequency
spectra. The outcome of the comparison should be whether some anomaly in the measure-
ment results can be spotted, and thus, if the void can be detected and indicate that there
exists a need for further testing of the area.

6.1. Solid Plate (No Void) vs. Plate with Void

First, the comparison between solid plate and plate with void below the impactor and
transducer was done.

In the case of the solid plate, the peak due to thickness (9.95 kHz) was clearly visible
for all sensors (Figure 6). The second highest peak (18.0 kHz) lied the around half-depth
(10.4 cm) and might be the result of wave interference. The integral and RMS values
(Table 2) were slightly different, possibly due to numerical noise. However, the obtained
variation remained below 3%. Thus, if the absolute value of variation (Δ) of both integral
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and RMS is outside of 10% interval of the Reference Value (RV), the fault is detected. If
only one value is outside of the interval, it indicates warning. The RV was taken as the
mean value of integrals and RMS from a solid plate.

Figure 6. Frequency spectra, solid plate; expected frequency marked with dashed line.

Table 2. Integral and RMS of frequency spectrum, solid plate.

Sensor N◦ Integral (10−6) Δ [%] RMS (10−7) Δ [%] Detected?

1 3.616 3 1.537 2 N
2 3.521 0 1.515 0 N
3 3.436 2 1.481 2 N
4 3.521 0 1.515 0 N

Mean (RV 1) 3.523 - 1.512 - -
1 Reference Value (RV); Detected Y—Yes, N—No, W—Warning.

When the void was located below impact point (Figure 7, Table 3), a big difference
could be noticed from the previous case in the value of the integral and RMS. The values
were smaller as the energy was largely dumped by discontinuity. Additional peaks for
frequencies about 22.4 kHz were visible in the frequency spectrum, which allowed for
detection of the void in the investigated area (Figure 8).

If the void was located only under one transducer (Figure 9), it was highly affected
by dumping, as visible in Table 4. However, the sensor No.3 was surprisingly slightly
dumped as well, possibly by interference with wave reflected from edge of the fault. In
frequency spectra (Figure 10) for test point 1, the decrease in magnitude of peak due to
plate thickness (9.95 kHz) was clear, as well as the additional peak due to the void (22 kHz).
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Figure 7. Scheme of void and IE device layout.

Table 3. Integral and RMS of frequency spectrum, void below impactor.

Sensor N◦ Integral (10−6) Δ [%] RMS (10−7) Δ [%] Detected?

1 2.657 25 0.872 42 Y
2 2.473 30 0.832 45 Y
3 2.331 34 0.791 48 Y
4 2.473 30 0.833 45 Y

Detected Y—Yes, N—No, W—Warning.

Figure 8. Frequency spectra, void below impactor; expected frequency marked with dashed line.
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Figure 9. Scheme of void and IE device layout, void below sensor 1.

Table 4. Integral and RMS of frequency spectrum, void below sensor 1.

Sensor N◦ Integral (10−6) Δ [%] RMS (10−7) Δ [%] Detected?

1 2.686 24 0.891 41 Y
2 3.549 1 1.510 0 N
3 2.838 19 1.300 14 Y
4 3.549 1 1.510 0 N

Detected Y—Yes, N—No, W—Warning.

Figure 10. Frequency spectra, void below sensor 1; expected frequency marked with dashed line.

6.2. Edge of Void below Impactor

Another interesting case is the location of edge of the void directly below the impact
point (Figure 11). While comparing the integrals and RMS values (Table 5) or frequency
spectra obtained here and for the solid plate, a reduction of energy delivered to transducers
was visible. It is most evident for sensors close to the void (i.e., 1 and 4, Figure 12). Thus,
the void can be detected and its approximated location can be given, but not the depth.
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Figure 11. Scheme of void and IE device layout, edge below impactor.

Table 5. Integral and RMS of frequency spectrum, edge below impactor.

Sensor N◦ Integral (10−6) Δ [%] RMS (10−7) Δ [%] Detected?

1 2.812 20 0.989 34 Y
2 2.632 25 0.874 42 Y
3 2.445 30 0.858 43 Y
4 2.617 26 0.971 36 Y

Detected Y—Yes, N—No, W—Warning.

Figure 12. Frequency spectra, edge below impactor; expected frequency marked with dashed line.

6.3. Void Moving Away from Impactor

One more situation is the void moving away from the impact point (or, rather, when
the scanner is moving away from the void, (Figures 13 and 14). Although the frequency
spectra (Figures 15 and 16) did not precisely reveal the depth of the void, its location
could be determined. Not only did the transducer closest to the fault reveal the biggest
dumping of energy (Tables 6 and 7) as described previously, but also a linear relation
between received energy and void position could be found. In the Figure 17, the variation
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of RMS values with respect to reference value of solid slab are presented for three cases, as
well as the linear fit quality.

 
Figure 13. Scheme of void and IE device layout, edge 5 cm from impactor.

 

Figure 14. Frequency spectra, edge 5 cm from impactor; expected frequency marked with dashed line.

 
Figure 15. Scheme of void and IE device layout, edge 15 cm from impactor.
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Figure 16. Frequency spectra, edge 15 cm from impactor; expected frequency marked with
dashed line.

Table 6. Integral and RMS of frequency spectrum, edge below impactor.

Sensor N◦ Integral (10−6) Δ [%] RMS (10−7) Δ [%] Detected?

1 2.816 20 1.113 26 Y
2 2.490 29 0.886 41 Y
3 2.445 30 0.884 41 Y
4 2.698 23 1.103 27 Y

Detected Y—Yes, N—No, W—Warning.

Table 7. Integral and RMS of frequency spectrum, edge below impactor.

Sensor N◦ Integral (10−6) Δ [%] RMS (10−7) Δ [%] Detected?

1 3.230 8 1.407 7 N
2 3.206 9 1.219 20 W
3 3.178 10 1.203 20 Y
4 3.179 10 1.404 7 W

Detected Y—Yes, N—No, W—Warning.

6.4. Summary

Simulations presented above clearly show that with a square set of 4 transducers and
1 impact point, the impact-echo method turns into volumetric, and a void can be detected
if it lays within the area covered by the device. Its approximated position can be given in
any case. However, the depth can be found only if it lays below the impact point or under
one of the sensors. However, this precision is sufficient and thus, the proposed scheme can
be adopted in UIR-Scanner.

The sensitivity of setup regarding minimum detectable fault was not analyzed. It
can be expected that ability of detection is restricted by limits of impact-echo method [21],
e.g., ratio of minimal lateral dimension of void to stress wavelength (impactor size) and
element’s depth. Furthermore, the numerical model presents an idealized medium, which
is not the case in real application. Therefore, during the implementation of proposed layout
into UIR-Scanner, the limitations and problems that are inherent in the chosen NDT method
need to be borne in mind [36], i.e., (1) reflection coefficient R between fault and medium

225



Materials 2021, 14, 2144

needs to be large enough; (2) possible multiple reflections, e.g., due to reinforcement, can
impair obtained results; (3) source of external vibrations and difference in vibration modes
between types of plates can influence results.

Figure 17. RMS of signal received by each transducer with change of void edge distance from
impact point.

7. Experimental Validation of Adopted Layout

Before implementation of an IE module in the UIR-Scanner, the layout was experimen-
tally validated on a concrete slab using DOCter Mark IV transducers. The 50 cm thick slab
of C30/37 concrete was used. At a depth of around 5 cm, a void was modeled by foamed
polystyrene plate, 5 cm × 5 cm × 2 cm.

Measurements were executed with one transducer and one 2 mm impactor. The
transducer was subsequently moved between positions 1 and 4, and the impact was
applied in the center of setup (Figure 5). Two cases were considered—with no void,
and with void below the impact point. The measurement was repeated 7 times at each
measurement location (measurement A to G).

For obtained frequency spectra, Integral and RMS were calculated in range 0 Hz–70 Hz,
where 70 Hz corresponds to twice the frequency due to the mid-depth of the void according
to formula (2). The results for each measurement are presented in Tables 8–11.

Table 8. Integral of frequency spectrum (10−1), slab with no void.

Sensor N◦ Measurement

A B C D E F G

1 1.4604 1.7889 1.6837 0.8747 1.4098 1.6977 1.3303
2 1.7374 0.8333 1.6095 1.8303 1.1254 2.3219 0.9677
3 1.0635 1.2686 1.2494 1.1608 1.7251 1.4504 2.2510
4 1.1031 1.9778 1.1016 0.8069 1.1877 1.6299 1.5897

Table 9. RMS of frequency spectrum (10−3), slab with no void.

Sensor N◦ Measurement

A B C D E F G

1 2.7935 3.4939 3.3806 1.6329 2.7753 3.6157 3.1040
2 3.3197 1.5470 3.0592 3.6199 2.1701 5.0211 1.7858
3 2.6369 3.5801 2.6805 2.4723 3.9014 3.4583 4.8312
4 2.7986 5.0711 2.4122 2.0223 2.7992 3.9092 3.7139
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Table 10. Integral of frequency spectrum (10−1), slab with void below impactor.

Sensor N◦ Measurement

A B C D E F G

1 1.1421 1.0405 0.8709 0.9281 1.5843 0.9358 0.9063
2 1.1993 1.0262 1.5378 1.2899 0.8842 2.0402 1.0260
3 0.8347 1.0381 1.0210 0.9872 0.6384 1.5853 1.1728
4 0.8289 0.8052 0.8035 0.8139 1.2276 0.9977 0.8849

Table 11. RMS of frequency spectrum (10−3), slab with void below impactor.

Sensor N◦ Measurement

A B C D E F G

1 2.1684 1.8025 1.5266 1.5733 2.8588 1.7611 1.7008
2 2.0785 1.8145 2.7309 2.4415 1.5800 3.7172 1.8479
3 1.5824 2.0308 1.9463 1.7742 1.1389 3.8032 2.4548
4 1.4977 1.4021 1.4673 1.5174 3.0528 2.1219 1.6850

For each measurement, the elastic wave was induced by separate impact and trans-
ducer was lifted and pressed again every time. Therefore, the measurements are uncorre-
lated. To analyze the results, and eliminate isolated events of different impact energy or
imperfect contact of transducer with surface, average values from seven measurements (A
to G) were calculated and presented in Tables 12 and 13 for slab without and with the void,
respectively. The same criteria of detection as for numerical model were used; therefore, Δ
above 10% for one of indicators (Integral of RMS) results in warning and for both indicators
results in detection.

Table 12. Integral and RMS of frequency spectrum, solid slab.

Sensor N◦ Integral (10−1) Δ [%] RMS (10−3) Δ [%] Detected?

1 1.464 2 2.971 5 N
2 1.489 4 2.932 6 N
3 1.453 1 3.366 8 N
4 1.342 7 3.247 4 N

Mean (RV 1) 1.437 - 3.129 - -
1 Reference Value (RV); Detected Y—Yes, N—No, W—Warning.

Table 13. Integral and RMS of frequency spectrum, slab with void below impactor.

Sensor N◦ Integral (10−1) Δ [%] RMS (10−3) Δ [%] Detected?

1 1.058 26 1.913 39 Y
2 1.286 10 2.316 26 Y
3 1.040 28 2.104 33 Y
4 0.909 37 1.821 42 Y

Detected Y—Yes, N—No, W—Warning.

Despite relatively large discrepancies between individual measurements due to man-
ual excitation of elastic stress-wave, average values clearly indicate presence of the void.
The results confirm the need for automated excitation and simultaneous measurement with
all four transducers. This experiment confirmed applicability of IE as a volumetric method.
Therefore, the numerical modeling results were validated, and the IE module was imple-
mented into the UIR-scanner (Figures 18 and 19) and issued for further sensitivity studies.

227



Materials 2021, 14, 2144

 

Figure 18. UIR-Scanner (a prototype) for nondestructive testing using complementary NDT methods:
GPR (Ground Penetrating Radar), IE (Impact-Echo) and UPV (Ultrasonic Pulse Velocity) equipped
with computer systems for signal analysis.

 

Figure 19. Impact-Echo module integrated into scanner.

8. Conclusions

The aim of research presented in this paper was to find the optimal design of an
Impact-Echo module for automated detection of horizontal faults in concrete slabs. The IE
module was to be incorporated into integrated UIR-Scanner combining three nondestruc-
tive methods. The IE module should determine possible locations of faults in the slab in
the rapid, volumetric manner. Then, in indicated locations, further tests can be conducted
to confirm the outcome.

The following recommendations were issued: (1) the impact should be automated to
allow comparison of magnitude of frequency spectra between the measurements; (2) lay-
out with four transducers at corners of square 60 cm by 60 cm and one impact point in
the middle should be adopted as it allows the most efficient testing; (3) clear rules for
signal analysis and interpretation, with use of frequency spectra’s integral and RMS, are
established. They can be further introduced in the software of the scanner to automatize
the procedure of detection. This layout was adopted into the UIR-Scanner, validated and
issued for further experimental testing.

The current research has clearly presented that relatively simple Impact-Echo method,
usually used for punctual measurement of element’s thickness or detection of faults, can be
modified into volumetric method by use of multiple transducers. Despite loss of precision
and ability to localize the fault, this approach allows for much faster scanning of structures
and opens new possibilities of application of the IE method for nondestructive testing
of concrete.
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Abstract: This article presents the results of a study involving the assessment of the structural
destruction of fibre cement boards taken from a large-scale model subjected to fire. These were
subjected to a three-point bending test using the acoustic emission method. The analysis of the
obtained results took into account the course of bending stresses σm, the modulus of rupture (MOR),
the number of acoustic emission events Nzd and the sum of EA events ∑Nzd. The conducted tests
showed that the samples subjected to fire exhibited a clear decrease, up to 72%, in the recorded sum
of EA events compared to a reference board (not subjected to fire). The analysis of the obtained
modulus of rupture (MOR) values showed a similar trend—the reduction of the modulus of rupture
for the degraded samples was in the range of 66–96%. In order to illustrate the changes taking place
in the structure of the tested plates more precisely, analyses were carried out using the optical method
and a digital microscope. This method may be sufficient for the final evaluation of degraded samples.

Keywords: ventilated facades; large-scale model; fibre cement boards; fire exposure; acoustic emis-
sion method

1. Introduction

Fibre cement boards are products used in construction since the early 20th century.
In the 1990s, they underwent a transformation, whereby asbestos fibres, which constitute
a health hazard, were replaced by other fibres, mainly cellulose fibres. The fibre cement
boards manufactured nowadays consist of cement, cellulose fibres, synthetic fibres, and var-
ious additives and admixtures, i.e., limestone dust, mica, perlite, kaolin, microsphere [1–4].
Fibre cement boards are classified as composite construction materials and are defined
as any multiphase material that exhibits a significant portion of the properties of both
constituent phases and has been artificially made. The individual constituent phases must
be chemically distinct and separated by a distinct interface [5]. Composite materials consist
of two phases: the first is the matrix phase, which is continuous and surrounds the second
phase, called the dispersed phase (reinforcing elements).

Composite materials are divided into particle-reinforced, fibre-reinforced and struc-
tural composites. Fibre cement boards are classified as fibre-reinforced composites, and
the phases are dispersed in each direction. The classification of composites is shown in
Figure 1.

The main goal in the design of fibre-reinforced composites is increased strength and/or
rigidity without increased weight. Fibre-reinforced composites with exceptionally high
strengths often contain low-density fibres. The most important factor that increases their
strength is the appropriate fibre length (not too short). The mechanical and strength
properties of these composites depend not only on fibre properties, but also on the extent to
which load is transferred to the fibres by the matrix. The manner of that transfer is shown
in Figure 2.
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Figure 1. Classification of composite materials.

Figure 2. Deformation pattern in the matrix surrounding a fibre that is subjected to tension.

As fibre-reinforced composite materials, fibre cement boards have a matrix phase;
in their case, the matrix is based on Portland cement which is responsible for binding
the matrix and giving it durability. The second phase is the dispersed phase in the form
of fibres. Apart from Portland cement, the matrix contains additional components and
fillers, i.e., limestone dust, mica, perlite, kaolin, microspheres. The dispersed phase is
characterised by the discontinuous and randomly oriented distribution of fibres. Fibres
used in the manufacture of these composites include cellulose fibres, PVA (poly(vinyl
alcohol)) synthetic fibres and PP (polypropylene) fibres. Most fibre cement boards make
use of all these fibres, with each fibre serving a slightly different role. Cellulose fibres form a
spatial mesh that reinforces the entire composite, polyvinyl alcohol (PVA) fibres are added
to increase the strength and durability of fibre cement boards, especially those intended for
outdoor use.

Fibre cement composites are used both indoors and outdoors. Outdoors, they are used
mainly as façade cladding. They are expected to comply with a number of performance
requirements referred to in harmonised standards [6]. These boards must also meet a
number of resistance and strength requirements under fire conditions. As shown in [7,8], the
strength of fibre cement boards after façade fires is significantly reduced, often preventing
the ensuing safe use of such a façade. For cladding exposed to fire, it would be necessary
to define a zone that requires the complete removal of the façade, including the partial
disposal and partial use in other construction elements that do not have to meet such
drastic requirements.

2. Literature Review

High temperatures have an extremely degrading effect on most building materials
including composites (such as fibre cement boards). Composites characterised by two
phases in view of the preliminary analysis and identification of degradation after high-
temperature exposure can be analysed as separate, independent phases: the matrix phase
and the dispersed phase. After this preliminary identification, the composite should be
analysed and tested as an integrated, homogeneous product.

In terms of the cement matrix, the analysis of post-fire degradation can be based on
studies of concrete samples that are used in many building structural elements exposed to
fires. The strain analyses carried out in works on degraded concrete [9–11] indicate that
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temperatures in the range of 300–400 ◦C are not critically degrading to concrete as opposed
to boards, due to the presence in concrete of coarse aggregate fractions, and it is important
that the samples are volumetric elements (three of the same order of magnitude). The
authors subjected several different cement variants to high-temperature annealing tests
in a study [10]. CEM I 42.5 R, a fast-setting and fast-maturing variant of Portland cement,
showed poor performance in terms of resistance at high temperatures. The cement matrix
in the experimental tests showed residual strength at 500 ◦C [10]–600 ◦C [12], while at
800 ◦C [10], the samples disintegrated spontaneously. Other studies [10,12] demonstrated
that any temperature higher than 400 ◦C [12] has a negative effect on the strength of the
matrix. The regression in cement strength starts almost immediately; initially, however,
these values are relatively small. Thus, it can be assumed that significant strength regression
begins at temperatures above 100 ◦C [10,13]. It is worth noting that the strength of concrete
in a fire situation is also affected by the type of aggregate used.

In the dispersed phase, cellulose fibres, PVA synthetic fibres and PP fibres are used
in fibre cement boards. The individual fibres have the following melting points: synthetic
fibres PVA (polyvinyl alcohol)—about 200–220 ◦C [14,15]; PP (polypropylene) fibres—about
175 ◦C [14,16]; cellulose fibres—260–270 ◦C [17]. In the case of fibre cement boards, there
is a lack of knowledge about the behaviour of this composite and how it degrades at fire
temperatures. Most of the scientific literature analysing fibre cement boards focuses on
the production process, its possible subsequent optimisation in terms of fibres and the
testing of its basic physical properties. One of the few examples is the study presented
in [18], where it has been shown that fibres in fibre cement boards degrade at 230 ◦C only
after approx. 3 h of exposure. Damage to such degraded boards, during a three-point
bending test, occurs through high-energy brittle fracture. It is noticeable that for fibre-
reinforced cement composites, the modulus of rupture rises as the temperature increases
up to about 300 ◦C [19] in a short period of time. It is, therefore, reasonable to believe that
such temperatures are safe for these boards over the short term. Destruction of the fibres
and cement matrix at a temperature of around 300 ◦C only occurs after a long period of
time. This is influenced by the protection (encapsulation) of the fibres by the matrix phase
(cement or concrete). These temperatures correspond approximately to the melting point
of cellulose fibres. Szymków carried out tests on fibre cement board samples at 400 ◦C [18].
The samples showed much less stability at this temperature and degraded at a faster rate.
The results exhibited large discrepancies because, depending on the manufacturer, the
ingredients and the manufacturing technology, some samples “lasted” a maximum of
several minutes while, while others were destroyed during the test.

Based on a study of large-scale models, Schabowicz et al. [7] showed the percentage of
loss of strength parameters of fibre cement boards under the influence of fire. These studies
demonstrated differences from model studies on small samples, but the temperatures at
which degradation started, i.e., around 200 ◦C, was consistent for both types of study.
Large-scale studies, compared to studies on small-scale samples, established different times
for the occurrence of significant degradation. This is mainly due to the fact that studies on
small-scale samples are mostly characterised by constant and uniform temperature effects.
Hence, it follows that the structural expansion of fibre cement boards at high temperatures
and the duration of action on such products is critical.

Failure to maintain the production regime (e.g., maintaining the appropriate tem-
perature and humidity) may lead to fluctuations in the strength of concrete during a
compression test, even up to 20%, which may cause significant differences in reference
samples [20–22]. In concrete, as well as in a cement matrix, the major component is cement.
When testing concrete samples, fluctuations in reference samples from other batches may
be characterized by significant differences in strength, which may ultimately affect how
individual results relate to each other. The authors of the article dealt with the problem
of assessing the failure of fibre cement boards by reviewing the scientific literature and
drawing conclusions from it and then conducting experimental research. The experimental
tests were performed on samples taken from the actual model of the elevation that had been

233



Materials 2022, 15, 2929

exposed to fire. Samples were taken from various locations and then analysed and assessed.
The assessment was made on the basis of the analysis of AE signals recorded during the
course of three-point bending, and the assessment of strength during three-point bending.
On the basis of these analyses, the state of destruction was determined, and conclusions
were drawn.

3. Research Model and Testing Method

The actual façade model was a ventilated façade attached to a test platform, which
was also the substrate on which the fire impact and progression tests were performed.
Large-scale models are a very good way to study fire development and evaluate individual
façade elements in terms of flammability, the behaviour of individual materials during
a fire and the fire safety of the whole system. Large-scale studies may produce different
results and present different critical areas with respect to studies on small samples.

The façade cladding analysed in this paper, installed on the real model, was made of
8 mm-thick fibre cement boards of natural colour, i.e., not dyed in the mass. It was mounted
with mechanical connections to an aluminium substructure. The substructure consisted
of metal vertical profiles mounted mechanically via brackets to the ground. There was
a fire coming out of the combustion chamber, which was affecting the façade with high
temperatures, realising the scenario of a fire in the room spreading through the window
opening to the façade. A ventilation device was placed in the combustion chamber on the
rear wall, which allowed the reproduction of a real fire situation. The division of the façade
into cladding panels and the location of thermocouples and sampling sites are shown in
Figure 3. The dimensions of the actual large-scale façade model were ~3 m × 3.5 m, and
it was attached to a wall made of autoclaved aerated concrete, 600 kg/m3 variety, with
dimensions of 3.98 m × 3.98 m.

Subsequently, samples D5, D4 and D3 from the large-scale fire-affected model were
taken from the above combustion chambers; they fell off at 13:30 min, 17:15 min and
34:00 min, respectively. The temperature course was recorded by the thermocouples TE3,
TE7 and TE9 for the samples D5, D4 and D3, respectively. In the case of sample D5 located
in the immediate area of the fire source, the temperature reached over 600 ◦C. Conversely,
for sample D4, the temperatures were between 400 and 500 ◦C, and for sample D3, between
300 and 400 ◦C. The dimensions of the samples taken were 20 mm × 100 mm, with a
thickness of 8 mm.

In order to identify the effect of high-temperature exposure on the degradation of
fibre cement boards, tests were carried out using the acoustic emission method during a
three-point bending test. Similar issues on fibre cement boards have also been analysed by
other authors [23,24]. The test samples were cut from the façade board subjected to the fire
according to their location shown in Figure 4. The cut-out samples were 20 mm × 100 mm
in size. They were then placed in a testing machine, and a three-point bending test was
carried out. For the three-point bending test, the PASCAL MIKROPRASA P—3 kN was
used, with a load range between 0 and 3 kN. A constant crossbeam travel increment of
0.1mm/min was set during the testing of the fibre cement samples. The three-point bending
test stand with the acoustic emission measurement setup is shown in Figure 5.

Figure 4 presents the large-scale study model during the course of the study along
with the actual sampling location.
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Figure 3. Layout of the exterior cladding panels and thermocouples along with sampling location.

Figure 4. Large-scale model: (a) during the study; (b) after the study, with the indication of the
sampling location.
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Figure 5. Test stand for acoustic emission measurements and the fibre cement board used during the
test: (a) view of the testing machine; (b) view of the specimen during its destruction.

The analysis of the obtained results of three-point bending tests took into account the
course of bending stresses σm, the modulus of rupture (MOR), the number of EA events
Nzd and the sum of EA events ∑Nzd. The modulus of rupture (MOR) was determined from
the standard formula [5]:

MOR =
3Fls
2b e2 (1)

where:

MOR—modulus of rupture [MPa],
F—load (force) [N],
ls—length of the support span [mm],
b—sample width [mm],
e—sample thickness [mm].

In addition, in order to verify the degraded element samples taken after testing, a
structure analysis was performed on a Keyence VHX-7000 series microscope. The digital
microscope used to verify the structure of the fibre cement boards and the test stand are
shown in Figure 6.

Figure 6. Keyence VH×-7000 series digital microscope.
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The device was equipped with a digital microscope unit which, depending on the
type of lens, allowed taking pictures within the zoom range of ×20–×4000 (a wide-angle
lens was used in this study, as well as a standard lens with a maximum zoom of ×200).

4. Study Results

The evaluation of the destruction of fibre-cement board structures under the influence
of fire was made through the analysis of EA signals recorded during the course of the
three-point bending test and was based on EA descriptors such as the number of events
Nzd and the sum of events ∑Nzd. Figures 7–10 show a recording of the event rate Nzd
and bending stress σm versus time for selected samples designated D3, D4, D5 and, for
comparison, an untreated reference board. Table 1 summarises the resulting modulus of
rupture (MOR) values and ∑Nzd event sum values for the tested samples.

Table 1. Summary of averaged modulus of rupture (MOR) and example event sum ∑Nzd.

Sample Identification
Bending Strength (MOR)

[MPa]
Sum of Events ∑Nzd [–]

Reference 43.45 1715
D3 1.72 228
D4 14.83 475
D5 0.22 198

Figure 7. Recording of the event rate Nzd and bending stress σm versus time for the reference board.
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Figure 8. Recording of the event rate Nzd and bending stress σm versus time for the D3 board.

Figure 9. Recording of the event rate Nzd and bending stress σm versus time for the D4 board.

238



Materials 2022, 15, 2929

Figure 10. Recording of the event rate Nzd and bending stress σm versus time for the D5 board.

When analysing Figures 7–10, it is clear that the fire had a clear effect on the values of
the EA descriptors recorded in the three-point bending test of the fibre cement boards in
question. Thus, the recording of the rate of Nzd events as a function of time for the reference
board (Figure 7) differed significantly from that obtained for the fire-treated boards. In
the case of the reference board, it can be seen that from about the 140th second of the test,
the rate of Nzd events started to increase steadily until the maximum value of the MOR
modulus of rupture was reached, at which point there was a clear spike in this descriptor.
In the case of the samples labelled D3, D4 and D5 (Figures 8–10, respectively), one can see a
completely different course of degradation. Namely, there was a sharp spike (peak) in the
recorded EA event rate values around the time the test samples reached the modulus of
rupture (MOR). Analysing the results presented in Table 1, it can be seen that a significantly
higher sum of EA events was recorded for the reference sample. In contrast, for samples
D3, D4 and D5, a clear decrease in the recorded sum of EA events can be seen. A trend
can be observed: as the temperature to which the tested samples were exposed and the
time of exposure increased, the sum of EA events decreased. In analysing the values of the
obtained modulus of rupture (MOR), a similar trend was noticed. The reference plate had
the highest modulus of rupture (MOR) (43.45 MPa). With the increase of the temperature to
which the boards were subjected during the fire, there was a clear decrease in the modulus
of rupture (MOR), ranging from a value of 14.83 MPa for board D4 through to 1.72 MPa for
board D3, with a value of 0.22 MPa for board D5.

The above results indicate that as the temperature and the time of its action on the
subject boards during the fire increased, the nature of the sample degradation course during
the three-point bending test changed significantly, as can be seen from the recorded acoustic
emission descriptors and the obtained modulus of rupture s (MOR). It can be concluded
unequivocally that a high temperature has a destructive effect on the structure of fibre
cement boards. Thus, analysing the results obtained using the acoustic emission method
shown in Figures 7–10, it can be seen that the boards subjected to fire were damaged by
brittle fracture when the modulus of rupture (MOR) was reached. This was evidenced by
the EA event rate recording, which was essentially a single peak compared to what observed
for the reference board. On this basis, the authors conclude that a high temperature caused
damage to the cellulose fibres (pyrolysis) contained in the board structure. The brittle
fracture recorded during the tests may be indicative of the complete pyrolysis of the
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cellulose fibres and, therefore, of the resulting structure of the board, consisting only of the
cement matrix. This was particularly evident in samples D3 and D5.

In order to verify the destruction of the structure of the boards subjected to fire, the au-
thors additionally performed an analysis of the fracture structure using a digital microscope.
Figure 11 shows a view of the fracture of the reference sample after the three-point bending
test. It should be noted that the fractured sample showed fibres that were destroyed by
pulling or tearing, as well as delamination—the result of manufacturing technology.

Figure 11. View of the reference sample under a digital microscope: (a) magnification ×20, (b) mag-
nification ×150, (c) magnification ×400.

Figure 12 shows a view of the sample D5 fracture after the three-point bending test. A
change in the structure of the board could be seen through the precipitation of individual
cement matrix materials (known as crystallisation) and the delamination of the fibre cement
board. Delamination was caused by the temperature gradient between the outer surface
and the inner surface (mounted from the platform) and the total thermal expansion of the
material. In addition, complete pyrolysis of the fibres could be seen—caverns and voids
left after the melting of the fibres (Figure 12b). The fracture shape was straight, which
indicated that it followed the shortest line. From this figure, it is clear that the sample was
completely destroyed.

Figure 12. Example view of the D5 sample under a digital microscope: (a) magnification ×150,
(b) magnification ×20.

5. Discussion

All samples were taken from the actual façade model, from materials that fell off
during the test. It should be noted that the samples did not show a trend for the measured
values, the lowest modulus of rupture (MOR) being that of sample D5, which was located
closest to the combustion chamber. The higher modulus of rupture (MOR) was found FOR
sample D3, which was located 120 cm above the combustion chamber. In contrast, sample
D4 located 80 cm above the combustion chamber showed a much higher strength (MOR)
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than samples D3 and D5. It should be noted that for all locations sampled, the fibre melting
point and the temperature at which the cement matrix degraded were exceeded, which, for
the area directly above the fire source, amounted to a maximum of 28% of the number of
EA events of the reference sample. The loss of the modulus of rupture (MOR) is also worth
noting. For the degraded sample D4, this was up to 34% (14.83 MPa) of the strength of the
reference sample (43.45 MPa).

When we examined sample degradation by the action of fire temperatures, we ob-
served a completely different course of degradation of the tested boards with respect to
the reference board. Namely, there was a sharp spike (peak) in the recorded EA event
rate values around the time the test samples reached the modulus of rupture (MOR). This
indicates that destruction occurred by brittle high-energy fracture, with a low number of
EA events. This was also found in other studies. Szymków, in his work [18], also showed
a similar convergence—i.e., degraded samples were more brittle, were characterized by
the lack of the “flow” phase, showed brittle high-energy cracking with a small number of
EA events.

The conducted tests showed that a significantly higher sum of EA events was recorded
for the reference sample. In contrast, a clear decrease in the recorded sum of EA events was
seen for the fire-treated samples. The following trend was observed: as the temperature to
which the tested samples were exposed and the time of exposure increased, the sum of EA
events decreased.

The analysis of the obtained modulus of rupture (MOR) values showed a similar trend.
The reference plate had the highest modulus of rupture (MOR) (43.45 MPa). With the
increase of the temperature to which the boards were subjected during the fire, there was a
clear decrease in the modulus of rupture (MOR), ranging from a value of 14.83 Mpa for
board D4 through to 1.72 Mpa for board D3, with a value of 0.22 Mpa for board D5.

Digital microscope studies of the degraded samples indicated complete pyrolysis
of the fibres and crystallisation of the internal composite structure. We also observed
significant delamination of the sample due to the temperature gradient acting on it, i.e.,
the outer and inner layers of the cladding surface, as well as a significant value of the
expansion of the sample (caused by high temperatures).

6. Summary

The effects of high temperatures are inherently destructive to most building products.
Heat resistance is defined as the period of time during which a product retains the desired
properties. It is worth noting that large-scale studies provide very significant opportunities
for the analysis of façade cladding exposed to high temperatures caused by fire. Fire
temperatures occurring directly above the fire source are critical for this composite and
reach values between 500 ◦C and 700 ◦C. In order to determine the destructive effect of high
temperature on the structure of the fibre cement boards tested, samples were examined
in a three-point bending test using the acoustic emission method. In addition, in order
to analyse further the effect of fire on the structure of the boards, board samples were
observed using a digital microscope. The fibre cement boards tested in this study showed
different ranges of resistance to fire. The most important observations and conclusions
formulated by the authors on the basis of the obtained results are summarised below.

• In the destruction critical zone, i.e., where the fibre melting point and the temperature
at which the cement matrix is destroyed have been exceeded, the samples cannot be
used repeatedly.

• Critically degraded samples are destroyed by a sharp spike (peak) in the recorded EA
event rates.

• Research using a digital microscope is sufficient to assess the complete degradation of
the fibre cement composite materials, in terms of the assessment of fibre pyrolysis and
the crystallization of the internal structure of the composite

Summarising the information presented above, the authors would like to point out that
the tests carried out in this study are very important from the point of view of construction
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practice, particularly due to the fact that little information is available in the literature on
the behaviour of ventilated façades and, thus, of the cladding installed on them at high
temperatures, i.e., under fire conditions. Furthermore, it should be emphasised that the
above tests are only pilot tests. The authors are investigating fire-exposed fibre cement
boards through other methods. The results of these studies will be the subject of further
scientific work.
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Abstract: The hydraulic properties of expansive soils are affected due to the formation of visible
cracks in the dry state. Chemical stabilization coupled with fiber reinforcement is often considered
an effective strategy to improve the geotechnical performance of such soils. In this study, hydraulic
conductivity tests have been conducted on expansive clay using two different types of fibers (fiber
cast (FC) and fiber mesh (FM)) exhibiting different surface morphological properties. The fiber
parameters include their dosage (added at 0.2% to 0.6% by dry weight of soil) and length (6 and
12 mm). Commercially available lime is added to ensure proper bonding between clay particles
and fiber materials, and its dosage was fixed at 6% (by dry weight of the soil). Saturated hydraulic
conductivity tests were conducted relying on a flexible wall permeameter on lime-treated fiber-
blended soil specimens cured for 7 and 28 days. The confining pressures were varied from 50 to
400 kPa, and the saturated hydraulic conductivity values (ksat) were determined. For FC fibers, an
increase in fiber dosage caused ksat values to increase by 9.5% and 94.3% for the 6 and 12 mm lengths,
respectively, at all confining pressures and curing periods. For FM fibers, ksat values for samples
mixed with 6 mm fiber increased by 12 and 99.2% for 6 and 12 mm lengths, respectively for all
confining pressures at the end of the 28-day curing period. The results obtained from a flexible wall
permeameter (FWP) were compared with those of a rigid wall permeameter (RWP) available in the
literature, and the fundamental mechanism responsible for such variations is explained.

Keywords: confining pressure; expansive clay; fiber; flexible wall permeameter; hydraulic conductivity;
lime; rigid wall permeameter

1. Introduction

Desiccation heave and shrinkage characteristics of expansive soils have limited their
application as a subbase for roadway pavements material in arid and semiarid climates.
Randomly oriented fibers are often used to reduce the problems associated with clayey
soils. The cost-effectiveness and chemical inertness of the fibers makes them useful as a
soil additive [1,2]. To develop the bonding between soil grains, researchers used chemical
stabilizers such as lime, cement, EICP, MICP, biopolymer, etc., in combination with fiber
to improve the geotechnical properties [3–6]. The addition of fiber to the soil increases
shear strength [7], reduces swelling [8,9], reduces desiccation cracking [10], and increases
hydraulic conductivity (k) values [11,12]. Although fiber inclusion reduces the desiccation
cracking, an increase in k values of soil limited its application in the subbase for the con-
struction of pavements. However, the resultant properties of fiber-reinforced soil depend
on the fiber type, dosage, and aspect ratio [13]. Experimental investigations on medium
plasticity clay with polypropylene fiber (at 2%) inclusion results in an increase in k values by
10−3 cm/s compared to untreated clay. The fiber dosage up to 0.5% resulted in acceptable
hydraulic conductivity values [12]. On the contrary, k values of lime-amended high-plastic
clay reduced by 10−2 cm/s with a fiber dosage of 0.2% and length of 6 mm at the end of a
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28-day curing period compared to specimens without curing [14]. To meet the requirements
of hydraulic conductivity values for lime-stabilized high-plastic clay reinforced with fiber,
an optimum length of 10.5 mm with 0.5% dosage for a 15-day curing period is proposed
using the response surface method [15]. On the other hand, few researchers have studied
the effect of lime on the hydraulic conductivity of soils. The results showed an increase
in the hydraulic conductivity with lime [16–18]. In addition, the k value of lime-treated
soil increased at initial curing periods and then decreased at higher curing periods [19,20].
Earlier research concentrated on evaluating the hydraulic conductivity of fiber-reinforced
soil using a conventional rigid wall permeameter (RWP).

However, for a compacted clay as a subgrade layer, the surcharge load coming
on it plays a major role in controlling the hydraulic conductivity values. According to
Daniel et al. [21], complete control over imposed stress on the soil is not possible, resulting
in the inability of RWP to measure vertical and horizontal deformations. To overcome these
limitations, a flexible wall permeameter (FWP) was introduced, in which back pressure
saturation and the minimization of sidewall leakages facilitate in determining the accurate
value of saturated hydraulic conductivity values (ksat) [22]. Therefore, to simulate the real
field conditions, researchers proposed using FWP to evaluate ksat values. Experimental
investigations on sand–Alqatif clay mixture revealed that ksat values reduced with an
increase in confining pressure [23]. The generalized mechanism proposed for the reduction
of ksat values using FWP is that an increase in confining pressure reduces the effective pore
spaces, and an increase in unit weight leads to a reduction of effective flow paths.

There are limited studies on the evaluation of ksat values for fiber-reinforced soil using
FWP. In lieu of this, the present research evaluates the ksat values of a lime-stabilized
Al-Ghat soil with fiber inclusion using FWP. The effect of dosage, length of the fiber, and
curing period are considered in evaluating the ksat values. Then, the values obtained from
the study are compared with the values in the literature [13] to evaluate the effectiveness
of FWP in the accurate measurement of ksat values.

2. Materials

2.1. Soil

Locally available natural soil sourced from Al Ghat (26◦1′36′′ N, 44◦57′39′′ E) town,
Riyadh Province, Saudi Arabia, was selected for the present study. Disturbed samples
were obtained from open test pits excavated to a depth of 1.5–3.0 m below the ground
surface. The physical characterization of soil (carried out in accordance with relevant ASTM
standards) seen from Table 1 reveals that the selected soil is a high plastic clay (CH) as per
the Unified Soil Classification System (USCS), and it is expansive in nature [13].

Table 1. Physical properties of studied soil.

Physical Property Value

Liquid Limit (%) 66
Plastic Limit (%) 32
Plasticity Index (%) 34
Shrinkage Limit (%) 15
Linear Shrinkage (%) 31
% Finer No.200 sieve 87
Natural Moisture Content (%) 3.2
Maximum Dry Density (kN/m3) 16.08
Optimum Water Content (%) 25
Specific Gravity 2.85
Specific Surface Area (BET Method) (m2/g) 27.08
USCS Classification CH
Color light brown
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2.2. Fiber

Two types of fibers FM 300 and FC 500 supplied by Propex operating company
(Chattanooga, TN, USA) were used for the present study. The physicochemical properties
of two fibers are provided in Table 2. The length of fiber adopted for the experimental work
is 6 mm and 12 mm for both FM and FC (Figure 1); the dosage of each fiber is fixed at 0.2%
and 0.6% by weight of dry soil mass.

Table 2. Physicochemical properties of fibers.

Property Fiber Cast 500 (FC) Fiber Mesh 300 (FM)

Tensile Strength 440 N/mm2 330 N/mm2

Specific Gravity 0.91 0.91
Electrical Conductivity Low Low

Acid and Salt Resistance High High
Melt Point 324 ◦F (162 ◦C) 324 ◦F (162 ◦C)

Ignition Point 1100 ◦F (593 ◦C) 1100 ◦F (593 ◦C)
Thermal Conductivity Low Low

Water Absorption Nil Nil
Alkali Resistance Alkali Proof Alkali Proof
Surface Texture Relatively Smooth Rough with Protrusions

Shape Fibrillated Monofilament
Aspect Ratio (L/D) 42.8 and 120 193.5 and 387

Figure 1. Fibers used in the study.

2.3. Lime

Locally available commercial-grade hydrated lime is used as a soil stabilizer. The
percentage of lime was standardized at 6% for all tests by dry weight of the soil. This
optimum quantity of lime was fixed relying on the soil–pH response upon the addition of
lime [14,24].

3. Experimental Program

3.1. Sample Preparation

The expansive soil obtained from the field was air-dried, pulverized, and sieved using
sieve No. 20. The soil fraction is mixed with optimum lime content (i.e., 6% of lime added
to the soil by dry weight) and fiber (FC and FM) at selected dosages of 0.2% and 0.6%. The
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lengths of fibers were kept at 6 mm and 12 mm, resulting in 17 mix combinations in tripli-
cates (including untreated soil) for the entire experimental work. A total of 51 specimens
(including triplicates) were tested in FWP. Previous studies on the compaction properties of
fiber-reinforced soil have revealed that the fiber inclusion had little or no effect on variations
in maximum dry density (MDD) and optimum moisture content (OMC) of various mix
proportions [12,25,26]. Based on this, all the specimens in the present study were molded at
fixed MDD (16.08 kN/m3) and corresponding OMC (25%). Soil, lime, and fibers at various
proportions were mixed in dry condition; then, the target moisture content was added and
mixed thoroughly to obtain a homogenous mixture. Statically compacted specimens of 70
mm diameter and 35 mm height were kept in a desiccator at a relative humidity > 95% and
cured for a period of 7 and 28 days.

3.2. Testing Procedure

The evaluation of saturated hydraulic conductivity (ksat) was performed in accordance
with ASTM D5084—Method A [27], using a flexible wall constant head permeameter. A
schematic diagram of the test setup used in the present study is shown in Figure 2. At the
end of each curing period, the prepared specimens were transferred to the cell. Porous stone
and filter paper were kept on the top and bottom end of the specimen. A rubber membrane
was used to confine the specimen; two O-rings placed at both ends provide a complete seal
against any water leakage. The cell was filled with distilled water, and the drainage line at
the bottom and top of the cell was flushed until no more air bubbles were observed inside
the cell. The various stages involved in the testing phase are described below.

Figure 2. Schematic diagram of a flexible wall constant head permeameter.

I. Back-Pressure Saturation:
This stage involved a simultaneous increase of both the cell pressure (CP) and the

back pressure (BP) to reduce air bubbles or voids within the test sample. In this study, the
effective confining pressure (defined as cell pressure minus back pressure, CP-BP) was kept
at approximately 10 kPa throughout the saturation process for all specimens. This effective
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confining pressure was selected to maintain sample stability without significantly affecting
the stress history of the specimen. The (CP-BP) was maintained for one day. Specimen
saturation was verified by measuring the B coefficient (defined as the difference in pore-
water pressure (Δu), divided by the difference in pressure of the cells (ΔCP) of the porous
material). A saturation check involved increasing the pressure of the cell on the specimen
and monitoring the pore pressure response using a pore pressure transducer connected at
the top and bottom of the specimen. The theoretical B value for a fully saturated specimen
reaches 1. However, in fluid flow experiments, specimens were considered saturated with
the assurance of B values ≥ 0.95. If the B value is less than 0.95, the above procedure of
increasing CP and BP and B value checking was repeated until the B value is >0.95.

II. Consolidation:
The specimens were consolidated under effective confining pressure (CP-BP) of 50, 100,

200, and 400 kPa. Effective confining pressure was applied by increasing the cell pressure to
the level necessary to develop the desired effective confining pressure while maintaining a
constant back pressure. Drainage was allowed from the base of the specimen. The outflow
volumes were recorded to confirm that primary consolidation has been completed before
the initiation of the next stage.

III. Permeation:
This stage involved inducing flow-through test specimens by applying a differential

pressure between the top and bottom of the specimens. The differential pressure was
applied by reducing the top pressure and increasing the bottom pressure such that the
difference was equal to the pressure head corresponding to the desired hydraulic gradient.
To speed up the test, the hydraulic gradient was fixed at 30 [27]. The water inflow and
outflow were continuously monitored until a steady-state condition was established as
defined by the inflow rate being equal to the outflow rate.

4. Results and Discussion

4.1. Effect of Confining Pressure

Figures 3–6 show the variation in saturated hydraulic conductivity (ksat) values for
lime-treated (at 6%) expansive soil with fiber inclusion (0.2% and 0.6%) at various effective
confining pressures at the end of each curing period.

In general, the ksat values reduced with an increase in confining pressure for all
the tested specimens irrespective of fiber type, dosage, and curing period. A noticeable
reduction in ksat values is observed when the confining pressure is increased from 50 to
200 kPa. The flow of water through the compacted specimen depends on the availability
and connectivity of inter and intra-aggregate flow channels, and the k value is directly
related with inter-aggregate flow paths [28,29]. Increased confining pressure contributes
to a significant reduction in inter-aggregate flow paths compared to intra-aggregate flow
paths. Due to this, with the increase in pressure from 50 to 200 kPa, a significant reduction
in inter-aggregate flow channels causes a decrease in ksat values. A further increment in
confining pressure from 200 to 400 kPa has less effect in reducing these flow paths and
leads to a marginal reduction in ksat values for all the tested specimens.

For any type of soil, the higher the confining pressure, the lower the ksat values,
irrespective of the permeating liquid [23]. Increased confinement causes a reduction in
pore spaces and increases the unit weight, thus reducing the hydraulic conductivity [30].
Similar results were reported by de Brito Galvão et al. [31] and Shaker and Elkady [32].

The boundary condition adopted in the present study is highly correlated with the
field conditions for the case of a subbase for pavements material in which the subbase
material will be subjected to surcharge load coming on it.
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Figure 3. Variations in saturated hydraulic conductivity (ksat) with confining pressure (a) FC (b) FM
without lime treatment (without curing).

Figure 4. Variations in saturated hydraulic conductivity (ksat) with confining pressure (a) FC (b) FM
with lime treatment (without curing).
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Figure 5. Variations in saturated hydraulic conductivity (ksat) with confining pressure (a) FC (b) FM
with lime treatment (after 7-day curing period).

Figure 6. Variation of saturated hydraulic conductivity with confining pressure (a) FC (b) FM with
lime treatment (after 28-day curing period).
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4.2. Effect of Lime

Figure 7 shows the variations in (ksat) values with and without lime treatment for
fiber-reinforced clay (FC and FM) without any curing. The addition of 6% lime causes an
increase in ksat values in the order of 10−1 cm/s for fiber-reinforced clay compared to that
of an untreated case. The addition of lime leads to the aggregation of soil grains by Ca2+

ions, resulting in the formation of a flocculated structure [33,34]. The increased porosity
of soil improves the connectivity of inter-aggregate pores and leads to an increase in ksat
values [31]. A similar trend is observed for all the tested specimens; however, the rate of
increase in ksat values is a function of fiber type, dosage, and length.

Figure 7. Variation of saturated hydraulic conductivity with lime content and confining pressure (a) 0.2%, 6mm; (b) 0.2%,
12mm; (c) 0.6%, 6mm; (d) 0.6%, 12mm.

4.3. Effect of Curing Time

The effect of the curing period on the ksat values of all samples with lime-treated
expansive clay under different confining pressures is illustrated in Figure 8. Lime-treated
soil reinforced with 0.2% FC (both 6 mm and 12 mm) exhibited a reduction in ksat values
with an increase in curing period, as seen from Figure 8a. This is attributed to the fact
that the cementitious compounds formed at a higher curing period fill the void spaces
within the clay and the soil becomes less conductive [13]. At 0.6% FC, for 6 mm length
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of fibers, ksat values reduced marginally at a lower confining pressure (at 50 kPa), and a
significant reduction is observed at higher confining pressure (at 400 kPa). Whereas, an
increase in fiber length to 12 mm leads to an increase in ksat values up to 7 days of curing
and thereafter reduced at the end of a 28-day curing period (Figure 8b). This might be due
to an increase in the length of fiber creating more drainage paths during the first 7 days of
curing. However, after a 28-day curing period, this effect is dominated by the formation of
cementitious compounds, which reduces the ksat values with 12 mm fiber length.

Figure 8. Variation of ksat values with curing period and confining pressure (a) FC_0.2% (b) FC_0.6% (c) FM_0.2%
(d) FM_0.6%.

Figure 8c,d depict the variations in ksat values with FM addition at various curing
periods. The ksat values increased at the end of the 28-day curing period with a marginal
reduction at 7 days compared with specimens without curing. Irrespective of the dosage
and length of FM, the ksat values increased at all confining pressures.

4.4. Effect of Fiber

The results of permeability tests indicate that the ksat is a function of fiber type, dosage,
and length (Figure 8). With an increase in dosage from 0.2 to 0.6%, the ksat values increased
irrespective of the type of fiber for all specimens and are attributed to the randomly
distributed fibers increasing the flow paths and causing free movement of the permeating
liquid. In addition, an increase in fiber length from 6 to 12 mm results in an increase in
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ksat values. However, this effect is not significant at higher curing periods. Relatively, the
inclusion of FM results in increased ksat values compared to the inclusion of FC, especially
at 0.6% dosage. This behavior is attributed to the fact that the FM has a rough surface with
protrusions (Table 2) compared to FC, which facilitates in creating more drainage paths and
leading to an increase in the resultant ksat values; whereas FC having a relatively smooth
texture offers fewer drainage paths and leads to a reduction in ksat values at higher curing
periods. Similar observations were reported by Abdi et al. [10] and Maher and Ho [11].

4.5. Comparison between Flexible Wall Permeameter and Rigid Wall Permeameter

A comparison of the ksat values obtained from the present study (using FWP at 50 kPa)
and Moghal et al. [13] (using RWP) is presented in Figures 9–11 for the same materials under
the same testing conditions. From Figures 9 and 10, the ksat values obtained from FWP are
lower than the ksat values obtained from RWP tests for the fiber-reinforced lime-treated
soil specimens up to a 7-day curing period irrespective of fiber type. A notable variation in
ksat values (in the order of 10−1) is observed for specimens with 0.6% dosage and 12 mm
length of fiber (FC and FM) compared to other combinations. Since complete control over
the confining pressure and back saturation of a specimen prior to testing is possible in
FWP, it leads to an accurate measurement of vertical and horizontal deformations and
thus ksat values [21]. From the comparison, it is understood that FWP gives reliable results
simulating the prevailing conditions in the field. For specimens cured for 28 days, the
values of ksat obtained using FWP are higher than those obtained from RWP (Figure 11).
Experimental results on RWP have revealed that at higher curing periods (28 days), the
leakage of liquid through the sidewalls of RWP due to loss of soil contact may significantly
influence the ksat values.

Figure 9. Comparison of hydraulic conductivity values from FWP and RWP (0-day curing period).
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Figure 10. Comparison of hydraulic conductivity values from FWP and RWP (7-day curing period).

Figure 11. Comparison of hydraulic conductivity values from FWP and RWP (28-day curing period).

5. Conclusions

The present study evaluated the effect of fiber inclusion (FC and FM) on saturated
hydraulic conductivity (ksat) of lime-treated expansive clay. The constant head method
using FWP at various confining pressures is adopted for experimental work. The ksat values
were evaluated at various dosages (0.2% and 0.6%), fiber lengths (6 and 12 mm), and curing
periods (7 and 28 days). The following conclusions are drawn:

• The addition of lime significantly increased the ksat values compared to untreated specimens.
• At lower confining pressures (50 to 200 kPa), the reduction in ksat values is attributed

to a decrease in inter-aggregate flow paths. This effect is not significant at higher
confining pressure (400 kPa).

255



Materials 2021, 14, 3120

• An increase in the dosage and lengths of fiber leads to an increase in ksat values
irrespective of the fiber type.

• For FC at 0.2%, the ksat values reduced at the end of the 28-day curing period irrespec-
tive of the length of fiber used. At 0.6% dosage, the values marginally increased for
the 12 mm fiber length due to increased drainage paths.

• For FM, the ksat values increased at the end of 28 days irrespective of dosage and fiber
length at all confining pressures.

• ksat values are directly dependent on the nature and type of fiber used, of which FM
fibers with extended protrusions enable higher friction levels. For FC fibers, increased
fiber dosage from 0.2 to 0.6% has caused an increase in ksat values by 9.5% and 94.3%
for the 6 and 12 mm lengths, respectively, at all confining pressures. In contrast, for a
similar change in fiber amount for FM fibers, the ksat values for samples mixed with
6 mm fiber increased by 12 and 99.2% for 6 and 12 mm lengths, respectively for all
confining pressures.
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Abstract: With the wide application of the filling mining method, it is necessary to consider the
influence of rock activity on the filling body, reflected in the laboratory, that is, the influence of
loading rate. Therefore, to explore the response characteristics of loading rate on the mechanical
and damage characteristics of aeolian sand paste filling body, DNS100 electronic universal testing
machine and DS5-16B acoustic emission (AE) monitoring system were used to monitor the stress–
strain changes and AE characteristic parameters changes of aeolian sand paste filling body during
uniaxial compression, and the theoretical model of filling sample damage considering loading rate
was established based on AE parameters. The experimental results show that: (1) With the increase
in loading rate, the uniaxial compressive strength and elastic modulus of aeolian sand paste-like
materials (ASPM) specimens are significantly improved. ASPM specimens have ductile failure
characteristics, and the failure mode is unidirectional shear failure → tensile failure → bidirectional
shear failure. (2) When the loading rate is low, the AE event points of ASPM specimens are more
dispersed, and the large energy points are less. At high loading rates, the AE large energy events
are more concentrated in the upper part, and the lower part is more distributed. (3) The proportion
of the initial active stage is negatively correlated with the loading rate, and the proportion of the
active stage is positively correlated with the loading rate. The total number of AE cumulative ringing
decreases with the increase in loading rate. (4) Taking time as an intermediate variable, the coupling
relationship between ASPM strain considering loading rate and the AE cumulative ringing count
is constructed, and the damage and stress coupling model of ASPM specimen considering loading
rate is further deduced. Comparing the theoretical model with the experimental results shows that
the model can effectively reflect the damage evolution process of ASPM specimens during loading,
especially at high loading rates. The research results have significant reference value for subsequent
strength design of filling material, selection of laboratory loading rate and quality monitoring, and
early warning of filling body in goaf.

Keywords: backfill mining; loading rate; mechanical properties; acoustic emission; cumulative
ringing count; damage constitutive model

1. Introduction

As an environmentally friendly mining method, the filling mining method can improve
resource recovery rate, control rock migration and surface subsidence, treat solid waste
accumulation, improve stope environment and prolong mine service life so as to reduce the
influence and damage of resource mining on natural, social and living environment [1–6].
The technology has been successfully applied in various engineering environments in many
countries [7–9]. The Yushenfu mining area in northern Shaanxi is located at western China’s
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edge of the Maowusu Desert. The surface of the area is covered with a large amount of
aeolian sand, and there are many power plants around the mining area. These power plants
will produce a large amount of solid waste in the production process, such as fly ash and
slag. The accumulation of the solid waste seriously pollutes the ecological environment, and
it is necessary to dispose of the solid waste reasonably. Therefore, scholars have proposed
a new filling material for the Yushenfu mining area—aeolian sand paste filling material,
in which aeolian sand as aggregate, cement and fly ash as cementitious materials [10].
Currently, many coal mines in the mining area are using this filling material to fill the goaf.
The filling mainly transports the filling body with bearing characteristics to the goaf after
resource mining to support, let the pressure, and prevent rock deformation, to control large
area roof and ground pressure activities [11–13]. A filling body is a key to ensuring the
stope’s safety and stability. Its strength is the core of mechanical problems of filling the
body and is also the focus and hotspot of many scholars [14–17].

The material’s mechanical properties vary with the loading rate, mainly because the
loading rate affects the storage characteristics of the elastic energy of the material itself.
Komurlu [18], Fujita [19], Huang [20], Cao [21], Yang [22], and Ma [23] have explored
the influence of different loading rates on the mechanical behaviour of rock materials. It
is believed that changing the loading rate can influence the stress–strain curve, uniaxial
compressive strength, peak strain, and failure mode. Pedersen [24], Vidya [25], Ma [26],
Dang [27], Zhang [28], Rezaei [29] et al. conducted tests on concrete materials at different
loading rates and clarified that the loading rate also impacted the mechanical properties of
concrete materials.

The damage study of cemented backfill is one of the most basic and essential research
contents in backfill mechanics. Zhao et al. [30] built uniaxial compression damage con-
stitutive model based on Weibull distribution. Based on the energy dissipation theory
and damage mechanics theory, Hou et al. [31] constructed the damage constitutive model
of cemented tailings backfill considering the curing age. Tu et al. [32] constructed the
damage constitutive model of cemented tailings backfill (CTB) under uniaxial compres-
sion based on Weibull distribution, strain equivalent principle, and damage mechanics
theory. They verified the model’s validity using different solid content and ash-sand ratio.
Fu et al. [33,34] established the damage evolution model, damage constitutive model, and
strength criterion of layered structure cemented paste backfill based on damage theory
and absolute differential rule. The above damage constitutive model does not consider the
influence of loading rate on the strength and damage evolution of the filling body.

Currently, the research on the mechanical properties of materials under loading rate
mainly focuses on rock and concrete materials. However, there are few studies on the
damage characteristics of filling materials with lower strength than rock and concrete
and ductile failure characteristics, especially considering the loading rate based on AE
parameters. As one of the mainstream dynamic non-destructive testing techniques, AE
has attracted wide attention in studying material damage and failure characteristics. The
uniaxial compressive strength test can effectively reflect the strength and failure character-
istics of the filling body. AE technology can dynamically monitor the damage generation
and development of the filling body during loading and provide data for experimental
analysis [35–37]. When the filling body is subjected to load, the internal structure will
deform or rupture, and accompanied by different sizes of energy, different frequencies of
elastic wave release phenomenon is called AE of filling body [38]. To study the influence
of loading rate on the characteristics of the aeolian sand paste filling body, this paper
studies the influence of different loading rates (0.002 mm/s, 0.005 mm/s, 0.0075 mm/s,
and 0.01 mm/s) on the strength, macroscopic failure characteristics, AE characteristic pa-
rameters and damage characteristics of aeolian sand paste filling body. The research results
can provide experimental and theoretical references for the strength design of the filling
body and the damage assessment under mining influence.
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2. Experimental Materials and Methods

2.1. Experimental Materials

The selected experimental materials include aggregate (aeolian sand), cementitious
materials (fly ash, cement), and water [39]. The aeolian sand is from Yuyang District in
northern Shaanxi, the fly ash is from the filling station of Changxing Coal Mine in Yuyang
District, the cement is ordinary Portland cement (OPC) 42.5, according to Chinese national
standard GB175-2007, and the water is Xi’an ordinary tap water.

2.1.1. Aggregate

As the fourth monsoon product, aeolian sand mainly comprises lithic, feldspar, and
quartz. The main chemical composition is shown in Table 1. As shown in Figure 1, the parti-
cle size distribution of aeolian sand is 0.412~493.6 μm, where d10 = 8.1 μm, d50 = 214.5 μm,
d90 = 357.9 μm, and 100~400 μm accounts for about 80%. Aeolian sand’s uniformity coeffi-
cient (Cu) is about 30.3, and the optimum value of particle gradation is between 4 and 6,
which conforms to the Talbot equation [40]. The particle size distribution curve shows that
the coarse particle content is low, and the natural gradation is mostly discontinuous.

Table 1. Main chemical composition of Aeolian sand.

Composition CaO Al2O3 SiO2 Fe2O3 K2O Others

Content, % 5.3 10.3 67.8 5.8 7.5 3.3

 
Figure 1. Particle size distribution of raw materials.

2.1.2. Cementitious Materials

Cement is a cementitious material, and its main mineral components are C2S, C3S,
C3A, C4AF, etc. The main chemical composition is shown in Table 2. The main hydration
products are calcium hydroxide (CH), calcium silicate hydrate (C-S-H), calcium aluminate
hydrate (C-A-H), and calcium alumino-ferrite hydrate (C-A-F-H).

Table 2. Main chemical composition of Cement.

Composition CaO Al2O3 SiO2 Fe2O3 MgO Others

Content, % 65.08 5.53 22.36 3.46 1.27 2.30

As a kind of cementitious admixture, fly ash is used in mine filling, which can not only
save cement and reduce filling costs but also improve the fluidity of pipeline slurry and the
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suspension performance of filling aggregate and effectively improve the late strength of the
filling body. As shown in Figure 1, the particle size distribution of fly ash is 0.412~309 μm,
of which d10 = 1.51 μm, d50 = 11.67 μm, d90 = 136.02 μm, 1~40 μm accounts for about 74%.
The uniformity coefficient (Cu) of fly ash is about 11.9, and the optimal particle gradation is
between 4 and 6, which conforms to the Talbot equation [40]. The particle size distribution
curve shows that the content of coarse particles is low, showing a discontinuous natural
gradation. The main minerals are aluminosilicate, sponge-like vitreous, quartz, iron oxide,
carbon particles, and sulfate. The main chemical composition is shown in Table 3.

Table 3. Main chemical composition of Fly ash.

Composition CaO Al2O3 SiO2 Fe2O3 K2O Others

Content, % 10.51 17.82 55.46 5.32 2.81 8.08

2.2. Fabrication of Pecimens

The experimental ratio was fly ash: cement: aeolian sand = 35 wt.%: 12 wt.%: 53 wt.%,
in which the solid mass concentration was 78% [41]. The mixing ratio of experimental
materials can meet the engineering requirements by industrial field verification. The filling
material was poured into the standard cylindrical mould with a diameter of 50 mm and a
height of 100 mm after fully stirring according to the experimental ratio. A total of 12 filling
specimens were made. After curing for 24 h, the mould was demoulded and put into the
HWS constant temperature, and humidity curing box for 28 d, where the temperature was
(20 ± 1) ◦C and the relative humidity was (95 ± 2)% [42].

2.3. Experimental Methods

When the ASPM specimen reaches the specified curing time, the UCS test is carried out
according to the standard for test methods of concrete physical and mechanical properties
(GB/T 50081-2019) [43]. The experimental device is shown in Figure 2. The uniaxial
compression tests of ASPM specimens with different loading rates were carried out by
DNS100 electronic universal testing machine (SinoTest, Changchun, China). There is no
uniform standard for the selection of loading rate in mechanical test experiments, and
the stress recovery stage of rock mass in engineering sites after mining disturbance is
mostly considered static loading, so it is feasible to use static loading research in the
laboratory. Referring to the strain rate loading range of 10−5–10−1 mm/s in rock statics [44],
different gradient loading rates were selected as 0.002 mm/s, 0.005 mm/s, 0.0075 mm/s,
and 0.01 mm/s. The DS5-16B acoustic emission monitoring equipment of Beijing Softland
Company was used to monitor the test process synchronously, and the parameters such as
load, deformation, AE ringing count, and event number were recorded in real-time. Three
AE sensors were arranged at 15 mm from the upper and lower ends of the specimen side,
and vaseline was smeared on the contact part of the specimen and the probe to reduce the
influence of AE caused by the friction between the probe and the specimen on the test. To
avoid the loss of test data caused by the sensor shedding, 12 mm rubber reinforcement
was used to fix the AE sensor on the specimen side. The AE threshold is 40 mV, and the
sampling frequency is 3 MHz.

262



Materials 2022, 15, 7235

 

Figure 2. Experiments test system.

3. Results and Discussion

3.1. Mechanical Properties of the ASPM
3.1.1. Results of UCS Analysis

The UCS test results of ASPM specimens under different loading rates are shown in
Table 4. It shows that the standard deviation of the UCS of each group of specimens is
slight, and the discreteness of the test results is small. When the loading rate increased from
0.002 mm/s to 0.005 mm/s, the average compressive strength of ASPM increased from
4.175 MPa to 4.641 MPa, with an increase of 11.17%. When the loading rate increased from
0.005 mm/s to 0.0075 mm/s, the average compressive strength of ASPM increased from
4.641 MPa to 5.191 MPa, with an increase of 11.85%. When the loading rate increased from
0.0075 mm/s to 0.01 mm/s, the average compressive strength of ASPM increased from
5.191 MPa to 5.408 MPa, with an increase of 4.18%. With the increase in loading rate, the
change rate of peak strength of ASPM filling body increased first and then decreased, and
the peak strength of ASPM filling body increased as a whole. It shows that the increase in
loading rate has a noticeable strengthening effect on the peak strength of the ASPM filling
body. This is due to the increase in loading rate, which shortens the failure time of the
filling body and thus limits the full development of micro cracks, micropores, and other
defects in the filling body. Therefore, the UCS increases macroscopically.

Table 4. UCS of the ASPM specimens with different loading rates.

Specimen
Number

Loading Rate
mm/s

Compressive
Strength/MPa

Average Compressive
Strength/MPa

Standard
Deviation

Elastic
Modulus/GPa

A11
0.0020

4.151
4.175 0.0461

0.4279
A12 4.239 0.4213
A13 4.134 0.4361
A21

0.0050
4.712

4.641 0.0531
0.5548

A22 4.628 0.5437
A23 4.584 0.5472
A31

0.0075
5.034

5.191 0.1282
0.5698

A32 5.348 0.5796
A33 5.192 0.5755
A41

0.0100
5.377

5.408 0.0580
0.6948

A42 5.489 0.7120
A43 5.357 0.7083
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The experimental data were fitted, and it was found that the quantitative relationship
between the average UCS of the specimen and the loading rate was more suitable for linear
fitting, as shown in Figure 3. The fitting form is as follows:

y = 3.8867 + 149.4072v (1)

 

y v
        R

Figure 3. Relationship between average UCS and loading rate.

The typical stress–strain curves of the backfill specimens corresponding to different
loading rates during uniaxial compression are shown in Figure 4. It can be seen from
Figure that the ASPM specimen can be divided into four stages in the uniaxial compression
process [36,45]: initial compaction stage (concave curve), elastic rise stage (oblique line),
plastic failure stage (concave curve), and post-peak failure stage (post-peak curve). With
the increased loading rate, the specimen experienced a shorter compaction stage and
entered the linear elastic stage faster. Because the ASPM specimen is a kind of artificial
production material, there are inevitably micropores and micro-cracks in the production
process [46,47]. The higher the loading rate, the shorter the time internal defects are
compacted, so it enters the linear elastic stage faster. The filling specimens have ductile
failure characteristics and have residual strength after the peak [48,49]. In Figure, the
stress–strain curve corresponding to 0.0050 mm/s appeared with two small peaks after the
peak failure stage, indicating that ASPM specimens still have strong bearing capacity after
reaching the peak failure [50].

3.1.2. Results of Elastic Modulus Analysis

The elastic modulus of the filling body characterizes the deformation resistance of
the material, and the physical essence is to characterize the binding force between the
atoms of the material [51,52]. This paper defines the slope of the stress–strain curve’s
elastic stage as the elastic modulus. The elastic modulus corresponding to different loading
rates is shown in Table 4. Compared with the elastic modulus corresponding to the
loading rate of 0.002 mm/s, the elastic modulus of the filling specimen increases by 29.65 %
(0.005 mm/s), 35.44 % (0.0075 mm/s) and 65.53 % (0.01 mm/s) with the increase of loading
rate, respectively. The elastic modulus of ASPM increases with the increase in loading rate,
indicating that the increase in loading rate also has a strengthening effect on the stiffness of
the ASPM filling body. Based on the above experimental results, a regression equation was
established to characterize the quantitative relationship between elastic modulus and the
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loading rate of ASPM. Linear and polynomial methods fitted the relationship between the
elastic modulus of ASPM and the loading rate. The fitting results are shown in Figure 5.
It can be seen from Figure that the correlation coefficients R2 corresponding to linear
fitting and polynomial fitting are 0.9449 and 0.9954, respectively, showing high fitting
characteristics. However, the polynomial fitting degree is the highest, indicating that the
polynomial fitting is more suitable to characterize the quantitative relationship between
the loading rate and the elastic modulus of ASPM.

Figure 4. Stress–strain curve of ASPM specimen.

E v v + 
         R

E v v v v + 
R

Figure 5. Relationship between elastic modulus and loading rate.

3.1.3. Results of Failure Characteristics Analysis

Figure 6 shows the failure modes of ASPM specimens under different loading rates.
When the loading rate is 0.002 mm/s and 0.005 mm/s, the specimen shows unidirectional
shear failure, and the internal micro defects of the filling specimen have enough time to
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develop, making the internal defects develop fully. The cracks have sufficient time to
penetrate each other, and the main cracks mostly accompany the secondary cracks. The
specimen exhibits axial tensile failure when the loading rate increases to 0.0075 mm/s.
When the loading rate is further increased to 0.01 mm/s, the internal micro pores and
micro-cracks cannot be fully developed, and the weak surface in the specimen cannot be
penetrated, so it can only develop along the respective dominant cracks. At the same time,
under the action of positive pressure, the specimen has not only positive stress but also
shear stress on the oblique section. At this time, the specimen will produce bidirectional
shear failure. In summary, when the loading rate increases from 0.0020 mm/s to 0.01 mm/s,
the failure mode of the ASPM specimen is mainly unidirectional shear failure → tensile
failure → bidirectional shear failure. Therefore, the loading rate can have a particular
impact on the failure mode of the ASPM filling body.

  
(a) (b) 

  
(c) (d) 

Figure 6. Failure mode and AE event points of ASPM specimens under different loading rates.
(a) 0.002; (b) 0.005; (c) 0.0075; (d) 0.01.

AE three-dimensional positioning can effectively reflect the formation location and
spatial evolution of micro cracks in filling specimens and evaluate the damage and failure
of the specimen [53,54]. The ball in the diagram represents the event point, and the ball
size represents the energy size. AE has an apparent response to the loading rate. At a low
loading rate, the AE events inside the specimen are more dispersed, and the significant
energy event points are less. This is because the specimen has more time to make each part
uniformly compressed at low-speed loading, so the AE energy is primarily tiny. Under
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the high loading rate, the AE events in the specimen are more concentrated, and the large
energy points are more. This is because the high loading rate makes the rapid internal
response of the filling body, and the AE events begin to occur at the weak surface. The AE
events are more concentrated due to the independent development of the weak surface. The
energy generated by the increase of the loading rate is also increased accordingly. It can be
seen from the graph that under the high loading rate, the large energy events are primarily
concentrated in the upper part, and the lower part is more distributed with small energy
events. It shows that the internal energy accumulates to a certain extent during the loading
process and releases energy first in the upper part to produce cracks. The cracks propagate
from top to bottom, and the internal energy releases slowly with the crack propagation. It is
found that the AE event points are consistent with the experimental crack development.

3.2. Results of AE Analysis

As the number of oscillations exceeds the AE threshold, the AE ring count can further
characterize filling specimens’ internal micro-fracture and damage evolution. The AE
cumulative ringing count refers to the cumulative value of the ringing count of AE in an
AE process. This parameter can describe the total strength of AE and the accumulation of
internal damage to materials, which is the external manifestation of the accumulation effect
of internal structural changes in materials. Through AE monitoring of ASPM specimens
under uniaxial compression test at different loading rates, the internal defects and damage
can be reflected, and the failure of the filling body can be predicted [55].

AE Ringing Count Analysis

The AE ringing counts, stress, and time relationships of the filling specimens under
uniaxial compression at different loading rates are shown in Figure 7. It can be seen
from Figure 7 that the number of AE ringing reaches the maximum when the peak stress
approaches. The reason is that the micro-cracks initiate, develop and expand after the
micro-pore compaction in the early stage of the specimen. The macroscopic penetrating
cracks are formed near the peak stress. The accumulated energy is released rapidly so that
the AE ringing count signal value is suddenly increased to the peak value, which can be
used as a precursor signal to determine the failure of the filling specimen [50].

According to the change rule of AE ringing count, the whole loading process can be
divided into four stages: initial active stage, pre-peak rise stage, active stage, and post-peak
stability stage.

(1) The initial active stage T1 (A11: 0~211 s, A21: 0~81 s, A32: 0~39 s, A43: 0~22 s):
This stage corresponds to the initial compaction stage of the stress–strain curve. The
internal pore defects of the specimen are compacted, accompanied by friction between
the filling materials, resulting in a sporadic sharp increase in the ringing count, but
the sudden increase is small. This stage accounts for about 27.1%, 23.6%, 17.5%, and
18.5% of the process, as shown in Figure 8. The proportion of the initial active stage
was negatively correlated with the loading rate. The results show that the increase in
loading rate makes the filling specimen enter the next stage faster, which is consistent
with the findings in 3.1.1.

(2) The pre-peak rise stage T2 (A11: 211~530 s, A21: 81~209 s, A32: 39~114 s, A43:
22~67 s): This stage corresponds to the elastic stage of the stress–strain curve. With
the increase in loading, new cracks begin to initiate and expand and continuously
release AE signals. There is no mutation in the ringing count of AE at this stage, and
the overall ringing count is stable and high, so the cumulative ringing count curve
can be seen that the whole is in a steady growth stage. This stage accounts for about
40.9%, 37.3%, 33.6%, and 38.4% of the process, as shown in Figure 8.

(3) The active stage T3 (A11: 530~714 s, A21: 209~292 s, A32: 114~177 s, A43: 67~104 s):
After the previous energy savings to the stage of AE parameters into the active phase.
In the pre-peak stage, the ringing number increased sharply with the increase of axial
stress, reaching the maximum near the peak, and then decreased sharply with the
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decrease of axial stress after the peak. This stage accounts for about 23.6%, 24.2%,
28.0%, and 32.1% of the process, as shown in Figure 8. The proportion of the active
stage is positively correlated with the loading rate, indicating that the increase in the
loading rate that makes the internal energy in the compression process cannot be
released until close to the peak. The higher the loading rate is, the more energy is
released, so it can be seen that the proportion of this stage is gradually increasing.

(4) The post-peak stability stage T4 (A11: 714~779 s, A21: 292~342 s, A32: 177~223 s, A43:
104~117 s): This stage corresponds to the post-peak failure stage of the stress–strain
curve. After the sudden increase and decrease of the ringing count in the previous
stage, the ringing count in this stage is at a low level as a whole. Because there
is some friction and slipping between the fracture surfaces after the failure of the
specimen, there is a small range of growth at some time, but it does not affect the
overall development trend. This stage accounts for 8.3%, 14.9%, 20.9%, and 11.0% of
the process, as shown in Figure 8.

  
(a) (b) 

  
(c) (d) 

Figure 7. AE ringing counts, stress and time curves of ASPM specimens. (a) 0.002; (b) 0.005; (c) 0.0075;
(d) 0.01.
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Figure 8. The proportion of each stage.

As shown in Figure 9, it can be seen that with the increase in loading rate, the AE
cumulative ringing count negatively correlates with the loading rate. It is concluded that
when the loading rate is less than 0.002 mm/s, the total number of AE cumulative ringing
will be at a high level. When the loading rate exceeds 0.01 mm/s, the total number of AE
cumulative ringing will be further reduced.

 

Figure 9. Relationship between cumulative ringing count and loading rate.

4. Establishment of Damage Constitutive Model of the ASPM

4.1. Fitting of AE Cumulative Ringing Count and Strain

The analysis of the above experimental results shows that the AE characteristics
are closely related to the development of microcracks in ASPM specimens. Cracks and
defects inside the filling specimen are essential factors affecting its mechanical properties.
Therefore, there is an inevitable connection between the AE cumulative ringing count and
the mechanical properties of the filling specimen.
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According to the experimental data, the relationship between strain and time is fitted.
That is the following relationship between ε and time:

ε = kt + ε0 (2)

The formula: ε is the strain of the filling body specimen; k is the strain rate; t is time; ε0
is the initial strain of the filling body, obtained by linear fitting experimental data.

The Boltzmann function can express the relationship between the measured cumula-
tive ringing count and time [56,57], that is:

N =
A − B

1 + exp
(

t−C
G

) + B (3)

The formula: N is the AE cumulative ringing count in the loading stage; t is time; A, B,
C, and G are all fitting parameters.

According to the experimental results, the total number of AE cumulative ringing
decreases with the increase of loading rate, the loading rate v is introduced, and the fitting
relationship is further modified as follows:

N =
A − B

1 + exp
[

v(t−C)
G

] + B (4)

The formula: v is the uniaxial loading rate of the filling specimen.
Using the Formula (4) to fit, as shown in Figure 10, the correlation coefficients corre-

sponding to different loading rates are 0.9992 (0.002 mm/s), 0.9988 (0.005 mm/s), 0.9972
(0.0075 mm/s) and 0.9987 (0.01 mm/s). Therefore, the function can represent AE cumulative
ringing count and time variation.

Formulas (2) and (4) can be obtained:

N =
A − B

1 + exp
[

v(ε−ε0−kC)
kG

] + B (5)

ε = k
[

G
v

ln
(

A − N
N − B

+ C
)]

+ ε0 (6)

Formulas (5) and (6) establish the coupling relationship between cumulative ringing
counts and strain of ASPM specimens under different loading rates.

4.2. Establishment of the ASPM Damage Model

In this paper, AE ringing count and AE cumulative ringing count are selected as
characteristic parameters to characterize the damage characteristics of filling specimens
during compression.

Kachanov [58] proposed the concept of damage variable D and defined it as:

D =
A′

A
(7)

The formula A is the total area of micro defects on the bearing section and A’ is the
fracture area when there is no initial damage.

Considering that it is difficult to determine the effective bearing area of damaged
materials, Lemaitre [59] proposed the strain equivalence hypothesis, that is, to indirectly
measure the damage through effective stress:

σ = σ ∗ (1 − D) = Eε(1 − D) (8)
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Figure 10. Fitting of the AE cumulative ringing count with time. (a) 0.002; (b) 0.005; (c) 0.0075; (d) 0.01.

Formula: σ is nominal stress, σ* is effective stress, E is the elastic modulus of the filling
body, and ε is strain.

Assuming that the AE cumulative ringing count is Nf when the whole section A of the
non-destructive material is completely damaged, the AE ringing count Nw when the unit
area is damaged is:

Nw =
Nf

A
(9)

When the cross-section damage reaches A’, the AE cumulative ringing count is:

Nd = Nw A′ =
Nf

A
A′ (10)

Formulas (7) and (10) show that the relationship between the damage variable and AE
cumulative ringing count is:

D =
A′

A
=

Nd
Nf

(11)

During the experiment, due to the insufficient stiffness of the testing machine or the
different failure conditions set, the testing machine was stopped when the specimen was
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not completely damaged (the damage variable D does not reach 1). There is still a specific
residual strength of the specimen. Therefore, the modified damage variable is:

D = Du
Nd
Nf

(12)

Formula: Du is the critical value of the damage.
For the convenience of calculation, the critical damage value Du is:

Du = 1 − σc

σpk
(13)

Formula: σpk is peak strength, σc is residual strength.
The coupling relationship between cumulative ringing count N, damage variable D,

and stress σ of ASPM at different loading rates can be obtained by combining Formulas (5),
(8), (12), and (13) as follows:

D = (1 − σc

σpk
)

Nd
Nf

(14)

σ = Eε(1 − D) = Eε

[
1 − (1 − σc

σpk
)

Nd
Nf

]
(15)

Formula: Nf is the cumulative ringing count produced at the end of the experiment,
Nd = A−B

1+exp
[

v(ε−ε0−kC)
kG

] + B.

4.3. Model Validation and Discussion

To verify the rationality and effectiveness of the model, combined with experimental
data, the strain-time curve and the cumulative count-time curve of AE ringing are fitted,
respectively. The statistical fitting parameters are shown in Table 5. They are substituting the
fitting parameters into formulas (6), (4) and (15), the comparison between AE cumulative
ringing count and strain, damage variable and strain, stress–strain fitting based on AE ringing
count, and measured stress–strain under ASPM uniaxial compression can be determined.

Table 5. Fitting parameters of different loading rates.

Specimen
Number

Loading Rate
mm/s

Fitting Parameters
σpk σc

A B C G R2 k ε0

A11
0.0020

−7084.4 279,160.1 531.3 0.3327 0.9992 2.0 × 10−5 1.3 × 10−6 4.151 1.225
A12 −34,910.9 262,770.0 367.7 0.3274 0.9988 2.0 × 10−5 9.6 × 10−7 4.239 1.251
A13 −47,599.4 397,075.6 720.4 0.6441 0.9975 2.0 × 10−5 7.8 × 10−7 4.134 1.285
A21

0.0050
−56,503.2 378,758.7 255.6 0.6150 0.9988 5.0 × 10−5 4.5 × 10−6 4.712 1.597

A22 −29,520.9 219,770.7 146.0 0.3434 0.9989 5.0 × 10−5 5.3 × 10−6 4.628 1.364
A23 −45,896.4 268,022.9 163.1 0.4310 0.9994 5.0 × 10−5 5.6 × 10−6 4.584 1.362
A31

0.0075
−34,700.4 198,133.6 79.8 0.3045 0.9981 7.5 × 10−5 7.5 × 10−5 5.034 1.489

A32 −207,471.3 242,946.6 23.5 0.8364 0.9972 7.5 × 10−5 1.1 × 10−5 5.348 1.587
A33 −110,341.6 256,808.5 88.1 0.6429 0.9975 7.5 × 10−5 8.4 × 10−6 5.192 1.533
A41

0.0100
−41,430.5 185,097.7 49.8 0.2979 0.9995 1.0 × 10−4 1.2 × 10−5 5.377 1.609

A42 −16,918.1 236,993.5 96.2 0.3439 0.9983 1.0 × 10−4 1.2 × 10−5 5.489 1.598
A43 −32,003.5 222,635.9 66.0 0.3573 0.9987 1.0 × 10−4 1.5 × 10−5 5.357 1.587

As shown in Figure 11, the comparison between the experimental and theoretical
results shows that the theoretical and experimental curves of strain and AE cumulative
ringing count have a high matching, which indicates that the coupling relationship between
AE cumulative ringing count and strain considering loading rate is appropriate. The model
can provide a reference for the deformation prediction of the same type of filling materials.
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(a) (b) 

  
(c) (d) 

Figure 11. Comparison of Experiment value and Theoretical value of N and ε. (a) 0.002; (b) 0.005;
(c) 0.0075; (d) 0.01.

Figure 12 compares the stress–strain curves of ASPM specimens under different
loading rates and the experimental results. At a low loading rate, the theoretical stress peak
is smaller than the measured stress peak, and the peak strain is ahead of the measured
value. With the increased loading rate, the theoretical peak stress and peak strain are close
to the experimental results, which can better reflect the failure process of ASPM specimens
from linear elastic transition to plastic deformation. Compared with the experimental
results, the established model cannot effectively reflect the compaction stage of ASPM
specimens under different loading rates, and the theoretical residual strength after the peak
is greater than the experimental value.
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(a) (b) 

  
(c) (d) 

Figure 12. Comparison of Experiment value and Theoretical value of σ and ε. (a) 0.002; (b) 0.005;
(c) 0.0075; (d) 0.01.

Figure 13 shows the relationship between AE cumulative ringing counts and damage
variables at different loading rates. It can be seen that the higher the loading rate is, the
smaller the final AE cumulative ringing counts are. The final damage values at different
loading rates are about 0.7, which again shows that ASPM specimens still have a specific
residual strength at the end of the experiment. In the Figure, the higher the loading rate
is, the greater the slope of the curve is, indicating that the higher the loading rate per unit
time is, the greater the damage to the ASPM specimen is.

Overall, the strain, stress, and damage variables of ASPM specimens agree with the
measured and simulated cumulative counts of AE ringing, which proves the rationality
and effectiveness of the coupling model.
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Figure 13. Relationship between N and D.

5. Conclusions

(1) Based on the AE monitoring technology, this study analysed the comprehensive in-
fluence of loading rate on the strength, deformation, AE characteristics and damage
characteristics of ASPM, a lower strength filling material. The following conclusions
can be drawn: The loading rate strengthens the uniaxial compressive strength and elas-
tic modulus of ASPM specimens. When the loading rate increased from 0.002 mm/s
to 0.01 mm/s, the uniaxial compressive strength increased by 29.5% and the elastic
modulus increased by 65.53%. The average uniaxial compressive strength and loading
rate are linear function distributions, and the elastic modulus and loading rate are
polynomial. The failure mode is mainly unidirectional shear failure when there is a
low loading rate. When the loading rate is high, it presents tensile failure mode, and
the loading rate further increases, showing a bidirectional shear failure mode.

(2) Under a low loading rate, the internal event points of ASPM specimens are more
dispersed, and the large energy points are less. Under a high loading rate, the internal
event points are more concentrated, and the large energy points are more. The large
energy events are primarily concentrated in the upper part, and the lower part is more
distributed with small energy events. AE events correspond to experimental crack
development and failure.

(3) According to the change in AE ringing count, the loading process is roughly divided
into four stages: initial active, pre-peak rise, active, and post-peak stability. The
loading rate increased from 0.002 mm/s to 0.01 mm/s, the proportion of the initial
active stage decreased from 27.1% to 18.5%, and the active stage increased from 23.6%
to 32.1%. The total number of AE cumulative ringing decreases with the increase in
loading rate.

(4) By fitting the strain of ASPM specimen, AE cumulative ringing count, and time,
the relationship model between AE cumulative ringing count and strain of ASPM
specimen considering loading rate is constructed; the damage and stress coupling
model of ASPM specimens under different loading rates based on AE cumulative ring
count can better reflect the damage evolution process of ASPM under higher loading
rates. The construction of the coupling model under a low loading rate remains to be
further studied.

275



Materials 2022, 15, 7235

Author Contributions: Conceptualization, Z.F.; data curation, C.T.; formal analysis, C.T. and C.L.;
investigation, B.Z., B.X. and L.L.; methodology, Z.F.; project administration, X.S.; resources, L.L. and
R.T.; software, C.L., J.N. and R.T.; supervision, X.S.; validation, X.S. and B.Z.; visualization, B.X.;
writing—original draft, C.T.; writing—review & editing, Z.F. and J.N. All authors have read and
agreed to the published version of the manuscript.

Funding: This research was supported by the National Natural Science Foundation of China
(No. 52074208).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data used to support the findings of this study are included in the
article.

Conflicts of Interest: The authors declare no conflict of interest concerning the publication of this paper.

References

1. Ng, C.; Alengaram, U.J.; Wong, L.S.; Mo, K.H.; Jumaat, M.Z.; Ramesh, S. A review on microstructural study and compressive
strength of geopolymer mortar, paste and concrete. Constr. Build. Mater. 2018, 186, 550–576. [CrossRef]

2. Li, M.; Zhang, J.; Li, A.; Zhou, N. Reutilisation of coal gangue and fly ash as underground backfill materials for surface subsidence
control. J. Clean. Prod. 2020, 254, 120113. [CrossRef]

3. Zhu, W.; Xu, J.; Xu, J.; Chen, D.; Shi, J. Pier-column backfill mining technology for controlling surface subsidence. Int. J. Rock
Mech. Min. Sci. 2017, 96, 58–65. [CrossRef]

4. Sun, W.; Wang, H.; Hou, K. Control of waste rock-tailings paste backfill for active mining subsidence areas. J. Clean. Prod. 2017,
171, 567–579. [CrossRef]

5. Wang, M.; Liu, P.; Shang, S.; Chen, Q.; Zhang, B.; Liu, L. Numerical and experimental studies on the cooling performance of
backfill containing phase change materials. Build. Environ. 2022, 218, 109155. [CrossRef]

6. Zhang, X.-Y.; Zhao, M.; Liu, L.; Huan, C.; Song, K.-I.; Xu, M.-Y.; Wen, D. Numerical simulation on thermal accumulation of
cemented tailings backfill. J. Central South Univ. 2021, 28, 2221–2237. [CrossRef]

7. Deng, X.; Yuan, Z.; Li, Y.; Liu, H.; Feng, J.; de Wit, B. Experimental study on the mechanical properties of microbial mixed backfill.
Constr. Build. Mater. 2020, 265, 120643. [CrossRef]

8. Yin, S.; Shao, Y.; Wu, A.; Wang, H.; Liu, X.; Wang, Y. A systematic review of paste technology in metal mines for cleaner production
in China. J. Clean. Prod. 2019, 247, 119590. [CrossRef]

9. Yilmaz, E.; Yilmaz, E. Sustainability and tailings management in the mining industry: Paste technology. Mugla J. Sci. Technol.
2018, 4, 16–28. [CrossRef]

10. Liu, P.; Zhang, H.; Cui, F.; Sun, K.; Sun, W. Technology and practice of mechanized backfill mining for water protection with
aeolian sand paste-like. J. China Coal Soc. 2017, 42, 118–126.

11. Petlovanyi, M. Physicochemical mechanism of structure formation and strengthening in the backfill massif when filling under-
ground cavities. Vopr. Khimii i Khimicheskoi Tekhnologii 2020, 6, 142–150. [CrossRef]

12. Zhang, J.; Li, B.; Zhou, N.; Zhang, Q. Application of solid backfilling to reduce hard-roof caving and longwall coal face burst
potential. Int. J. Rock Mech. Min. Sci. 2016, 88, 197–205. [CrossRef]

13. Guo, Y.; Ran, H.; Feng, G.; Du, X.; Zhao, Y.; Xie, W. Deformation and instability properties of cemented gangue backfill column
under step-by-step load in constructional backfill mining. Environ. Sci. Pollut. Res. 2021, 29, 2325–2341. [CrossRef] [PubMed]

14. Basarir, H.; The University of Western Australia; Bin, H.; Fourie, A.; Karrech, A.; Elchalakani, M. University of Science and
Technology Beijing An adaptive neuro fuzzy inference system to model the uniaxial compressive strength of cemented hydraulic
backfill. Min. Miner. Deposits 2018, 12, 1–12. [CrossRef]

15. Wang, J.; Fu, J.; Song, W.; Zhang, Y.; Wang, Y. Mechanical behavior, acoustic emission properties and damage evolution of
cemented paste backfill considering structural feature. Constr. Build. Mater. 2020, 261, 119958. [CrossRef]

16. Cao, S.; Song, W.; Yilmaz, E. Influence of structural factors on uniaxial compressive strength of cemented tailings backfill. Constr.
Build. Mater. 2018, 174, 190–201. [CrossRef]

17. Cao, S.; Song, W.-D. Effect of Filling Interval Time on Long-Term Mechanical Strength of Layered Cemented Tailing Backfill. Adv.
Mater. Sci. Eng. 2016, 2016, 1–7. [CrossRef]

18. Komurlu, E. Loading rate conditions and specimen size effect on strength and deformability of rock materials under uniaxial
compression. Int. J. Geo-Engineering 2018, 9, 17. [CrossRef]

19. Fujita, Y.; Fujii, Y.; Ishijima, Y. Influence of Water and Loading Rate on Deformation and Failure Behavior of Shirahama Sandstone.
Shigen Sozai 2000, 116, 565–571. [CrossRef]

20. Huang, B.; Liu, J. The effect of loading rate on the behavior of samples composed of coal and rock. Int. J. Rock Mech. Min. Sci.
2013, 61, 23–30. [CrossRef]

276



Materials 2022, 15, 7235

21. Cao, A.; Jing, G.; Dou, L.; Wang, G.; Liu, S.; Wang, C.; Yao, X. Damage evolution law based on acoustic emission of sandy
mudstone under different uniaxial loading rate. J. Min. Saf. Eng. 2015, 32, 923–928. [CrossRef]

22. Yang, W.; Xie, Q.; Ban, Y.; He, X.; Guanying, P. The Acoustic Emission Characteristics and Damage Constitutive Model of
Sandstone under Variable Loading Rates. Chin. J. Undergr. Space Eng. 2021, 17, 71–79.

23. Ma, Q.; Tan, Y.-L.; Liu, X.-S.; Zhao, Z.-H.; Fan, D.-Y.; Purev, L. Experimental and numerical simulation of loading rate effects on
failure and strain energy characteristics of coal-rock composite samples. J. Central South Univ. 2021, 28, 3207–3222. [CrossRef]

24. Pedersen, R.; Simone, A.; Sluys, L. Mesoscopic Modeling of Concrete under Different Moisture Conditions and Loading Rates.
Underst. Tensile Prop. Concr. 2013, 42, 268–294.

25. Sagar, R.V.; Rao, M. An experimental study on loading rate effect on acoustic emission based b-values related to reinforced
concrete fracture. Constr. Build. Mater. 2014, 70, 460–472. [CrossRef]

26. Ma, M.-H.; Wu, Z.-M.; Zheng, J.-J.; Wang, Y.-J.; Yu, R.C.; Fei, X.-D. Effect of loading rate on mixed mode I-II crack propagation in
concrete. Theor. Appl. Fract. Mech. 2021, 112, 102916. [CrossRef]

27. Dang, V.P.; Le, H.V.; Kim, D.J. Loading rate effects on the properties of fiber-matrix zone surrounding steel fibers and cement
based matrix. Constr. Build. Mater. 2021, 283, 122694. [CrossRef]

28. Zhang, R.; Jin, L.; Liu, M.; Du, X.; Liu, J. Refined modeling of the interfacial behavior between FRP bars and concrete under
different loading rates. Compos. Struct. 2022, 291, 115676. [CrossRef]

29. Rezaei, M.; Issa, M.A. Specimen and aggregate size effect on the dynamic fracture parameters of concrete under high loading
rates. Eng. Fract. Mech. 2021, 260, 108184. [CrossRef]

30. Zhao, S.; Su, D.; Wu, W.; Zhang, Y. Study on damage model of backfill based on Weibull distribution under uniaxial compression.
China Min. Mag. 2017, 26, 106–111.

31. Hou, Y.; Yin, S.; Chen, X.; Zhang, M.; Yang, S. Study on characteristic stress and energy damage evolution mechanism of cemented
tailings backfill under uniaxial compression. Constr. Build. Mater. 2021, 301, 124333. [CrossRef]

32. Tu, B.; Liu, L.; Cheng, K.; Zhang, B.; Zhao, Y.; Yang, Q.; Song, K. A Constitutive Model for Cemented Tailings Backfill Under
Uniaxial Compression. Front. Phys. 2020, 8, 173. [CrossRef]

33. Fu, J.; Wang, J.; Song, W. Damage constitutive model and strength criterion of cemented paste backfill based on layered effect
considerations. J. Mater. Res. Technol. 2020, 9, 6073–6084. [CrossRef]

34. Wang, J.; Zhang, C.; Fu, J.; Song, W.; Zhang, Y. The Energy Dissipation Mechanism and Damage Constitutive Model of
Roof–CPB–Floor (RCF) Layered Composite Materials. Minerals 2022, 12, 419. [CrossRef]

35. Li, J.; Huang, Y.; Zhai, W.; Li, Y.; Ouyang, S.; Gao, H.; Li, W.; Ma, K.; Wu, L. Experimental Study on Acoustic Emission of Confined
Compression of Crushed Gangue under Different Loading Rates: Disposal of Gangue Solid Waste. Sustainability 2020, 12, 3911.
[CrossRef]

36. Qiu, H.; Zhang, F.; Liu, L.; Huan, C.; Hou, D.; Kang, W. Experimental study on acoustic emission characteristics of cemented
rock-tailings backfill. Constr. Build. Mater. 2021, 315, 125278. [CrossRef]

37. Wu, J.; Feng, M.; Ni, X.; Mao, X.; Chen, Z.; Han, G. Aggregate gradation effects on dilatancy behavior and acoustic characteristic
of cemented rockfill. Ultrasonics 2019, 92, 79–92. [CrossRef] [PubMed]

38. Wang, L.; Xie, J.; Qiao, D.; Wang, J.; Huang, F. Damage evolution model of cemented tailing backfill based on acoustic emission
energy. IOP Conf. Series: Earth Environ. Sci. 2021, 631, 012071. [CrossRef]

39. Shao, X.; Wang, L.; Li, X.; Fang, Z.; Zhao, B.; Tao, Y.; Liu, L.; Sun, W.; Sun, J. Study on Rheological and Mechanical Properties of
Aeolian Sand-Fly Ash-Based Filling Slurry. Energies 2020, 13, 1266. [CrossRef]

40. Jackson, M.; Talbot, C. External shapes, strain rates, and dynamics of salt structures. GSA Bull. 1986, 97, 305–323. [CrossRef]
41. Shao, X.; Sun, J.; Xin, J.; Zhao, B.; Sun, W.; Li, L.; Tang, R.; Tian, C.; Xu, B. Experimental study on mechanical properties, hydration

kinetics, and hydration product characteristics of aeolian sand paste-like materials. Constr. Build. Mater. 2021, 303, 124601.
[CrossRef]

42. Shao, X.; Sun, W.; Li, X.; Wang, L.; Fang, Z.; Zhao, B.; Sun, J.; Tian, C.; Xu, B. Experimental Study on the Mechanical Properties
and Failure Characteristics of Layered Aeolian Sand Paste-like Backfill—A Case Study from Shanghe Coal Mine. Minerals 2021,
11, 577. [CrossRef]

43. GB/T 50081-2019; Standard for Test Methods of Concrete Physical and Mechanical Properties; Ministry of Housing and Urban-
Rural Development of the PRC: Beijing, China, 2019.

44. Liang, C.; Li, X.; Li, S.; He, J.; Ma, C. Study of strain rates threshold value between static loading and quasi-dynamic loading of
rock. Chin. J. Rock Mech. Eng. 2012, 31, 1156–1161.

45. Guo, Y.; Zhao, Y.; Feng, G.; Ran, H.; Zhang, Y. Study on damage size effect of cemented gangue backfill body under uniaxial
compression. Chin. J. Rock Mech. Eng. 2021, 40, 2434–2444. [CrossRef]

46. Liu, L.; Xin, J.; Qi, C.; Jia, H.; Song, K.-I. Experimental investigation of mechanical, hydration, microstructure and electrical
properties of cemented paste backfill. Constr. Build. Mater. 2020, 263, 120137. [CrossRef]

47. Liu, L.; Fang, Z.; Qi, C.; Zhang, B.; Guo, L.; Song, K.-I. Experimental investigation on the relationship between pore characteristics
and unconfined compressive strength of cemented paste backfill. Constr. Build. Mater. 2018, 179, 254–264. [CrossRef]

48. Wu, X.; Liu, J.; Liu, X.; Zhao, K.; Zhang, Y. Study on the coupled relationship between AE accumulative ring-down count and
damage constitutive model of rock. J. Min. Saf. Eng. 2015, 32, 28–34.

277



Materials 2022, 15, 7235

49. Kasap, T.; Yilmaz, E.; Guner, N.U.; Sari, M. Recycling Dam Tailings as Cemented Mine Backfill: Mechanical and Geotechnical
Properties. Adv. Mater. Sci. Eng. 2022, 2022, 6993068. [CrossRef]

50. Cheng, A.; Shu, P.; Zhang, Y.; Wang, P.; Wang, M. Acoustic emission characteristics and damage constitution of backfill-
surrounding rock combination. J. Min. Saf. Eng. 2020, 37, 1238–1245.

51. Iordanov, I.; Novikova, Y.; Simonova, Y.; Yefremov, O.; Podkopayev, Y.; Korol, A. Experimental characteristics for deformation
properties of backfill mass. Min. Miner. Depos. 2020, 14, 119–127. [CrossRef]

52. Li, X.; Liu, C. Mechanical Properties and Damage Constitutive Model of High Water Material at Different Loading Rates. Adv.
Eng. Mater. 2018, 20, 1701098. [CrossRef]

53. Li, S.; Cheng, X.; Liu, C.; Cheng, C.; Yang, M. Damage characteristics and space-time evolution law of rock similar material under
uniaxial compression. J. China Coal Soc. 2017, 42 (Suppl. S1), 104–111.

54. Cheng, A.; Zhang, Y.; Dai, S.; Dong, F.; Zeng, W.; Li, D. Space-time evolution of acoustic emission parameters of cemented backfill
and its fracture prediction under uniaxial compression. Rock Soil Mech. 2019, 40, 2965–2974.

55. Cao, S.; Yilmaz, E.; Song, W.; Yilmaz, E.; Xue, G. Loading rate effect on uniaxial compressive strength behavior and acoustic
emission properties of cemented tailings backfill. Constr. Build. Mater. 2019, 213, 313–324. [CrossRef]

56. Lai, Y.; Zhao, K.; Yan, Y.; Yang, J.; Wu, J.; Ao, W.; Guo, L. Damage study of fiber-doped superfine tailings cemented backfill based
on acoustic emission cumulative ringing count. J. Mater. Sci. 2022, 57, 11612–11629. [CrossRef]

57. Liu, W.; Guo, Z.; Niu, S.; Hou, J.; Zhang, F.; He, C. Mechanical properties and damage evolution behavior of coal–fired slag
concrete under uniaxial compression based on acoustic emission monitoring technology. J. Mater. Res. Technol. 2020, 9, 9537–9549.
[CrossRef]

58. Kachanov, M. On the time to failure under creep conditions. Izv AN SSSR Otd Tekhn Nauk. 1958, 8, 26–31.
59. Lemaitre, J. A Continuous Damage Mechanics Model for Ductile Fracture. Trans. Asme J. Eng. Mater. Technol. 1985, 107, 83–89.

[CrossRef]

278



Citation: Skrzypczak, I. Statistical

Quality Inspection Methodology in

Production of Precast Concrete

Elements. Materials 2023, 16, 431.

https://doi.org/10.3390/ma16010431

Academic Editor: Eddie Koenders

Received: 6 November 2022

Revised: 28 December 2022

Accepted: 29 December 2022

Published: 2 January 2023

Copyright: © 2023 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

materials

Article

Statistical Quality Inspection Methodology in Production of
Precast Concrete Elements

Izabela Skrzypczak

Faculty of Civil and Environmental Engineering and Architecture, Rzeszow University of Technology,
Powstancow Warszawy 12, 35-959 Rzeszow, Poland; izas@prz.edu.pl

Abstract: Today, prefabricated concrete elements are used in many construction areas, including in
industrial, public, and residential construction; this was confirmed via questionnaire research. In the
article, the prospects for precast concrete development are presented, and the factors determining the
use of this technology are defined. Based on a review of the literature, it was shown that currently,
higher-quality prefabricated elements are primarily created through the implementation of innovative
materials and production technologies. For this reason, the lack of research regarding quality control
in prefabricated elements based on statistical quality control is particularly noticeable. The quality
control process is one of the most important distinguishing features in prefabrication due to the
increasingly stringent expectations of customers; it helps to ensure that the desired durability of
implemented constructions is achieved. Issues related to assessing the effectiveness of standard
procedures presented in this paper were analyzed using statistical methods in the form of OC
(operating characteristic) and AOQ (average outgoing quality) curves. Thus, a new approach was
proposed because these methods have not been previously used in precast concrete. The shape of the
curves obtained confirmed the significant dependence of the value of the acceptance probability on
the defectiveness of production. In AQL control systems based on OC and AOQ curves, it is necessary
to calculate the current average defectiveness, which should be treated as a basis for the decision to
switch from one type of control (normal, tightened, or reduced) to another. In this respect, the standard
requirements of quality control have been simplified, and it has not been considered necessary to
determine the average defectiveness value in production processes. The examples included in this
study, including the analysis of curb production data, clearly show the harmful effects of ignoring
the actual process defectiveness. As a result of the calculations, it was found that the average actual
defectiveness of the curbs produced could not be equated with batch defectiveness. The analyses
carried out in this study prove that equating batch defectiveness with process defectiveness is not an
appropriate approach, which was confirmed through the producer’s/customer’s risk analysis. The
approach proposed in this study, the analysis of OC and AOQ curves, is an innovative solution in
prefabrication and can be an effective tool for managing the quality of prefabricated products, taking
into account economic boundary conditions.

Keywords: precast concrete products; quality control; OC curve; AOQ curve

1. Introduction

The existence of prefabrication plants and numerous successful construction projects
realized with precast concrete elements for all or part of a building structure demonstrate
that this technology is effective and economical [1]. In [2], the author contended that by
employing industrialized and automated building system methods, the amount of manual
labor on-site could be reduced, and the construction speed could be increased along with
higher construction quality being achieved. The advantages of prefabrication, i.e., ensuring
repeatability, increasing efficiency, and achieving lower unit prices compared to traditional
technology, mean that recently, prefabricated concrete elements have been increasingly
used. These elements are manufactured under controlled conditions and strict supervision,
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and their standard—ensuring the requirements for mechanical properties, accuracy, and
quality are met—is becoming increasingly higher. Quality control is a key element in
management at all levels of production. Quality control makes it possible to verify the
characteristics of prefabricated elements and ensures their ability to meet the needs and
requirements of the customer [2]. Customer requirements are most often specified in the
contract specification.

On the other hand, the level of quality in terms of efficiency, usability, aesthetics,
strength characteristics, or geometric features are formulated in the relevant industry stan-
dards. The purpose of quality assurance and quality control systems is to maximize the
repeatability of the manufactured prefabricated elements, and to ensure that the standard
requirements are met [3,4]. In [4], a precast segment (rings for tunnel linings) manufactur-
ing process’s quality control processes are presented and discussed. Despite the quality
control system, some areas of weakness were identified. These arose primarily due to
non-conformance in the casting process and a lack of maintenance. A substantial number
of non-conformances were associated with surface defects in the segments. A review of
the QA/QC control system showed there were no inadequacies in the system, but cer-
tain aspects could have been improved. These include the workflow of remedial works,
equipment maintenance, and staff’s working attitude. Amongst the factors that affect the
maintenance of good quality, workers’ cost and skill level were considered. It was shown
that higher-quality precast segments are attainable through the careful choice of materials,
the use of better production tools in batching and casting processes, and strict quality
control. By considering time and cost factors, constraints may have been added to the
selection of materials for quality testing. The frequency of selective testing was once every
12 months for raw materials and reinforcement and one monthly cycle for steel molds
and reinforcement cages. The authors of [4] suggested that the variation in the test result
should be scrutinized according to other standard practices. The variation might have
resulted from non-random sampling, probability causes, or other factors that were not
readily detectable. A predictable pattern, such as a normal distribution, should become a
parameter of the chance of variation. Tightened quality control is necessary to minimize
the impact of cost and time constraints in the production of precast products.

The standards provide recommendations, guidelines, and procedures for users, de-
signers, and manufacturers to ensure the desired level of quality is achieved. These include
production, aesthetic, technological, and economic considerations. Thus, quality control is
an integral aspect of the production of precast concrete elements. Great importance has
always been placed on assessing the building elements quality and structures and improv-
ing the safety and reliability of implemented facilities [5–11]. As noted in the research
conducted to date, an efficient quality control system is the most critical and important
process link in the mass production of prefabricated elements [3]. Currently, prefabrica-
tion plants evaluate prefabricated manufactured elements in several stages specified in
industry standards [12,13] and codes, e.g., [14–22]. In addition to the quality control of each
component, the mechanical properties of finished prefabricated elements are assessed.

On the other hand, the key features that ensure the high quality of the final product are,
in addition to providing strength and deformation parameters: the geometric dimensions,
the location of the reinforcement, and the surface finish. It is also challenging to measure
and evaluate quality characteristics in a highly reproducible and efficient manner. Therefore,
innovative measurement and quality control methods have been proposed [23–30]. Usually,
the first step is to assess the quality indicators on an ongoing basis concerning the properties
of both the input materials and the finished prefabricated elements, i.e., strength and
deformation parameters, as well as data related to the geometric dimensions, reinforcement
positions, and surface quality. The next evaluation stage is the acceptance of the finished
products, which includes selective tests to assess the already-finished, full-size prefabricated
elements using destructive methods [31–34]. The necessity of moving from selective
inspection to full factory inspection has been demonstrated in previous research [30,35].
According to the research described in [25,30], the selective control systems for prefabricated
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elements in the standards do not always take into account the variability in the production
process and do not always ensure the appropriate quality and reliability of all of the
components of the manufactured elements from a given batch of tests. Therefore, in [30],
the quality control of finished prefabricated elements based on reliability was proposed.
Software systems for quality control based on probabilistic algorithms were also proposed,
which allowed the influence of the variability in process factors and controlled parameters
on the properties of the output products to be taken into account. Methodology for the
automated quality control of reinforced concrete prefabricated elements was proposed
based on ensuring the reliability of manufactured concrete elements.

Quality-related aspects are fundamentals in concrete precast plants, as prefabricated
elements are the basis of modern construction [1,34]. The production of prefabricated
concrete elements requires the essential requirement to be met—quality—while ensuring
the statistically needed minimum number of elements are tested with the minimum control
costs. The fulfillment of these aspects is possible through the continuous implementation
of statistical quality control procedures with the production process itself, as well as the
properly designed and implemented selective quality control of ready-made prefabricated
elements. It allows achievement by applying standard quality control procedures formu-
lated in codes and by automating production processes. Therefore, to ensure the quality of
the manufactured elements, e.g., in [6,24,25,34], it was proposed to automate construction
processes that covers the project’s entire life cycle. However, decisiveness is required in
quality assurance to ensure the correct implementation of the appropriate technology [26].
Many companies and countries have recognized the great potential of automation, resulting
in various pilot projects, patent applications, and many automation and robotic solutions
being implemented in the construction sector. Qualitative and quantitative studies regard-
ing the limitations and prospects for using robotics in construction are presented in [27].
According to [28], the degree of automation in producing precast concrete products is more
advanced than in any other industry. As concrete is the most widely used building material
worldwide [35,36], well-developed quality control procedures already exist for this material
in terms of design and production. The methods are reflected in the compliance criteria
recommended in concrete codes. Currently, in principle, the entire concrete industry has
started to implement automated optimization processes for the product and production.
In [37], the interdependencies between the material, structure, and production of precast
concrete elements were described, and optimizations—including ecological-, economic-,
and quality-related optimizations—of the manufactured precast concrete were indicated as
overarching strategies for possible enhancement. In addition to optimizing the materials
used, the composition of the concrete mix, reinforcement, production, and quality should
be considered in relation to costs and the minimum number of elements being tested [38].

As was found, e.g., in [39,40], most published articles regarding concrete prefabrica-
tion focus on a specific method of producing prefabricated elements, as well as defining
the categorization of significant interdependencies in the production of precast concrete
elements [37]. Higher-quality prefabricated elements are primarily created through inno-
vative materials [41–52] and production technologies [53–69]. Reducing carbon dioxide
emissions is the future of the construction industry; hence, the work on the development of
materials based on waste is an essential aspect in the development of prefabrication [41–45].
In [41], to increase concrete toughness, the crushed rubber with sizes from 1 to 3 mm and 3
to 6 mm was replaced by 5%, 10%, and 15% sand. To compensate the degradation of the
strength and improve the workability of the concrete, the combination of two additives
of nano silica and metakaolin additives with optimum values was used. Moreover, the
compressive strength, tensile behavior, and modulus of elasticity were measured and com-
pared. The results indicate that the optimum use of nano silica and metakaolin additives
could compensate for the negative effects of the rubber material implementation in the
concrete mixture while improving the overall workability and flowability of the concrete
mixture. For this reason, the importance of research regarding the quality control of pre-
fabricated elements based on statistical quality control is particularly noticeable. As seen
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from the literature review, the problem of the number of samples used in research in the
production of prefabricated elements is also important to the effectiveness and efficiency
of quality control and economic procedures, and very few articles have been published
on this subject. The quality control process is one of the most important distinguishing
features in prefabrication due to the increasingly stringent expectations of customers; its
use can also ensure that the desired durability of implemented constructions is achieved.
Issues related to assessing the effectiveness of standard procedures presented in the paper
were analyzed using statistical methods in the form of OC (operating characteristic) and
AOQ (average outgoing quality) curves.

1.1. Advantages of Prefabrication

The use of precast concrete elements has many advantages compared to the production
of individual elements on a construction site. According to [1,46], the advantages of the
prefabrication process and prefabricated elements which establish the competitiveness of
this solution in the construction market include:

- The actual high quality of the product, which is produced in a controlled environment
using standardized methods.

- Advanced quality control that goes far beyond fresh concrete control.
- Dimensional accuracy, ensuring the properties of both hardened concrete and the

position of the reinforcement can be checked before being embedded in the element
structure.

- Factory production is independent of weather conditions and can be carried out
independently of on-site construction works.

- Design flexibility: For a designer, a significant advantage of prefabricated elements
is their great architectural value. The material offers unlimited possibilities in its
formation, and the color, texture, and detail can be modified. The material can be used
to implement design ideas in various architectural styles.

- Economy: An important advantage of precast concrete elements is the production
process itself; it ensures a low level of material consumption (concrete and steel).
The prestressed process saves up to 50% of steel and higher. In addition, the factory
production process is highly developed. The techniques used in the prefabrication
industry make it possible to provide a high-quality finished product that meets the
project requirements in terms of cost and schedule.

- Low negative impact on the environment: Precast concrete is an environmentally
friendly material. It is made of natural materials. No toxic substances are produced
during its production and use.

Within the advantages of prefabrication, the key advantage is the high real quality
of the product, which is guaranteed by standardized production methods and advanced
quality control. The process of creating prefabricated elements with appropriate quality
takes place through the implementation of basic management functions in production
processes, i.e., planning, organizing, and controlling all of the activities in such a way that
the result is a product that meets the assumed final needs. Quality is not only created during
the final processing stage of the product on the production line but is also “created” in the
preproduction, production, and post-production phases, determining the interdependence
of a number of activities and leading to the creation of the final product. Repeatability
throughout the cycle enables production development, constantly adapting it to customers’
needs, and emphasizing the constant interpenetration of production and consumption [47].
Quality planning sets goals and quality requirements as well as requirements for the
application of the statistical quality control system. The quality of a final product depends
primarily on the method of its design (including the quality of input materials), the quality
of the workmanship, or the conditions connected with the production technology, such as
temperature, humidity, pollution, or shocks caused by operating devices.

Companies producing prefabricated concrete products on the construction materials
market are expected to continuously increase their production capacity, maintain the high-
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quality level of the offered products, and conduct a flexible pricing policy. Achieving these
goals is possible through quality control at every stage of production, from the selection of
input materials to ready-made prefabricated elements. To stay on the market, prefabrication
plants must not only guarantee the high quality of the manufactured goods but also sell
them at attractive prices for the customer. That dependence leads to the necessity of
estimating the costs of controls related to the introduction of a given acceptance plan before
its application. Therefore, manufacturing companies must carry out the acceptance control
of a batch of products by a plan that guarantees the assumed level of quality with the
lowest possible control costs. Then, it is essential to implement statistical control and an
appropriate test plan for manufactured prefabricated elements in prefabrication plants.
The goal is essential during the implementation of the quality control of prefabricated
reinforced concrete elements, which, due to the complexity of climatic conditions, constitute
the basis of modern construction in many European countries, including Poland. The
production of prefabricated reinforced concrete structures requires the provision of the basic
conditions which will ensure their reliability with minimal expenditure. This engineering
and economic problem must be solved to improve the control system during the production
process and the quality control of the output products to ensure that they meet the consumer
requirements [30].

Currently, precast prefabrication plants assess the operational integrity of the output
products in several stages specified in the applicable codes. First, the current control of
individual quality indicators is carried out (for the properties of strength and deformation
materials, data regarding geometric parameters, and reinforcement). The final product
acceptance stage includes periodic tests to assess full-size elements. As described in [30],
the selective control system is not always economically effective, does not consider the
variability in the production process, and does not ensure the quality and reliability of all
the elements in the tested batch. The need to move from selective to full factory control has
been found in studies, e.g., [48].

The most rational solution is to evaluate the acceptance test plans used in ongoing
inspections about specific parameters of the manufactured prefabricated elements. Conse-
quently, the evaluation of the recommended test plans in the codes for precast elements
of reinforced concrete structures based on statistical methods is gaining importance in
research. The operational characteristic curves proposed in the article and the curves of
average defectiveness after inspection, constructed for codes’ acceptance plans, allow one
to account for the influence of variability in process factors and controlled parameters
of prefabricated elements (the number of elements to be tested or the defectiveness of
manufactured elements) on the consumer properties of output products. Therefore, this
article aimed not only to determine the discriminant power of the recommended attribute
test plans in the codes for prefabricated elements but also to determine the effectiveness of
the quality control of precast elements at the acceptance testing stage.

1.2. Development Prospects for Prefabrication in Poland

The economic market crisis in 2020 led to implementing methods that will improve
the construction process. Above all, this is the result of the work carried out in parallel in
many segments of the construction industry, which generates many problems. The most
significant factors for construction companies were the limited availability of employees,
the duration of construction investments, and the assurance of the appropriate quality of
the facilities. They, along with emerging difficulties, solutions, and technologies limiting
negative premises, have gained importance. Modern prefabrication is the solution to
these challenges. Therefore, it is not surprising that an increasing number of actors in the
construction market are looking more and more favorably toward prefabricated elements
than in previous years; their increased use not only allows the implementation of works to
be significantly accelerated but also allows the appropriate levels of quality and durability
of the facilities to be guaranteed. Therefore, in the first stage of the research, to assess
the condition and prospects for the development of concrete prefabrication in Poland, a
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survey was carried out among investors, architects, and contractors. The research included
15 respondents from each target group. Based on the survey, it was found that prefabricated
concrete elements represent a well-known and relatively commonly used solution in the
implementation of most types of investments [49–52]. On average, it was shown that three
out of four respondents implementing industrial and warehouse construction projects use
prefabricated concrete elements. The responses obtained from the respondents also indicate
the good popularity of this type of technological solution in particular segments of the
construction industry (Figure 1). However, the widespread use of prefabricated concrete
elements in a given construction segment does not necessarily translate into a large scale
and a large share of this technology in the context of the entire investment (Figure 1).

 
Figure 1. The use of prefabricated concrete elements during the implementation of the investment.

The factors that determine the use of precast concrete elements in a construction site
are shown in Figure 2. The distribution of responses differed depending on the group of
respondents (Figure 2).

 
Figure 2. Factors that determine the choice of precast concrete technology.
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The factor that determines the use of precast concrete technology is the reduction in
construction times. This aspect was shown to be crucial for almost half of the respondents
in this group (42%) (Figure 3). It was found that quality is a decisive factor for architects in
choosing prefabricated technology. For contractors, work cost is a crucial factor.

 
Figure 3. The most important factor when choosing the technology of precast concrete elements in
the opinion of investors.

Another important factor when choosing a prefabricated technology for investors is
quality and technical parameters. The ease of assembly is another factor that determines the
use of this technology. However, for investors, factors such as material costs and durability
are practically just as important.

From the perspective of contractors, concrete prefabrication technology was very
positively evaluated. As a result of the research, the contractors positively (good and very
good) assessed precast concrete elements (Figure 4).

 
Figure 4. Evaluation of precast concrete elements—contractors.

When asked whether the share of contractors using precast concrete products will
increase, up to 27% of contractors responded positively (Figure 5). This relatively high
degree of popularization of this type of technology will reduce the potential for a further
upward trend in the future.
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Figure 5. Expected change in the share of contractors using precast concrete.

It was shown that the surveyed contractors have no doubts about the time savings that
result from using prefabricated elements (Figure 6). In the opinion of the contractors, none
of the elements mentioned in the study (Figure 6) can be realized faster using traditional
technology. Only in the case of walls did a noticeable percentage of respondents (31%)
believe that both technologies are comparable in terms of time. On the other hand, it
was shown that the surveyed contractors have no doubts about the speed with which
lintels, balconies, staircases, and stairs can be created. Everyone indicated that the use of
prefabricated technology translates into time savings.

 

Figure 6. Implementation time—prefabricated technology and traditional technology—contractors.

The issue of the mentality and preferences of market participants remains a significant
barrier to the dissemination of this technology in Poland, which results from bad experi-
ences and associations with concrete prefabrication from the 1950s to the 1970s. However,
as our research shows, favorable changes have occurred in this regard, largely due to the
positive ratings from those who have already used this technology. The promotion of
investments made of prefabricated elements is significant to the increase in awareness and
the better perception of this technology, which we should expect an increasing level of in the
future (especially in terms of housing construction). Research shows that the advantages
of prefabrication, especially the shorter construction times and the stable quality of the
manufactured prefabricated elements, are reflected in the use of this technology. Prefabri-
cated product manufacturers have been modernizing their technological lines for years,
increasing not only the number of products and solutions but mostly improving their qual-
ity parameters by implementing the statistical quality control procedures recommended in
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the codes. Therefore, the next research stage is the analyses of the procedures’ statistical
quality control used in the quality assurance of the prefabricated elements produced. The
results obtained from the questionnaire are similar to the research results in [52].

Quality assurance is based on the idea of preventing quality defects. It is the next step
in developing quality concepts after quality control, which is based on statistical methods
and developed research plans.

1.3. Statistical Quality Control

Statistical quality control (SQC) may include statistical acceptance control (SAC) and
refer to statistical product acceptance (SPA) or statistical process control (SPC) focused
on the production process [53–57], which may be combined with control charts [53], for
example, Cusum charts (method C in the control of concrete compressive strength according
to EN 206 + A2: 2021-08 [14]) (Figure 7).

Figure 7. Scheme of quality control.

The aim of SQC, in addition to ensuring the required level of the tested feature of
products, is to reduce the cost of control and, in some cases, even to enable control.

SQC mainly deals with issues related to statistical methods of receipt of piece products
and current control carried out during production on a random basis, i.e., a representative
part of the examined whole.

These methods make it possible to reduce the number of erroneous judgments about
the quality of tested batches of products, making the probabilities of rejecting a good
batch (meeting the quality requirements) low enough (the first type of error) and accepting
poor-quality products low enough (the second type error), as well as protecting against
excessive shortages in production.

Acceptance control due to the measured and calculated parameters and the method of
evaluation is divided into [48,57]:

- Control based on attribute assessment: Batches of products subjected to checks should
be considered compliant if the number of non-compliant items in the tested sample
does not exceed the qualifying number.

- Control based on variable inspection: A batch of products subject to control is con-
sidered compliant if the number of quality statistics do not exceed the qualifying
number k.

The discriminatory power (effectiveness) of different sampling plans can be assessed
by comparing how they perform their function at different possible levels of quality. The
practical difficulty in finding the perfect random sampling plan is that you cannot change
the laws governing random events. Therefore, when choosing collection plans based on
batch testing with defective items, a decision should be made regarding what risks may
be incurred in each case, and this is most often an economic decision. In the case of batch
acceptance, according to an attribute assessment, the value of the risk of acceptance of
batches containing a certain percentage of defective elements is given by the operating
characteristic curve of a given acceptance plan.
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1.4. Statistical Acceptance Control According to the Attribute Assessment

Statistical acceptance control methods define random sampling and provide the rules
of a procedure to qualify the quality of finished product batches. On their basis, we can
consider a batch good or defective. In the latter case, it is possible to lower the element’s
class or sort and reject the defective precast elements and in justified cases, destroy and
recycle them.

One of the methods used is so-called acceptance plans. The simplest is a single (one-
step) attribute assessment plan classifying each item as good or defective. The quality of
the batch is then understood as the quotient j = (n − k)/n, where n is the number of simples
in the batch with k defective items, and the batch defect is called w = k/n. A single test plan
is a formal record specifying the size of a random sample taken at one time from a lot and
the allowable k number of defective items in the sample; exceeding the allowable number
leads to the lot being classified as bad. The number k is called the qualifying number, and
the plan is denoted by the symbol k‖n, where n is the number of test results for precast
elements [48,57].

To create such a plan, the acceptable quality level (AQL) that meets the inequality w ≤
AQL is determined in each batch. The probability that, in an n-element sample taken from
a batch with a defect in w, there will be at most k defective pieces, can be calculated from
the Bernoulli formula (RB—Bernoulli distribution) for independent samples (1) [57]:

Pa =
n

∑
k=1

(
n
k

)
wk(1 − w)n−k (1)

The acceptance probability (Pa) of a defective lot (w) in the k‖n plan is called the
characteristic of a single plan, and the graph of dependence on (w) is called the operating
characteristic curve (OC curve). An ideal would be a plan to ensure that all of the lots with
defectiveness w ≤ AQL are accepted and rejected when w ≥ AQL. However, this is only
possible with faultless 100% control (Figure 8).

(a) (b) 
 

 

 

 

Figure 8. OC curve: (a) at 100% control and (b) with producer’s and customer’s risks.

The better—or more selective—the reception plan is, the closer the OC curve plot is to
that shown in Figure 8 (steeper).

When constructing the OC curves, it is possible to assume a different distribution of
the analyzed features/parameters of the precast elements; therefore, Equation (1) can be
approximated by the formulas [57]:

- Poisson distribution—RP (2):

P(w) =
n

∑
k=0

λ exp(−λ)

k!
(2)
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where λ = nw.
- Gaussian distribution—RG (3):

P(w) ≈ ϕ

(
k − nw + 0.5√

nw(1 − w)

)
(3)

where ϕ(x) = 1√
2π

x∫
−∞

exp
(
− t2

2

)
dt is a function of the normal distribution N(0,1).

- Normal distribution—RN for a random variable k with n and w parameters (4):

N
(

nw,
√

nw(1 − nw)

)
(4)

While for a random variable k
n → the distribution of RN has the form (5):

N

(
w,

√
w(1 − w)

n

)
(5)

Formula (5) can be used when the condition is met nw(1 − w) > 4.

- Pascal distribution (RPa) for a random variable n with parameters k i w (6):

P(w) =

(
n − 1
k − 1

)
wk(1 − w)n−k (6)

- Gamma distribution—RGa with the scale parameter b = 1/w and the random variable
n − 1 (7):

P(w) =
n − 1(

1
w −1)e−

(n−1)
2

2
1
w Γ
(

1
w

) (7)

- The χ2 distribution—RChi2 with 2k degrees of freedom of a random variable 2w(n −
1) (8):

P(w) =
2w(n − 1)(

n−2
2 )e−

2w(n−1)
2

2
n
2 Γ(2k)

(8)

The main purpose of the random acceptance of products is to determine whether
the batch from which the collected element comes meets the previously assumed quality
requirements and, thus, whether it can be considered compliant with these requirements.
If the tested element does not meet the requirements, the entire batch should be considered
non-compliant, and the procedure of dealing with a non-compliant product should be
implemented. Due to the evaluation of the examined features, the acceptance inspection
can be performed by an attribute or by a variables inspection. Only the measurable features
are assessed during the acceptance test, e.g., size, density, and strength, using the variables
inspection. A batch of products is considered compliant if the so-called quality statistic does
not exceed the qualifying constant k, depending on the specified value of the acceptable
quality level (AQL) and the number of samples—elements taken for testing [58,59].

According to the recommendations of the code ISO 2859-0: 2002 [18], non-conformities
(defectiveness) should be classified in terms of their validity. Typically, a division of non-
conformities into more significant—class A—and less significant—class B—is used. More
important non-conformities will be controlled more strictly. By definition, the AQL is “a
quality level that corresponds to the worst tolerated average process level” [18]. The AQL
is a parameter of the process scheme because the AQL value, together with the letter sign of
the sample size, allows one to determine the test plan and the control scheme. It is assumed
that the average process level should be less than or equal to the AQL value in order to not
reject too many batches produced.
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During production control, a prefabricated element for testing is taken from each
manufactured batch. The batch is considered compliant if the number of non-compliant
units does not exceed the qualifying number Ac (9) [18,19,57]:

k ≤ Ac (9)

where k—number of non-compliant items per 10 items taken for testing;
Ac—constant qualifying or disqualifying number of non-conforming items.
The control plan and control procedures using variables inspection define, e.g., code

ISO 3951:1997 [20,21], complementary to ISO 2859-1:2003 [19]. In order to use variables
inspection in the sampling procedure, the following conditions must be met:

- A series of product batches supplied by a specific manufacturer using the same
production process repeatedly is systematically checked;

- The analyzed feature of the product is measurable on a continuous scale;
- The production is statistically regulated, and the tested feature of the product has a

normal or close to normal distribution.

All of the above-mentioned requirements are met for the production of precast concrete
products (e.g., concrete paving stones, concrete paving slabs, and concrete curbs).

To determine the acceptance test plan, the values of the acceptable defectiveness
are used, i.e., the AQL limit of acceptable quality, amounting to 0.1 (analogous to ISO
2859-1:2003 [19]). Depending on the severity of the non-conformities, different levels of
AQL are used, e.g., significant non-conformities (e.g., the strength of paving slabs and the
strength of curbs) are classified as class 1 and assigned higher values than less significant
non-conformities (e.g., the dimensions of slabs and the dimensions of curbs).

Acceptance tests are carried out assuming a certain level of control, strictly related
to the size of the batch and the number of samples taken. The code ISO 3951:1997 [21]
provides three general levels of control: I, II, and III; and four special levels: S-1, S-2, S-3,
and S-4. If there are no specific provisions in the relevant standards, level II data are usually
used. Where stricter control is required, level III should be used, and when less severe
control is needed, level I should be used. Special levels of control are used when a small
number of test specimens and a high risk of random control (e.g., in a destructive strength
test) are required simultaneously. For example, such situations occur when inspecting
precast concrete products. The number of test samples can also be reduced by applying
transition conditions between the different control levels.

Concerning the adopted test plans, it is possible to determine the dependence of the
average defectiveness after the inspection of the defect and before the inspection, i.e., an
actual defect in manufactured prefabricated elements (with a decreasing quality level).
This relationship is called the average defectiveness curve after inspection (AOQ curve—
average outgoing quality curves [56,58,59]. These curves can present the risk associated
with acceptance plans for the quality control of the concrete used for production and the
ready-made prefabricated elements.

Average outgoing quality limit (AOQL) can be treated as a criterion for the selection of
a research plan, thus verifying the correctness of the adopted acceptance plans. Furthermore,
the AOQL contains very important information for the recipient/consumer regarding the
maximum defectiveness that can be expected with successive receipts of a number of batches
over a long period of time based on the adopted acceptance inspection criteria. The practical
significance of AOQL is that its value can be equated with the quantile level for the verified
property (feature), and thus reflect the quality of the manufactured precast elements.

In AOQ charts, an extreme expresses the AOQL value. The coordinates of the AOQ
plot can be determined based on the operational characteristics curve (OC) according to
the formula [56,57]:

AOQ = w·Pa (10)

where AOQ—the average defectiveness after inspection;
w—the defectiveness before inspection;
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Pa—the probability of acceptance of the batch of precast elements with defective w.
When verifying the correctness of the compliance criteria and the quality of the batch

of precast elements, one can refer to two defectiveness values: 5% (AQL—acceptable quality
level) and 10% (LQL—limiting quality level), for which L. Taewre [60] proposed formulas
for boundary curves for three areas: controlled, unsafe, and uneconomical. In the case
of concrete quality control, the determination of the impact of compliance control on the
assumed concrete class requires the determination of the statistical quantile of the concrete
compressive strength distribution after the compliance control. The quantile estimation for
the compressive strength requires the determination of the concrete’s defectiveness after
a compliance check. Such inference can be made using AOQ (average outgoing quality)
curves (Figure 9).

Figure 9. Diagram of the relationship between the defectiveness before and after quality control for
compressive strength of concrete.

AOQ curves are also constructed for acceptance plans, i.e., for plans used in the
acceptance of precast concrete elements. AOQ curves are curves obtained for the state after
inspection; therefore, these curves make it possible to assess the discriminant power of
acceptance criteria or compliance criteria in the case of concrete quality. Using AOQL for
compliance control, the concrete compressive strength can be identified with the quantile
defined for the concrete class, i.e., the quantile of the characteristic strength. According to
EN 206 + A2: 2021-08 [14], if the industry standards do not define otherwise, the value of
the permissible defectiveness after the inspection performed can be assumed to be at the
level of 0.05 (11):

AOQL = 0.05 (11)

2. Materials and Methods

2.1. Code Quality Control Procedures for Precast Elements

Contemporary codes for precast concrete products recommend acceptance control
using statistical methods. In the case of prefabricated concrete products, an additional
legal requirement [13] is the obligation to use CE marking for most of these products. This
obligation is connected with the necessity of, among others, determining the type of product
with the determination of its functional properties and conducting factory production
control (FPC). Factory production control means “permanent internal control” carried out
by the manufacturer to ensure the required product properties (both identification and
use) [12]. FPC covers not only direct product control but also all aspects related to the
production and supervision of this production [14,48,57], i.e.,:
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- The preparation stage of production, which includes, among others, the purchase and
control of raw materials;

- The production stage, including its supervision, control, and testing according to a
predetermined plan;

- Procedures for dealing with a non-conforming product;
- The supervision of machinery and equipment, as well as equipment needed for

inspection and testing;
- The determination of the requirements for the competence of personnel;
- Marking and securing products during storage and transport;
- Corrective actions in the event of any non-conformities.

All of these activities should be properly documented. Therefore, the manufacturer
should carry out controls and tests in all the stages of product manufacturing in accordance
with the established frequency, which results from the technical specifications for a specific
product and its production conditions. The frequency and number of samples taken for
testing, and thus the control cost, are influenced by the level of control, among other things.

In addition, the subject standards for precast concrete products (e.g., PN-EN 13369:2018-
05 [17]) emphasize that if the manufacturer has a quality management system in the com-
pany compliant with ISO 9001:2015-10 [22] and takes into account the requirements of
the subject codes, it meets the requirements for implementing and conducting factory
production control. On the other hand, the ISO 9001:2015-10 code [22], in chapter 9 on the
evaluation of the effects of action, recommends the use of statistical methods for the anal-
ysis and evaluation of data, including for the conformity assessment of offered products
(point 9.1.3 of code ISO 9001:2015-10 [22]). As can clearly be seen, statistical product quality
control falls within the scope of obligatory factory production control, but it is only one of
the activities leading to the obtainment of a product compliant with standard requirements
and a good-quality product that will quickly attract customers.

2.2. Attribute Acceptance Plans for Selected Kinds of Precast Elements

Industry codes recommend using attribute acceptance plans for all precast concrete
products [14–22]. In the case of the quality control of prefabricated concrete products,
acceptance control always starts with normal control, and then, when the production level
is good enough, reduced control can be applied, which involves fewer test samples and
a lower qualifying constant k. Regarding prefabricated concrete products, the subject
standards recommend that the qualifying constant k remain unchanged, but the number of
samples can be reduced. Figure 10 shows the transition conditions between the levels of
strength control levels for precast concrete elements according to the recommendations of
EN 13369:2018-05 [17].

Figure 10. Conditions for the transition between the levels of strength control for precast concrete
elements according to EN 13369:2018-05 [17].
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Each transition from a more severe to milder-level results in a reduction in the amount
of control during the production of precast concrete elements.

Transitions between individual levels of control are formulated in the subject codes
dedicated to specific precast products, e.g., in accordance with EN 1339:2005 [15], the
control of paving slabs includes: the visual inspection of the product’s appearance, the
measurement of the shape and dimensions of prefabricated slabs, the examination of
wear layer thickness, strength determination to bending and breaking loads, and the
determination of resistance to freezing/thawing with the use of de-icing salt (in resistance
class 2). For each of these features, the EN 1339:2005 code [15] specifies the frequency and
number of samples taken for the above-mentioned tests and the so-called conditions for the
transition between the levels of control of the above-mentioned product characteristics. For
example, when testing the flexural strength of concrete paving slabs with nominal lengths
and widths of less than 300 mm, eight slabs of the strength family should be taken from the
production machine on the day of production under normal inspection. During reduced
control, this number is reduced to 4, and in additionally reduced control—to 2. In the event
of disruption to the production process and the introduction of more restrictive control, the
number of slabs is doubled with normal control and amounts to 16 units. Each transition
between control levels is associated with a reduction or increase in the costs of conducting
this control.

However, in the case of control and acceptance plans for the strength of concrete curbs,
the EN 1340:2004 [16] code limits the testing plan of two levels of control (Figure 11).

Figure 11. Conditions for the transition between the levels of control for the strength of concrete
curbs (EN 1340:2004 [16]).

For features other than strength, quality control covers three levels as standard
(Figure 12).

Figure 12. Transition conditions between the levels of control plans for assessing characteristics other
than strength for concrete curbs (EN 1340:2004 [16]).
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2.3. OC and AOQ Curves Constructed for Acceptance Plans of Selected Precast Elements

In all the AQL-based test plans, normal inspection acceptance criteria are selected to
protect the manufacturer from rejecting batches with acceptable quality for the inspected
precast elements of the batch. However, in most test methods, the producer’s risk that
such batches will be rejected varies depending on the plan adopted. Producer’s and
customer’s risk analysis was performed regarding various permissible AQL defects, the
sample number of n, the qualifying constant Ac, and various distributions of the analyzed
feature. It was found that the customer’s risk that a batch with a quality worse than the
AQL will be accepted is much greater with a small sample size, which was confirmed using
the values of the dependence of the acceptance probability on the defectiveness shown
in Figure 13 and the values in Table 1. The analyses were carried out by constructing OC
curves for 5 types of distributions: RB—Bernoulli distribution; RP—Poisson distribution;
RN—normal distribution; RCh2—χ2 distribution; and Gamma distribution—RG.

1║5 
(a) (b) 

  
1║16 

(c) (d) 

  
Figure 13. OC curves for testing plans: (a) 1‖5 and (b) 1‖5; 1‖16 (c) 1‖16 and (d) 1‖16.
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Table 1. The values of the acceptance probability estimated for various acceptance plans related to
normal control and the transition from strict to normal control of the considered precast concrete
products.

Ac‖n

Probability of Acceptance—P(w) for Different Types of Distribution

RB RP RN RG RChi2 RB RP RN RG RChi2

AQL = 0.05 AQL = 0.10

0‖5 0.774 0.779 0.696 - - 0.590 0.607 0.500 - -

0‖8 0.773 0.670 0564 - - 0.590 0.449 0.362 - -

2‖5 0.998 0.997 0.999 0.974 0.819 0.991 0.986 0.998 0.910 0.670

1‖8 0.942 0.939 0.963 0.670 0.403 0.813 0.809 0.795 0.449 0.237

1‖16 0.811 0.808 0.789 0.448 0.221 0.515 0.525 0.466 0.202 0.083

2‖16 0.957 0.952 0.916 0.750 0.472 0.789 0.783 0.630 0.525 0.223

Legend: RB—Bernoulli distribution; RP—Poisson distribution; RN—normal distribution; RCh2—χ2 distribution;
RG—Gamma distribution.

To assess the defectiveness after the quality control of the manufactured precast
elements, AOQ curves were constructed for the acceptance plans 1‖5 and 1‖16. These
curves were also constructed for 5 distribution types: RB—Bernoulli distribution; RP—
Poisson distribution; RN—normal distribution; RG—Gamma distribution; RChi2—χ2

distribution (Figure 14).

1║5 
(a) (b) 

  

1║16 
(c) (d) 

  

Figure 14. AOQ curves for testing plans: (a) 1‖5 and (b) 1‖5; 1‖16 (c) 1‖16 and (d) 1‖16.
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2.4. Case Study of Concrete Curb Units

Styrobud of Podkarpacie Province in Poland provided the data for the analysis. Quality
analysis was carried out regarding the continuous production of concrete curb units. In
accordance with the recommendations of the EN 1340:2004 code [16], the test covered 8 curb
units. The curb units had production dimensions of 998mm × 300mm × 198mm. The
geometry and bending strength were evaluated. The description of the element’s geometry
was adopted following the standard (Figure 15).

Figure 15. Description of the curbs’ geometry according to EN 1340:2004 [16].

The curbs belonged to quality class 2 (marking T), for which the characteristic bending
strength is 5.0 MPa, and the minimum bending strength is 4.0 MPa. An alternative method
was used to evaluate the geometric dimensions and the bending strength. Each of the
requirements specified in the standard regarding geometry and bending strength were met
by all the curbs, due to which, both the sample and the production lot from which they
were taken were considered compliant with the requirements of the standard (Figures 16
and 17).

 
Figure 16. Values of L of the tested curbs.
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Figure 17. Values geometry of W, H, e, and d of the tested curbs.

No curbs were shown to have a bending strength lower than the characteristic value
of the declared class T (Figure 18).

 
Figure 18. Bending strength values of the tested curbs.

Analyses of the geometry and bending strength were also carried out using 80 results
(eight measurement cycles). The defectiveness was calculated in terms of the bending
strength of the tested curbs—w = 0.04. Descriptive statistics for bending strength were
determined (mean value—5.6 MPa and standard deviation—0.4 MPa), and the character-
istic value of the bending strength was determined, which was 5.0 MPa. Based on the
determined parameters, the characteristic value of the bending strength was calculated,
which was slightly higher than the minimum characteristic value specified in the standard
5.3 MPa > 5.0 MPa. It was found that the requirements for the verified batch of curbs were
met. However, the production defectiveness in terms of the height of the curbs, which was
estimated based on 80 curb units, did not meet the requirements. The estimated defective-
ness, w = 0.12, was greater than the permissible defectiveness of 0.10 (w = 0.12 > 0.10). The
obtained values of defectiveness were lower than the limit values of the quantiles given in
the EN 1340:2004 code [16] for bending—w = 0.03 < 0.05—and geometric dimensions other
than height. The OC and AOQ curves were also constructed for the considered test plan
0‖8, and the acceptance probabilities of the tested curbs were determined for the geometry
Pa (0.05) = 0.564 and the bending strength Pa (0.05) = 0.705 (Figure 19).
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0║8 
(a)  

OC curve 
(b)  

AOQ curve 

  

Figure 19. OC and AOQ curves for testing plan: (a) 0‖8 and (b) 0‖8.

The evaluated batch of curbs, in terms of geometry and bending strength, could there-
fore be considered as products that meet the requirements of the EN 1340:2004 code [16].
However, doubts were raised in terms of the actual defectiveness of the curbs produced;
therefore, the OC and AOQ curves were constructed, and the producer’s and the cus-
tomer’s risks were estimated. In the analyzed case, the customer’s risk was 0.308, and the
producer’s risk was 0.436. These values indicate how important the ongoing control of the
actual defectiveness is. Thus, it was shown that using single simple plans according to
the codes to evaluate small sets of test results (fewer than 15 elements) does not provide
the trade-off between customer risk and manufacturer risk that is required in the develop-
ment of reasonable quality plans. Based on the analyses carried out, it is recommended
that, in addition to applying standard procedures to control individual batches, the actual
defectiveness of the precast elements should be assessed. In the case of the inspection of a
produced batch of precast elements, it is common practice that elements rejected during
production are not included in the inspection, because the average process effectiveness is
not calculated. In some cases, the number of defective elements identified prior to batch
testing may justify the acceptance or rejection of the batch.

3. Results and Discussion

In engineering practice, the recognition of a material’s compliance with the specifica-
tion is decided in the adopted plan for statistical quality control. It is a standard approach
based on binary criteria (met/unmet). The action is of particular significance in the case of
doubts concerning the quality of precast elements, in which the material quality is closely
linked with the structure’s safety and reliability. It is essential to adopt an appropriate
sample quantity when assessing quality.

The calculation of OC curves is based on the assumption of random sampling; however,
obtaining a small number of non-biased samples from a very large batch is difficult. Larger
numbers of batches with steeper OC curves allow for a more sensitive distinction between
good and bad batches; the larger the batch, the more significant this distinction can be. The
shapes of the OC curves in the acceptance plan mainly depend on the number of precast
elements in the batch, the acceptance criterion, and the type of the adopted distribution
(Figure 13).

The probability of accepting precast concrete products on the basis of an assessment
of attributes with the assumed permissible defectiveness (AQL), the determined number of
precast elements in the batch (n), and the qualifying number (Ac) is variable and increases
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with the increasing number of samples (Table 1). As the number of samples increases, the
OC curves become steeper.

It was found that the OC curves constructed for the Bernoulli, normal, and Poisson
distribution and for the 1‖16 criterion equally protect the buyer against accepting batches
with a defect of 0.05 (Figure 13, Table 1). It was shown that a test plan for normal distribution
much more effectively protects the manufacturer against rejecting batches with a defect
greater than 0.05. Several rejection values for batches with defect levels of 0.01, 0.05, and
0.10 in Table 2 confirm this fact.

Table 2. Number of rejected lots (1-P (w)) according to Table 1 for 1‖16 plan.

Defectiveness
[–]

Probability of Acceptance for the 1‖16
Plan For Different Types of Distribution

RB RP RN RG RChi2

0.01 0.011 0.012 0.001 0.148 0.416
0.05 0.189 0.191 0.211 0.551 0.779
0.10 0.485 0.475 0.534 0.798 0.917

When determining the acceptance probability, it is very important to assume the distri-
bution of the measurable parameters/features and that the test result of the prefabricated
element is random. It is, therefore, advisable not to stop at the one-time examination of
the distribution form of the feature/parameter one is interested in but to examine as many
independent elements as possible to be sure about the type of distribution form of a given
feature/parameter so that it is possible to determine the effectiveness of the acceptance
plan constructed for the assumed type of distribution.

However, when assessing defectiveness after the tests of the manufactured precast
elements based on the constructed AOQ curves for the 1‖5 acceptance plan, it can be
seen that only for the Chi2 distribution for the defect of the controlled area of 0.05–0.1
was the defectiveness of the assessed prefabricated elements lower than the value of 0 or
0.05. Additionally, in terms of the Gamma distribution, the pre-inspection defect at the
level of 0.07 met the post-inspection defectiveness requirement of 0.05. In the case of the
normal, Bernoulli, and Poisson distributions, the defect after the acceptance inspection of
precast elements with defects up to 0.05 corresponded to the defect after the inspection,
also with the value of 0.05 (Figure 14). However, in the case of the application of the 1‖16
acceptance plan and the defectiveness of the controlled area 0.05–0.1 and the adoption of
the Chi2, Gamma, and normal distributions, the defectiveness obtained after the acceptance
inspection of the assessed prefabricated elements was lower than the value of 0.05. In
the case of the Bernoulli and Poisson distributions, the defectiveness after inspection was
slightly higher and amounted to 0.051 and 0.052, respectively (Figure 14). Different values
of the producer’s and consumer’s risks estimated based on OC curves are shown in Table 3.

Table 3 presents the OC curve results for producer’s risk α and consumer’s risk β

with the desired values of AQL = 0.05 and LQL = 0.10. The effects of increasing the sample
size on the OC curve while keeping acceptance number c constant are shown in Table 1
for different control plans: normal, tightened, and reduced. Increasing n while keeping c
constant increased the producer’s risk α and reduced the consumer’s risk β. Raising the
acceptance number for a given sample size increased the risk of accepting a bad lot β. An
increase in the acceptance number from c = 1 to c = 2 increased the probability of obtaining
a sample with two or less defects and, therefore, increased the consumer’s risk β. Thus, to
improve single-sampling acceptance plans, management should increase the sample size n,
which reduces the consumer’s risk β, and increase the acceptance number c, which reduces
the producer’s risk α. The comparison of data in Table 1 shows the following principle:
increasing the critical value for an acceptance number c while keeping the sample size n
constant decreases the producer’s risk α and increases the consumer’s risk β.

299



Materials 2023, 16, 431

Table 3. Producer’s and consumer’s risks for different plans.

Ac‖n

Producer’s and Consumer’s Risks for Different Types of Distribution

RB RP RN RG RChi2 RB RP RN RG RChi2

Producer’s Risk α

(for a Given AQL = 0.05)
Consumer’s Risk β

(for a Given LQL = 0.10)

0‖5 0.226 0.221 0.304 - - 0.590 0.607 0.500 - -

0‖8 0.227 0.33 0.436 - - 0.590 0.449 0.362 - -

2‖5 0.002 0.003 0.001 0.026 0.181 0.991 0.986 0.998 0.910 0.670

1‖8 0.058 0.061 0.037 0.33 0.597 0.813 0.809 0.795 0.449 0.237

1‖16 0.189 0.192 0.211 0.552 0.779 0.515 0.525 0.466 0.202 0.083

2‖16 0.043 0.048 0.084 0.25 0.528 0.789 0.783 0.630 0.525 0.223

Legend: RB—Bernoulli distribution; RP—Poisson distribution; RN—normal distribution; RCh2—χ2 distribution;
RG—Gamma distribution.

The analysis of the OC and AOQ curves shows that it is possible not only to quantify
the probability of acceptance of a batch of manufactured elements but also to quantify the
manufacturer’s and recipient’s risks and defectiveness after the acceptance inspection of
precast elements, and also to select acceptable risk levels and defectiveness values after the
inspection by adjusting the sample size and/or by defining the specification limit, i.e., the
permanent acceptance—Ac.

The value of the estimated acceptance probability related to the quality assessment of
precast concrete products according to the attribute assessment formulated in the subject
codes depends on the adopted distribution, assumed admissible defectiveness, assumed
number of inspected elements, and the qualifying constant, and it is:

• Variable and increases with the increase in the number of samples;
• Depends on the level of control and the type of distribution adopted (be sure about

the type of distribution of the feature under consideration).

The OC curves became steeper with the increase in the number of samples; therefore,
adopting a larger number of elements for testing with tightened control is justified. The
shapes of the constructed OC curves differed depending on the adopted type of distribution
and the number of test elements. The differences in the values of the estimated acceptance
probability were especially noticeable with the defectiveness up to 0.1.

The AOQ curves made it possible to determine the average value of the defectiveness
after the performed acceptance inspection. Defectiveness after inspection depends on
the number of samples, the type of distribution, and the defectiveness of the assessed
prefabricated elements before the control.

The larger the number of samples, the more clearly there were differences between
batches of different quality. It was shown that a larger number of samples more effectively
protects the customer from accepting defective batches, and it also protects the manufacturer
from rejecting batches of precast elements that meet the requirements.

The numbers of samples recommended in the codes are the minimum values; therefore,
the proposed statistical methods enable the adoption of the number of samples that ensure
the safety and reliability of the constructed structures. The number of samples can be
assumed based on the shape of the OC or AOQ curves and the type and reliability class of
the building structures according to EN 1990 [70], i.e., RC1, RC2, and RC3. According to
the literature [54], the minimum statistically justified number of samples is six.

4. Conclusions

In this study, the literature regarding quality assurance and quality control in the
production of precast elements was reviewed. The advantages of prefabrication were
discussed in detail, and the state and prospects for the development of this technology in
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Poland were presented. The survey determined the factors that determine the development
of prefabrication in Poland by investors, architects, and contractors. For investors, the main
factor determining this technology’s choice was the time of investment implementation.
In contrast, the main factor for architects was the quality and technical parameters.

By verifying the advantages of prefabrication, it can be stated that the key advantage
of prefabrication is the high real quality of the product, which is guaranteed by the use of
standardized methods to ensure and control both production and ready-made prefabricated
elements.

European codes recommend the use of quality control procedures that ensure the
implementation of a quality system in precast concrete plants. In addition, they recommend
various measures to ensure quality consistency throughout the production process. These
include the non-destructive and destructive testing of both materials and components,
geometric dimensional checks, visual inspections, etc.

The subject standards allow tests with attribute methods (which determine whether
a certain product feature is compliant or not) and with variables inspections (in which
product features are strictly supervised and the mean value and standard deviation are
measured). In some cases, the measurement of a given feature can be carried out with
both methods. After meeting strictly defined requirements, this decision rests with the
manufacturer. Acceptance based on variable inspection is more accurate and requires more
research, and the calculations are more complicated. For this reason, attribute methods
are often used to assess less important features, while inspection via variables is used to
qualify more important features, e.g., compressive strength. The acceptance inspection
according to the attribute evaluation, as according to the quantitative evaluation, enables
the risk of the producer and the recipient to be balanced by estimating the probability of
acceptance and adopting an appropriate control plan.

Acceptance sampling involves accepting or rejecting a unit (or batch) of goods. The
design of the acceptance sampling process includes decisions about sampling versus normal
inspection, attribute versus variable measures, AQL, α, LQL, β, and sample size. In precast
production, management selects the plan with the code requirements (choosing sample
size n and acceptance number c), and using an OC curve or AOQ curve, the effectiveness of
acceptance plans formulated in the code can be assessed. If the sample size n is increased,
with c, AQL, and LQL fixed, the OC curve would change so that the producer’s risk α

increases while the consumer’s risk β decreases. Furthermore, with an increase in the
critical value c, and with n, AQL, and LQL fixed, the probability of the producer’s risk α

would decrease, but the probability of the consumer’s risk β would increase.
The analysis of the OC and AOQ curves carried out in the research based on alternative

assessment is an innovative solution in prefabrication and can be an important tool for
managing the quality of prefabricated products. The acceptance of a produced batch of
prefabricated elements is based on a sample taken, and the defectiveness of a sample is
identified via the defectiveness in the production process. However, as we know, this
is not accurate. The actual defectiveness in the manufactured elements differs from the
defectiveness in the sample taken, hence the different values of the acceptance probability
depend on the defectiveness in the production.

In the AQL control systems proposed in the standard, based on the OC and AOQ
curves, it is necessary to calculate the current average defectiveness in the process, which
should be estimated based on samples from at least the last 10 batches. The value of
the average defectiveness should be treated as a premise for the decision to switch from
one type of control—normal, tightened, or reduced—to another. The standard simplifies
the requirements governing such control changes and does not consider it necessary
to calculate the average defectiveness value in the process, which does not seem to be
justified. Passage for each quality level was limited to the inspection of individual batches,
disregarding actual process defectiveness. The given example concerning the analysis of
the defectiveness of produced curbs shows the estimation of the average defectiveness in
the process. Based on the data, it was found that the average actual defectiveness of curbs
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in production may be greater than the estimated batch defectiveness. Values of average
defectiveness higher than the admissible values were obtained for the height of the curbs.
The verified batches met the standard requirements for the assessed batches but did not
meet the requirement regarding production defectiveness. Equating batch defectiveness
with process defectiveness is, therefore, not the correct approach, which was confirmed in
the example provided. The analysis of the OC curves for tightened control showed that
batches with clearly worse qualities than the AQL still had a fairly good chance of being
accepted. It may therefore be desirable to supplement the stringent inspection criteria with
some less formal requirements based on current estimations of the average defectiveness in
the process. Based on the analyses carried out, it can be concluded that the requirement to
calculate the average defectiveness in the process at regular intervals may have advantages.
It is advisable for both the producer and the customer to know whether the quality is worse
or better than the AQL value and whether the quality tends to improve or deteriorate. Note
that the average defectiveness in the process calculated over a series of samples was simply
the total number of defective items observed divided by the total number of items in the
samples tested.

A review of the standard quality control procedures recommended in the codes and
the evaluation of their performance using OC and AOQ curves showed no imperfections
in the recommended quality control procedures. Based on the conducted analyses, it was
found that the effectiveness of the quality control system concerning the selective quality
assessment of precast elements depends on the adopted type of distribution of the tested
feature and the adopted number of elements for testing. Quality control becomes less
effective when a small number of samples is used, and acceptance plan control becomes
very critical when many samples are used. Quality control becomes less effective when
small samples are used for the acceptance plan.

The traditional approach to assessing the quality of precast products is through experi-
ments and destructive testing, which are both time- and resource-consuming. The proposed
statistical-approach-based method for quality assessment can be used to overcome these
limitations. The suggested method may be employed in precast production and applied to
predict the quality of precast elements by reducing, i.a., the numbers and scope of testing.
The application of the proposed procedure combined with the use the statistical, fuzzy, or
artificial neural network methods and modern measurement technology can ensure the
reliable assessment of the quality of precast products.
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Abstract: Proper quality assessment of ready-mixed concrete, which is currently the principal
material for construction, land engineering and architecture, has an impact on the optimisation
and verification of correct functioning of individual stages of the production process. According to
the European Standard EN 206 “Concrete–Specification, performance, production and conformity”,
obligatory conformity control of concrete is carried out by the producer during its production. In
order to verify the quality of concrete, investors generally commission independent laboratory
units to perform quality assessment of both concrete mix and hardened concrete, which guarantees
a high quality of construction works. One of the essential tools for ensuring the quality of test
results is the participation of laboratories in the so-called proficiency testing (PT) or inter-laboratory
comparisons (ILC). Participation in PT/ILC programmes is, on the one hand, a tool for demonstrating
the laboratory’s performance, on the other hand an aid for maintaining the quality of available
concrete tests and validating test methods. Positive evaluation is a confirmation of the laboratory’s
capability for performing the tests. The paper presents the results of laboratory proficiency tests
carried out by means of inter-laboratory comparisons, as shown in the example of quality assessment
of ready-mixed concrete for nine participating laboratories. The tests were performed for concrete of
the following parameters: strength class C30/37, consistency S3, frost resistance degree F150, and
water resistance degree W8. This involved determining consistencies, air content and density of
the concrete mix, and compressive strength of hardened concrete. For the evaluation of laboratory
performance results, z-score, ζ-score and En-score were applied. The innovation of the proposed study
lies in employing both classical and iterative robust statistical methods. In comparison with classical
statistical methods, robust methods ensure a smaller impact of outliers and other anomalies on the
measurement results. Following the analyses, clear differences were found between the types of
detected discrepancy of test results, which occurred due to the nature of individual parameters. For
two laboratories, two scores revealed unsatisfactory results for concrete mix consistency. The main
reasons can be pouring into the cone-shaped form a concrete mixture that is too dry, or incorrect
use of a measuring tool also creating a possibility that the obtained value can be wrongly recorded.
Other possible reasons are discussed in the paper. Participation in inter-laboratory comparison
programmes is undoubtedly a way to verify and raise the quality of tests performed for concrete
mix and hardened concrete, whereas individual analysis of the results allows the laboratory quality
system to be improved.

Keywords: ready-mixed concrete; construction architecture material; inter-laboratory comparisons
(ILC); proficiency testing (PT); concrete quality assessment

1. Introduction

Modern structures must meet various design standards concerning durability, er-
gonomics, safety and quality; furthermore, construction has to be executed without harm

Materials 2021, 14, 3475. https://doi.org/10.3390/ma14133475 https://www.mdpi.com/journal/materials
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to the environment and natural resources. With the development of technology and ad-
vanced construction materials, increasingly more requirements are being imposed. Modern
construction consists of structures of possibly minimal impact on the environment [1–3],
which is achieved through proper architectural design, use of proper construction materials
characterised, among other things, by low CO2 emission [4–6], low energy consumption
during operation and construction [7–9], and the possibility of renovation following ex-
tensive use [10,11] or potential malfunction [12,13]. Not without significance is also the
use of construction materials that can be recycled or utilised [14,15]. Hence, both the
design and execution of modern structures requires undertaking measures that involve
employing appropriate quality assessment processes. Assessment is conducted with regard
to both the production of construction materials, and the process of design, execution
and completion of construction works or entire structures. Each of these procedures is of
different character. Quality control of construction materials delivered to the market is
limited by legal provisions, whereas the remaining measures related to the execution of
construction objects can be approached optionally while remaining within the framework
of internal, domestic procedures [16]. Concrete is undoubtedly one of the most frequently
used construction materials [17]. According to a Chatham House report [18], the world
produces 4.4 billion tons of concrete annually, but that amount is expected to rise to over
5.5 billion tons by 2050. Ready-mixed concrete (RMC) is the principal construction material
for civil engineering infrastructure [19]. It should be noted that construction concrete that
is subject to quality control constitutes circa 70% of total concrete production [20]. Quality
assessment may be carried out on various stages of production, delivery, and before and
after laying concrete mix. The intended concrete quality is achieved owing to the selec-
tion of appropriate formulas (ingredients, strength class, exposure class etc.) [21–26], a
production process that is compliant with the procedures [27–29], the mode of transport
and laying of fresh concrete mix, and the proper maintenance of hardened concrete [30,31].
Quality assessment involves the control of conformity and uniformity in compliance with
the recommended criteria. Not without significance for the quality of modern concretes
remains the development of innovative research methods that aid concrete design aimed at
obtaining appropriate properties and durability [32–35], and the development of methods
for the evaluation of the results [16,36].

Concrete testing procedures and quality assurance criteria for ready-mixed concrete
delivered to the construction site are fairly well-established under law, especially under
industry standards. It is also important to underscore the significance and role of technical
specification for execution and completion of construction works. Although appropriate
industry standards contain conformity and uniformity criteria related to concrete produc-
tion control, technical specifications contain, in particular, sets of requirements that are
necessary for determining the standard and quality of works with regard to the manner of
execution of construction works and the evaluation of correctness of execution of individual
stages; these elaborations are custom-developed for each construction project [37].

Industry standards require that the concrete supplier implement a production and
quality control plan—a set of quality requirements with regard to the products and their
production. The plan contains a detailed description of the manufacturing process which
includes stages, organisation, methods and standards of production as well as procedures
and instructions, and the testing and quality control programme [38–43]. For the ready-
mixed concrete supplier, quality assessment involves pro-active measures that allow for
maintaining the quality of concrete by ensuring the cohesion of properties of concrete
mix and hardened concrete between the batches and for the entire duration of the project;
quality assessment also includes appropriate actions and measures taken in the case when
the supplied product does not meet the requirements [38]. In construction practice, in
the execution of concrete works, concrete quality is usually verified by the investor by
commissioning an independent laboratory unit to carry out the tests, which is a guarantee
for quality control of both concrete mix and hardened concrete. As set out by ISO/IEC
17000:2020, “Conformity assessment–Vocabulary and general principles” [44], accreditation
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is “attestation by a third party, related to the unit assessing conformity, providing formal
evidence of its competence for executing defined tasks within the scope of conformity
assessment”. The IOS 17000:2020 standard contains a requirement that the laboratories
have quality control procedures and plan their actions, which would subsequently be
subject to monitoring. The actions should ensure the reliability of test results delivered
to the customer. One of the essential tools for ensuring the quality of test results is
the laboratories’ participation in proficiency testing (PT) or inter-laboratory comparison
(ILC) programmes [45]. In accordance with EN ISO/IEC 17025 [46] and EA-4/18 [47],
accredited laboratories should ensure the quality of the results through participation in
proficiency testing programmes. Involvement in PT/ILC programmes is, on the one hand,
a tool for demonstrating the laboratory’s performance, and on the other hand an aid
for maintaining the quality of available tests and validating test methods. Participation
in comparative PT/ILC programmes is usually paid for, and the services are provided
by domestic and international organisers of PT/ILC programmes. Laboratories may,
however, organise inter-laboratory comparisons with other laboratories on their own
behalf. Such activity is not aimed at qualifying or evaluating the operation of participating
laboratories, yet it allows the obtained results to be analysed individually and used to
improve testing quality. In practice, inter-laboratory testing is most frequently organised
for one of the three following purposes [48–50]: assessment of laboratory proficiency,
certification of reference material, evaluation (validation) of analysis method. Participation
in inter-laboratory comparisons undoubtedly contributes to improving quality systems in
laboratories. This directly translates into the quality of assessment, for instance of concrete,
in the monitored facilities.

The aim of the present paper is the evaluation of laboratory performance by means of
inter-laboratory proficiency tests as carried out for ready-mixed concrete quality assessment,
for nine participating laboratory units. The most innovative element of the study was the
simultaneous use of classical and robust statistical methods. In practice, the most common
procedures employ classical statistical analysis, which is optimal under the assumption of
normality of data distribution and large sample size. Classical statistical procedures involve,
as a first step, the verification of questionable results, e.g., by applying the Grubbs test,
which allows us to identify and remove abnormal values, i.e., outliers. This is only effective
for large data sets, whereas for small-sized samples, removing one or several significant
outliers may greatly alter the classical statistical parameters. In many fields of experimental
research, particularly in destructive testing, the tests are limited to small-sized samples due
to high cost intensity of the testing process. In such circumstances, it is necessary to make
use of all the obtained measurement results, as removing outliers/questionable results from
the sample diminishes the reliability of statistical assessment. Employing robust statistical
methods is recommended, as, in comparison with classical statistical methods, they ensure
a smaller impact of outliers and other anomalies on the measurement results. Quality
assessment of concrete is generally carried out on the basis of small-sized samples, by means
of destructive testing, without the possibility to repeat or complement the measurements.
This is why iterative robust statistical methods, rarely used in concrete quality control, were
proposed for the analysis of inter-laboratory comparative tests. Southern Poland-based
laboratories participated in the programme voluntarily. Concrete tests and analyses were
performed from June to July 2020.

2. Materials and Methods

2.1. Laboratory Proficiency Testing/Interlaboratory Comparison

According to ISO/IEC 17043:2010 [51], laboratory proficiency testing involves the
evaluation of a participant’s performance against pre-established criteria by means of
inter-laboratory comparisons. This allows the laboratory’s capability for conducting con-
crete tests to be assessed, and thus the reliability of the obtained results to be evaluated.
In proficiency testing, the results of the analyses of the same object, obtained in a given
laboratory, are compared with the results obtained independently in one or several dif-
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ferent laboratories. The basic tool for carrying out proficiency testing is inter-laboratory
comparison, which involves the organised conduct and evaluation of testing of the same or
similar objects by at least two laboratories, in accordance with previously determined con-
ditions [52]. Furthermore, inter-laboratory comparisons can be used for different, indirect
purposes, as shown in Figure 1.

Figure 1. Goals of inter-laboratory comparisons. Source: own elaboration based on [53,54].

Participation in proficiency testing programmes constitutes, therefore, an evaluation
of a laboratory’s testing capabilities. It provides an independent, external assessment,
which complements the laboratory’s internal quality control procedures. Participation
in a proficiency testing programme may be a basis for self-evaluation, and contribute to
improving the laboratory’s proficiency; it is, thus, an important, often obligatory element
of the laboratory’s quality control system.

Prior to proceeding with the testing, an appropriately designed and organised pro-
gramme must be prepared in order to determine the type of analytical methods, the type
of test object, and the number of participating laboratories.

While preparing the test object, one should take into consideration all factors that may
influence the reliability of inter-laboratory testing, such as the object’s homogeneity, the
method of sample collection, the object’s stability over time, and the impact of environmen-
tal conditions (during transport and storage) on the test object’s properties. It is crucial
that the material used in proficiency testing is homogenous, and that all participants are
provided with test objects which do not significantly differ in terms of tested parameters.
The material’s uniformity should be documented, and the conditions of its transportation
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and storage, and the timeframe of the testing, should be clearly defined. Test methods
should be unambiguously determined and based on normalised and validated methods.

2.2. Evaluation of Comparative Test Results

The results obtained by the participants are subject to statistical analysis and evalu-
ation. The methods for statistical evaluation of inter-laboratory comparison results are
described in the following standards:

• ISO/IEC 17043 (2010) “Conformity assessment—general requirements for proficiency
testing” [51];

• ISO 13528 (2015) “Statistical methods for use in proficiency testing by inter-laboratory
comparison” [55].

Most of the methods are based on a known assigned value (value attributed to a
particular quantity and accepted [55] and its uncertainty. Assigned value (xpt) is the value
agreed on the basis of the participants’ results in the way described in ISO/IEC 17043
(2010) [51], Annex B.2.1 e) and ISO 13528:2015 [55], Annex C, Algorithm A p.C.3.1.

Assigned value is calculated as arithmetic mean from the participants’ results, having
considered the influences of outliers, with the use of robust statistical methods.

Standard uncertainty of assigned value u(xpt) is determined with the application of
statistical method as described in ISO 13528: 2015 p.7.7.3 [55] and calculated by Equation (1):

u
(
xpt
)
= 1.25· S∗

√
p

(1)

where: p—number of participants,
S*—strong (solid) standard deviation calculated by Equation (2):

S∗ = 1.134

√
∑
(

x∗i − xpt
)2

p − 1
(2)

where: xi*—results obtained by the participants after applying robust statistics,
xpt—assigned value, calculated as strong (solid) mean from the participants’ results.
Expanded uncertainty (Ur) of the assigned value, with expansion coefficient k = 2 and

confidence level circa 95%, is calculated by Equation (3):

Ur = 2·U(xpt
)

(3)

2.3. Means of Proficiency Assessment and Evaluation Criteria for Laboratory Activity Results

Laboratory activity results are usually presented with the use of z-score, ζ-score and
En-score, which are determined in accordance with ISO/IEC 17043: 2011 [51], Annex B,
B.3.1.3 c) and d), and calculated by Equations (4)–(6):

• z-score (4):

z =
xi − x∗

SD
(4)

where: SD—standard deviation for proficiency test assessment, determined considering
the results of all participants,

xi—result reported by the participant,
x*—assigned value, determined as strong (robust) mean from the participants’ results.

• ζ-score (5):

ζ =
xi − x∗√

μxi
2 + μx∗2

(5)

where: xi—result reported by the participant,
x∗—assigned value, determined as strong (robust) mean from the participants’ results,
μxi —standard uncertainty estimated by the participant,
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μx∗—standard uncertainty of assigned value x∗.

• En-score (6):

En =
xi − x∗√

Uxi
2 + Ux∗2

(6)

where: xi —result reported by the participant,
x∗—assigned value, determined as strong (solid) mean from the participants’ results,
Uxi —measurement uncertainty estimated by the participant,
Ux∗—measurement uncertainty of assigned value x∗.
The results of the laboratories’ activity are evaluated with the use of z-score. By

assessing a participant’s performance by means of z-score, both the trueness and precision
of the obtained result are addressed [52]. ζ-score and En-score can be applied in combination
with z-score as an aid for improving the laboratories’ activity [56,57]. ζ-score and En-score
depend on the participants submitting accurate measurement uncertainty estimates along
with their result, a procedure not easily adhered to [52].

Assessment according to z-score, ζ-score and En-score is applied to all results, including
those which, as outliers, were not considered in statistical calculations of the assigned value
and its standard deviation. The results of actions of the programme’s participants were
evaluated according to the following criteria (Table 1):

Table 1. Assessment of results according to the values of individual scores [52].

z-Score * ζ-Score En-Score

• |z| ≤ 2.0–satisfactory result
• 2.0 < |z| < 3.0–questionable result
• |z| ≥ 3.0–unsatisfactory result

• |ζ| ≤ 2.0–satisfactory result
• 2.0 < |ζ| < 3.0–questionable result
• |ζ| ≥ 3.0–unsatisfactory result

• |En| ≤ 1.0–satisfactory result
• |En| > 1.0–unsatisfactory result

* Assessment according to z-score is not performed when the number of results for the tested parameter is lower than 8.

Is it worth mentioning that the paper [45] presented an approach toward the analysis
of inter-laboratory comparison results for a small number of laboratories (2) and small
number of samples (3), which can apply for e.g., a construction product for which tests and
test elements are very expensive.

2.4. Laboratory Proficiency Tests with Regard to Testing Concrete Mix and Hardened Concrete

The tests involved the participation of nine southern Poland-based laboratory units.
For confidentiality reasons, the present elaboration did not include the names or addresses
of the laboratories. The proficiency testing programme considered test objects, measured
parameters, and methods of testing concrete mix and hardened concrete as shown in
Table 2.

Table 2. Test objects, measured parameters and recommended standard test methods.

Proficiency Test Object
Measured

Parameters/Properties
Test Method According to:

Concrete mix
Sample collection EN 12350-1 [37]

Consistency EN 12350-2 [38]
Concrete mix density EN 12350-6 [40]

Concrete
Air content EN 12350-7 [41]

Compressive strength EN 12390-3 [39]

The laboratory proficiency testing programme was designed following the guidelines
set out by ISO 13528:2015 [55], Annex B, and consisted in the collection of samples of
concrete mix, and the preparation and maintenance of concrete samples by each of the
participating laboratories. This is why the concrete mix was the only area of uniformity and
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stability control of the test object. For concrete sample testing, together with sample collec-
tion, inter-laboratory assessment involves the preparation and maintenance of concrete
samples, and all related measures, including the transport of samples to the participants’
laboratories. For concrete samples, the test object’s instability effects were eliminated, as the
testing programme assumed that the preparation, maintenance and assessment of concrete
samples should be carried out by each participant at the same time (concrete compressive
strength test—28 days after preparing test forms).

As the properties of concrete mix change over time, the quickest possible method was
adopted for collecting samples. It was assumed that all samples would be collected within
circa 15 min, in a single place.

Due to the availability, universality and cost-efficacy of testing methods, immediate
tests of consistency and/or air content were employed to determine uniformity and stability
of concrete mixes. For all participants, the manner of sample collection, preparation, testing
and transportation complied with the recommendations set out by the relevant industry
standards (Table 1) and programme-specific guidelines. Comparative tests were performed
for concrete of the following parameters: strength class C30/37, consistency S3, frost
resistance degree F150 and water resistance degree W8.

3. Results and Discussion

Based on the test results obtained by each of the participating laboratories, a number
of parameters was calculated for the purpose of statistical quality assessment of per-
formed measurements, in compliance with the recommendations of individual industry
standards [38–43] and the testing programme designed according to [53,55]. The most
important parameters for laboratory assessment are: standard deviation, expanded uncer-
tainty, and z-score, ζ-score and En-score. Calculated values were presented in Tables 3–7 and
Figures 2–4.

Table 3. Table of obtained values of basic statistical parameters for individual participating laboratories with regard to
measurements performed for concrete mix consistency with the use of classical statistical method.

Lab Code
Consistency

Test Result mm
Mean Value

mm
Standard

Deviation mm
Expanded

Uncertainty mm

Result Expressed as an Interval,
as Reported by the Laboratory

(Result Minus/Plus
Measurement Uncertainty) mm

Lab A 130

128 11 15

115–145
Lab B 130 115–145
Lab C 130 115–145
Lab D 130 115–145
Lab E 130 115–145
Lab F 140 125–155
Lab G 110 95–125
Lab H 110 95–125
Lab I 140 125–155
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Table 4. Table of obtained values of basic statistical parameters for individual participating laboratories with regard to
measurements performed for concrete mix air content with the use of classical statistical method.

Lab Code
Air Content Test

Result %
Mean Value %

Standard
Deviation %

Expanded
Uncertainty %

Result Expressed as an Interval,
as Reported by the Laboratory

(Result Minus/Plus
Measurement Uncertainty) %

Lab A 1.6

1.7 0.2 0.3

1.3–1.9
Lab B 1,8 1.5–2.1
Lab C 1.8 1.5–2.1
Lab D 1.6 1.3–1.9
Lab E 1.4 1.1–1.7
Lab F 1.8 1.5–2.1
Lab G 1.8 1.5–2.1
Lab H 2.1 1.8–2.4
Lab I 1.5 1.2–1.8

Table 5. Table of obtained values of basic statistical parameters for individual participating laboratories with regard to
measurements performed for concrete mix density with the use of classical statistical method.

Lab Code
Density Test
Result kg/m3

Mean Value
kg/m3

Standard
Deviation kg/m3

Expanded
Uncertainty

kg/m3

Result Expressed as an Interval,
as Reported by the Laboratory

(Result Minus/Plus
Measurement Uncertainty)

kg/m3

Lab A 2287

2290 6 65

2222–2352
Lab B 2279 2214–2344
Lab C 2301 2236–2366
Lab D 2289 2224–2354
Lab E 2293 2228–2358
Lab F 2286 2221–2351
Lab G 2296 2231–2361
Lab H 2291 2226–2356
Lab I 2288 2223–2353

Table 6. Table of obtained values of basic statistical parameters for individual participating laboratories with regard to
measurements performed for concrete compressive strength with the use of classical statistical method.

Lab Code
Compressive
Strength Test
Result MPa

Mean Value
MPa

Standard
Deviation MPa

Expanded
Uncertainty

MPa

Result Expressed as an Interval,
as Reported by the Laboratory

(Result Minus/Plus
Measurement Uncertainty) MPa

Lab A 49.40

47.58 1.46 2.20

47.20–51.60
Lab B 45.95 43.75–48.15
Lab C 47.05 44.85–49.25
Lab D 47.10 44.90–49.30
Lab E 46.65 44.45–48.85
Lab F 46.00 43.80–48.20
Lab G 47.40 45.20–49.60
Lab H 48.70 46.50–50.90
Lab I 50.10 47.90–52.30
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Table 7. Values of statistical parameters for individual parameters/properties of concrete mix and hardened concrete
according to classical and robust statistics.

Statistical Parameter

Parameter/Property Concrete Mix Concrete

Consistency mm Air Content % Density kg/m3 Compressive
Strength MPa

Mean 128.0 1.70 2290 47.6
standard deviation 10.9 0.20 6.2 1.46

assigned value (robust mean) 130.0 1.80 2289 47.1
robust standard deviation 0.0 0.30 4.5 1.63

standard uncertainty of assigned value 0.0 0.12 1.8 0.68
expanded uncertainty of assigned value 0.0 0.28 4.2 1.5

In data analysis and inter-laboratory comparative testing, various statistical tests,
e.g., the Grubbs test, are performed to identify and remove outliers. This is appropri-
ate and effective only for large samples. For concrete mix and hardened concrete tests
(small samples), removing some data items (from one to three test results) significantly
decreases the accuracy of uncertainty estimation, which is why the conducted analyses
employed robust statistical methods, designed for robustness against slight deviation from
the model (particularly the occurrence of outliers) [56,57]. The calculations were performed
in compliance with ISO 13528: 2009-01 “Statistical method for use in proficiency testing
by inter-laboratory comparisons”, Annex C (normative) Robust Analysis [55]. The values
of statistical parameters determined with the use of classical and robust methods were
presented in Table 7.

Figure 2. The value of z-score based on the results of the tests conducted by the participating
laboratories, which performed measurements of density of concrete mix and compressive strength of
hardened concrete according to the classical statistical method.
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Figure 3. The value of ζ-score based on the results of the tests conducted by the participating
laboratories, which performed measurements of density of concrete mix and compressive strength of
hardened concrete according to the classical statistical method.

Figure 4. The value of En-score based on the results of the tests conducted by the participating
laboratories, which performed measurements of density of concrete mix and compressive strength of
hardened concrete according to the classical statistical method.

The next step of the calculations was to determine, based on the obtained statistical
parameters (Table 6), the values of individual measures that would allow the laboratories’
proficiency to be assessed, i.e., the values of z-score, ζ-score and En-score. On the basis of
the inter-laboratory proficiency tests performed, all participating southern Poland-based
laboratories which carry out tests of concrete mix and hardened concrete conduct them on
a satisfactory level, as confirmed by the obtained z-score values |z| < 2.0 (Figure 2).

The obtained values of ζ-score and En-score for seven out of nine laboratories indicate
satisfactory proficiency in determining consistency, air content and density of concrete mix,
and compressive strength of hardened concrete (Figures 3 and 4).
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Only for two laboratories, defined as Lab G and Lab H, the obtained values of ζ-score
and En-score reveal unsatisfactory application by the participants of the methods for testing
and consistency determination. The value of ζ-score indicates that the results obtained for
the consistency parameter are questionable, whereas the value of En-score shows the results
to be unsatisfactory (Figures 3 and 4).

In both cases, the limit value for ζ-score was exceeded by 18.5% → ζ score = 2.37, while
the limit value for En-score was exceeded by 19% →En-score = 1.19. This is not a significant
exceeding of a satisfactory value, but one that constitutes a questionable result, which
suggests undertaking appropriate measures with the aim to establish the causes of incorrect
assessment of the consistency of concrete mix. Questionable results might be, in this case,
caused by pouring into the cone-shaped form a concrete mixture that is too dry, or incorrect
use of a measuring tool. Most tests, such as the slump flow test and the slump test, are
carried out by operators by using a ruler or a stopwatch, which is why measurement errors
are inherent, and the measured value may vary depending on the operator [58]. There is
also a possibility that the obtained value can be wrongly recorded or easily manipulated
after measurement. If concrete of insufficient workability is used for construction due to
inaccurate measurement results or incorrect data records, it will cause future problems in
terms of structural safety [58,59]. Consistency determines the ease of mixing concrete in
a form for a given method of laying concrete. Fluidity parameters should comply with
the overall plan of the project, as proper concrete consistency allows the durability of a
structure to be predicted. Monitoring concrete fluidity [60,61] and durability [62–64] is
considered crucial in long-distance transport of concrete required for constructing tower
blocks and long-span bridges.

For z-score values determined with the use of classical and robust statistical method, re-
gression and correlation analysis was performed. Figure 5 shows graphs of regression func-
tions of z-score in classical statistics and z-score in robust statistics for various parameters.

Figure 5. Cont.
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Figure 5. Regression functions of z-score in classical statistics and z-score in robust statistics for various
parameters: (a) consistency; (b) air content; (c) density; (d) compressive strength.

High positive correlation can be observed between z-score in classical statistics and
z-score in robust statistics. Pearson product–moment correlation coefficients for z-score in
classical statistics versus z-score in robust statistics are presented in Table 8.
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Table 8. Correlation of z-score for the results of two methods: robust and classical statistics.

Property

Result Value/Method
Correlation of z-Score for the

Results of Two Methods
Classical Statistics: Mean

Value; Standard Deviation

Robust Statistics: Robust
Value; Robust Standard

Deviation

Consistency 127.78 mm 130.00 mm
0.99110.93 mm 0.00 mm

Air content
1.71 % 1.80 %

0.8140.21 % 0.30 %

Density 2289.92 kg/m3 2289.00 kg/m3
0.9726.22 kg/m3 4.45 kg/m3

Compressive strength 47.58 MPa 47.10 MPa
0.9061.46 MPa 1.63 MPa

Combination of classical and robust statistical methods with the use of z-score can
reduce the risks related to laboratory activities. In classical and robust statistics, z-score
parameters, based on an assigned value, are more effective in detecting a laboratory having
outlier results. Z-score, which is based on the difference between the reported result and
the assigned value, is particularly useful for detecting discrepancies between laboratories,
and may prove helpful in improving their activities. Neither of these methods nor their
combination guarantee proper assessment, and they should not be used for the main
assessment of laboratory performance in inter-laboratory comparisons. Methods for robust
estimation in small samples do not improve the efficiency of the z-score parameter in
detecting discrepancies of test results. In ISO 13528 [55], Annex D1, it is underscored
that some of the procedures for performance evaluation are unreliable when used for
too small a number of participants. The conclusions are consistent with the information
given in ISO 13528 [55] and in [45]. Assessment of reliability of small sample size tests is
a difficult problem to solve in inter-laboratory comparisons of ready-mixed concrete. In
such circumstances, it seems justified to refrain from activities aimed at ensuring testing
quality by means of inter-laboratory comparisons, and focus on other aspects, such as the
personnel’s competencies and equipment suitability. However, laboratories, particularly
those responsible for carrying out tests of ready mix concrete that affect construction
safety and quality, tend to be concerned about the correctness of test results. An inter-
laboratory comparison could help them assess whether differences between laboratories
are significant, and gain more confidence in their results. Such comparisons—as presented
in the paper—give both the laboratory and its customer a slightly higher sense of security.

4. Conclusions

Proper quality control of concrete does not only influence the optimisation and ver-
ification of correct functioning of individual stages of the production process, but also
directly impacts certification related to factory production control. Quality control is the
basis for ensuring that the production plant meets at least the requirements and recom-
mendations set out by EN 206:2014 “Concrete–Specification, performance, production and
conformity”. The standard introduced a novel approach toward designing the composition
and planning the production of concrete mixes, and evaluating concrete with regard to
technical parameters. In turn, quality control through laboratory proficiency tests, for
instance with regard to testing concrete mix and hardened concrete, allows individual
laboratory units’ capability to perform specific research to be evaluated. For accredited
laboratories, in order to monitor the reliability of the obtained results, participation in
inter-laboratory comparison programmes or proficiency testing programmes is required by
ISO/IEC 17025:2005. For the remaining research units, participation in such programmes is
undoubtedly a means of verifying and improving the quality of conducted analyses, as well
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as a platform for exchanging experiences and views (after performing and documenting
measurements), both for individual employees and the entire laboratory.

Comparative tests discussed in the present paper, conducted for nine participating
laboratories, provided interesting data for scientific consideration. For the purpose of the
tests, selected parameters/properties of concrete mix and hardened concrete were analysed.
Z-score was applied to evaluate laboratory proficiency, whereas ζ-score and En-score were
used for improving the laboratories’ performance. For the laboratories defined as Lab G
and Lab H, the results obtained provided information about irregularities, which made
it possible to take adequate corrective measures with the aim to determine the causes of
inappropriate assessment of concrete mix consistency.

Experiences gained from the conducted tests reveal a need to continue this type of
project, with the cooperation of both past participants and new laboratory facilities, for
the purpose of improving the quality of activities conducted by research units. A tangible
aspect of regular participation in comparative tests, with positive results, is an increase in
customer trust and the evidence of the laboratory personnel’s competencies.
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30. Federowicz, K.; Kaszyńska, M.; Zieliński, A.; Hoffmann, M. Effect of curing methods on shrinkage development in 3D-printed

concrete. Materials 2020, 13, 2590. [CrossRef]
31. Al Ajmani, H.; Suleiman, F.; Abuzayed, I.; Tamini, A. Evaluation of Concrete Strength Made with Recycled Aggregate. Buildings

2019, 9, 56. [CrossRef]
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Abstract: In this study, the results obtained by 19 laboratories participating in 2 editions of the
interlaboratory comparison (ILC) determining 2 properties of ceramic tiles adhesives (CTAs), i.e.,
initial tensile adhesion strength and tensile adhesion strength after water immersion following EN
12004, were analyzed. The results show that participating laboratories maintain a constant quality
of their work. The use of z-score analysis, under ISO 13528, allows for classifying 89.5% to 100%
of laboratories as satisfactory, depending on the measurement’s kind and edition. The remaining
laboratories are classified as questionable. The investigation of the predominant mode of failure of
the CTA’s samples tested in the two editions shows significant differences. From the perspective
of laboratories, the goal of the ILC has been achieved. From the standpoint of a manufacturer who
evaluates a product’s properties when placing it on the market, the results indicate the necessity of a
particular treatment of the product evaluation process because the variability of the obtained results
is significant. It increases the possibility of the product failing to meet the assessment criteria verified
by the construction market supervision authorities. The manufacturer must consider all possible
variations in the risk analysis, including the ILC results, to improve the assessment process of CTAs.

Keywords: interlaboratory comparison (ILC); proficiency testing (PT); risk analysis; measurements
uncertainty (MU); ceramic tiles adhesive (CTA); assessment and verification of constancy of
performance (AVCP); construction product; market surveillance

1. Introduction

The assessment and verification of constancy of performance (AVCP) of products in
EU countries is a complex and multidimensional process. The rules for placing construction
products on the market define the Construction Products Regulation (CPR) [1]. This
document describes a harmonized system of assessing, performance expression, and
conditions for CE marking, while controlling the constancy of the assessment results, which
should remain constant.

The laying down of a product on the market is always associated with a risk, which
is considered in different categories. Risk is an ambiguous concept, challenging to de-
fine. However, risk assessment is a fundamental technical framework for systematically
analyzing the risk associated with an industrial activity [2]. Effective risk management
requires essential knowledge about people’s perceptions of risk in their industry [3]. The
construction industry, in general, is risky, and the risks involved in building construction
objects are highly complex [4]. The risk related to the quality of construction products is
only one out of several dozen identified in the construction process [5]. In the scientific
literature, the risk related to the construction product’s non-compliant evaluation criteria is
often not presented [6–10], very rarely from the manufacturer’s perspective [11,12].

It is essential for all market participants that the products are safe. Knowledge from
internal and external sources should be considered to create any product. In most cases,
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in-house knowledge is dominant, and, of course, producers know the level of safety/risk
related to their product development. From the manufacturer’s perspective, it is a problem
when market supervision bodies will negatively assess their product. A particular situation
is when this happens due to negative test results ordered by market surveillance authorities,
and, of course, it may occur in many cases. One of them is when the actual values of
the product’s performance are close to the threshold value of the evaluation criterion
(declared value), and when the evaluation methods are incorrectly selected. A proper,
holistic understanding of risk allows manufacturers to make appropriate decisions to
protect against adverse effects, including uncertainty analysis [6,7,13]. Such understanding
is crucial to avoid contentious situations. Conducting a risk analysis by the product’s
manufacturer, including the measurement uncertainty (MU) related to the measured and
declared performance of the product, is fundamental for the correct determination of the
stability of the product’s performance and safe use. It is also necessary for the continuous
maintenance of the product as compliant with the assessment criteria. All measurements
are erroneous; it is essential to know what size of measurement error accompanies the
measurement [14]. However, since it is not possible to identify the sources and values of all
systematic errors (and their directions) for any given measurement result, as well as the
value of the random error occurring at a given time, the MU criterion is commonly used,
inter alia, in clinical chemistry [15–17]. This parameter characterizes the dispersion of the
quantity values attributed to a measurand (quantity intended to be measured) based on the
information used [18]. It is essential to add that MU is a “non-negative” parameter [14].
Failure by the manufacturer to consider the consequences of uncertainty, including MU,
during product development and the production process may result in a situation in which
the product assessed as conforming may be non-compliant. It is also possible that a product
rejected as non-compliant may be a compliant product [19,20]. Note that uncertainty in
measurements is an operational concept that only relates to quantitative values assigned
to the measurand based on the available information, the model of the measurement
procedure, and the probabilistic assumptions used [21]. However, it is also essential to
be aware that the measurement information provides only partial information about the
actual product characteristic. When taken into account during the product assessment, it
minimizes the adverse effects of incorrect evaluation. Still, it is not always sufficient to
permanently deliver a product that complies with the assessment criteria [22]. Knowing
the MU value for a given measurement method minimizes the risk of obtaining results that
do not meet the evaluation criterion; for example, modifying the product recipe resulting
in a change (usually increase) of the product parameter value. Such an operation, however,
is generally associated with an increase in production costs. Of course, the MU related to
the testing method of product properties is one of the many factors that the manufacturer
needs to consider.

All laboratories aim to provide reliable information. Most of the measurements aim
to assess compliance with a specification or regulation [23]. In this case, the measurement
itself is not the goal but the basis for making objective decisions [24]. Conformity decisions
are made for different products in many application areas without transparent and harmo-
nized risk sharing, due to MU between the consumer and the producer/supplier of the
product [24]. Performing measurements to assess compliance with specifications requires
further development. Mainly, where shortcomings are observed, i.e., in the description
of the measurement process, recognition that confidence in the measured result depends
not only on its uncertainty but also on its integrity and further development of validated
methods for the performance assessment [25,26]. Interlaboratory research plays an essential
role in ensuring the quality of laboratory testing. The growing interest in this topic reflects
the scientific literature [9,27–36]. In interlaboratory comparisons (ILCs) dominate clinical
chemistry, biochemistry, medicine, and pharmacy researches. Construction products are
much less the subject of the ILCs. In addition, the testing and assessment of construction
products is still not precisely defined in terms of uncertainty, methods of estimation, and
taking into account [8]. For construction products, a small number of tests and a limited
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number of participants are ILC limitations [9,36]. An additional difficulty is that most of
the measurement methods used for assessment with evaluation criteria are destructive in
the case of construction products. Thus, it is not possible to repeat the test with the same
sample. In the future, the situation will change due to the standardization regulations
creating new requirements for selected construction products related to the possibility of
ILC/PT performance [37].

ILC is considered primarily in the aspect of proficiency testing (PT), understood as part
of a quality system that provides an external assessment that a laboratory’s performance
meets the requirements. PT is also understood to mean that an individual laboratory
evaluates its performance for the intended purposes. A significant tenet of ILC is to prove
the laboratory’s ability to reproduce the results generated by the other laboratories. The ILC
is also considered a learning exercise and is associated with terms such as quality control
and certification. Those, as mentioned above, are the main goals of ILCs. In the scientific
literature, ILCs are not perceived as a tool providing information to the manufacturer that
can be used to verify the product recipe, so that the product meets the evaluation criteria
during external evaluation. ILCs are also not considered a tool to verify the test methods
specified in the standards for product assessment.

This study compares the results of the ILCs of ceramic tile adhesives (CTAs) orga-
nized by Ceprocim, carried out in two editions, i.e., in 2019–2020 and 2020–2021. The
research organized by Ceprocim aimed to demonstrate that the systematic participation
of laboratories in ILC improves the quality of their work. Based on the ILC results, the
importance of the laboratories’ participation in the PT will be analyzed. The authors will
analyze the obtained results from the perspective of laboratories participating in the ILC.
The ILC results will also be considered in the manufacturer’s risk analysis, accompanying
the product evaluation process. Based on the results, the authors will discuss the potential
need to modify the requirements and methodology specified in EN 12004 [38]. There arises
the need for discussion due to the application by market surveillance authorities of the
simple acceptance rule, which does not consider the variability resulting from measurement
uncertainty.

As mentioned before, few scientific papers discuss ILC for construction materials.
Additionally, the articles published so far consider the ILC/PT in terms of assessing the
competence of the work of laboratories. Conclusions resulting from PT are discussed
between laboratories and institutions that granted laboratory accreditation. There are no
studies in the scientific literature discussing how the results obtained in the ILC/PT can
be the subject of a risk analysis conducted by the producer. Results of the ILC/PT also
indicate possible modifications to the standards to improve them and make them more
useful for both producers and users of products.

2. Materials and Methods

2.1. Short History of Interlaboratory Comparisons Organized by Ceprocim

In 2007, the Romanian laboratory Ceprocim (notified body number 1830), authorized
to test in the scope of EN 12004, initiated a project of ILC of the initial adhesion strength of
cementitious CTAs. Nine laboratories, mainly Romanian, participated in the first edition
of ILC, while twenty-seven laboratories of research institutes and manufacturers of CTAs
from the following nine countries participated in the fifth edition: Austria, Bulgaria,
Croatia, the Czech Republic, Germany, Poland, Portugal, Romania, and Slovenia [30].
Proficiency tests/interlaboratory comparisons organized by Ceprocim were carried out
according to uniform rules and the requirements of EN ISO/IEC 17043 [39]. All laboratories
used identical concrete slabs for the tests and the same ceramic tiles provided by the test
organizer. According to the study’s authors, more than 90% of the test results obtained by
the participating laboratories can be described as satisfactory (|z| ≤ 2) according to EN
ISO/IEC 17043, and the remaining were questionable or unsatisfactory [30].

In 2014, Ceprocim extended the research to the second characteristic—adhesion
strength after water immersion. In 2018, during the tenth jubilee edition of the study,
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three characteristics were measured: initial adhesion strength, adhesion strength after
immersion in water, and open time [34]. The last extension of the scheme took place in
2020, when two more tests were introduced: tensile adhesion strength after heat aging
and tensile adhesion strength after the freeze-thaw cycle [40]. Randomly assigning a code
number to each laboratory in each edition ensures confidence in the entire study. Reference
to each laboratory in all reports is made by code number.

Concrete slabs of various origins were used for the twelve editions of the ILC. Each of
the laboratories participating in the eleventh and twelfth editions used their own concrete
slabs.

It is also important to note that the laboratories participating in ILCs organized by
Ceprocim represent both accredited laboratories according to EN ISO/IEC 17025 [41] and
non-accredited laboratories. Twenty-nine laboratories participated in the eleventh edition
of the ILC (2019–2020) and twenty-seven in the twelfth edition a year later. Nineteen
laboratories participated in both the eleventh and twelfth editions, and the results obtained
by these laboratories are discussed later in this paper. The 19 laboratories are from the
following countries: Austria—1, Germany—3, Greece—2, Italy—1, Mauritius—1, Poland—
1, Portugal—1, Republic of Moldova—1, Romania—5, Slovenia—1, Spain—1, and United
Arab Emirates—1.

2.2. Ceramic Tile Adhesives (CTAs)

CTAs are an important group of construction products intended to install ceramic
cladding for internal and external purposes [42]. Ceramic tiles are commonly used on all
continents. In 2020, their production reached 16.093 billion m2, while consumption was
slightly lower and amounted to 16.035 billion m2 [43]. Assuming an average consumption
of 4 kg CTA per 1 m2 of ceramic cladding, this means a global production of about 65 million
tons of CTAs.

Requirements for all CTAs (cementitious, dispersion, and reaction resin) applying to
all member states of the EU, three of the EFTA members (Iceland, Norway, and Switzer-
land), and other states (United Kingdom, North Macedonia, Serbia, and Turkey) specify EN
12004. EN 12004 was first published in 2001, and the last version of the standard published
in the list of European harmonized standards [44] is EN 12004:2007+A1:2012 [38]. The next
version of the standard published by CEN in 2017, i.e., EN 12004-1:2017 [45], has not yet
been included in the list of harmonized standards published in the Official Journal of the
European Union and, therefore, cannot be the basis for the assessment and verification of
constancy of performance. Based on the EN 12004, the global standard ISO 13007-1 was
implemented in 2004 [46]. Establishing the standard specifying requirements, terminology,
working methods, and application properties for CTAs for internal and external tile instal-
lations on walls and floors by the ISO organization has resulted in their harmonization
worldwide. The current ISO 13007-1 standard comes from 2014 [47].

The fundamental issue in ILC is that the tested product (CTA), and other materials
used for the tests, i.e., concrete slabs and ceramic tiles, are identical. The organizer provided
the CTA and ceramic tiles in the analyzed studies, and each of the participating laboratories
provided concrete slabs. Residual CTA determinations were repeatedly performed on a
250 μm sieve to ensure that the CTA was homogeneous. Checking the adhesive homo-
geneity was performed with the same equipment, by the same operator, during a short
period. The sample was considered homogeneous when all the results had been placed in
the range: average residue value on the 250 μm sieve ± 2 s (%). The value of s represents
the standard deviation of repeatability.

The CTA used in the research was classified as C2E under the requirements of EN
12004 [38]. The initial adhesion strength and adhesion strength after water immersion were
determined following the test methods and using auxiliary materials (concrete slab, ceramic
tiles) specified in EN 12004 [38]. Finally, it is essential to note that each ILC participant
received also written guidelines, in addition to the CTA, for the study and ceramic tiles.
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2.3. Evaluation of the Results Using the z-Score

For the statistical calculation, algorithm A in Annex C from the standard ISO 13528 [48]
was used. It implies, for initial adhesion strength, for tensile adhesion strength after heat
aging, for tensile adhesion strength after water immersion, for tensile adhesion strength
after freeze-thaw cycle, and for open-time after not less than 30 min, calculation of the
robust values for average and for standard deviation, from the results obtained of each
participant.

Based on an iterative calculation, the calculus of robust average (x*) and the robust
standard deviation (s*) were made. The calculation was carried until there was no change
from one iteration to the next in the third significant figure in the robust standard deviation
and the equivalent figure in the robust average. The value obtained for the robust average
after the last iteration represents the assigned value (xpt), chosen to be the consensus value.

The standard uncertainty u(xpt) of the assigned value is given by Equation (1):

u(xpt) = 1.25 × σpt/
√

p (1)

where:

σpt—standard deviation for proficiency assessment,
p—the number of participant laboratories that carried on the test on concrete slab.

The z-score is calculated with Equation (2):

Zi = xi − xpt/σpt (2)

where:

xi—the value obtained by each participant for each test,
xpt—the assigned value on total participants for each test.

The evaluation of the results was made according to EN ISO/IEC 17043:2010, as
follows:

• satisfactory, when |z| ≤ 2;
• questionable, when 2 < |z| < 3;
• unsatisfactory, when |z| ≥ 3.

In the z-score calculation program, the assigned value and the robust standard devia-
tion value obtained after the last iteration have been used as they result from calculation
without being round.

The interpretation mentioned above of z-score is conventional (see ISO/IEC 17043:
2010 [30], B.4.1.1.). A result that gives 2.0 < |z| < 3.0 is considered to give a warning signal.
Participants of the ILC/PT should be advised to check their measurement procedures fol-
lowing warning signals if they indicate an emerging or recurrent problem. The justification
for using the limits of 2.0 and 3.0 for z-score is as follows. Measurements that are carried
out correctly are assumed to generate results that can be described (after transformation,
if necessary) by a normal distribution with mean xpt and standard deviation σpt. z-score,
which will then be normally distributed with a mean of zero and a standard deviation of
1.0. Under these circumstances, only about 0.3% of scores would be expected to fall outside
the range −3.0 ≤ z ≤ 3.0, and only about 5% would be expected to fall outside the range
−2.0 ≤ z ≤ 2.0.

3. Results

The initial tensile adhesion strength, tensile adhesion strength after water immersion
of CTA, and the predominant mode of failure obtained in the eleventh edition of the ILC
(2019–2020) and the twelfth edition (2020–2021) are presented in Tables 1 and 2.
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Table 1. The initial tensile adhesion strength and tensile adhesion strength after water immersion of
CTA with the predominant mode of failure obtained by 19 laboratories in the eleventh ed. (2019–2020).

Participant
Code

Initial Tensile
Adhesion Strength

Tensile Adhesion Strength
after Water Immersion

[N/mm2]
Dominant Failure

Pattern
[N/mm2]

Dominant Failure
Pattern

1 1.5 AF-T 0.7 AF-T

2 1.9 70% CF-A/30%
AF-T 0.7 50% CF-A/50%

AF-T
3 1.0 CF-A 0.7 CF-A
4 1.3 AF-T 0.4 AF-T
5 2.4 CF-A 1.0 CF-A
6 1.9 CF-A 1.1 AF-T
7 1.7 CF-A 0.9 CF-A
8 1.6 CF-A 1.2 CF-A
9 1.8 CF-A 0.8 CF-A
10 1.6 CF-A 0.9 CF-A
11 1.8 AF-T 0.6 AF-T
12 1.3 CF-A 0.6 CF-A
13 1.8 CF-A 0.8 CF-A
14 1.8 CF-A
15 1.3 CF-A 0.4 CF-A

16 2.0 70% CF-A/30%
AF-T 0.8 40% CF-A/60%

AF-T
17 2.1 CF-A 1.1 CF-A
18 1.6 AF-T 1.3 AF-T
19 1.5 CF-A 0.8 CF-A

CF-A—cohesive failure within the adhesive, AF-T—adhesion failure between adhesive and tile.

Table 2. The initial tensile adhesion strength and tensile adhesion strength after water immersion of
CTA with the predominant mode of failure obtained by 19 laboratories in the twelfth ed. (2020–2021).

Participant
Code

Initial Tensile
Adhesion Strength

Tensile Adhesion Strength
after Water Immersion

[N/mm2]
Dominant Failure

Pattern
[N/mm2]

Dominant Failure
Patten

1 1.5 CF-A 0.9 AF-T

2 1.4 50% CF-A/50%
AF-T 0.5 5% CF-A/95% AF-T

3 1.6 CF-A 0.8 CF-A
4 1.7 CF-A 1.0 CF-A
5 1.9 CF-A 0.6 AF-T
6 2.0 CF-A 1.0 AF-T
7 1.9 CF-A 0.6 CF-A
8 1.3 CF-A 1.1 CF-A
9 1.6 CF-A 1.1 CF-A
10 1.6 CF-A 0.9 AF-T
11 1.3 AF-S 0.6 AF-T
12 1.5 AF-T 0.4 AF-T
13 1.8 CF-A 0.9 CF-A
14 2.4 AF-S 1.3 AF-T
15 1.9 CF-A 1.5 CF-A

16 1.9 50% CF-A/50%
AF-T 0.6 20% CF-A/80%

AF-T
17 2.7 CF-A 1.1 CF-A
18 2.0 CF-A 1.1 CF-A
19 2.0 CF-A 0.6 CF-A

CF-A—cohesive failure within the adhesive, AF-T—adhesion failure between adhesive and tile, AF-S—adhesion
failure between adhesive and substrate.
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It is worth adding that two other failure patterns not listed in Tables 1 and 2 are
possible, namely, CF-S - cohesive failure in the substrate or CF-T - cohesive failure in the
tile.

4. Discussion

4.1. ILC Results in the Light of ISO 13528 Guidelines

Table 3 shows the lowest and highest values of the initial tensile adhesion strength
and tensile adhesion strength after water immersion of CTA reported by the laboratories
participating in the ILC, out of 19 laboratories participating in both the eleventh and
twelfth editions, 29 laboratories participating in the eleventh edition (2019–2020), and
27 laboratories participating in the twelfth edition (2020–2021).

Table 3. The lowest and highest values of the initial tensile adhesion strength and tensile adhesion
strength after water immersion of CTA obtained by 19 laboratories and by all participating laboratories
in the eleventh and twelfth editions.

ILC Edition No. of
Laboratories

Initial Tensile
Adhesion Strength

[N/mm2]

Tensile Adhesion Strength
after Water Immersion

[N/mm2]

Lowest
Value

Highest
Value

Lowest
Value

Highest
Value

The same laboratories participating in both ILC editions

11th (2019–2020) 19 1.0 2.4 0.4 1.3
12th (2020–2021) 19 * 1.3 2.4 0.4 1.5

All participating laboratories

11th (2019–2020) 29 0.3 2.6 0.4 1.9
12th (2020–2021) 27 1.3 2.7 0.4 2.0

* Eighteen laboratories reported results for the measurements of the tensile adhesion strength after water
immersion.

The guidelines specified in ISO 13528 [48], including the recommendations on the
interpretation of proficiency testing data, were applied to analyze the results obtained in
the ILC. Table 4 shows the results of the calculations made following ISO 13258 [48].

Table 4. The value of statistical parameters calculated following ISO 13258 [48] for measurements of
CTA initial tensile adhesion strength and tensile adhesion strength after water immersion during the
eleventh and twelfth editions of the ILC.

Parameter
Initial Tensile Adhesion Strength

Tensile Adhesion Strength
after Water Immersion

11th ed. 12th ed. * 11th ed. 12th ed.

x* [N/mm2] 1.7 1.8 0.8 0.9
s* [N/mm2] 0.3 0.3 0.2 0.3
xpt [N/mm2] 1.7 1.8 0.8 0.9
σpt [N/mm2] 0.3 0.3 0.3 0.3

u(xpt) 0.1 0.1 0.1 0.1
V 18.9 18.6 33.5 36.2

x*—robust average of the results reported by all participating laboratories; s*—robust standard deviation of the
results reported by all laboratories; xpt—assigned value—consensus value; σpt—standard deviation for proficiency
assessment; u(xpt)—standard uncertainty of the assigned value; V—coefficient of variation. * Eighteen laboratories
reported results for the measurements of the tensile adhesion strength after water immersion.

The z-score values calculated following the Equation (2) for each laboratory for the
initial tensile adhesion strength and tensile adhesion strength after water immersion mea-
surements are presented in Figure 1 and Figure 2, respectively.
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Figure 1. The z-score value for the initial tensile adhesion strength for each of 19 laboratories
participating in the eleventh and twelfth editions of the ILC.

Figure 2. The z-score value for the measurement of tensile adhesion strength after water immersion
for each of 19 laboratories participating in the eleventh and twelfth editions of the ILC.

The analysis of the z-score shows that in the eleventh ed., 2 out of 19 laboratories in
the scope of the initial tensile adhesion strength measurement obtained results classified
as “questionable” (2 < |z| < 3), and the remaining 17 laboratories obtained the “satisfac-
tory” status (|z| ≤ 2). A year later, in the twelfth ed. of the ILC, only 1 laboratory was
labeled “questionable” based on the results obtained, while the remaining 18 laboratories
were “satisfactory”. In the case of the tensile adhesion strength after water immersion
measurement in the eleventh ed. of the ILC, the results obtained by all laboratories allowed
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them to receive the status of “satisfactory”, and in the following twelfth ed. of the ILC, 1 of
the 19 laboratories received the result referred to as “questionable”. The z-score analysis
also allows for the indication among of the 19 laboratories participating in both editions,
those whose obtained measurement results are the closest assigned value (consensus value),
namely laboratories marked with numbers: 1, 7, 9, 10, and 13 and, in further order, 19,
6, 16, and 18. When analyzing the obtained results, it is worth noting that among the
results for which the z-score is |z| ≤ 2, these are the results classified as “satisfactory”
from the perspective of the measurement laboratory and the analysis of ILC results under
the requirements of ISO 13528 [48]. Another dimension of this result is from the product
evaluation perspective. Although the z-score meets the condition of |z|≤ 2, for example,
in the case of the initial tensile adhesion strength measurement in the eleventh ed., it means
both 1.2 N/mm2 or 1.3 N/mm2 (participant code 4, 12, and 15), next to 2.0 N/mm2 or
2.1 N/mm2 (laboratories marked as 16 or 17). There is a significant difference between the
value of 1.3 and 2.1, which may cause the product to be assessed as failing the acceptance
criterion when it is not. The situation can become even more difficult for the product and its
manufacturer when the product is reassessed by a market surveillance authority external
to the manufacturer. The difficulty level may increase when market surveillance authorities
apply the simple acceptance rule that does not consider the variability resulting from MU.
Although the obtained results are classified as “satisfactory” in the ILC/PT evaluation
categories, differences between the results are significant from the product evaluation per-
spective, and the product manufacturer cannot ignore this fact in their product evaluation.
Producers after the so-called “safe side” must also consider the measurement variability in
the value of the acceptance criterion. As shown by the results of ILC studies, this value is
significant for CTAs tested under EN 12004 requirements. The analysis of the results of the
predominant mode of failure showed more significant differentiation between laboratories.
The obtained results are summarized in Table 5.

Table 5. The number of the predominant mode of failure for the initial tensile adhesion strength and
tensile adhesion strength after water immersion measurements in the eleventh and twelfth ed. of the
ILC.

Predominant Failure
Pattern

Initial Adhesion
Adhesion after

Water Immersion

11th ed. 12th ed. * 11th ed. 12th ed.

AF-S 0 2 0 0
AF-T 4 1 5 7
CF-A 13 14 11 10
Other 2 2 2 2
Total 19 19 18 19

* Eighteen laboratories reported results for the measurements of the tensile adhesion strength after water immer-
sion in the eleventh edition (2019–2020).

Figure 3 shows a schematic summary of the results of the CTA studies in two subse-
quent editions of the ILCs. The data presented in Figure 3 combines the data previously
included in Figures 1 and 2, plus Table 5. Figure 3 shows no correlation between the labo-
ratory classification using the z-score and the observed failure pattern of tensile adhesion
strength, regardless of whether the subject of the measurement was the initial or after
immersion in water tensile adhesion strength. The lack of this correlation, and a different
distribution of the observed mode of predominant failure, is an additional argument that
the interpretation of the initial tensile adhesion strength and tensile adhesion strength after
immersion in water results should be approached with caution.
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Figure 3. Summary of the results of the CTA measurements in two editions of the ILC.

One of the goals of the Romanian Ceprocim project was to show that constant partici-
pation in the laboratory proficiency testing programs improves the quality of laboratories
work. In this respect, the organizers of the study achieved the intended goal. Analyzing
the results of both editions of the ILC/PT with the participation of the same 19 laboratories,
it can be concluded that the differences between the individual editions are minor, but they
do exist. It leads to the conclusion that laboratories maintain a constant level of the quality
of the performed measurements. In addition, this is one dimension of the ILC/PT being
conducted.

4.2. Factors Influencing the Measurement of Tensile Adhesion Strength

From a practical point of view (in risk analysis), the reproducibility of the results, i.e.,
the degree of agreement between the results obtained by different analysts in different
laboratories using a given measurement procedure, is essential for the producers of CTAs.
In this regard, while discussing the results of the PT described in this paper, one should
also pay attention to several other aspects.

Felixberger [49] described the results of initial adhesion tests of 7 cementitious CTAs,
performed in 10 laboratories using 2 different concrete slabs. As the first concrete slab,
each of the laboratories participating in the study used a standard concrete slab meeting
the requirements of EN 1323:2007 [50]. The second concrete slab was purchased by the
research organizer and delivered to all participating laboratories. The standard deviation
of the measurement described by Felixberger ranged from 15% to 20%, showing also the
influence of concrete slab on the value of the determined adhesion. Felixberger found
that for cementitious CTAs with a lower adhesion value, more significant differences
between individual measurements exist than in the case of adhesives with higher adhesion.

332



Materials 2022, 15, 253

Felixberger formulating the conclusions, stating that the priming of the concrete slab surface
for testing would result in the uniformity of the slab surface in terms of its absorption
properties. It also creates a situation closer to the actual use where manufacturers of
cementitious CTAs recommend using a primer before laying ceramic tiles [49].

It is worth noting here that the subject of the analysis in this study was C2E classified
CTA, i.e., with higher adhesion strength values. In the case of the research results analyzed
in this article, the concrete slab effect was also present.

Another factor worth noting is the water used to season the samples. The EN 12004
standard does not contain any requirements in this respect. When testing the effect of
seasoning water on the adhesion of CTAs, samples were stored in three types of water: in
distilled water (pH = 7.09, specific conductivity = 0.040 mS/cm), in tap water (pH = 8.25,
specific conductivity equal 0.805 mS/cm), and in softened water (pH = 8.63, specific
conductivity equal 1.228 mS/cm) [51]. The tests showed that the origin and type of water
used to season the samples significantly affects the adhesion of CTAs. Samples stored
in distilled water represent a higher adhesion value than in the two other cases. The
differences between the test results were so significant that they decided the fulfillment of
the evaluation criteria.

The adhesion of CTAs is determined in the following system: concrete substrate (slab)—
CTA—ceramic tile. Some properties of ceramic tiles approved for use during adhesion tests
are specified in the standards referred to for a given test method in EN 12004. Niziurska
assessed the influence of ceramic tiles’ chemical composition and surface structure on the
adhesion of CTAs to tiles [52]. The results obtained in the tests confirmed the impact of the
quality of auxiliary materials (ceramic tiles) used in the tests on the compliance of CTAs
with evaluation criteria.

It is also worth noting that the result of the adhesion measurement (regardless of
whether the initial tensile adhesion strength or the tensile adhesion strength after water
immersion) is the result of two other measures. It means the maximum load of the sample
during the tensile strength measurement and the sample surface (adhesion surface). There-
fore, the accuracy of the destructive force determination and the accuracy of the sample
cross-sectional area determination influence the accuracy of the final result (adhesion).

Considering the obtained results and additional conditions related to the tensile
adhesion strength of CTAs measurements described above, the manufacturer designing
the product during the risk analysis determining the value of the acceptance criteria has to
consider the simultaneous occurrence of all possible variations that may accompany the
measurement.

5. Conclusions

The analysis of the CTAs adhesion results performed by 19 laboratories participating
in 2 consecutive ILC/PT editions showed that the ILC/PT objective was achieved. Lab-
oratories participating in two successive editions maintain a similar level of quality of
performed measurements. In the case of the initial adhesion strength measurement in the
eleventh edition of the ILC, 89.5% of laboratories obtained the result “satisfactory” under
the ISO 13528 criteria. A year later, the result was slightly better—94.7% of laboratories
received a satisfactory result. Regarding the measurement of tensile adhesion strength
after water immersion, all 19 laboratories were classified as “satisfactory” in the eleventh
edition. A year later, one of the laboratories obtained results classified as “questionable”.
The analysis of the results in the field of the predominant mode of failure showed more
significant differences. The goal has been achieved from the perspective of the purpose
of the ILC/PF. However, the results obtained from the perspective of the manufacturer
whose product is being assessed by the supervisory authorities are not satisfactory. The
differences between the results obtained between individual laboratories are significant.

The manufacturer of the product, knowing the acceptance criteria and being aware
of the “imperfections” of the measurement method, must take all of that into account in
their risk analysis. They must add to the value of the acceptance criterion all the possible
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variations, including the MU resulting from the measurement method. In their risk analysis,
they must assume a variant in which all potential volatilities coincide. The ILC/PT results
analyzed in this study indicate that the measurement method, with its imperfections,
is an integral part of the final value of the acceptance criterion. In a situation where,
when assessing a product by market surveillance authorities, the simple acceptance rule is
applied, which does not take into account the variability resulting from the MU, the risk
analysis must additionally take this circumstance into account.

The obtained ILC/PT results, although they are satisfactory in terms of the require-
ments for this type when assessing the competence of measurement laboratories, indicate
significant imperfections of the measurement method. At the same time, the obtained
results signal to the product manufacturer that they must pay special attention when deter-
mining the constancy of performance of their product. Otherwise, it can happen that their
product will not meet the acceptance criteria (threshold value).

The results obtained in ILC/PT also indicate that the authors of EN 12004 may analyze
possible revision of the standard. In the light of the results described in this study, it
seems that it would be reasonable to introduce the obligatory requirement to determine
the measurement uncertainty by providing the tensile adhesion strength result in EN
12004. Moreover, the provision that due to the specificity of the tensile adhesion strength
measurements, it seems inappropriate for the assessment of CTAs application of the simple
acceptance rule.
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Abstract: This paper aims to provide a preliminary assessment of polyurethane adhesive applicability
as an alternative to conventional cement-based adhesives used to fix thermal insulation materials to
substrates concerning mineral wool-based external thermal insulation composite systems. Currently,
polyurethane adhesives are only used in expanded polystyrene-based ETICS. This study discusses the
suitability of polyurethane adhesive for ETICS with lamella mineral-wool for timber frame buildings.
Bond strength, shear strength and shear modulus tests were conducted. In addition, microstructure
and apparent density were analysed. Mechanical properties were analysed in terms of the influence
of substrate type and thermal and moisture conditions, taking into account solutions typical for
sheathing on timber frame (oriented strand boards (OSB), fibre-reinforced gypsum boards (FGB) and
cement-bonded particleboards (CPB)), as well as limit conditions for adhesive application. It was
found that PU adhesive can achieve adhesion, both to MW and OSB, and FGB and CPB at ≥80 kPa,
which is considered satisfactory for PU adhesives for EPS-based ETICS. Favourable shear properties
were also obtained. There was no significant effect of sheathing type on the properties considered,
but the influence of temperature and relative humidity, in which the bonds were made, was spotted.
The results obtained can be considered promising in further assessing the usefulness of PU adhesives
for MW-based ETICS.

Keywords: external thermal insulation systems; mechanical properties of bonds; polyurethane
adhesive; timber frame building; bond strength; shear properties

1. Introduction

External thermal insulation composite systems (ETICS) are among the most popular
methods for improving the energy efficiency of buildings in Europe [1]. The first ETICS
were installed in the 1960s in Germany and later in Switzerland and Austria [2]. The
breakthrough for ETICS came in the early 1970s when, as a consequence of the oil crisis,
energy prices rose, resulting in considerations concerning the need to minimise heat loss
in buildings [3]. The growth dynamics of the insulation sector in Europe in the 1990s was
boosted by the accession to the European Union of new countries, which, while meeting
their obligations to comply with EU regulations, soon implemented energy efficiency
policies. Currently, Central and Eastern Europe, with countries such as Poland, Germany,
Austria, the Czech Republic, Slovakia, Lithuania, Latvia and Estonia, are the undisputed
leaders in the ETICS sector. In this region, about 120–130 million m2 of building walls are
insulated annually. This is more than half of the forecasted European volume of about
215–230 million m2. Turkey holds the dominant position concerning individual countries,
and Poland, with 40 million m2 per year, is in the second place [1,2].

ETICS includes the thermal insulation material fixed to the substrate and the top
finishing layer made directly on site, without an air gap or intermediate layers. For many
years, expanded polystyrene (EPS) and mineral wool (MW) have been the most commonly
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used insulation materials in ETICS, followed by other factory-made thermal insulation
products such as extruded polystyrene (XPS), polyurethane foam (PUR), phenolic foam
(PF) and expanded cork (ICB) [1,4]. The ETICS finishing layer consists of a reinforcement
layer made of a base coat with glass fibre mesh embedded and a finishing coat (renders).
Some systems also contain key coating, primers and decorative coats [1,5,6].

ETICS is used as external thermal insulation to the walls of buildings. It can be used
on new or existing (retrofit) vertical walls [5]. They can also be used on horizontal or
inclined surfaces that are not exposed to precipitation. In Europe, most commonly on
masonry walls constructed from units of clay, concrete, calcium silicate, autoclaved aerated
concrete laid using mortar and concrete walls made of concrete are either cast on site or as
prefabricated panels (Figure 1a) [2]. More and more frequently, ETICS is also being used to
insulate walls in timber frame buildings [7]. Then, the thermal insulation material is fixed
to the external wall sheathing (Figure 1b), which is usually made of oriented strand boards
(OSB), fibre-reinforced gypsum boards (FGB) or cement-bonded particleboards (CPB), less
often of fibre-reinforced cement boards or gypsum plasterboards [6–8].

 
(a) (b) 

Figure 1. ETICS on (a) masonry or concrete wall, (b) on wood frame wall. Example of purely
bonded ETICS.

Based on the method of fixing the thermal insulation material to the substrate, purely
bonded ETICS, bonded ETICS with supplementary mechanical fixings, mechanically fixed
ETICS with supplementary adhesive and purely mechanically fixed ETICS are distin-
guished [5,6]. Fixing the thermal insulation material to the substrate is typically carried out
using cement-based adhesive. This applies both to ETICS for use on masonry or concrete
walls and timber frame buildings. The exception is some EPS-based ETICS [5,6,9,10]. The
construction industry is a dynamic field that constantly has new needs. Therefore, aca-
demics and manufacturers’ continually seek to develop new materials and technologies
that can be used as effective alternatives to conventional solutions [11]. As far as ETICS
is concerned, attempts are being made to use polyurethane adhesives as an alternative to
conventional cement-based adhesives for fixing thermal insulation materials other than
EPS to substrates. This is in line with the trend observed for many years of wide, on site use
of polyurethane foam in construction [12,13]. Apart from standard applications such as roof
insulation [14] or window and door fitting [15], on-site foaming polyurethane adhesives
are used to bond masonry elements in wall construction [16,17]. Polyurethane adhesives
have numerous advantages, such as effective wetting of most substrates; interaction with
substrates through polar interactions (hydrogen bonding); and relatively low molecular
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weight/small molecular size, which allows them to permeate porous substrates and to
form covalent bonds with substrates that have active hydrogen atoms [18]. They can be
applied at low temperatures [12,13,19] and require no preparation activities on site. They
are applied directly from a pressurised container to the material to be fixed. Foaming of
polyurethane occurs spontaneously in contact with water present in the materials to be
fixed. The foaming agent is carbon dioxide formed by the reaction of water with isocyanate
groups [12,20].

As mentioned, polyurethane adhesives for fixing insulation material in ETICS are
limited to EPS systems. This is due both to formal considerations and to the lack of a
sufficient research basis. Placing ETICS on the market, like several other construction
products, is regulated by the construction products regulation (CPR) [21], which establishes
harmonised conditions for the marketing of construction products. The assessment of the
suitability of use of ETICS is carried out through European or national technical assessment.
It is subject to testing and assessing properties that affect the object’s compliance with the
basic requirements. Methods and criteria for assessing the essential characteristics of ETICS
are fixed on masonry, and concrete walls are defined in EAD 040083-00-0404 [5] amended
ETAG 004 [22] in October 2020. Concerning ETICS for use in timber frame buildings, EAD
040089-00-0404 applies [6]. Both of these documents consider using polyurethane adhesive
in ETICS only for bonding EPS to the substrate. For such an application, the issue of testing
methodology, taking into account the specifics of an on-site foaming polyurethane adhesive,
has been systematised [5,23]. This makes it impossible to obtain, by means of a standard
procedure, a European Technical Assessment (ETA) for an ETICS where polyurethane
adhesive is used for fixing thermal insulation materials other than EPS and thus makes it
challenging to place this system on the EU market.

Apart from expanded polystyrene, the second most common thermal insulation
material used in ETICS is mineral wool. In Central Europe, the share of ETICS with EPS
is about 84% and with MW about 12%, while in the rest of Europe, it ranges from 60 to
88% and from 9 to 25%, respectively [1,2]. Standard ETICS applications are rock wool in
the form of factory-made boards as defined in EN 13162 [24], in which the fibres are either
dispersed (standard boards) or oriented parallel to each other and perpendicular to the slab
surface (lamella boards). Properties of MW boards used in ETICS are presented in Table 1.

For bonded systems and bonded systems with supplementary mechanical fixing,
the adhesion of the individual ETICS layers, including the adhesive bonding to both the
substrate and the insulation material, as well the shear properties of bonds are crucial in
terms of fulfilment of the fourth basic requirement ‘safety in use’ [5,6,25,26]. Although
several papers have been devoted to the properties of ETICS, looking at a wide spectrum
of properties of individual components and their influence on the essential characteristics
of the system [1,3,25,27–30], including adhesive bonding [31–34], the authors’ attention
has been directed towards cement-based adhesive systems. It has been found that bond
strength between cement-based adhesive and the concrete, after 28 days under laboratory
conditions, can achieve values from 250 kPa to 1000 kPa [31,33], while after 28 days
under laboratory conditions and 2 days in water bond strength decreases to 80 kPa [5].
The bond strength between cement-based adhesive and the thermal insulation material
strongly depends on the type of insulation material and the model of damage [31,32]. A
review of the literature has shown that bond strength between cement-based adhesive
and EPS ranges from 80 kPa to 270 kPa [31,33,34] and bond strength between cement-
based adhesive and MW achieved values ranges from 30 kPa to 80 kPa [31,32]. Cohesive
damage in the insulation material was usually observed [31–34]. The bond strength of
polyurethane adhesives in EPS-based ETICS achieved at least 80 kPa [5,6,9,10]. In general,
the physical and mechanical properties of polyurethane foam, including polyurethane
adhesives, are closely related not only to the rigidity of the polymer matrix but also to the
size of the cells and their structure [10,35–38]. Structures with larger cells are characterised
by lower apparent density and lower mechanical properties [37,38]. An increase of the
water content intensifies the foaming process, leading to an increased cell size [20,39,40].
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In wide bonds, carbon dioxide has the ability to form larger bubbles, resulting in a more
porous structure [13,35].

Table 1. Properties of mineral wool (MW) boards used in ETICS.

Symbol
Present in Item Code

Property
Type of Boards

Lamella Standard

- Reaction-to-fire performance Class A1 or A2

- Thermal resistance value declared by the manufacturer
according to EN 13162

T5 Thickness tolerance −1% or −1 mm1

+3 mm

at least
−3% or −3 mm1

+5% or +5 mm2

DS(70, -)
Dimensional stability (48 h, T70 ◦C)

thickness change Δεd ≤1%
length and width change Δεb ≤1%

DS(70,90)
Dimensional stability (48 h, T70 ◦C)

thickness change Δεd ≤1%
length and width change Δεb ≤1%

WS Water absorption after 24 h of partial immersion ≤1 kg/m2

WL(P) Water absorption after 28 days of partial immersion ≤3 kg/m2

MU1 Water vapour diffusion resistance factor 1
TR Perpendicular tensile strength ≥80 kPa ≥7.5 kPa

This study aims to assess the applicability of polyurethane adhesive as an alternative to
conventional cement-based adhesives for lamella mineral wool boards in ETICS for timber
frame building. Bond strength, shear strength and shear modulus tests were conducted. In
addition, SEM analysis of the adhesive structure in the bond, as well as apparent density,
was performed. These properties were analysed in terms of the influence of substrate type
and thermal and moisture conditions, taking into account solutions typical for sheathing
on timber frame: oriented strand boards (OSB), fibre-reinforced gypsum boards (FGB) and
cement-bonded particleboards (CPB), as well as limit conditions for adhesive application.

2. Materials and Methods

2.1. Adhesive

A single-component polyurethane adhesive, intended for ETICS, a standard for fixing
EPS to masonry and concrete substrates, was used for the study. The adhesive was
manufactured in industrial conditions as a commercial product. Polyether polyol was
used. Organic amine catalyst served as a catalyser to promote blowing reaction. Silicone
surfactants were used to stabilise the foam. Polymeric diphenylmethane diisocyanate
(PMDI) was used to cure the foam. The components were placed in a standard pressurised
container. As a chemical blowing agent, carbon dioxide was generated via the reaction
of water included in the substrate, thermal insulation material and the environment with
isocyanate groups. The adhesive was applied using a dedicated gun. When sprayed, the
adhesive was in the form of a low-pressure foam. The foam adhesive working properties,
determined according to [23], are shown in Table 2.

Table 2. Polyurethane adhesive working properties.

Property Value

Minimum 1 limit temp. of application 2 5 ◦C
Maximum 1 limit temp. of application 2 25 ◦C

Recommended temp. of storage >20 ◦C
Density (at free foaming, after curing) 18 ± 2 kg/m3

Post-expansion 2 mm
Curing time 6 min
Cutting time 20 min

1 Declared by the manufacturer, 2 temperature of the substrate, insulation material and environment.
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2.2. Mineral Wool

Mineral wool lamella boards code MW-EN 13162-T5-DS(70,-)-DS(70,90)-CS(10\Y)40-TR80-
WS-WL(P)-MU1, i.e., with perpendicular tensile strength ≥80 kPa, compression strength
≥40 kPa, and other properties described in Table 1, was used for sample preparation. The
apparent density of MW was 73 ÷ 88 kg/m3, with an average of 82 kg/m3. The dimensions of
the boards were 1000 mm × 500 mm × 50 mm. They had no coatings or facing in the form of
fabric, veil, foil, etc., (Figure 2a), and 200 mm × 200 mm × 50 mm samples were cut from them.

   
(a) (b) (c)

Figure 2. Preparation of samples for bond strength tests (a) MW prepared for adhesion, (b) applica-
tion of adhesive to MW, and (c) bonding.

2.3. Substrates

The substrates used were boards designed for load-bearing elements that can be used
in wet conditions, including wall sheathing for timber frame buildings. Substrates used:

• 18 mm thick oriented strand boards (OSB) with properties appropriate for OSB-3,
according to EN 13986 [41];

• 12 mm thick fibre-reinforced gypsum boards (FGB) with properties appropriate for
DEFH1IR, according to ETA-14/0312 [42];

• 16 mm thick cement-bonded particleboards (CPB) with properties appropriate for
type 634-2, according to EN 13986 [41].

300 mm × 600 mm samples, with their thicknesses maintained, were cut from them.
What is more, 50 mm thick concrete slabs, made at a water to cement ratio of 0.45:0.48,

perpendicular tensile strength ≥1.5 MPa and moisture content ≤3% of the total weight,
complying with EAD 040083-00-0404 [5], were used as a reference substrate.

2.4. Scanning Electron Microscopy (SEM)

The morphology of the polyurethane bonds’ cross-section surface was examined with
a field-emission scanning electron microscope (SEM) Sigma 500 VP (Carl Zeiss Microscopy
GmbH, Köln, Germany) that renders high-resolution images at low accelerating voltage.
The samples were gold-coated before scanning to provide an electrically conductive surface.
The accelerating voltage was 10 kV to avoid degradation of the sample. The observations
were carried out at 100× magnification.

The study was carried out on a material with 8 mm thick bonds of OSB/23/50/8,
OSB/25/30/8, OSB/5/-/8, OSB/25/90/8 and 15 mm OSB/23/50/15 (Table 3). The
microstructures of polyurethane bonds were observed on samples cut out perpendicularly
to the bonds surface. The samples were cut out with a scalpel at room temperature.
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Table 3. Conditions of sample preparation for bond strength testing.

Designation of
Test Series

Type of
Substrate

Seasoning Conditions Conditions
of Adhesive Application Conditions of Curing

Substrate Adhesive

T, ◦C RH, % T, ◦C RH, % T, k ◦C RH, % T, ◦C RH, %

8 mm thick bond

OSB/23/50/8

OSB

23 ± 2 50 ± 5

23 ± 2 50 ± 5

23 ± 2 50 ± 5 23 ± 2 50 ± 5
OSB/25/30/8 25 ± 2 30 ± 5 25 ± 2 30 ± 5 25 ± 2 30 ± 5
OSB/25/90/8 25 ± 2 90 ± 5 25 ± 2 90 ± 5 25 ± 2 90 ± 5

OSB/5/-/8 5 ± 2 - 1 5 ± 2 - 5 ± 2 -

FGB/23/50/8

FGB

23 ± 2 50 ± 5

23 ± 2 50 ± 5

23 ± 2 50 ± 5 23 ± 2 50 ± 5
FGB/25/30/8 25 ± 2 30 ± 5 25 ± 2 30 ± 5 25 ± 2 30 ± 5
FGB/25/90/8 25 ± 2 90 ± 5 25 ± 2 90 ± 5 25 ± 2 90 ± 5

FGB/5/-/8 5 ± 2 - 5 ± 2 - 5 ± 2 -

CPB/23/50/8

CPB

23 ± 2 50 ± 5

23 ± 2 50 ± 5

23 ± 2 50 ± 5 23 ± 2 50 ± 5
CPB/25/30/8 25 ± 2 30 ± 5 25 ± 2 30 ± 5 25 ± 2 30 ± 5
CPB/25/90/8 25 ± 2 90 ± 5 25 ± 2 90 ± 5 25 ± 2 90 ± 5

CPB/5/-/8 5 ± 2 - 5 ± 2 - 5 ± 2 -

C/23/50/8

Concrete

23 ± 2 50 ± 5

23 ± 2 50 ± 5

23 ± 2 50 ± 5 23 ± 2 50 ± 5
C/25/30/8 25 ± 2 30 ± 5 25 ± 2 30 ± 5 25 ± 2 30 ± 5
C/25/90/8 25 ± 2 90 ± 5 25 ± 2 90 ± 5 25 ± 2 90 ± 5

C/5/-/8 5 ± 2 - 5 ± 2 - 5 ± 2 -

15 mm thick bond

OSB/23/50/15 OSB

23 ± 2 50 ± 5 23 ± 2 50 ± 5 23 ± 2 50 ± 5 23 ± 2 50 ± 5
FCB/23/50/15 FCB
CPB/23/50/15 CPB

C/23/50/15 Concrete
1 resulting (ca. 30 ± 5%).

2.5. Apparent Density

The test was carried out on cured polyurethane adhesive samples obtained from adhesive
bonds made with the OSB described in point 2.3. Five series of 100 mm × 100 mm samples were
prepared—in laboratory conditions (23 ± 2 ◦C, 50 ± 5%), at high temperature and low relative
humidity (25 ± 2 ◦C, 30 ± 5%), at high temperature and high relative humidity (25 ± 2 ◦C,
90 ± 5%), and at low temperature (5 ± 2 ◦C) and the resulting RH. The OSB were stored for
24 h in the conditions determined for the adhesive application. The adhesive itself was stored
for 24 h in laboratory conditions, which resulted from the manufacturer’s recommendations on
the storage conditions. The adhesive was applied to one of the boards in a serpentine pattern. At
180 ± 10 s, the boards were joined together to form sets with distance pieces and screw clamps in
which the adhesive bond was 8 ± 1 mm thick or 15 ± 1 mm thick (only in laboratory conditions).
The sets were cured for 48 h; 50 mm × 50 mm × 6 mm samples were cut out with a knife
afterwards. The apparent density of the cured polyurethane adhesive was tested according
to ISO 854:2006 [43]. The samples were weighed on analytical scales and measured with
Vernier calliper. The apparent density of the polyurethane adhesive was calculated as an
average mass/volume ratio.

2.6. Bond Strength

For bond strength tests, substrate in accordance with point 2.3 was used. Five se-
ries of samples were prepared, in different thermal and moisture conditions—in labo-
ratory conditions (23 ± 2 ◦C, 50 ± 5%), at high temperature and low relative humidity
(25 ± 2 ◦C, 30 ± 5%), at high temperature and high relative humidity (25 ± 2 ◦C,
90 ± 5%), and at low temperature (5 ± 2 ◦C) and the resulting RH (Table 3). The abovemen-
tioned adhesive application conditions were adopted based on the product manufacturer’s
guidelines on the permissible boundary conditions for its use, which fit the concept of
ETICS-dedicated polyurethane adhesives tests [5,23].

Prior to sample preparation, OSB, FGB, CPB, and concrete and MW boards were
stored for 24 h under conditions programmed for adhesive application. The adhesive itself
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was stored for 24 h in laboratory conditions. The adhesive was applied to the mineral wool
in the serpentine pattern (Figure 2b). The mineral wool was bonded to the substrate with
an open time of 180 ± 10 s., creating 8 ± 1 mm thick bonds with the use of spacers. In
laboratory conditions, series with 15 ± 1 mm thick bonds were also prepared. Samples were
cured for 24 h under adhesive application conditions. To ensure that the bond thickness
remained constant during curing, spacers were maintained, and a load of 15 kg was applied
(Figure 2c). At the end of curing, the excess adhesive in the form of squeeze out was cut
off, forming 200 mm × 200 mm × 8 mm or 200 mm × 200 mm × 15 mm adhesive bonds
(Figure 3a).

(a) 
 

(b) 

Figure 3. Bond strength test: (a) sample scheme, (b) sample from OSB/23/50/8 series under load in
the testing machine.

Bond strength test involved determining the maximum tensile stress of an adhesive
bond with a force acting perpendicular to its face. The method is often used in the testing
of construction adhesives [44]. It was derived from TR46 [23]. Tests were conducted under
laboratory conditions immediately after the samples were cured under specific conditions
(Table 3). The test was carried out using a computer-controlled class 1 testing machine
(Instron, Darmstadt, Germany), with a constant speed of 10 ± 1 mm/min. (Figure 3b). The
samples were glued into 200 mm × 200 mm metal holders. The tension force values were
recorded until damage. Bond strength σT was calculated according to (1) and expressed in
kPa. In each series, ten samples were tested, and the total was 160 samples.

σT =
FTmax

A
(1)

where: FTmax—maximum tensile force, in kN; A—bonded area, expressed in m2.

2.7. Shear Strength and Shear Modulus

For shear strength and shear modulus test, OSB, FGB and CPB, as described in point
2.3, were used. 140 mm × 100 mm samples were cut from them. For each type of substrate,
three series of samples were prepared—each under different thermal and moisture conditions
(Table 4). The high temperature and low relative humidity (25 ± 2 ◦C, 30 ± 5%) and high
temperature and high relative humidity (25 ± 2 ◦C, 90 ± 5%) were used, as well as a low
temperature (5 ± 2 ◦C) at the resulting RH.

OSB, FGB and CPB boards were stored for 24 h under the conditions programmed for
the adhesive application. The adhesive itself was stored for 24 h in laboratory conditions.
The adhesive was applied to one of the plates, creating a serpentine pattern. At 180 ± 10 s,
the boards were joined together to form sets with distance pieces and screw clamps in
which the adhesive bond was 8 ± 1 mm thick. The samples were cured for 48 h, and then
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the excess adhesive in the form of spouts was cut off with a knife, forming adhesive bonds
with dimensions of 100 mm × 100 mm × 8 mm (Figure 4).

Table 4. Conditions for preparation of samples for shear strength and shear modulus test.

Designation of
Test Series

Type of
Substrate

Seasoning Conditions Conditions of Adhesive
Application

Conditions
of CuringSubstrate Adhesive

T, ◦C RH, % T, ◦C RH, % T, ◦C RH, % T, ◦C RH, %

OSB/25/30
OSB

25 ± 2 30 ± 5
23 ± 2 50 ± 5

25 ± 2 30 ± 5 25 ± 2 30 ± 5

OSB/25/90 25 ± 2 90 ± 5 25 ± 2 90 ± 5 25 ± 2 90 ± 5
OSB/5/- 5 ± 2 - 1 5 ± 2 - 5 ± 2 -

FGB/25/30
FGB

25 ± 2 30 ± 5
23 ± 2 50 ± 5

25 ± 2 30 ± 5 25 ± 2 30 ± 5
FGB/25/90 25 ± 2 90 ± 5 25 ± 2 90 ± 5 25 ± 2 90 ± 5

FGB/5/- 5 ± 2 - 5 ± 2 - 5 ± 2 -

CPB/25/30
CPB

25 ± 2 30 ± 5
23 ± 2 50 ± 5

25 ± 2 30 ± 5 25 ± 2 30 ± 5
CPB/25/90 25 ± 2 90 ± 5 25 ± 2 90 ± 5 25 ± 2 90 ± 5

CPB/5/- 5 ± 2 - 5 ± 2 - 5 ± 2 -
1 resulting (ca. 30 ± 5%).

 
(a) 

 
(b) 

 
(c) 

Figure 4. Samples for shear strength and shear modulus test: (a) sample scheme, (b) OSB/25/30
series sample and (c) CPB/25/30 series sample.

The shear strength test consisted of determining the maximum stresses with the
force acting in the plane of the bond, using the test technique according to EN 12090 [45].
Tests were conducted under laboratory conditions immediately after the samples were
cured under specific conditions (Table 4). The test was carried out using a computer-
controlled class 1 testing machine (Instron, Darmstadt, Germany), with a constant speed of
3 ± 0.5 mm/min. The shear force value until damage and the force-displacement curve
was recorded. In each series, ten samples were tested, and the total was 90 samples. Shear
strength τ was calculated according to (2), expressed in kPa.

τ =
Fτmax

A
(2)

where: Fτmax—maximum shear force, in kN; A—a cross-section of the adhesive bond, in m2.
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Shear modulus G was calculated according to (3), expressed in kPa.

G =
d· tanα

A
(3)

where: d—adhesive bond thickness, in m; A—a cross-section of the adhesive bond, in
m2; and tanα- tangent of the angle of inclination of the straight-line segment of the curve
showing the force-displacement relation, in kN/m.

3. Results and Discussion

3.1. Scanning Electron Microscopy (SEM)

The microstructure is one of the most notable factors that may affect polyurethane
adhesive foam properties [40]. The structure, especially cell size and type, depends on
the process parameters such as temperature, humidity and viscosity of mixture during
foaming [40,46,47]. In general, foam’s physical and mechanical properties depend not only
on the rigidity of the polymer matrix but are also related to the cellular structures [36,40].
The closed cells’ size and shape are essential parameters of the foam’s cellular structure,
directly affecting the polyurethane foam’s mechanical properties [36].

The microstructure of the polyurethane adhesive foam was analysed by SEM to
determine the effect of simulated use conditions on its morphology. The SEM micrographs
showed in Figure 5a,c,d revealed a homogeneous microstructure with a closed cell porosity
well distributed within the polyurethane matrix. The adhesive structure in 8 mm thick
bonds, at the adhesive application in laboratory conditions (Figure 5a), at high temperature
and low humidity (Figure 5c) and at low temperature (Figure 5d) is characterised by
relatively homogenous pore size. Single pore cells have regular tetraoval shape and
comparable size in all three series. Although cells with a diameter lower than 300 μm
prevail, individual cells with 500 μm diameter were observed as well. The adhesive cells
applied at high temperature and high humidity were noticeably larger (Figure 5e,f). The
predominant cells were about 450 μm and larger in diameter. The above can be attributed
to the differences in the foaming conditions of polyurethane. An increase in the substrate’s
water content intensifies the foaming process, leading to increased cell size [20]. Deformed
cell structures were also observed.

The microstructure of the 15 mm thick bond, developed in laboratory conditions
(Figure 5b), was also observed. The increase in the bond thickness from 8 mm to 15 mm
leads to a loss in the structure homogeneity. The images show a fraction of small pores
surrounding individual large cells. Both the cell’s size and shape are important for
polyurethane foam’s mechanical properties [40]. A non-homogeneous structure with
inclusions of large pores may significantly decrease the mechanical properties.

3.2. Apparent Density

As it has been already determined in [40], the apparent density of polyurethane foam
is among the key parameters, significantly affecting the product’s physical and mechanical
properties. The test results summarised in Figure 6 reveal that cured polyurethane adhesive
in 8 mm and 15 mm thick bonds were characterised by apparent density from 19.3 kg/m3

to 25.3 kg/m3. In general, the polyurethane foam’s apparent density depends on the
cellular structure [35,37]. Structures with larger cells are characterised by lower apparent
density [37,40], which is confirmed by the study results. The highest densities were
obtained for the samples taken from 8 mm thick bonds developed in laboratory conditions,
at high temperature and low relative humidity, as well at low temperature, amounting
to 24.8 kg/m3, 24.6 kg/m3 and 25.3 kg/m3, respectively. According to the description,
the adhesive structure in the bonds developed in the abovementioned conditions was
homogenous, the cells were uniform and well-defined, and their diameter was up to
300 μm (Figure 5a,c,d). The adhesive density in 15 mm thick bonds and in 8 mm thick
bonds formed at high temperature and high relative humidity, for which a non-uniform
structure and the presence of cells with ca. 350 μm diameter was observed (Figure 5b,e,f),
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was lower and amounted to 19.3 kg/m3 and 21.2 kg/m3, respectively. As expected, the
adhesive density in the bonds was higher than the density determined for a free-foamed
product and amounted to 18 ± 2 kg/m3 (Table 2). The cells in the freely applied products
reach higher diameters than under limited product expansion conditions [13].

(a) (b)

(c) (d)

(e) (f)

Figure 5. Microstructure of the cross-sectional surface of polyurethane adhesives in the bonds (magnification 100×)
(a) OSB/23/50/8, (b) OSB/23/50/15, (c) OSB/25/30/8, (d) OSB/5/-/8, (e) OSB/25/90/8 and (f) OSB/25/90/8.
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Figure 6. Apparent density of PU adhesive in bonds made under different thermal and moisture conditions. Error bars
show standard deviation values.

A literature review revealed that the apparent density of polyurethane foam varies
depending on the concentration of water as a blowing agent. The apparent density de-
creases with the increasing blowing agent content [20,39,40]. It was determined [40] that
the polyurethane foam density decreased from 116 kg/m3 to 42 kg/m3 as the water content
increased from 0.1 to 3.0 phr. The same observation was made during studies of closed-cell
rigid polyurethane foams based on low functionality polyols [39]. A similar trend was
observed in this study. The apparent density of the adhesive in the bonds made at low
humidity (25 ± 2 ◦C, 30 ± 5%) was 15% higher than that for the adhesive in the bonds
made at the same temperature but high humidity (25 ± 2 ◦C, 90 ± 5%).

3.3. Mechanical Properties

As mentioned, before their launch, construction products are verified for the building
structure’s meeting seven basic requirements, according to CPR [21]. In reference to ETICS,
the bond strength, shear strength and shear modulus of the bond adhesive are among the
essential requirements that determine the fulfilment of the fourth basic requirement, ‘safety
in use’ [5,6,25].

Analysing the bond strength test results presented in Figure 7, it can be concluded that
the bonds of the 8-mm-thick polyurethane adhesive for a system with MW and OSB, and
FGB and CPB, had a bond strength similar to that of the reference concrete substrate used as
a standard in tests of polyurethane adhesives for EPS-based ETICS. For bonds made under
laboratory conditions, bond strength was from 85 to 100 kPa, at high temperature and low
relative humidity from 83 to 93 kPa, at high temperature and high relative humidity from 85
to 93 kPa, and at low temperature from 81 to 89 kPa, while for systems with concrete substrate
it was 89 kPa, 100 kPa, 87 kPa and 84 kPa, respectively. By analysing the minimum values
of the bond strength (Figure 7, values in brackets), one might conclude that for 8 mm thick
bonds made in laboratory conditions it ranges from 64 to 81 kPa, at high temperature and low
relative humidity from 60 to 76 kPa, at high temperature and high relative humidity from
69 to 77 kPa, and at low temperature from 62 to 78 kPa, while for systems with a reference
concrete substrate it is 72 kPa, 89 kPa, 77 kPa and 61 kPa, respectively.

As mentioned, the assessment of the suitability of use of ETICS is carried according
to EAD 040083-00-0404 [5] and EAD 040089-00-0404 [6]. Comparison of bond strength
values, obtained in our experiment, with the criterion specified at [5,6] for polyurethane
adhesives in EPS-based ETICS, which is at least 80 kPa for the average value and at
least 60 kPa for the minimum value, allows for a conclusion that the analysed solution is
characterised by adhesion at the level higher than the mentioned threshold values. The
above could be considered as an important indication for a more favourable assessment of
the applicability of polyurethane adhesive as a component of a mineral wool-based ETICS.
The obtained results are also in line with essential characteristic of polyurethane adhesives
for EPS-based ETICS existing on the market [9,10]. To date, no more information in the
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literature on the performance of polyurethane adhesives in ETICS has been presented.
The researchers’ attention has been directed towards cement-based adhesive systems. The
results obtained show that polyurethane adhesives bond strength is significantly lower
than bond strength between cement-based adhesive and the concrete [5,31,32]. As it has
been already determined in [31], bond strength between cement-based adhesive and the
concrete, after 28 days under laboratory conditions, can achieve values above 250 kPa. In
other works, bond strength at the level to 1000 kPa was noted [33]. The difference may
be explained by differences in structure and material nature of the polymer foams and
cement-based products [13]. However, as regards bond strength between cement-based
adhesive and the concrete after 28 days under laboratory conditions and 2 days in water,
bond strength similar to bond strength of polyurethane adhesives [9,10] can be noted.
The test of bond strength between cement-based adhesive and the thermal insulation
material is performed separately [5,6]. As it has been already determined in [31,32], it
depends strongly on the type of insulation material and the model of damage. For EPS
systems, values in the range from 120 kPa to 270 kPa and cohesive rupture in the insulation
material were achieved [31,33,34]. However, for MW system values in the range from
30 kPa to 80 kPa, cohesive damage in the insulation material was noted [5,9,10].

Figure 7. Bond strength results for PU adhesive bonds made under different thermal and moisture
conditions. Error bars show standard deviation values. The minimum value for the series is given
in brackets.

The effect of bond thickness was prominent in the tests conducted. For the 15 mm
thick bonds, noticeably lower bond strength values were obtained than for the 8 mm thick
bonds, as expected. The results were 71 kPa for OSB/23/50/15, 73 kPa for FBG/23/50/15,
76 kPa for CPB/23/50/15 and 76 kPa for the reference substrate C/23/50/15 (Figure 7).
Therefore, when compared to the bond strength of bonds made under the same conditions
but with a thickness of 8 mm, they were lower by 16%, 19%, 24% and 15%, respectively.
These differences are due to differences in the adhesive cellular structure [35]. According to
the experience of other researchers, in wider bonds carbon dioxide has the ability to form
larger bubbles, resulting in a more porous structure [40]. The performed SEM analysis
indicates cells less than 300 μm in diameter predominated in the 8 mm bond (Figure 5a).
Cells of the adhesive in the 15 mm bond were noticeably larger. The predominant cells
were about 450 μm and larger in diameter (Figure 5b) as a previous study showed more
porous polyurethane foam may have a lower tensile strength [37]. By comparing the test
results for 15 mm thick bonds with the criterion specified for PU adhesives in EPS-based
ETICS of at least 80 kPa [5,6], it can be seen that significantly lower values were obtained.
In this case, consideration should be given to limiting the use of the adhesive on substrates
where no irregularities are necessitating the use of 15 mm thick bonds. Taking into account
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that the deviation from the flatness of OSB, FBG and CPR is usually less than 5 mm [41,42],
this condition does not pose a serious problem.

A correlation between the bond strength and the apparent adhesive density was
noted. As has been already determined [40], higher apparent density of polyurethane foam
resulted in higher mechanical properties. A similar effect was observed in this study. The
highest bond strength was obtained for bonds developed in laboratory conditions at high
temperature and low relative humidity, as well as at low temperature, whose densities were
24.8 kg/m3, 24.6 kg/m3 and 25.3 kg/m3, respectively. No such regularity was observed for
bonds developed at high temperature and high relative humidity.

Analysis of the cross-sections of the samples after testing clearly indicates the cohe-
sive model of the damage. For the 8 mm thick adhesive bonds made under laboratory
conditions, high temperature and low relative humidity, as well as low temperature, dam-
age within the MW was predominant. In these series, the average proportion of damage
within the MW was up to 80 to 95% (Figures 8a and 9a–c), 50 to 95% (Figure 8b) and 70
to 90% (Figure 8d), respectively. The above indicates that the bond strength exceeded the
perpendicular tensile strength of the thermal insulation material itself. A similar effect was
observed for MW-based ETICS with cement-based adhesive [32]. Cohesive damage was
observed also for bonds made at high temperature and high relative humidity but with
predominant damage within the polyurethane adhesive. The proportion of damage in MW
ranged from 35 to 48% (Figure 8c). Cohesive damage within the polyurethane adhesive
was also recorded for 15 mm thick adhesive bonds (Figure 10a). The proportion of MW
damage ranged from 22% to 28%, which is noticeably lower than for the 8 mm thick bonds
where it ranged from 80 to 95% (Figure 10b). Again, these differences can be explained by
the differences in the cellular structure of adhesive. More porous polyurethane adhesive
may obtain lower tensile strength [35,37,39].

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 8. Model of damage—average values for the series: (a) 23/50/8, (b) 25/30/8, (c) 25/90/8
and (d) 5/-/8 (C/MW—cohesive damage within the MW, C/PU—cohesive damage within the
PU adhesive).
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(a) 

 
(b) 

 
(c) 

Figure 9. Illustration of the model of damage of 8 mm thick bonds (a) CPB/23/50/8 series sample—
C/MW damage, (b) OSB/23/50/8 series sample—C/MW damage combined with C/PU damage
and (c) CPB/23/50/8 series sample—C/MW damage (C/MW—cohesive within the MW, C/PU—
cohesive within the PU adhesive).

 
(a) 

(b) 

Figure 10. Illustration of the damage of 15 mm thick bonds (a) OSB/23/50/15 series sample,
(b) average values for individual series (C/MW—cohesive damage of the MW, C/PU—cohesive
damage of the PU adhesive).

There was no significant effect of sheathing type (OSB, GFB and CPB) on bond strength.
The same observation was made during studies of cement-based adhesive [34]. In the
series prepared under laboratory conditions, the highest value was for CPB/23/50/8—
100 kPa and the lowest was for OSB/23/50/8—85 kPa; in the series prepared at high
temperature and low relative humidity, the highest value was for CPB/25/30/8—93 kPa
and the lowest for FGB/25/30/8—83 kPa; for series prepared at high temperature and
high relative humidity, the highest value was for CPB/25/90/8—93 kPa and the lowest for
FGB/25/90/8—85 kPa; and for series prepared at low temperature, the highest value was
for CPB/5/-/8—89 kPa and the lowest for OSB/5/-/8—81 kPa. The above indicates that
the performance evaluation process may consider limiting the number of test runs to one
type of sheathing.
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No effect of substrate type on the model of the damage was observed. The GFB/25/30
/8 series highlighted samples slightly in this respect, for which, as for the OSB/23/50/8
series, the proportion of damage within the polyurethane adhesive was recorded at 50%,
while for samples on other substrates, it ranged from 5 to 25%. No such regularity was
observed in the other test series.

Summarising the experimental data on bond strength obtained in this study, it can be
stated that the tested polyurethane adhesive showed satisfactory adhesion to both mineral
wool (MW) and boards typical for sheathing of walls of frame structure—oriented strand
boards (OSB), fibre-reinforced gypsum boards (FGB) or cement-bonded particleboards
(CPB). The cohesive property of the damage, predominantly within the thermal insulation
material, indicates that the polyurethane adhesive bonds’ bond strength may exceed the
perpendicular tensile strength of the thermal insulation material itself. It should also be
noted that mineral wool lamella, without coatings or facing, with a perpendicular tensile
strength ≥80 kPa (TR80) was used in the tests. The factor determining the bond strength
was, as expected, the thickness of the adhesive bond. Increasing the thickness from 8 mm
to 15 mm resulted in a decrease of approximately 20% in bond strength. The effect of the
thermal and moisture conditions under which the bonds were made and cured was also
outlined. The lowest values of bond strength were recorded for the series prepared at
low temperature, next at high temperature and high relative humidity, high temperature
and low relative humidity, and the highest at laboratory conditions. In contrast, it should
be noted that only in the series prepared at high temperature and high relative humidity
the damage of the polyurethane adhesive predominated. In contrast, the damage of MW
predominated in the other cases, so the decisive influence on the values obtained was the
properties of the thermal insulation material. No effect of substrate type (OSB, FGB, CPB
or concrete) on bond strength was observed.

Shear strength and shear modulus were analysed in terms of the influence of the
type of substrate, taking into account the boards standard for the sheathing of timber
frame walls and the adhesive thermal and humidity conditions bonds. The shear strength
values are shown in Figure 11, and the shear modulus values are shown in Figure 12. The
highest values of the considered properties were recorded for the samples prepared at high
temperature and low relative humidity, obtaining shear strength of 55 kPa for OSB/25/30
series, 75 kPa for FGB/25/30 and 69 kPa for CPB/25/30 and shear modulus of 605 kPa,
920 kPa and 940 kPa, respectively. The bonds made at high temperature with high relative
humidity showed significantly lower values concerning their properties, which may be
dictated by the difference in the adhesive cell structure (Figure 5). Shear strength of 56 kPa
for OSB/25/90 series, 52 kPa for FGB/25/90 series and 52 kPa for CPB/25/90 series was
obtained, while for shear modulus, it was 455 kPa, 510 kPa and 590 kPa, respectively.
The properties of bonds made at low temperature were of average values, except for the
shear strength of the OSB/5/- bonds where a value of 71 kPa was recorded, while it was
57 kPa for FGB/5/and 47 kPa for CPB/5/-. Shear modulus was 610 kPa, 720 kPa and
660 kPa, respectively. All tested samples proved to be vulnerable to cohesive damage,
in 100% within the adhesive bond, which confirms the high adhesion of polyurethane
adhesive to all considered substrates—OSB, FGB and CPB—recorded bond strength tests.
No significant effect of substrate type on the properties considered was observed.
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Figure 11. Shear strength tests results of bonds made under different thermal and moisture conditions.
Error bars show standard deviation values. Data supplemented with a description of the damage:
C/PU—damage of cohesion in PU adhesive.

 
Figure 12. Shear modulus tests results of bonds made under different thermal and moisture condi-
tions (error bars show standard deviation values).

The shear strength values obtained in this study were slightly lower than those
approved for typical adhesives intended for use in EPS-based ETICS [9,10]. The shear
modulus values were close to those indicated in [9] and significantly higher than those
specified in [10]. It should also be noted that within the framework of the above-mentioned
ETA procedures, the tests of bonds made under laboratory conditions on standard parti-
cleboards were carried out. Shear strength and shear modulus, according to both EAD
040083-00-0404 [5] and EAD 040089-00-0404 [6] guidelines, should be considered as a
property of adhesive bond that can be used in the insulation design process.

4. Conclusions

The analysis of the experimental data obtained in this study proves that there are
indications for an upbeat assessment of the applicability of polyurethane adhesive as a
component of a mineral wool-based ETICS, intended for fixing thermal insulation material
to the sheathing of walls with the timber frame structure.

It has been shown that polyurethane adhesive can achieve satisfactory adhesion to
mineral wool lamella (TR80) without coatings and facing in the form of fabric, veil, film,
etc. Bond strength of bonds made in thermal and moisture conditions limited for the
considered application, with a bond thickness of 8 mm, achieved a satisfactory for ETICS
value above 80 kPa.
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It was also found that polyurethane adhesive has good adhesion to boards typical
for timber frame wall sheathing—oriented strand boards (OSB), fibre-reinforced gypsum
boards (FGB) or cement-bonded particleboards (CPB). No significant effect of board type
on bond strength, shear strength and shear modulus was determined.

The methodology of testing the performance of polyurethane adhesives intended for
fixing mineral wool boards requires the analysis of the specifics of the polyurethane applied
on site and the thermal insulation material and the sheathing boards. The test shows that
the introduction of appropriate modifications to standard procedures established for EPS-
based ETICS makes it possible to obtain data indispensable for assessing the performance
of adhesives intended for MW-based ETICS.

Taking into account the diversity of both polyurethane adhesives and mineral wool
face finishes, the authors intend to continue work focused on the aspect of adhesion.
Furthermore, verification of the performance of MW-based ETICS made with the use
of polyurethane adhesive is planned on facade models, including all components of
the system.
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Abstract: A growing popularity of profiles made of natural fibre-reinforced polymer composites in
civil engineering encourages determining test methods relevant for building performance assessment.
Weathering resistance is among the key aspects that condition the durability of building structures.
The paper includes a comparative analysis of two artificial weathering resistance test methods.
Polyvinyl chloride and wood flour composite profiles were tested. They were subjected to UV
and spraying (X-exposure) and UV, spraying and wetting by condensation (F-exposure), both at
different exposure times. The influence of the applied weathering procedures on the composite’s
microstructure and its mechanical characteristics were analysed. No changes in the microstructure of
brittle fractures were observed. However, surface morphology changes were revealed, noticeably
greater following X-exposure than F-exposure. F-exposure exerted significant influence on the
mechanical properties of brushed profile, including, but not limited to, flexural modulus. Whereas
X-exposure exerted more influence on the mechanical properties of non-brushed profile.

Keywords: artificial weathering testing in civil engineering; construction profiles; natural fibre-
reinforced polymer composites; building performance assessment; microstructure analysis; mechani-
cal properties

1. Introduction

Natural fibre-reinforced polymer composites (NFPC) have been used in many industry
branches for a number of years. Nowadays, it is hard to imagine the medical, automotive,
aerospace and shipyard sectors and civil engineering without them [1–4]. NFPC, as well as
carbon nanotubes-reinforced polymer composites rapidly growing [5].

Natural fibres nearly completely replaced synthetic fibres in polymer composites [6].
Nowadays, NFPCs include mainly lignocellulosic fibres obtained from different tree, grass
and crop species. Their biodegradability, source renewability, low density at high strength
and elasticity, and low cost and neutrality for humans and tools have been appreciated [7].
The fibres are obtained from hard and soft tissues (Figure 1)—wood, stalks, seeds, leaves,
fruit, phloem, husks and shells being waste from agricultural production [2,7].

The most popular NFPC matrices include polypropylene (PP), high-density polyethy-
lene (HDPE), polyvinyl chloride (PVC), and sometimes polystyrene (PS) [7–9]. Matrix selec-
tion depends on the composite’s intended use [4]. Some matrices are made of biodegradable
polymers, e.g., polyglycolic acid (PGA) and polyhydroxyalkanoates (PHA) [9].

Civil engineering applications are dominated by NFPC with PVC or HDPE matrix [4,6].
They are used in solid (Figure 2a) or cellular (Figure 2b) profiles intended for outdoor
floors—on terraces and swimming pools (Figure 3) and ventilated façade cladding [10–12].
NFPC profiles are also employed in platforms, passages, landscape architecture and wet
rooms [3–6].
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Figure 1. Types of plant fibres used in NFPC.

 
 

(a) (b) 

Figure 2. Sample NFPC building profiles for (a) facades, (b) floors. The dimensions are given in mm.

  
(a) (b) 

Figure 3. Sample application of NFPC profiles in civil engineering for outdoor floors: (a) at a
swimming pool, (b) on the terrace.

The fitness of NFPC profiles for civil engineering applications, similarly to other con-
struction materials, should be assessed according to the sustainable development concept,
based on the usability criterion, by determining a collection of key features for the particular
application [13]. The assessment is carried out from the angle of the product’s influence
on a building structure’s fulfilling the seven essential requirements [14], according to the
regulation of the European Parliament and the Council (EU) No. 305/2011 (CPR) [15]. The
seventh essential requirement concerning the Sustainable use of natural resources states
that building structures need to be designed and made so that natural resources are used
sustainably and ensure the durability of building structures. Fulfilling the building struc-
ture’s durability criterion depends on the construction products’ resistance to operating
factors, including the environmental ones [16,17]. The aspect of resistance to environmental
conditions has special significance for outdoor products, such as terrace floors and façade
cladding, which are directly exposed to long-term sun radiation, water impact, temperature
changes and microbiological factors [12,18]. So far the weathering resistance test methods
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for building performance assessment of profiles made of natural fibre-reinforced polymer
composites have not been standardized.

Ensuring efficient interaction between lignocellulosic fibres and the polymer matrix
is among the key challenges for natural fibre-reinforced polymer composites to achieve
proper resistance to environmental factors [4,9]. The hydrophilic nature of the fibres makes
them swell in an aqueous environment, which results in cracks formed in the hydrophobic
polymer matrix [18]. As a result, the interaction between lignocellulosic fibres and the
polymer deteriorates. Insufficient adhesion at the phase border leads to decreased mechan-
ical parameters [9,19]. Hence, the fibres’ surface is modified to improve the interphase
interaction by increasing the fibres’ wettability and reducing water absorption [4,9]. The
most popular chemical methods involve employing substances whose particles react with
cellulose hydroxy groups and introduce new groups linked with the polymer matrix’s
functional groups [20]. Similar treatments are used in the case of carbon nanotube re-
inforcement [21]. The number, shape, size and distribution of the fibres also affects the
NFPC characteristics [4,7,8]. Proper scattering of fibres in the matrix promotes interphase
adhesion by reducing voids and ensuring the fibres’ surrounding by the matrix [2,4,21].

NFPC products are susceptible to sunlight [18,22]. Their exposure to UV light was
discovered to contribute to a more significant decrease in the mechanical properties than
exposure to microorganisms and high temperatures [23–28]. Tests on NFPC products’
resistance to sunlight are typically carried out with accelerated methods, using laboratory
light sources [27–36]. The application of accelerated methods involving product exposure
to the relatively short but intensive impact of a factor or a set of service factors is standard
for construction fitness assessment procedures. The impacts are selected according to the
product’s material characteristics, including the product’s application scope, to simulate
best the processes that occur during the product’s use in real conditions [17]. As shown
by previous studies, light and water impact cycles are the most burdensome exposure
sequence in NFPC’s accelerated weathering [32–38]. NFPC degradation progresses then
much faster and more intensively than in the case of exposure to sunlight only [30]. In the
wetting phase, the polymer matrix particles damaged as a result of UV impact are washed
out, and successive ones are exposed [22], but hydrophilic lignocellulosic fibres swell too,
which leads to reduced interphase adhesion, as was mentioned before [18,19]. As was
already determined [34], the light exposure and spraying cycles cause much more intensive
destruction of profiles whose surfaces were mechanically treated before than surfaces
non-treated after extrusion. Composites with a higher share of lignocellulosic fibres on
the surface, exposed during planing, show a higher drop in the flexural modulus [31,34].
NFPC was discovered to degrade faster than the polymer used as a matrix. At the initial
weathering exposure stage, a pure polymer may be subjected to further cross-linking, while
this property is physically limited in a composite by the filler [35]. The exposure time
matters as well. The longer it is, the greater degradation occurs [34–36]. Light exposure
reduces the mechanical properties and changes the NFPC products’ colour [30,37].

Analysing previous studies on artificial weathering resistance of NFPC products
addressed for civil engineering, it can be observed that different light sources are used in
the exposure procedures, with diversified exposure sequence, including the dry and wet
phase length and wetting method [34–37,39,40]. This paper contains a comparative analysis
of the two most common methods used for construction products to determine the most
relevant building performance assessment for natural fibre-reinforced polymer composite
profiles. So far the comparative analysis of artificial weathering resistance test methods
has not been performed. Tests were carried out for PVC and wood flour composite profiles
as one of the most popular in civil engineering [10,11,26]. The influence was analysed
of the applied exposure procedure on the changes in the composite microstructure and
mechanical properties. A comparative exposure was performed, including the following:

• exposure to light emitted by xenon lamps (X-exposure) combined with alternate short
spraying, with diversified exposure time,
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• wetting through long-term condensation and then exposure to light emitted by fluo-
rescent lamps (F-exposure), with diversified exposure time.

The influence was evaluated of the performed exposures on the usable surface’s
morphology and microstructure of brittle fractures, flexural strength, flexural modulus and
impact strength.

2. Materials and Methods

2.1. Profiles

Commercial cellular profiles intended for outdoor floors were used for the tests. The
profiles were made of PVC matrix composite with fine lignocellulosic fibre filler (wood
flour) and plastifiers and modifiers as additives. The filler was recycled wood industry
waste. The composite’s formula is the manufacturer’s trade secret and has not been
revealed. The profiles were extruded in a plastic processing facility.

The profiles were 180 mm wide, 25 mm high, the front walls were 5 mm thick, and
the chambers were 22 mm wide. The profiles had two usable surfaces: one grooved and
one plane (Figure 4). As a standard, grooved and plane surfaces of construction profiles
are mechanically treated (brushing) to provide a wood-like texture effect. Profiles with
a standard usable brushed surface (SZ) and profiles with a non-brushed usable surface
(NSZ)—for comparison—were used in the study.

 

Figure 4. Shape of the profiles used in the tests.

2.2. Weathering Exposure

The first weathering procedure (F-exposure) was carried out in UV Test apparatus
(Atlas, Linsengericht, Germany) featured with 1A type (UVA-340) fluorescent lamps ac-
cording to EN 16474-3 [41], emitting light in the wavelength range of 300 to 400 nm, with
the maximum emission at 343 nm (Table 1). The exposure procedure complied with EN
927-6 [42]. The samples were exposed to cycles composed of a long condensation phase,
followed by exposure to UV lamps, with the radiation intensity of 0.89 W/m2 measured at
340 nm wavelength, with alternated wetting cycles (water spraying) (Table 2).

Samples cut out from flat usable surfaces of brushed (SZ), and non-brushed (NSZ)
profiles were exposed. The samples were 300 mm long, and the profiles’ full width (180 mm)
was maintained. During the exposure, the samples were arranged at ca. 80◦ angle, allowing
free draining of water (Figure 5a). The exposure lasted 336 h—SZ-F-336 and NSZ-F-336
series, and 2016 h—SZ-F-2016 and NSZ-F-2016 series (Table 2).

The other weathering procedure (X-exposure) was performed in SunTest apparatus
(Atlas, Linsengericht, Germany) featuring a xenon-arc lamp with a quartz shell, according
to EN 1647-2 [43], which emits light from less than 270 nm in the ultraviolet range through
visible spectrum up to IR, whereby a daylight filter was used, eliminating shortwave UV
radiation (Table 3). Exposure was carried out according to EN ISO 4892-2 method A [44].
The cycles included exposure to light with the radiation intensity of 60 W/m2, measured in
the band wavelength of 300–400 nm, combined with exposure to high temperature, and
followed by water spraying (Table 2).
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(a) 

 
(b) 

Figure 5. Weathering exposure procedure flowchart: (a) F-exposure, (b) X-exposure.

Table 1. Relative spectral intensity of radiation for UVA 340 fluorescent lamps [39] used in the UV
test apparatus.

Spectral Pass Band Minimum
CIE No. 85:1989,

Table 4
Maximum

(λ = Wavelength in
nm)

% % %

λ < 290 - - 0.1
290 ≤ λ ≤ 320 5.9 5.4 9.3
320 < λ ≤ 360 60.9 38.2 65.5
360 < λ ≤ 400 26.5 56.4 32.8
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Table 2. Weathering exposure.

Test Series Designation Total Exposure 
Time 

Exposure 
Method/Light Source 

Number of 
Cycles Exposure during the Cycle 

SZ-F-336 
NSZ-F-336 

336 h 
F-exposure  

according to EN 927-6/ 
UVA340 fluorescent 

lamps 

2 
 24 h of wetting through condensation at T45 ± 3 C 
 168 h of alternate light exposure and water spraying cy-

cles, in the following sequence:  
 2.5 h of exposure to UVA−340 lamps, radiation in-

tensity: 0.89 W/m2 (340 nm), BST 60 ± 3 C, 
 0.5 h water spraying without UV exposure, spray-

ing intensity 6−7 L/min. 

SZ-F-2016 
NSZ-F-2016 

2016 h 12 

SZ-X-300 
NSZ-X-300 

300 h 
X-exposure  

according to EN ISO 
4892-2/  

xenon-arc lamp with 
daylight filter 

150  1.7 h of irradiation with lamps, radiation intensity: 60 ± 2 
W/m2 (300–400 nm), BST 65 ± 3 C, CHT 38 ± 3 C, RH 50 
± 10%, 

 0.3 h of water spraying without UV exposure 
SZ-X-2016 

NSZ-X-2016 
2016 h 1008 

Table 3. Relative spectral intensity of radiation for a xenon-arc lamp with daylight filter [43] used in
SunTest apparatus.

Spectral Pass Band Minimum
CIE No. 85:1989,

Table 4
Maximum

(λ = Wavelength in
nm)

% % %

λ < 290 - - 0.15
290 ≤ λ ≤ 320 2.6 5.4 7.9
320 < λ ≤ 360 28.2 38.2 39.8
360 < λ ≤ 400 54.2 56.4 67.5

Table 4. Relative differences between the values of the mechanical properties of SZ and NSZ samples,
calculated according to Formula (6), %. Statistically insignificant differences are highlighted in grey.

σf—Flexural Strength Ef—Modulus of Elasticity
acU—Charpy Impact

Strength

10.2 0.1 9.6

A brushed (SZ) and non-brushed (NSZ) flat usable surfaces were exposed. The
samples’ length ranged from 100 to 300 mm, and their width and thickness corresponded
to the profile’s dimensions. During the exposure, the samples were arranged horizontally,
maintaining a ca. 10◦ slope to allow free draining of water (Figure 5b). The exposure lasted
300 h for the SZ-X-300 and NSZ-X-300 series and 2016 h for the SZ-X-2016 and NSZ-X-2016
series (Table 2).

Deionised water with pH 5.0 ± 7.5 and electric conductivity under 2 μS/cm measured
at 25 ◦C were used for wetting in both weathering procedures.

2.3. SEM Analysis

The microstructure of composite profiles was examined with Sigma 500 VP cold-field
emission scanning electron microscope (Carl Zeiss Microscopy GmbH, Köln, Germany),
which allows reaching a high resolution at a low accelerating voltage. The tests were carried
out at the accelerating voltage of 10 KeV inductive electron beam, using an SE detector on
samples coated (sprayed) with a gold film.

At the first stage, the microstructure of brittle fractures obtained at 23 ◦C was observed.
The observations covered samples cut out from brushed (SZ) and non-brushed (NSZ)
profiles in their original condition and following X-exposure lasting 2016 h (SZ-X-2016
and NSZ-X-2016 series). The procedure was selected because it is expected to cause the
most significant changes in the NFPC structure [45]. Observations were carried out at
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500× and 20,000× magnification. At the second stage, the observations covered the usable
surface microstructures in NSZ profiles in their original condition, following F-exposure
(NSZ-F-336 and NSZ-F-2016 series) and X-exposure (NSZ-X-300 and NSZ-X-2016 series), at
500× magnification. The observations were not carried out for brushed profiles because of
the high roughness of the usable surface, which made SEM examinations impossible.

2.4. Testing Mechanical Properties

Mechanical properties were tested on samples obtained from brushed (SZ) and non-
brushed (NSZ) profiles in their original condition and following a short- and long-term
F-exposure and X-exposure (Table 2). The flexural strength, flexural modulus and impact
strength were tested.

The flexural modulus was also tested according to EN ISO 178 [46], using a class
1 strength testing machine (Instron, Darmstadt, Germany). Three-point bending was
performed according to EN ISO 178 [46], using samples sized 15 × 100 × 5 mm, cut out
from the central part of the profile’s front wall, parallel to vertical ribs (Figure 4). Supports
with a 5 mm radius were used, spaced every 80 mm, corresponding to 16-times sample’s
thickness and a 5 mm radius pressing element placed in the middle of the span. The
samples were freely supported (Figure 6a). The load was applied to the front surface at a
constant rate of 5 mm/min. until destruction. Flexural strength σf was calculated according
to (1) and expressed in N/mm2. Twelve samples were tested in each series, giving a total
of one hundred and twenty samples tested in the study.

σf =
3FL
2bh2 (1)

where: F—maximum force, in N; L—support spacing, in mm; b—sample’s width, in mm;
h—sample’s thickness, in mm.

 
(a) 

 
(b) 

Figure 6. Testing mechanical properties: (a) flexural strength, (b) impact strength.

The flexural modulus was also tested according to EN ISO 178 [46], using a class 1
strength testing machine (Instron, Darmstadt, Germany), in conditions identical to flexural
strength tests. A load-deflection curve was recorded during bending in a linearly elastic
range, including the force and deflection values corresponding to strain εf1 = 0.0005 and εf2
= 0.0025. The f 1 and f 2 deflection values were calculated according to Formula (2).

f1 =
ε f 1L2

6h
; f2 =

ε f 2L2

6h
(2)

where: L—spacing of supports, in mm; h—sample’s thickness, in mm.
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The force values recorded when εf1 and εf1 strain occurred were used for determining
the values of σf1 and σf2 normal stress. The Ef modulus was calculated according to (3)
and expressed in N/mm2. Twelve samples were tested in each series, giving a total of one
hundred and twenty samples tested in the study.

Ef =
σ f 2 − σ f 1

ε f 2 − ε f 1
(3)

where: σf1, σf2—maximum normal stress corresponding to f 1 and f 2 stress determined
according to (2).

The impact test was carried out with Charpy impact pendulum (ZwickRoell, Ulm,
Germany) according to EN ISO 179-1 [47]. The samples used in the test had no notch, were
sized 10 × 80 × 5 mm, cut out from the central part of the profile’s front wall, parallel to
the vertical ribs. The sample was freely resting on supports spaced at 62 mm and then hit
with a 2J impact pendulum (Figure 6b). The load was exerted on the front surface. Charpy
impact strength acU was calculated according to (4) and expressed in kJ/m2. Eight samples
were tested in each series, giving a total of eighty samples tested in the study.

acU =
Ec

h·b ·103 (4)

where: Ec—energy absorbed by breaking the test specimen, in J; h—sample’s thickness in
mm; b—sample’s width, in mm.

2.5. Analysis of the Statistical Difference in the Mechanical Properties Test Results

The changes in the tested materials’ mechanical properties were analysed based on
the characteristics’ differences after F-exposure and X-exposures. Since in most cases, the
differences between the results before and after the exposure were relatively low compared
to the results’ variability in the groups, the statistical significance of the differences was
analysed with a one-way analysis of variance (ANOVA F-test).

The difference in the given mechanical property before and after weathering (ΔY) was
calculated with the following equation:

ΔY = 100%·Y
(
Tj
)− Y(Ti)

Y(Ti)
(5)

where: Ti, Tj—ageing times used; Y(Ti)—mean value of the given mechanical property
after weathering for Ti, Y(Tj)—mean value of the given mechanical property after weather-
ing for Tj.

Taking into account that two sample series—obtained from brushed (SZ) and non-
brushed (NSZ) usable surface of the profiles—were subjected to mechanical properties tests
before and after weathering exposure, an analysis of the exposure influence on the proper-
ties of interest was preceded by an assessment of the differences between the properties
of SZ and NSZ samples in their original condition. The following formula was used for
calculating the relative difference:

ΔY = 100%·YSZ − YNSZ
YSZ

(6)

where: ΔY—difference between the mechanical properties of material Y with brushed SZ
(YSZ) and non-brushed NSZ (YNSZ) surface.

The statistical significance of the differences was analysed with ANOVA F-test. The
results are summarised in Table 4. No surface treatment influence was observed only for
the modulus of elasticity. For flexural strength, the relative difference between the values
obtained for SZ and NSZ samples amounted to 10.2%, while for the Charpy impact strength
it was 9.6%. Both characteristics were higher for SZ than for NSZ samples. The exposure
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impact on all analysed mechanical properties was assessed separately for each surface type
because of the statistically significant difference in the flexural strength and Charpy impact
strength tests for SZ and NSZ surface samples.

3. Results and Discussion

3.1. Microstructure Analysis

The observations of the brittle fracture microstructures helped evaluate only the
dispersion rate of a filler in a polymer matrix. The composite’s observed structure can
be considered inhomogeneous [47,48]. Numerous wood flour clusters were discovered,
forming combinations of fibres and plates with diameters ranging from 50 μm to 100 μm
(Figures 7 and 8). Because a fracture in a composite occurs typically in the sample’s most
weakened areas, material defects in the form of pores and voids became visible at the
fracture, being a testimony to the plates and wood fibres being pulled out from the polymer
matrix [48] (Figures 7 and 8). Further analysis of the brittle fractures’ microstructure
revealed the presence of other fillers’ clusters, most likely being mineral fillers (talc or
chalk) and relatively regular shape and size not exceeding 1 μm. They were generally well
dispersed in the polymer matrix (Figures 9 and 10), but some cluster sizes from 5 μm to 10
μm (Figure 10b) were also discovered. The performed SEM analysis of brittle fractures did
not reveal microstructural differences in the material in its original condition compared
to the material after X-exposure for 2016 h (SZ-X-2016 and NSZ-X-2016 series). The data
collected in the brittle fracture analysis, revealing the microstructure at the material cross-
section, can suggest that the material’s inner structure did not change under the influence
of the applied weathering procedure.

 
(a) 

 
(b) 

Figure 7. Microstructure of the profile’s fracture surface in the original condition: (a) SZ profile,
magnification: 500×, (b) NSZ profile, magnification: 500×.

 
(a) 

 
(b) 

Figure 8. Microstructure of the profile’s fracture surface after weathering: (a) SZ-X-2016 series profile,
magnification: 500×, (b) NSZ-X-2016 series, magnification: 500×.
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(a) 

 
(b) 

Figure 9. Microstructure of the profile’s fracture surface in the original condition: (a) SZ profile,
magnification: 20,000×, (b) NSZ profile, magnification: 20,000×.

 
(a) 

 
(b) 

Figure 10. Microstructure of the profile’s fracture surface after weathering: (a) SZ-X-2016 series
profile, magnification: 20,000×, (b) NSZ-X-2016 series profile, magnification: 20,000×.

An SEM surface analysis was carried out, taking into account the fractures’ surface
microstructure analyses and bearing in mind that the profiles’ usable surface was directly
exposed. The tests covered only the non-brushed profiles because of brushed profiles’
high surface roughness, which prevented their observations. An analysis of NSZ samples’
surface microstructure in the original condition revealed a uniform coating of the fibres
with polymer (Figure 11). The surface was relatively smooth and uniform, characteristic of
extruded NFPC profiles [48,49]. No exposed wood fibres were observed. Following the
profiles’ X-exposure, significant changes in the surface morphology were observed already
after 300 h. The microscopic image revealed melting of the polymer’s outermost layer,
exposing the surfaces of fillers not wetted with the polymer, taking the form of large plates
and wood fibre clusters (Figure 12a). Extending the exposure time to 2016 h significantly
aggravated the top layer’s degradation. Highly non-homogenous surface topography with
molten areas was observed [50]. The revealed microstructure contained agglomerated
wood fibres (Figure 12b).
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(a) 

 
(b) 

Figure 11. Microstructure of NSZ profile’s surface in the original condition (a) magnification: 500×,
(b) magnification: 1000×.

 
(a) 

 
(b) 

(c) (d) 

Figure 12. Surface microstructure after weathering, magnification: 500× (a) NSZ-X-300 series,
(b) NSZ-X-2016 series, (c) NSZ-F-336 series, (d) NSZ-F-2016 series.

F-exposure also contributed to the changes in the surface morphology. The microstruc-
ture changes were reported after 336 h of exposure (NSZ-F-336 series), and minor molten
areas in the polymer’s outermost layer became visible, exposing the filler’s surface (Fig-
ure 12c). Still, the changes are noticeably more minor than those reported for samples after
X-exposure for 300 h (Figure 12a). The F-exposure time extension to 2016 h aggravated the
profile’s outermost layer, making the filler much more visible (Figure 12d). It should be
emphasised that the degradation rate of NSZ-F-2016 series samples was significantly lower
than the degradation rate of samples after X-exposure for the same exposure duration
(NSZ-X-2016 series).

Summing up the results of microstructural tests, it can be concluded that the applied
weathering procedures performed with laboratory light sources did not affect the compos-
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ite’s internal structure. No differences that could be considered microstructure changes
were observed in the brittle fracture analysis [48,49]. Under UV-irradiation influence the
surface layers between PVC matrix and wood fibres became more brittle. Due to these
factors create additional stresses at the interface of the components, causing development
of the cracks on the weathered surface of the samples [49]. Exposing the profile to light
emitted by fluorescent lamps (F-exposure) and xenon lamps (X-exposure) caused signifi-
cant surface degradation. The surface morphology analysis revealed molten areas in the
polymer matrix’s outermost layer, exposing the surface of lignocellulosic fibres. Extended
exposure aggravated the degradation of the profiles’ usable layer, which corresponds to the
literature data [45,50]. Weathering impacts exerted with a xenon lamp affected the surface
properties more significantly than F-exposure for the same exposure time. The above can
be explained by the differences between relative spectral intensity of radiation for UVA 340
fluorescent lamps (F-exposure) and relative spectral intensity of radiation for a xenon-arc
lamp (X-exposure). It is supposed that wavelengths rays between 360 nm and 400 nm is the
most important factor causing photodegradation to some organic substances such as PVC.
F-exposure contains about 26% wavelengths rays between 360 nm and 400 nm (Table 1)
while X-exposure contains about 54% (Table 3). Surface damage after X-exposure was more
intensive and vast than after F-exposure.

3.2. Mechanical Properties

An analysis of the results suggests that the analysed material’s flexural strength in
the original condition was 60 ÷ 67 MPa; 63 ÷ 64 MPa after F-exposure, and 61 ÷ 64 MPa
after X-exposure (Figure 13). These values are similar to those obtained for construction
profiles made of wood fibre-reinforced composites with PE matrix and PVC matrix with
rice husk fibre, for which the original condition values amounted to 71 MPa and 67 MPa,
respectively [51]. They exceed the test results on composites with recycled high-density
polyethylene matrix and rice husk fibre filler, which reached the flexural strength of 25 MPa
for the filler content of 50% and 38 MPa for the filler content of 80% [28]. Still, they are
lower than the results for composites with polymer matrix reinforced with sycamore, sisal
or bamboo fibres, whose flexural strength ranged from 100 MPa to 134 MPa [52].

Figure 13. Flexural strength test results of brushed (SZ) and non-brushed (NSZ) samples in basic
state (laboratory conditions), after F-exposure for 336 h (F-336) and 2016 h (F-2016) and after X-
exposure for 300 h (X-300) and 2016 h (X-2016). The error bands represent the standard deviation
(series size n = 12).

The analysis of F-exposure’s influence on the flexural strength revealed a decrease
for SZ series samples. No decrease was reported for NSZ samples. Still, it should be
emphasised that a statistically significant change in the strength occurs already after the
first exposure period T1, which lasts 336 h for F-exposure and 300 h for X-exposure. Further
exposure up to 2016 h does not cause a significant change in the strength (Figure 14).
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Figure 14. Diagrams showing the differences in the sample’s flexural strength σf, MPa, after F-exposure
and X-exposure for time T1 and T2: (a) brushed sample (SZ), (b) non brushed sample (NSZ). The error
bars show the standard deviation (series size n = 12). The tables below summarise the relative change in
the flexural strength Δσf, %, during exposure time (T1 − T0) (T2 − T1) and (T2 − T0) calculated according
to Formula (5). Statistically insignificant differences Δσf are highlighted in grey.

Different behaviour of SZ and NSZ profiles during F-exposure, where each weekly
cycle starts with a 24 hours’ phase of wetting through condensation (Table 2), can be
explained by the difference in the surface’s condition. As demonstrated in a previous study,
mechanically treated profiles can be more susceptible because of lignocellulosic fibres’
exposure in the process [7,28,31]. It is assumed that the exposed hydrophilic fibres swell
due to their wetting, which weakens the interaction forces between the matrix and the filler
and deteriorates the strength [20,53]. A similar effect was observed for planned profiles
made of HDPE composite with a wood flour filling [30].

X-exposure did not deteriorate the flexural strength of either SZ or NSZ series samples
(Figure 14). It can be concluded that short-term spraying used in the exposure, followed
by long-term light exposure combined with an elevated temperature (Table 2), does not
exert such a significant influence on the NFPC’s strength as the exposure including long-
term wetting. The results after X-exposure can even suggest that exposure to elevated
temperature (BST 60 ◦C—see Table 2) could result in plastification of the polymer matrix
and its better surrounding by the filler, and hence improvement in the interphase bonds [48].
A decrease in the flexural strength after X-exposure was observed in most of the previous
papers, reaching 20–25% [27,30,31]. Still, it has to be pointed out that most of the papers
concerned composites with HDPE matrix, which is less resistant to UV than PVC [13,32].
A lack of significant changes in the flexural strength corresponds to the results of brittle
fracture analysis, which did not reveal any changes in the composite’s microstructure as a
result of weathering (Figure 8).

Flexural modulus is another mechanical property analysed in the study. It depicts the
material’s stiffness, which is a key feature for construction products installed with point sup-
port, e.g., on a grid, as happens with terrace and facade profiles [13]. The flexural modulus’
value level determines the profiles’ susceptibility to deformation under service loads [22].
The solutions examined in the study achieved the flexural modulus values of 3970 MPa in
the original condition (Figure 15). As shown in a previous study, construction profiles made
of composite with HDPE matrix and wood flour are characterised by the flexural modulus
of 2530 ÷ 3600 MPa [36,38]; with PP matrix and wood flour—ca. 4500 MPa [54]; and with
HDPE matrix and sisal and bamboo fibres—2500 MPa and 3700 MPa, respectively [52].
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Figure 15. Results of flexural modulus tests of brushed (SZ) and non-brushed (NSZ) samples in
basic state (laboratory conditions), after F-exposure for 336 h (F-336) and 2016 h (F-2016) and after
X-exposure for 300 h (X-300) and 2016 h (X-2016). The error bars represent the standard deviation
(series size n = 12).

The performed ageing procedures exerted a significant influence on the flexural
modulus values (Figure 16). A decrease was observed in all tested series after the exposure.
Similarly to flexural strength, increasing the time from 336 h for F-exposure and 300 h
for X-exposure to 2016 h does not cause a statistically significant difference in the flexural
modulus. The difference in the modulus of elasticity between SZ-X-300 and SZ-X-2016 is
the exception for which the changes are noticeably lower than after 300 h of X-exposure.
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Figure 16. Diagrams showing differences in the flexural modulus Ef, MPa, after F-exposure and
X-exposure for time T1 and T2: (a) brushed sample (SZ), (b) non brushed sample (SZ). The error bars
show standard deviation (series size n = 12). The tables under the diagrams summarise the relative
change in the modulus of elasticity ΔEf, %, for exposure time (T1 − T0) (T2 − T1) and (T2 − T0),
calculated according to Formula (5). Statistically insignificant differences ΔEf are highlighted in grey.

The influence of F-exposure on brushed profile samples was most significant. The
modulus of elasticity amounted to 3270 MPa (SZ-F-336) and 3160 MPa (SZ-F-2016) after
F-exposure. For unbrushed samples, the values reached 3640 MPa (NSZ-F-300) and 3520
MPa (NSZ-F-2016). Similarly to flexural strength, exposing the lignocellulosic fibres during
brushing could play a decisive role [7,31]. The reduction in the interphase interaction on
the composite’ surface can determine the value of the modulus of elasticity much more
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than the flexural strength. Weakening of the top layer significantly increases susceptibility
to strain [9,53]. Moreover, X-exposure reduced the modulus of elasticity’s value, whereby
the non-brushed sample series revealed more significant differences than the brushed
ones. The results correspond to the results of experiments performed for profiles with
HDPE matrix and wood flour filling [28], although the drops discovered in this study are
much smaller.

Charpy impact strength is another mechanical property taken into account in the
study (Figure 17). Because of the high risk of construction profiles’ exposure to dynamic
loads throughout their entire life, stable impact strength value expressing the material’s
susceptibility to fracture can be considered one of the key functional parameters.

Figure 17. Results of Charpy impact strength of brushed (SZ) and non-brushed (NSZ) samples in
basic state (laboratory conditions), after F-exposure for 336 h (F-336) and 2016 h (F-2016) and after
X-exposure for 300 h (X-300) and 2016 h (X-2016). The error samples represent the standard deviation
(series size n = 8).

The difference between the samples’ impact strength before and after F-exposure
and X-exposure seems significant, but because of the dispersion of the results in each test
series, the statistical significance for some of these changes cannot be confirmed. It applies,
especially to SZ samples. An anomaly is observed for NSZ samples, involving a significant
increase in the impact strength after F-336 exposure. After F-2016 exposure, the impact
strength decreases significantly compared to F-336 exposure. The final impact strength
change between the initial value and the value after F-2016 exposure is not statistically
significant, although it amounts to over 6%.

The general trend observed for the change in the mechanical properties after weath-
ering (Figures 14, 16 and 18) is a statistically significant change after weathering time T1.
However, in most cases, the difference between T1 and T2 is minor. The course of the
Charpy impact strength changes for NSZ under F-exposure is the only exception.
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Figure 18. Diagrams presenting differences in Charpy impact strength, auC, kJ/m2, after F-exposure and
X-exposure for time T1 and T2: (a) brushed samples (SZ), (b) non brushed samples (NSZ). The error bars
represent the standard deviation (series size n = 8). The tables under the diagrams present the relative
change in the impact strength ΔacU, %, for exposure time (T1 − T0) (T2 − T1) and (T2 − T0), calculated
according to Formula (5). Statistically insignificant differences ΔacU are highlighted in grey.

In order to comprehensively evaluate the exposure type influence on the change in the
mechanical properties ΔY, the following equation was used:

ΔY = 100%·Y
(

F, Tj
)− Y(X, Ti)

Y(T0)
(7)

where: F, X—exposure type (according to Table 2), Y(F,Ti), Y(X,Ti)—value of the mechani-
cal property after F- and X-exposure in time Ti Tj

. Exposure times: T0—zero hours (before
exposure), T1—336 h for F-exposure and 300 h for X-exposure, T2—is 2016 h for both exposures.

The analysis results of the exposure type’s influence on the property changes are
summarised in Table 5. All applied exposure types and their times are compared.

Table 5. Differences between the mechanical properties after F- and X-exposure in time T1 and T2

according to Equation (7), %. Statistically insignificant differences are highlighted in grey.

Changes in the Flexural Strength, %

Samples SZ Samples NSZ

X-300 X-2016 X-300 X-2016

F-336 −6.9 −7.6 F-336 4.7 4.0
F-2016 −6.4 −7.0 F-2016 3.8 3.0

Changes in the Modulus of Elasticity, %

SZ samples NSZ samples

X-300 X-2016 X-300 X-2016
F-336 −11.9 −7.5 F-336 6.5 8.6
F-2016 −14.8 −10.4 F-2016 3.5 5.6

Changes in the Charpy Impact Strength, %

SZ samples NSZ samples

X-300 X-2016 X-300 X-2016
F-336 2.4 −0.6 F-336 21.6 30.3
F-2016 −1.0 −4.0 F-2016 3.3 12.1

The analysis of the data summarised in Table 5 indicates that in five cases (except for
the impact strength for SZ samples), the difference between the mechanical properties after
short-term F-exposure and X-exposure (F-336 and X-300) and after long-term F-exposure
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and X-exposure (F-2016 and X-2016) is statistically significant. The mechanical properties
of the SZ surface material revealed the highest drop after F-exposure (negative values in
the Table), while for the NSZ surface, it was after X-exposure (positive values in the Table).
Hence, it can be concluded that for the SZ surface, more unfavourable changes can be
expected after F-exposure, while for NSZ surfaces, it occurs after X-exposure. Both the
exposure type and duration do not significantly contribute to the change in the Charpy
impact strength for SZ samples.

On the other hand, an absence of a significant difference between the mechanical
properties after F-exposure for 2016 h and X-exposure for 300 h can be observed. The
modulus of elasticity for SZ samples makes the only exception, where significant differences
in the modulus’ value can be observed between all exposure types. Major changes in the
modulus (lower modulus values after exposure) are caused by F-exposure, while ranking
the mechanical property values after both exposures (from the highest to the lowest value
of the modulus), we get X-300; X-2016; F-336 and F-2016.

4. Conclusions

An analysis of the experimental data collected under the study suggests that exposing
construction profiles made of PVC composite with wood flour filling to light emitted by
different laboratory sources of light alternately with wetting causes degradation of their
usable surfaces. An SEM analysis of the surface microstructure revealed molten areas in the
polymer matrix outermost layers and exposed surfaces of the filler fibres. The degree of the
changes can be considered as significantly reducing the profiles’ aesthetic and decorative
properties. No microstructure changes were observed in the brittle fracture tests. However,
the weathering procedure was discovered to impact the surface morphology. Influences
involving irradiation with a xenon lamp and short-term wetting (X-exposure) caused much
more significant surface degradation than exposure to fluorescent lamp’s light and long-
term wetting (F-exposure) for the same exposure duration. The observations applied only
to the mechanically non-treated usable surfaces. The observations were not carried out for
brushed surfaces, because of the surface roughness.

The applied exposures affected the mechanical properties. The influence of surface
treatment on changes in mechanical properties during weathering was not statistically ana-
lyzed due to the different mechanical properties of SZ and NSZ profiles before weathering.
In the drawings, however, differences can be observed were observed in the susceptibil-
ity to the exposure for profiles with mechanically treated usable surfaces (brushed—SZ)
compared to non-brushed (NSZ) ones. Artificial weathering carried out with fluorescent
lamps and long-term wetting, included by condensation (F-exposure), greatly influenced
the brushed profiles’ properties. In turn, the influence of artificial weathering by exposure
to a xenon lamp and short-term wetting was more significant for the non-brushed profiles.
Significant changes in the flexural modulus were observed after the exposures, especially
after F-exposure. No significant decrease in the flexural strength occurred, and the impact
strength changes are hard to assess because of the dispersion of the results in each series.

The exposure duration (time) affected the properties of interest. Although extending
the weathering exposure time from 300 h (X-exposure) or 336 h (F-exposure) to 2016 h
significantly aggravated the surface morphology changes, especially after X-exposure, the
changes in the mechanical properties observed at the initial stage of ageing progressed
only slightly.

The constancy of mechanical properties matters for the building fitness assessment.
Based on the collected data, it can be concluded that for profiles made of natural fibre-
reinforced polymer composites, whose usable surface was developed in a standard way, by
mechanical treatment (brushing), artificial ageing using fluorescent lamps and long-term
wetting including condensation (F-exposure) seems to be the adequate procedure to assess
the changes in the mechanical properties. The procedure causes more severe swelling
of lignocellulosic fibres and weakens the interaction forces between the matrix and the
filler, reducing the mechanical parameters. The influence was particularly evident for the
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flexural modulus, which should be considered as a suggestion to select this parameter as a
diagnostic feature of resistance to accelerated weathering. It needs to be emphasised that
the changes in the modulus of elasticity can be determined only after short-term F-exposure
(336 h), which can be used for quick diagnostics of new solutions.

This study does not exhaust the topic of artificial weathering resistance test methods
for construction profiles made of plant fibre-reinforced polymer composites. Considering
the dynamic development of this product group and its growing significance in civil engi-
neering, further studies are planned. Future studies will cover other NFPC compositions
and extended weathering exposure time.
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Abstract: The influence of a complex application of both plasticizing and air-entraining effects
on concrete with polycarboxylate ether superplasticizer (PCE), air-entraining admixture (AIR), or
an anti-foaming agent (AF) is analyzed in this paper with considerations for on the air content,
workability, flexural and compressive strength, and freezing–thawing resistance of hardened cement
mixtures. The effect of the complex behavior of PCE, AIR, and AF on the porosity of hardened
cement mortar (HCM) and freezing–thawing resistance was investigated; freezing–thawing resistance
prediction methodology for plasticized mortar was also evaluated. The results presented in the article
demonstrate the beneficial influence of entrained air content on consistency and stability of cement
mortar, closed porosity, and durability of concrete. Freezing–thawing factor KF depending on porosity
parameters can be used for freezing–thawing resistance prediction. With both plasticizing (decrease
in the water–cement ratio) and air-entraining effects (increase in the amount of entrained air content),
the frost resistance of concrete increases, scaling decreases exponentially, and it is possible to obtain
great frost resistance for cement-based material.

Keywords: cement; air-entraining admixture; plasticizing; porosity; air-content; strength; freeze-
thawing resistance

1. Introduction

Currently, construction, regardless of the purpose of the buildings being created, is
characterized by high requirements for the quality of materials. In the construction market,
the leading position is occupied by cement concrete. Significant importance today is given
to improving the durability of concrete, especially cement compositions. For various
operating environments, the durability of concrete is achieved by increasing the entrained
air content, reducing the W/C, and increasing the strength class of concrete, as well as
cement consumption, using a limited number of types of cement and normalizing their
mineralogical composition [1–3].

Concrete has the potential to be damaged if it is subjected to freeze–thaw cycles. There-
fore, determining how to scientifically optimize the ratio of high-efficiency concrete raw
materials and accurately predict the frost resistance of concrete to improve the durability of
its application is of great scientific significance. The prediction accuracy of frost resistance
is highest when the concrete mix proportion factors considered are the water binder ratio,
cement content, fine aggregate dosage, coarse aggregate dosage, and compound superplas-
ticizer dosage [4–6]. Seong-Tae [7] suggested a prediction method for minimum curing time
based on the hydration of the cement. According to this method, the rate of the decrease
of compressive strength increases when the onset time of frost damage is faster and the
water–cement ratio is higher. Authors Zeng et.al revealed that graphene oxide can improve
frost resistance and compressive strength of air-entrained mortars by 18.9% and 41.9%,
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respectively [8]. An important technical way to improve the frost durability of concrete
is using air-entraining admixtures [9]. Air void structure is the key parameter that affects
the frost resistance of concrete [10]. The entrained air void system in cement mortar and
concrete directly affects both the fresh-state workability and the freeze–thaw durability
of concrete pavements and structures [11,12]. The author Feng Yu [13] investigated the
compounding use of AF and VMA which significantly improved the workability, air void
structure, and the frost resistance of concrete. According to Feng Yu’s results, at 0.0055%
air-entraining agent (AIR) dosage, the combination of 0.15% AF and 0.015% viscosity modi-
fying agent (VMA) reduced the number of large bubbles in concrete by 57.96%. Afterward,
the number of fine bubbles was increased by 16.55% and the spacing factor was reduced by
18.09%. A decrease in spacing factor increases freeze–thaw resistance of concrete.

Air content is an important factor for achieving proper porosity of concrete. Zheng [14]
and Rodríguez [15] presented test results that show that frost resistance increases with
increasing air content, which makes the space parameter decrease in the hardened concrete.
Moreover, the experimental results indicate that, in air-entraining concrete, total air content
is not the only factor that affects the final properties of the concrete; air void structure
parameters, including void size, shape, and distribution, are key factors as well [16]. The
research results of Lazniewska-Piekarczyk et al. [17] on the influence of air-entraining
admixture type have proved that a greater amount of micro pores in concrete is the effect of
a synthetic air-entraining admixture. The combination effect of air-entraining admixtures
on freeze–thaw resistance of cement mortar was also considered in [18].

The porosity of cement mortar is one of the most important microstructural features,
which manifests at different length scales [19]. Capillary pores have the biggest influence
on the resistance of concrete. Gel pores and water inside them have no influence on the
frost resistance of concrete. In fact, water, due to its greater density, does not freeze in those
pores. Closed air pores perform the role of reserve pores and increase the frost resistance of
concrete [20]. Zhang’s [16] analyses concluded that as the number of freeze–thaw cycles
increases, the repeated action of periodic freezing and expansion forces and hydrostatic
pressure on the pores inside the concrete cause the pores inside the concrete to gradually
expand, penetrate, and form connected pores. Shinichi [21] investigated pore structure in
high-strength concrete at early ages via the BSE imaging technique assuming the Powers
model. At a very early age, most of the capillary pores in ordinary concrete are so large
that their pore size distribution was discontinuous.

Moreover, frost resistance of concrete depends both on open porosity (the amount of
capillary pores) and closed porosity (air content in the mixture), and quantitatively can be
determined by the frost resistance factor KF, which is derived from the equation [22]:

KF =
Pc

0.09·Po
, (1)

where Pc—closed porosity of hardened cement mortar (air pores) and Po—open porosity of
hardened cement mortar (capillary pores).

The authors Funk [23] and Setzer [24] performed a comprehensive testing program
before, during, and after standardized freeze–thaw weathering (CDF). Freeze–thaw cycling
caused considerable deteriorations which were significantly modulated by the different admix-
tures via changes in cement micromorphology. According to the authors of [25,26], the frost
resistance of concrete is determined by its porosity because water can only penetrate open
pores. Capillary pores have the greatest influence on the conglomerate’s frost resistance.
They are open and simple to fill with water [27]. As for the air pores, as opposed to capillary
pores, they increase the conglomerate’s frost resistance. During the immersion process the
air pores are closed and no water enters them [28].

According to Łazniewska-Piekarczyk [29], the influence of the type of admixtures on
porosity and pore size distribution of high-performance self-compacting concrete (HPSCC)
at a constant level of water were analyzed whilst considering the cement coefficient, the
type and volume of the aggregate, and the volume of the cement mortar. Despite the fact
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that the air content parameters differed from the standard recommendations, she found
that HPSCC was frost resistant. The authors [30] investigated the freeze–thaw behavior of
air-entraining cement mortars saturated with a NaCl solution at a concentration of 10 wt.%
using experimental measurement approaches. The findings of these studies showed that air-
void entrainment tends to decrease thermal contractions but increase hydraulic expansion,
ice nucleation expansion, and residual expansion. Some scholars modified cement with
polypropylene (PP) fiber, such as Ping Jiang [31], and they found that with an increase of
fiber from 0.25% to 1% the porosity was increased by approximately 6% due to the random
distribution intersection and interleaving of (PP) fibers in concrete. The goal of this study is
to investigate the technological properties and effects of air voids and porosity parameters
of cement with different water–cement (W/C) ratios under the action of freezing–thawing
cycles. The freeze–thaw (CDF) (test) technique is used to determine the surface scaling of
the specimens. Strength of hardened cement mortar and porosity parameters are calculated
in relation to freezing–thawing factors. In previous investigations, it has been noted that an
important parameter for frost resistance is a decrease in capillary porosity using plasticizers
and an increase in the amount of air in concrete using an air-entraining admixture. No
research studies have investigated the combined effect of plasticizing and air-entraining
admixtures on the freezing–thawing resistance of hardened cement.

2. Materials and Methods

2.1. Materials
2.1.1. Cement

Portland cement without mineral admixtures CEM I 42.5 R conforming to EN 197-1 with
water consumption of 26.6% was used. The mineral composition, physical properties, and
mechanical properties of the cement are presented in Table 1, Table 2, and Table 3, respectively.

Table 1. Mineral and chemical composition of the cement.

Component Amount [%]

Tricalcium silicate (C3S) 57.9
Dicalcium silicate (C2S) 15.6

Tricalcium aluminate (C3A) 7.5
Tetracalciumaluminoferrite (C4AF) 11.9

Table 2. Chemical composition of the cement.

Component

Al2O3 Fe2O3 SiO2 CaO MgO SO3 K2O Na2O Cl− CaOfree

Amount
[%] 5.23 3.44 20.63 63.56 3.13 0.78 1.15 0.10 0.007 1.4

Table 3. Physical and mechanical properties of cement.

Property Value

2-day compressive strength, [MPa] 28 ± 2
28-day compressive strength, [MPa] 55 ± 3

Initial setting time, [min] 180
Final setting time, [min] 225
Volume stability, [mm] 1.0

Water consumption, [%] 26.6
Residue on the 90 μm sieve, [%] 1.5

Fineness by Bline, m2/kg 340

The results of the particle size distribution of cement are presented in Figure 1.
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Figure 1. Particle size distribution of cement CEM I 42.5 R.

2.1.2. Aggregate and Water

Natural river sand with a fraction of 0/2 was selected as fine aggregate. The grain-size
distribution for the sand is shown in Figure 2.

Figure 2. Gradation of fine aggregate.

Potable water was used for concrete mixtures. Water confirms the requirements of
EN 1008.

2.1.3. Polycarboxylate Ether Superplasticizer (PCE)

Polycarboxylate ether is used as the superplasticizer admixture to improve the workabil-
ity of cement mortar. The physical and chemical properties of PCE are shown in Table 4.

Table 4. Physical and chemical properties of the used PCE.

Polymer Type Polycarboxylate Ether (HPEG 2400)

Appearance White solid
Hydroxyl number (mg KOH/g) app.117

pH-value EN 1262 5.5–7.5
Molecular weight 2400
Unsaturation (%>) 95

Color (Pt-Co<) 100

2.1.4. Air-Entraining Admixture (AIR)

SikaControl-10LPSA is a synthetic surfactant based on a brownish concrete admixture in
liquid form. The physical and chemical properties of SikaControl-10LPSA are shown in Table 5.
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Table 5. Physical and chemical properties of the used SikaControl-10LPSA.

Polymer Type SikaControl-10LPSA

Density 1.00 ± 0.02 kg/L;
pH value 7.0 ± 0.5

Total chlorine ion content − <0.1% by weight of the substance

Sodium oxide equivalent − <0.3% by weight of the substance

2.1.5. Antifoaming Agent (AF)

The polypropylene ether was used as a component that prevents foaming of the
mortar. Antifoam is a chemical agent used to reduce and prevent the formation of foams
during chemical mixing. Foams will cause serious problems in chemical processes and
will also prevent utilization of the whole capacity of a container. Developing conveniently
and rapidly on the surface of the foam is one of the main features of antifoams [32]. The
physical and chemical properties of AF (A-316) are shown in Table 6.

Table 6. Composition and properties of the used antifoam agent.

Polymer Type Antifoaming Agent (A-316)

Appearance Whitish powder with good fluidity
Bulk density (kg/m3) 400–700

Dispersing ability in water Easy dispersing into water
pH value of 1% in water 20 ◦C 7–9

Solubility Surface treated, cold water soluble

2.1.6. Mix Proportion

The composition, consistency (determined according to EN 1015-3), and density (de-
termined according to EN 1015-6) of fresh cement mixtures are presented in Tables 7 and 8.
The first five specimens have been mixed with a polycarboxylate ether and designated
as PCE; the other three specimens have been mixed with an air-entraining admixture. In
superplasticizer mortars, the main difference between mixtures is the different W/C ratio,
which varies from 0.50 and 0.38. When changing the W/C ratio, the amount of cement and
water remained the same. In the case of mortar with an air-entraining admixture, the W/C
ratio was equal to 0.4 for all specimens.

Table 7. Composition, consistency, and density of the mixtures with plasticizing admixtures.

№ Cement,
kg

Sand, kg Water, kg W/C PCE, % AF, % Dav, mm
Density,
kg/m3

C0 0.972 2.916 0.486 0.50 0 0 156 2280
P1 0.972 2.916 0.438 0.45 0.1 0.01 142 2290
P2 0.972 2.916 0.398 0.41 0.2 0.02 147 2280
P3 0.972 2.916 0.385 0.40 0.3 0.03 134 2269
P4 0.972 2.916 0.375 0.39 0.4 0.04 133 2280
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Table 8. Composition, consistency, and density of the mixture with plasticizing and air-entraining admixtures.

№ Cement,
kg

Sand, kg Water, kg W/C PCE, % AF,% AIR, % Dav, mm
Density,
kg/m3

P2 0.972 2.916 0.398 0.41 0.2 0.02 0 147 2280
A1 0.972 2.916 0.398 0.41 0.2 0.02 0.1 171 2150
A2 0.972 2.916 0.398 0.41 0.2 0.02 0.2 190 2062
A3 0.972 2.916 0.398 0.41 0.2 0.02 0.3 197 1959

A Portland cement sample (sample C0) was prepared for the reference sample. Three
chemical admixtures were used to create seven composite admixtures with the same mass
ratio as follows: polycarboxylate ether in solid-state (symbol PCE), Anti-foaming admixture
(symbol AF), and Air entraining admixture SikaControl-10LPSA (symbol AIR).

Variations of polycarboxylate ether content by mass were 0%, 0.1%, 0.2%, 0.3%, and 0.4%,
whereas variations of Air entraining admixture Sika (AIR) content were 0.1%, 0.2%, and 0.3%
for total cementitious materials. The control samples without admixture were prepared.

Dosage of anti-foaming admixture was constant with all specimens (10% from super-
plasticizer content).

Table 7 shows that with the subsequent increase in admixture (PCE and AF) in each
receipt there was a decrease in the amount of water from 100% to 77%.

2.2. Methods
2.2.1. Mixing Procedure and Mixture Properties of Cement Mortar

Cement mortar components were mixed according to the EN 196-1 procedure.
The proportions by weight were one part cement, three parts of 0/2 sand, and a

water/cement ratio of 0.50.
Polycarboxylate ether and air entraining admixtures were stirred with the mixing

water at high speed for 1 min to obtain uniform dispersion.
After mixing of components, the consistency of fresh mortar was determined by a

flow table method (EN 1015-3). The flow value was determined by measuring the spread
diameter of the test samples.

The bulk density of fresh mortar was standardized by weighing a known volume of
fresh mortar according to EN 1015-6, using a sample of approximately 200 mL of fresh
mortar for each composition.

2.2.2. Properties of Hardened Cement Mortar

The test specimens were 40 mm × 40 mm × 160 mm3 prisms and 100 mm × 100 mm
× 100 mm3 cubes.

Cubes were molded for determining durability; prisms were molded for density,
flexural and compressive strength, and porosity testing.

The density and linear dimensions of cement prisms and cubes were tested according
to EN 1015-1.

The specimens were horizontally immersed in water at a temperature of (20.0 ± 1.0) ◦C
in containers for curing.

After 14 days, tests of the mortars were carried out for flexural and compressive
strength according to EN 196-1. The specimens were loaded using a flexural and compres-
sion strength testing machine UTEST UTCM-1100.

2.2.3. The Porosity of Hardened Cement Mortar

The porosity parameters of hardened cement mortar were determined by measuring
kinetics of water absorption. According to this methodology, open porosity (capillary pores),
total porosity, and closed porosity (air pores) of the hardened cement mortar are defined.

The test of samples with dimensions about 40 mm × 40 mm × 40 mm3 after splitting
was carried out in a dried state to a constant mass. The samples were placed in a container
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filled with water so that the water level in the container was about 50 mm higher than the
upper level of the stacked samples. The water temperature in the tank was (20 ± 2) ◦C.

The samples are weighed 15, 30 min, and 4 h after immersion of the dried sample in
water, and then every 24 h to a constant weight. According to the test results, the relative
water absorption by mass was calculated. The porosity and parameters of the series of
hardened cement samples are determined as the arithmetic mean of the test results of four
samples of the series.

The total, open, and closed porosity of hardened cement mortar was calculated after
determination of water absorption kinetics. The total porosity of hardened cement mortar
is calculated by equation:

Pb =

(
1 − ρb

ρs

)
, (2)

where Pb—is the total porosity of hardened cement mortar; ρs—is the specific density of
cement mortar, 2690 kg/m3; and ρb—is the density of hardened cement mortar.

Open porosity (capillary pores) of hardened cement mortar is calculated by equation:

Pa= Wp· ρb
1000

, (3)

where Pa—is open porosity of hardened cement mortar (capillary porosity), %; and Wp—is
water absorption of hardened cement mortar, %.

The closed porosity of hardened cement mortar (air porosity) is calculated as the
difference between the total porosity and the open porosity.

The density of cement mortar specimens used for water absorption testing was mea-
sured according to EN 12390-7, and the volume of a specimen was determined by the water
displacement method.

2.2.4. Freezing–Thawing Test Procedure

The freezing–thawing resistance of cement mortar samples was provided in the follow-
ing way. The cubic cement mortar specimens after 7 days of curing were removed from the
water bath and sawn in two parts perpendicular to the top surface. The test surface of the
cement mortar specimen is the side surface of the cube from the mold (not the cut surface of
the cube). The prepared specimens were put into the container by testing the surface of the
cube downwards, supported by gaskets, and were immersed in 3% NaCl water solution
to a depth of about 5 mm for 7 days before placement in the cooling chamber. The testing
scheme for freezing–thawing of cement mortar specimens is presented in Figure 3. The
freezing–thawing test was performed in a 3% solution of sodium chloride freezing medium.
The specimens after saturation were placed into the cooling chamber and subjected to
repeated freezing and thawing according to a time–temperature cycle from 20 ± 4 ◦C to
20 ± 2 ◦C and backward to 20 ± 4 ◦C for 24 h.

Figure 3. Testing scheme of freezing–thawing resistance of concrete.
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The collection of scaled materials from cement mortar specimen test surfaces was
performed after 7, 14, 21, and 28 cycles. The tested specimens’ surface was rinsed and
brushed to remove the scaled materials into the special vessel until no further scaled
material could be removed. The liquid with scaled material from the container was poured
carefully through a filter paper. The collected materials in the filter paper were washed to
remove any remaining sodium chloride. After that, the filter paper and collected materials
were dried to constant mass at (65 ± 5) ◦C for 24 h and weighed to the nearest 0.1 g. After
that, the cumulative mass of the dried scaled material and scaling value from the test
surface area after n freeze–thaw cycles were calculated.

The total amount of scaled materials related to the test after nth cycles mn was calcu-
lated for each measuring occasion and each specimen is shown in equation:

mn =
Σms

A
, (4)

where ms—is the mass of scaled material of measurement after n cycles (kg/m2) with an
accuracy of 0.01 g. The sum is taken over all measurements until the nts; A—is the area of
the test surface, m2. It is calculated based on specimen linear dimensions. They are taken
as the average of at least two measurements determined to the nearest 0.5 mm.

The amount of scaling has been determined after 7, 14, 21, and 28 freeze–thaw cycles.

3. Results and Discussion

Cement mortars prepared with different admixtures at various ratios were examined
by the flow table test and some mechanical tests to determine strength, flow, and freezing–
thawing resistance. Pore structure development of mortars was investigated. Additionally,
0–0.4% dosages for superplasticizing and air-entraining admixture were used to indicate
the admixture base effect.

3.1. Consistency, Stability, and Water Requirements

The addition of a certain amount of admixtures caused a decrease in the amount
of water demand. At the initial stage, the water-reducing effect of the introduction of
polycarboxylate ether into the cement-sand mixture was considered.

Figure 4, obtained by experimental work, shows the influence of PCE by weight
on water demand reduction. It was observed that with an increase in the amount of
superplasticizer admixture from 0.1% to 0.2% of the cement weight, the decrease in water
demand for the modified cement mortars of homogeneous viscosity steadily decreases from
9.8% to 18.1%. With a further increase in the amount of superplasticizer from 0.2% to 0.4%,
the decrease in the water demand of the cement mortar increases slightly from 18.1% to 22.8%.
The observed phenomenon can be explained by the fact that the effect of water reduction in
the availability of a superplasticizer is related to its dispersing ability, expressed through the
ζ-potential. Superplasticizers, by reducing the ultimate shear stress and plastic viscosity of the
mortar, can increase the characteristics of the fresh cement mortar.

Chemical admixtures are thought to improve flow performance in cement mortar by
dispersing cement flocculation. Moreover, the compatibility between cement and chemical
admixtures strongly depends on the physical (surface texture characteristics) and chemical
(surface charge) characteristics of the additions. The effect of polycarboxylate ether and air–
entraining admixture cement mortars on flow table tests can be seen in Figure 5. Figure 5
shows the variation in average flow spread of fresh mortar mixtures prepared with four
dosages of PCE and three dosages of AIR in comparison to the control mixture. The flow
diameter of the AIR mixture was recorded to be 197 mm, which was expected to be the
highest as compared to the PCE-based mixtures. On the other hand, mixtures prepared
with PCE exhibited steady diameters from 133 mm to 156 mm, owing to the use of a
polycarboxylate ether admixture. Comparing the effects of PCE, it can be found that, when
the dosage is less than 0.3%, PCE has no significant effect on fluidity. The flow table test
results were similar to the experimental conclusions of Zhang et al. [33].
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Figure 4. The influence of polycarboxylate ether content on the water demand of cement mortar.

(a)

(b)

(c)

Figure 5. Flow table test result: (a) Control specimen; (b) Specimen with plasticizer content;
(c) Specimen with plasticizer and air-entraining content.
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It was observed that a combination of a PCE, an AIR, and an AF admixture has been
shown to increase dough flow better than the combined use of a polycarboxylate ether and
an antifoam agent.

The mortar was modified with a different amount of air-entraining admixture (from
0.1% to 0.3% by weight of cement).

Results on relationships between air content and air-entraining admixture are given
in Figure 6. It has been indicated that the air content of fresh cement increases with the
amount of AIR in a linear fashion.

y = 28x2 + 54.04x + 1.214
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Figure 6. The influence of air-entraining admixture content on air content in cement mortar.

The efficiency of AIR content increases linearly, from 1.09% to 15.03%, with an increase
in the amount of air involved in the mortar, from 0.1% to 0.3% by weight of cement
(Figure 6). The stabilizing effect of air-entraining admixtures is ensured by their adsorption
on the surface of air bubbles. On adding an air-entraining surfactant to cement mortar,
its molecules are inserted between adjacent molecules at the water surface; the mutual
attraction between the separated water molecules is reduced. Lowering the surface tension
stabilizes the bubbles against mechanical deformation and rupture, making it easier for
bubbles to be formed [34].

Effects of air content and type of air-entraining agent on the flowability increment of
fresh cement mortar are shown in Figure 7. It can be seen that the flowability increment of
fresh cement mortar increases with air content. As expected, it can be clearly seen from
Figure 7 present that AIR, irrespective of type, can improve the flow of cement mortar.
However, the magnitude of this improvement in fluidity depends on the type and dosage
of AIR. The photos show that water separation of the cement and segregation of cement
spread does not occur. When the dosage of AIR increased from 0 to 0.1%, the flow spread
of mortar increased from 147 mm to 171 mm, and the flow spread increased by 16.3%. At
a dosage of AIR from 0.1% to 0.3%, there was an increase in spread flow from 171 mm to
197 mm. Compared to the control sample, the maximum value of fluidity increment, 34%,
was achieved by increasing the amount of air-entraining admixture from 0 to 0.3%.
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Figure 7. Effect of air-entraining agent on the fresh mortar spread flow increment.

The workability of fresh cement mortar is significantly improved due to the generation
of a lot of micro-air bubbles when an air-entraining agent with high quality is added, i.e.,
its flowability is enhanced; however, its bleeding and segregating capacity are reduced and
the cohesiveness and homogeneity of cement mortar are therefore enhanced [35].

In Figure 8, it can be seen that the efficiency of air-entraining agent (AIR) plasticization
depends on its content in the Portland cement mortar. It has been established that with an
increase in the amount of air-entraining agent (AIR) from 0.1% to 0.3% by weight of cement,
the decrease in water demand of cement mortar of uniform viscosity steadily increases
from 0 to 7.7%. With a further increase in the amount of air-entraining agent (AIR) from
0.2% to 0.3%, the water demand reduction of mortar slightly decreases from 7.7% to 8.9%.
The increase in air content occurred due to improvement of the fluidity of cement mortar.
Reducing the amount of water caused the formation of a structure with the smallest number
of pores, this fact is confirmed by the results obtained.
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Figure 8. Effect of air-entraining admixture (AIR) on the changes in water demand of modified
Portland cement.

3.2. Density and Strength of Hardened Cement Mortar Samples

The effect of polycarboxylate ether on the workability of a cement mixture and water
consumption causes changes in the density of cement in a fresh and hardened state. It has
been established that with an increase in the amount of polycarboxylate ether (PCE) from
0 to 0.2% by weight of cement, the density of modified cement mortar density remains
constant. Figure 9 shows that with a further increase in the amount of polycarboxylate
ether (PCE) from 0.2% to 0.4%, the density of cement does not change and remains at a
constant density of about 2280 kg/m3.

387



Materials 2022, 15, 4382

y = 3.698x + 2280.8
R² = 0.982

2200

2210

2220

2230

2240

2250

2260

2270

2280

2290

0.37 0.39 0.41 0.43 0.45 0.47 0.49 0.51 0.53

D
en

si
ty

(k
g/

m
3 )

Water and cement ratio

Figure 9. The influence of water cement ratio on density with PCE superplasticizer.

Air content is an important factor which affects aspects of cement mortar workability,
density, and compressive strength. A comparison of densities of cement mortar modified
by an air-entraining agent (AIR) is present in Figure 10. It has been demonstrated that,
with an increase of air entrainment (AIR) and air content from 1% to 15%, density linearly
decreases from about 2280 kg/m3 to 1975 kg/m3 with an increase in air content. It is found
that density decreases by about 21.8 kg/m3 when the air content is increased by about 1%.

= 22.624A + 2308.8
R² = 0.9991

1900

1950

2000

2050

2100

2150

2200

2250

2300

2350

0 2 4 6 8 10 12 14 16 18

D
en

si
ty

(k
g/

m
z )

Air content (%)

Figure 10. The influence of air-entraining content on cement mortar density.

Compressive strength (Fc) and flexural strength (Ff) values of cement mortar at an age
of 14 days were calculated on the 40 × 40 × 160 mm prisms. Figure 11 shows the influence
of the water to cement ratio on the compressive and flexural strength of hardened mortar
at 14 days. It can be seen that, with the decrease in water and cement ration from 0.5 to
0.39, both Fc and Ff increased linearly from 74.0 MPa to 102.6 MPa and 7.2 MPa to 8.6 MPa,
respectively. A more significant increase was observed in flexural strength. The obtained
compressive strength and flexural strength in this article are consistent with the results of
Erdem et al. [36].

388



Materials 2022, 15, 4382

Ff = 32.413x 1.199
R² = 0.9391

Fc = 3.7333x 0.913
R² = 0.8144

6

7

8

9

10

0
10
20
30
40
50
60
70
80
90

100
110
120

0.37 0.39 0.41 0.43 0.45 0.47 0.49 0.51 0.53

Fl
ex

ur
al

st
re

ng
th

(M
Pa

)

C
om

pr
es

si
ve

st
re

ng
th

(M
Pa

)

Water and cement ratio

comp. str. flexural str.

Figure 11. Effect of water to cement ratio on compressive and flexural strength of hardened mortar at
14 days with polycarboxylate ether.

The average experiment results are listed in Figure 12, with different entrained air
content of Fc and Ff, respectively. It was observed that both Fc and Ff increased continuously
with the decrease in air content. At the age of 14 days, the compressive strength of hardened
cement mortar with 1% air content was about 75% more than cement mortar with 15%
air content. The flexural strength of hardened cement mortar was about 72% more than
cement mortar with 15% air content. It is noticed that compressive and flexural strength
decreases by increasing the amount entrained air, whereas lower strength is caused if more
voids exist in the cement mortar. This decrease can be compensated by a decrease in the
water–cement ratio due to the plasticizing effect of an air-entraining admixture.
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Figure 12. Effect of air content on compressive and flexural strength of hardened mortar at 14 days
with an air-entraining admixture.

One main shortcoming of air-entraining agents is that the compressive strength of
concrete decreases with the increase in the air content [37]. Generally, the compressive
strength loss per air content is about 4 ± 6%. Results on the effects of compressive strength
loss per air content are displayed in Figure 12. They indicates that at the same cement
content and different W/C, the compressive strength loss per air increases with the air
content of the hardened cement mortar [38]. This compressive strength loss must be
evaluated during the concrete mixture design process. According to impact analyses of
air-entraining and superplasticizing admixtures in concrete, Nowak-Michta [39] observed
that PCE increased compressive strength by 13–14%, and AIR resulted in a decrease in
strength from 5% to 17%.
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However, the workability of cement mortar is improved with the increase in air
content; therefore, water content can be reduced, i.e., the W/C ratio of concrete with
air-entraining agents can be lower. Results in Figure 12 conform this conclusion. The
compressive strength of hardened cement mortar with AIR and equal workability is not
reduced when the air content grows up to 4–5%.

3.3. Porosity Parameters

Results in Figure 13 show that, with an increase in the water–cement ratio from 0.39 to
0.50, the water absorption of cement mortar increases from 4.5% to 6.4%, at which a stable
linear increase is observed at the initial stage. Up to 6% water absorption and assumed
good concrete durability is obtained when the W/C ratio is up to 0.47. It is suggested that
this process was influenced by the increased capillary porosity of hardened cement mortar
with increased W/C ratio.
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Figure 13. The influence of water absorption on water and cement ratio.

Figure 14 gives results on the relationship between air content in hardened cement
mortar and water absorption. It is shown that air content in hardened cement mortar (Y)
increases water absorption (X) in a linear fashion:

Y = 4.4287 × e0.0205x (5)

y = 1.4041×e3.0305x

R² = 0.9634
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Figure 14. The influence of water consumption on the amount of air-entraining admixture.

The variation of the open and closed porosity of the cement mortar depending on
the amount of PCE plasticizing admixture is shown in Figure 15. The curves in this figure
show that increasing the amount of PCE plasticizing admixture to 0.4% by weight of the
cement (P4 composition) decreases the open porosity (capillary) of the cement mortar by
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about 29% with the reduction of W/C ratio from 0.50 to 0.38, and the closed porosity (air
content in the cement mortar) increases from about 1% to about 4% compared to the control
mixture without superplasticizer. The following factors can explain this phenomenon. A
similar phenomenon is investigated in the work of Zhao et.al [40]. On one hand, open
porosity decreased with water content in cement mortar decreasing, and more air bubbles
combined with the decrease in the water content and W/C ratio of the cement mortar, thus
reducing total bubble surface area. As a result of the increased cement mortar on the bubble
surface, the pore wall thickened, as evidenced by decreased open porosity and increased
closed porosity. The results presented in publication [41] proved that, with the introduction
of air-entrapping admixture, cement mortar on the surface of the bubbles increases and
the pore wall thickens accordingly, which manifests in a decrease in open porosity and an
increase in closed porosity.
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Figure 15. Effect of water to cement ratio on closed and open porosity of cement mortar.

Figure 16 shows that by increasing the amount of air-entraining admixture to 0.3%
by weight of cement, both open and closed, the porosity of the hardened cement mortar
changed. Open porosity of hardened cement mortar ranges from 10.68% to 11.95% and
closed from 4.16% to 14.47%. Compared to the initial porosity of the cement mortar without
air-entraining admixture, open porosity is increased by 11.46% and closed porosity is
increased by about 71.25%. Open pores and capillaries are formed by the removal of free
water, and the number and size of such pores mainly depends on the ratio of water to
cement. Closed pores are formed by the incorporation of air into the mixture and the
contraction of the hardening cement mortar.
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Figure 16. Effect of open and closed porosity changes on air-entraining hardened cement.

3.4. Freezing–Thawing Resistance

The final stage of the study was to determine the freezing–thawing resistance of the
samples by the second accelerated CDF method under conditions of pre-saturation of the
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samples in a 3% NaCl solution. Samples that hardened in air-humid conditions for 7, 14,
and 28 days were exposed to the test.

The surface deterioration of the specimens, modified by carboxylate ether that under-
went 14 cycles of freeze–thaw, is shown in Figure 17.

  
(a) (b) 

 
(c) (d) 

Figure 17. The surface of hardened cement mortar is modified by carboxylate polymer after 14 cycles
of freeze–thaw: (a) C0 sample; (b) P1 sample; (c) P3 sample; (d) P4 sample.

The surface deterioration of the air-entraining hardened cement mortar (HCM) speci-
mens during 14 cycles of freeze–thaw are shown in Figure 18.
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(a) (b)

(c) (d)

Figure 18. The surface of air-entraining hardened cement mortar after 14 cycles of freeze–thaw:
(a) P3 sample; (b) A1 sample; (c) A2 sample; (d) A3 sample.

The figures show the appearances of specimens after different freeze–thaw cycles. The
surface of cubic specimens became rough, and the surface mortar was loosened gradually
with the increasing freezing–thawing cycles. With seven freeze–thaw cycles, only slight
scaling of the cement mortar was observed on the surface of the specimen. It can be seen
that the cement mortar was spalled at the corner of a cubic specimen with polycarboxylate
ether admixture after 14 cycles. In the case of samples with additional an air-entraining
admixture, no spalls were observed at the corners of the cubes. After 14 cycles, the shape
was complete due to the periodic freezing and thawing process, and the mortar around the
sample did not fall off seriously. Obtained test results indicated by Nowak-Michta et.al [42]
show good scaling resistance results after freeze–thaw cycles.

The freezing–thawing resistance of hardened cement mortar modified by plasticizers
in a water freezing medium improved with an increase in plasticizer dosage and reduction
of the W/C ratio. Figure 19 presents the scaling of cement specimens with carboxylate
polymer dosage from 0 to 0.4% during freezing-thawing cycles.
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Figure 19. Hardened cement mortar scaling results during a freezing–thawing test in freezing water
with different W/C ratio.

Figure 20 presents the scaling of cement specimens with air-entraining dosage after
freezing–thawing cycles. The maximum scaling was observed for ordinary cement without
air-entraining admixture. After 18 freezing–thawing cycles, it exceeded 1 kg/m2. The
figure clearly shows the advantage of formulations with complex admixtures over the
plasticizing admixture composition. As shown in these figures, the scaling rate of both
cement specimens increased over the whole process of freeze–thaw cycles. For the air-
entraining group, the scaling of specimens increased slightly before 14 cycles. This is
attributed to the cement mortar’s capillary pore low water absorption and closed porosity
volume compensation effect. As the freezing and thawing cycles increased, the internal
micro-cracks and pores of the concrete gradually expanded and became connected, causing
the surface of the specimen to crumble. For the polycarboxylate ether group, the scaling rate
of cement cube specimens significantly changed before 14 freeze–thaw cycles. However,
after 21 cycles, the scaling rate of specimens had an obviously larger increase than the
air-entraining group. At 28 freeze–thaw cycles, the scaling rates of cement specimens
with polycarboxylate ether were 15.57 kg/m2, 13.51 kg/m2, 6.61 kg/m2, 4.29 kg/m2, and
6.87 kg/m2, and with air-entraining admixture were 6.61 kg/m2, 2.62 kg/m2, 0.97 kg/m2,
and 0.45 kg/m2, respectively.
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Figure 20. Hardened cement mortar scaling results during a freezing–thawing test in freezing water
with W/C ratio and air-content.

Furthermore, the relationship between scaling rate and freeze–thaw cycles clearly
shows two distinct stages. In the first 0–7 freeze–thaw cycles, the weight of concrete speci-
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mens shows a slightly increasing trend or is unchanged during the damage accumulation
stage. However, after 14 freeze–thaw cycles, the scaling rate for the PCE and AIR group
specimens increases significantly, indicating the damage acceleration stage.

The density and porosity properties of cement mortar after 28 days of curing in normal
conditions are presented in Table 9. The data presented in Table 9 show that the highest
criterion for the resistance of a hardened cement paste to frost and the predicted resistance
to frost according to the number of freezing and thawing cycles are typical for the control
sample (C0 composition). The obtained scaling results of cement mortar specimens in this
article are consistent with the results of Zheng et al. [8], Xu et.al [43], and Yuan et.al [44].
Increasing the amount of plasticizing admixture from 0.1% to 0.4% by weight of cement
decreases the criteria for frost resistance and the predicted frost resistance according to
the number of freezing and thawing cycles. The porosity parameters of cement were
determined according to the kinetics of water absorption.

Table 9. Results of freeze–thaw resistance of hardened cement paste after 28 freeze–thaw cycles.

Series
Density,
kg/m3

Porosity, %
KF

Scaling after 28
Cycles, kg/m2

Open Closed

C0 2277 14.32 0.71 0.55 15.57
P1 2281 12.71 2.18 1.91 13.51
P2 2285 10.58 4.16 4.37 6.61
P3 2271 10.88 4.38 4.47 4.29
P4 2282 9.97 2.26 2.52 6.87
A1 2159 10.69 8.75 9.09 2.61
A2 2065 11.42 11.53 11.22 0.97
A3 1972 11.95 14.47 13.45 0.45

The frost resistance of cement mortar of concrete can be predicted according to the
frost resistance factor KF. The factor shows that the frost resistance of the tested hardened
cement must be about 28 freezing–thawing cycles. It was experimentally determined that after
28 freezing–thawing cycles the scaling of cement increased from 0.45 kg/m2 to 15.57 kg/m2.

In general, all concrete samples have shown a reduction in mass during the test, and
this reduction increases with the increasing number of applied cycles.

Statistical processing of test results by using an exponential function model produced a
function (Figure 21) of scaling (mc) and a frost resistance factor (KF). The correlation coefficient
of the function is 0.9246. The test results have shown that frost resistance of cement-based
material depends on closed and open porosity, and that parameters can be used for frost
resistance prediction. Figure 21 shows that, due to the plasticizing effect of the cement mixture,
the scaling ranges from about 15.5 kg/m2 to 4.5 kg/m2 can be reduced, and with additional
air-entraining effect reduction in scaling from about 4.5 kg/m2 to 0.45 kg/m2 can be achieved.

Figure 21. The influence of frost resistance factor on frost resistance of cement in freezing–thawing cycles.
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4. Conclusions

According to the experimental results, the following conclusions can be drawn:

1. Due to the formation of the appropriate structure of capillary pores in the hardened
cement mortar, the durability of cement-based material depends on the W/C ratio.
The W/C ratio can be reduced by using plasticizers and increasing the amount of air
content in the mixture. An increase in the amount of carboxylate ether from 0 to 0.4%
(in dry material) caused a decrease in water demand for constant workability concrete
up to 22.8%, and a reduction of scaling from 15.6 kg/m2 to 4.3 kg/m2.

2. By increasing the amount of air content in the cement-based material from 1.09% to
15.03%, the consistency of the cement mortar was improved about 34% and a decrease
in water demand can be obtained up to 8.9% for the same consistency. The use of
air-entraining admixtures significantly increased the fluidity of the cement mortar
and increased the stability of air-entrained mixtures.

3. An increase in the amount of air content in a cement-based material from 1.09% to
15.03% leads to a decrease in compressive strength by 42.0% and flexural strength
by 39.1%: about 3.0% and 2.8% accordingly for 1% of entrained air. The density
of cement mortar in fresh and hardened states using polycarboxylate ethers was
constant instead of an air-entraining admixture. The air-entraining admixture reduces
hardened cement mortar density from 2280 kg/m3 to 1975 kg/m3.

4. The combined effect of plasticizing and air-entraining admixtures leads to a negligible
increase (about 1%) in open porosity, an increase in closed porosity up to 10%, and a
large increase in frost resistance factor (KF) (from 0.55 to 13.45) and the frost resistance
of concrete (reduction of scaling from 15.57 kg/m2 to 0.45 kg/m2).

5. By the plasticizing effect reducing W/C ratio from 0.50 to 0.39, an improvement in
freezing–thawing resistance can be achieved up to about 4.5 kg/m2 scaling. With a
joint decrease in the water–cement ratio and an increase in the amount of entrained air
content, the frost resistance of concrete increases, the scaling decreases exponentially
up to about 0.45 kg/m2 scaling, and it is possible to obtain greater frost resistance of
cement-based material.

To sum up, the obtained results on investigated cement mortars can be used for
selection of freezing–thawing resistance concrete composition. The use of plasticizing and
air-entraining admixture positively affects mechanical properties and porosity parameters
of cement mortar.

From a practical standpoint, the research results presented in this paper allow for the
prediction of freezing–thawing resistance of concrete during the design of the composition
of the concrete mixture. The prediction of freezing–thawing resistance can be used for
concrete with polycarboxylate ether superplasticizers. The freezing–thawing resistance of
concrete will be evaluated in scaling resistance (in kg/m2).
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Abstract: This study evaluates field asphalt aging based on material property changes in pavement
with time, and investigates if such changes could have an impact on field rutting performance. Four
projects from three different climate zones were monitored as part of the NCHRP 9–49A project at two
stages: during pavement construction and two to three years after opening it to traffic. Construction
information were collected, and field cores were drilled at both stages to evaluate the material
properties of recovered asphalt binder and asphalt mixture. Field rut depth was also measured. In
addition, pavement structure, climate and base/subgrade modulus information were also obtained.
Results indicate that the asphalt mixture stiffening is caused in major part by asphalt aging. However,
the effect of asphalt aging on pavement mixture property may not follow a proportional liner trend.
The parameters that are most sensitive to field ageing are MSCR R3.2 and dynamic modulus. It
is also found that the variables which showed a good ranking trend with the field rut depth are
climate condition (relative humidity, high temperature hour, solar radiation), material properties
(Hamburg rut depth, rutting resistance index, high temperature performance grade, MSCR, and
dynamic modulus, base and subgrade moduli), as well as air voids.

Keywords: asphalt aging; material property; climate condition; pavement structure; field rut depth

1. Introduction

Asphalt binder is a material widely used in paving engineering to hold aggregates. It
is a special hydrocarbon composite with complex mechanical properties and plays a major
role in determining the performance of asphalt pavements. However, asphalt materials
tend to oxidize under the influence of environmental factors such as temperature, humidity
and solar radiation, leading to changes in its mechanical and rheological properties.

Laboratory and field studies have shown that after oxidization, the stiffness of the
asphalt binder increased [1–3]. Previous research using recovered binder from field cores
found that high-temperature performance grade (PG) increased 2.4 to 26.6 ◦C for pavements
aged between 10 and 82 months [4]. With ageing, the weak attractions of the asphaltene
are destroyed, and asphalt molecules change their orientation and become more tightly
packed [5]. In addition, the ageing process resulted in stronger associations between
asphalt components due to the generation of polar carbonyl groups, which increased
the asphaltene fraction [2]. Changes in both its elastic modulus and its viscosity lead to
stiffening of the binder.
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For the asphalt mixture, numerous laboratory studies have been implemented to
investigate property changes with the aging of the asphalt binder. They have shown that
the resilient modulus of long-term oven-aged specimens is 50–100% higher than that of
short-term oven-aged specimens [2,6]. Moreover, some researchers assumed that due to
diffusion resistance, binder oxidation rates in mixtures are slower than that in thin-film
neat binders due to diffusion resistance [7–10]. The Hirsch model is often used to describe
the relationship between asphalt and the asphalt mixture; however, it was found that
due to binder hardening, the mixture ageing actually stiffened the mixture more than the
model predicted.

However, few field tests have been performed due to the impact of multiple factors
such as climate and binder modification. The current research only focuses on the influence
of the dynamic modulus. For instance, the dynamic modulus of field cores in Texas
increased by approximately 70% and 130% at the end of 8 and 14 months compared with
that at 1 month [3]. On the other hand, such increases are much less, with 27–31% after
one year of service in the cold regions of Sweden [11]. Furthermore, it was found that
polymer- and rubber-modified binders may reduce the ageing rate in contrast to unmodified
binders [4,12,13], and the Evotherm WMA binder generally ages faster than the HMA and
Foaming WMA binders [1,3,4].

In summary, most aging studies are focused on laboratory aging, and very few studies
have attempted to examine the effects of field aging on the property evolution of asphalt
and asphalt mixture. In addition, the field studies in most cases were based on one specific
project; thus, the effect of factors such as climate condition, HMA layer thickness and binder
types cannot be well analyzed [14,15]. More importantly, limited research exists on how the
change in field binder properties over time has affected field mixture properties [16,17]. This
study evaluates and quantifies the effect of field aging on the rutting performance of asphalt
binders and asphalt mixture over time using field projects from different climatic zones.
The study also analyzes the effect of asphalt binder property change on mixture alternation.

2. Methodology

Four projects selected from the NCHRP 9–49A project report 843 were used for per-
forming the analysis introduced in this paper. These projects were selected to cover different
pavement structures and material properties. Within each project, field cores were taken
and material properties that are typically used to describe asphalt stiffness and rutting
resistance were tested, consisting of binder high temperature PG, binder multiple stress
creep recovery (MSCR), mixture dynamic modulus and mixture Hamburg rut depth. These
material properties were tested based on field cores taken at two different periods. In the
first series, cores were obtained shortly after pavement construction and in the second
series cores were obtained two to three years after the construction was finished. All the
field cores were taken inside the wheel path to study purely the effect of aging to exclude
the effects of traffic load. Other factors that may affect field aging and field rut depth were
also collected, consisting of in-place air voids, pavement structure and climate. Addition-
ally, aggregate gradation and asphalt content were obtained to confirm that no significant
changes in the cores happened due to traffic. The material properties between the two
series of field aging were compared. The effect of asphalt property change on the asphalt
mixture properties was also analyzed.

3. Project Information

Four projects that were constructed in 2011 and 2012 were investigated, which covered
different climatic zones, pavement types (HMA and WMA), traffic levels and pavement
structures. The four pavement projects were located in four states: Montana, Tennessee,
Iowa and Louisiana, and are therefore referred to the MT I-15, TN SR 125, IA US 34 and LA
US 61. Three 61-m test sections of HMA and WMA pavements were selected for further
study. Field construction information of the four projects that was collected includes:
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• Pre-construction information: mixture design, technology type (i.e., HMA or WMA),
existing pavement structure, existing pavement conditions, target mixing and com-
paction temperatures, mile post or GPS information for the selected three 61 m research
test sections, etc.

• During-construction information: plant modification, weather, material type, aggre-
gate moisture content, mixing and compaction temperatures, transportation distance,
in situ density, procurement of field gyratory-compacted samples, loose mixtures and
raw materials, and any other significant information that should be noted, etc.

• Post-construction information: quality control/quality assurance (QC/QA) data, pro-
curement of cores, falling weight deflectometer (FWD) testing, location of field cores,
annual average daily truck traffic (AADTT).

The key information for the four field projects is concluded in Table 1. Each project
includes at least one WMA technology and a homological control HMA pavement. More
detailed information of the four projects can be found in the NCHPR report 843 [18].

Table 1. Specimen Grading for Indoor Test.

Parameter MT I-15 TN SR 125 IA US 34 LA US 61

Construction year 2011 2011 2011 2012
Warm mix type Sasobit, Evotherm DAT, Foam Evotherm 3G Sasobit, Evotherm 3G Sasobit, Evotherm 3G

Mixing temp. (◦C) H (157–160) W (139–149) H (160–177) W (143–160) H (166–171) W (129–138) H (163) W (146)
Compaction temp. (◦C) H (143–149) W (132–141) H (155–168) W (135–143) H (123–104) W (104–115) H (136–158) W (118–121)

Traffic, AADTT 833 451 703 4779
Aggregate Siliceous Gravel and sand Limestone, quartzite, sand Granite and limestone

NMAS (mm) 19 12.5 12.5 12.5
Asphalt binder PG 70-28 PG 70-22 PG 58-28 PG 76-22

Anti-stripping agent hydrated lime, 1.4% AZZ-MAZ, 0.3% none 0.6%
Polymer modified SBS Yes none SBS

Asphalt content (%) 4.6 6.0 5.4 4.7

Gmm
H (2.458) S (2.466) E (2.459)

F (2.453) H (2.352) E (2.355) H (2.423) S (2.428) E (2.429) H (2.464) S (2.468) E (2.464)

Sampling date, 1st round Sep., 2011 Oct., 2011 and Aug.,2012 Sep., 2011 May–June, 2012
Sampling date, 2nd round Aug., 2013 Dec., 2014 Dec., 2014 Feb., 2015

RAP or RAS none 10% RAP 17% RAP 15% RAP

Note: H—HMA, W—WMA, S—Sasobit, E—Evotherm, F—Foaming, NMAS—nominal maximum aggregate size,
AADTT—average annual daily truck traffic.

3.1. Pavement Structure

The pavement structure that was used for each project is shown in Figure 1. The
thickness of each pavement layer is presented, and the subgrade soil is assumed to be
infinite in depth. Two existing pavement structure types were selected, including flexible
pavements and a combination of asphalt/PCC pavements.

Figure 1. Pavement structure diagram of each project. (From top to bottom in turn are overlay,
existing HMA, base, and subgrade respectively).

3.2. Field Climate Information

Climate information, consisting of high temperature hour, shortwave solar radiation
and humidity are highly related to asphalt aging [2,18,19] and were obtained from the
long-term pavement performance (LTPP) website, InfoPave. The number of air temperature
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hours referred to in this paper is the hours when the pavement temperatures are higher
than 25 ◦C, as recommended [19]. As shown in Figure 2, the MT I-15 project has the lowest
values of relative humidity, air temperature hour > 25 ◦C, shortwave solar radiation and
indicating the least ageing impact. The other three projects experienced similar relative
humidity and shortwave solar radiation. The LA US 61 project had the highest value of air
temperature hour > 25 ◦C and may have encountered the most severe ageing. Note that
the climate information comprises the accumulated values which cover the period of being
open to traffic until the second round of field core samples were taken.

 
(a) (b) 

(c) 

Figure 2. Field climate information: (a) relative humidity; (b) air temperature hour > 25 ◦C;
(c) shortwave solar radiation.

4. Data Collection

4.1. Field Climate Information

Cores were taken in the field from the non-wheel path to limit the potential of pre-
existing damage in the material. In the laboratory, the existing pavement was removed
for further core tests. After the core fracture test, binder extraction and recovery were
performed using the entire overlay specimen to evaluate the average aging effect without
taking the aging gradient variation through overlay thickness into account.

4.2. Binder Extraction and Recovery

Asphalt binders were extracted based on AASHTO T164 and recovered according to
AASHTO R59. The used chemical was a combination of 85% Toluene and 15% Ethanol
by volume. Both WMA and HMA on-site cores were heated 110 ◦C until they were loose
enough to separate. The separated mixtures were cooled down at room temperature before
extraction. The minimum mass of samples used for binder extraction was determined by
nominal maximum aggregate size (NMAS). Usually, several extractions were needed until
the extract was no darker than a light straw color. Recovered binders were tested by taking
them as short-term aged (rolling thin-film oven-aged) asphalt, as suggested [14,15].

4.3. Aggregate Gradation and Asphalt Content

Aggregate gradation and asphalt content were checked using the field cores after
fracture tests for both the first-round and the second-round surveys. The asphalt content
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was determined in accordance with AASHTO T 308, and aggregated gradation was checked
following AASHTO T 30.

4.4. Material Properties

In the laboratory, an overlay of field cores and recovered asphalt binders was used
to conduct a series of laboratory tests to determine the physical and engineering material
properties. Table 2 shows the summary of all the laboratory mixture and binder tests. The
MSCR test temperatures were determined based on the high pavement temperature of
specific project locations obtained from LTPPBind Version 3.1 software (Federal Highway
Administration, Washington, DC, USA) at 98% reliability.

Table 2. Summary of Laboratory Mixture and Binder Testing.

Test
IDT,

Mixture
HWT,

Mixture
DSR,

Binder
DSR,

Binder
Other
Test

Test conditions

Temperature (◦C): −20,
−10, 0, 10, 20, 30

Frequency (Hz): 20, 10,
5, 1, 0.1, 0.01

50 ◦C Temperature: depends
on asphalt

High pavement
temperature, stress: 0.1,

3.2 kPa
Depends on test

Material properties Dynamic
modulus Rut depth High temperature PG MSCR Jnr, MSCR R AV, Gradation and AC

References/standards Wen et al. 2002 AASHTO T 324 AASHTO MP 1/T
313/T 315 AASHTO T 350 AASHTO T308 AASHTO

T30 AASHTO T209

Note: IDT—indirect tension test, HWT—Hamburg wheel track, DSR—dynamic shear rheometer, AMPT—asphalt
mixture performance tester, PG—performance grade, MSCR—multiple stress recovery, Jnr—non-recoverable
creep compliance, R—percent of recovery, AV—air voids, AC—asphalt content.

5. Results and Analysis

5.1. Air Voids

Air voids are defined as the pockets of air between the asphalt-coated aggregate
particles in a compacted asphalt paving mixture. Asphalt mixtures of high air voids
generally show a faster rate of asphalt aging than the mixture with low air voids [2], which
may be due to the fact that asphalt oxidation is the chemical reaction of asphalt with
oxygen [5], and high air voids increased the contact areas between air and asphalt mixture.

Figure 3 summarizes the average air voids content based on three core replicates. Error
bars that represent standard deviation are also shown. As it can be seen, the air voids from
the first round exhibited similar values in general to the second round for most projects
(except for MT I-15). This is within our expectations since all the cores were taken at the
non-wheel path (with limited traffic load) and the differences in the air voids between the
two rounds could be caused by construction variation. For the MT I-15 project, chip seal
was placed one year after being open to traffic, which could affect the air voids from the
second round.

Figure 3. Comparison of in-place air voids.
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5.2. Aggregate Gradation and Asphalt Content

Aggregate gradation is expressed by percent passing of coarse aggregate (aggregate
predominately retained on 4.75 mm sieve) and fine aggregate (aggregate almost entirely
passing the 4.75 mm sieve). Aggregate gradation helps determining important asphalt
pavement properties such as stiffness and rutting resistance. The asphalt content is the
ratio between the asphalt weight and the total mixture weight (asphalt plus aggregate).
Higher asphalt content generates thicker film thickness and reduces aging effect, whereas
lower asphalt content in general increase mixture stiffness and result in better rutting
resistance [2].

Table 3 summarizes aggregate gradation determined based on field cores. Note that the
aggregate gradation shows a range because each project concludes two or more HMA and
WMA pavements; this range covers all the pavements from specific project. As observed,
there is no significant gradation difference between the two rounds for all the projects
except for the IA US 34. A large percentage of the aggregate in the IA US 34 project is
limestone, which has a lower strength and is weaker than the other paving aggregate types
such as granite and gravel.

Table 3. Aggregate Gradation Percent Passing Comparison Between the First- and the
Second-Round Survey.

Sieve Size
(mm)

MT I-15 TN SR 125 IA US 34 LA US 61

1st
Round

2nd Round
1st

Round
2nd Round

1st
Round

2nd Round
1st

Round
2nd Round

19.0 100 100 100 100 100 100 100 100
12.5 89–93 90–93 98 97–98 91 95–96 97–98 97–98
9.5 71–79 70–75 88–89 87–88 81 85–87 82–85 85–86
4.75 45–55 48–50 66–69 63–65 58–62 65–67 52–53 53–56
2.36 32–37 30–33 45 42–44 42–43 45–48 36 35–36
1.18 22–26 24 - - 28–29 31–33 25–26 21–24
0.6 19–22 19 25–26 25–26 19 21–23 18–19 16–17
0.3 14–17 14–15 13 13 9–10 11–12 12 10–11
0.15 9–12 10 7–8 8 5–6 7 7–8 7

0.075 6–7 6–7 6 6 4–5 5 5 5

Asphalt content was also determined based on field cores. The asphalt content dif-
ference between the two rounds is smaller than 0.1%; such a small difference should not
significantly affect the rutting resistance of asphalt pavement.

5.3. Recovered Binder High-Temperature PG

The high-temperature PG evaluates the rheology properties of the binder at various
temperatures. Typically, a greater high-temperature PG value indicates a stiffer asphalt
binder (more rutting resistance) caused by aging or asphalt modification.

Figure 4 illustrates the high-temperature PG comparisons between the first and the
second rounds of the extracted binders. For projects examining TN SR 125, IA US 34, and
LA US 61, as shown, the high-temperature PG of the second round of extracted binders
is always higher than those of the first round, which implies a clear effect of field aging
during the two to three years of service.

For the MT I-15 project, it was observed that the PGs of the extracted binders in the
second round were close to those in the first round. The cold local climate as shown in
Figure 3, plus the chip seals that covered the surfaces, could have reduced the aging effect
of the asphalt. The binders of the TN SR 125 project show the highest PG increase over
time, which may be explained by the thin asphalt layer applied. The IA US 34 binders have
a relatively small high-temperature PG, which indicates less rutting resistance ability.
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Figure 4. Comparisons of extracted binder high-temperature PGs.

For the LA US 61 project, the high-temperature PG increase is relatively small, consid-
ering that the high temperature hour > 25 ◦C is the highest among the four projects. Such
slow ageing could be caused by the PG 76-XX polymer-modified asphalt (PMA) binder
used. Based on on-site cores from more than 20 field projects, Zhang et al. [4] found that
the PG76-XX PMA binders generally aged less than PG64-XX and PG70-XX binders. The
reason for less ageing may be that polymers can prevent the formation of sulfoxides on
ageing [20].

5.4. Recovered Binder MSCR Test

The MSCR test is used to evaluate the asphalt binder’s potential for permanent
deformation. The test is performed by dynamic shear rheometer (DSR) under shear creep
and recovery at two stress levels (0.1 and 3.2 kPa) at a specified temperature. The creep
portion of the test lasts for 1 s at a constant stress, which is followed by a 9 s recovery. Ten
creep and recovery cycles were tested at each stress level. Two parameters, non-recoverable
creep compliance (Jnr) and percent recovery (R), were obtained from the test and can be
calculated using:

∈r (3.2, N) =
(∈1 − ∈10)× 100

∈1
(1)

R3.2 =
SUM[∈r (3.2, N)]

10
f or N = 1 to 10 (2)

Jnr(3.2, N) =
∈10

3.2
(3)

Jnr3.2 =
SUM[Jnr(3.2, N)]

10
f or N = 1 to 10 (4)

where ∈1 is the strain value at the end of the creep portion (i.e., after 1 s) of each cycle, and
∈10 is the strain value at the end of the recovery portion (i.e., after 10 s) of each cycle.

This paper aims at 3.2 kPa stress level since high stress levels are more important for
rut depth development. ∈r (3.2, N) and Jnr (3.2, N) indicate percent recovery and nonre-
coverable creep compliance at each cycle, respectively. Finally, average percent recovery
(R3.2) and average nonrecoverable creep compliance (Jnr3.2) at 3.2 kPa were obtained by
calculating the mean percent recovery and mean nonrecoverable creep compliance from
cycles 1 to 10.

Figure 5a,b compare the Jnr3.2 and R3.2 between the first- and the second-round-
extracted binders, respectively. For the MT I-15 project, no obvious changes in Jnr3.2 and
R3.2 were observed between the two rounds, which again could be ascribed to the reduced
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aging effect due to the chip seal surface treatment. For the other projects, both HMA and
WMA binders from the second-round cores show lower Jnr3.2 and higher R3.2 values than
those in the first round, indicating an improved rutting resistance of the pavements.

(a) 

(b) 

Figure 5. Comparisons of recovered binder MSCR results (a) Jnr3.2, and (b) R3.2. Note: the number
shown in the parenthesis indicates test temperatures.

Among the four projects, the IA US 34 project shows the highest Jnr3.2 and the lowest
R3.2, which implies the high potential of rutting susceptibility. Asphalt binders from the
MT I-15 project show the lowest Jnr3.2 and the highest R3.2 values, illustrating good rutting
resistance. The Jnr3.2 and R3.2 values between the TN SR 125 and the LA US 61 are similar
to each other.

5.5. Field Core Dynamic Modulus

The dynamic modulus is defined as the complex modulus absolute value calculated by
dividing the peak-to-peak stress by peak-to-peak strain for a material of a sinusoidal loading
on a material. The dynamic modulus is a performance-related property that can evaluate
the mixture and characterize the stiffness of asphalt mixtures for mechanistic–empirical
pavement design.

The indirect tension dynamic modulus test was conducted to determine the dynamic
modulus while considering the limitations of the core geometry. A sinusoidal compressive
loading was applied to the diametric axis of an unconfined cylindrical test specimen. Test
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temperatures and frequencies are shown in Table 2. The loading was applied on each
sample to achieve the target strain levels (40–60 horizontal microstrain and < 100 vertical
microstrain) in the linear viscoelastic region [21–23]. The load–deformation mathematical
relationship in the indirect tension-loading mode is given by:

|E∗| = 2P0

πad
β1γ2 − β2γ1

γ2V0 − β2U0
(5)

where P0 is the peak-to-peak load in N, a indicates loading strip width measured in meters,
d means the thickness of specimen in meters and V0 and U0 represent peak-to-peak vertical
deformation and peak-to-peak horizontal deformation in meters, respectively. γ1, γ2, β1,
and β2 are geometric constants.

Figure 6 presents the dynamic modulus test results at a test temperature of 30 ◦C and
a test frequency 0.1 Hz since the asphalt pavement is more susceptible to rutting under
relative high temperatures and a low frequency [24]. It is observed in the figure that most
projects show an obviously higher dynamic modulus of the second-round field cores than
that from the first-round. Since all the cores were taken from the non-wheel path, this
dynamic modulus increase is presumably due to the significant field aging of the asphalt
binder. The MT I-15 project shows the least increase in the dynamic modulus, which could
be affected by the chip seals applied. The high amount of asphalt used in chip seal fills
voids of overlay and may increase film thickness and asphalt content, thereby reducing
field aging and resulting in a similar dynamic modulus between the two rounds.

Figure 6. Comparisons of field core dynamic modulus at 30 ◦C and 0.1 Hz.

It is also seen that the field aging increases dynamic modulus up to 800% in the second
round for IA US 34 HMA compared with the value from the first round. Meantime, the
high temperature PG and the MSCR Jnr3.2 and R3.2 of the same pavement changed by
12.8%, 69% and 165%, respectively. This finding denotes that the increase rates of the
asphalt binder and the dynamic modulus are not the same, which will be discussed below.

5.6. Field Core HWT Test Results

The HWT is a widely used test method to determine the rutting resistance and moisture
susceptibility of asphalt mixture due to weakness in the aggregate structure, inadequate
binder stiffness, or moisture damage. This method measures the rut depth and number of
passes to failure and provides information about the rate of permanent deformation from a
moving, concentrated load.

The HWT was performed following AASHTO T 324. All tests were conducted at a
temperature of 50 ◦C under wet conditions. The speed of the wheel was set as 52 passes per
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minute. The test terminated when either the rut depth achieved 12.5 mm or a pass number
of 20,000 was reached.

Figure 7 summarizes the HWT rut depth at 10,000 passes. This pass number was
selected because all the first-round cores from the IA US 34 project reached the test threshold
value of 12.5 mm at 10,000 passes. It is observed that in general, the rutting resistance
of the second-round core is higher than that from the first round, except for the MT I-15
in which the chip seal may have reduced the aging effect. Since the aggregate gradation
and asphalt content between the two rounds did not change greatly, the improved rutting
resistance should have been contributed to to a major extent by asphalt aging. Bonding
between asphalt and aggregate particles provide significant force in resisting mixture
to deform, less aged asphalt is more flow and provides a slip plan between aggregates
which facilitates aggregate movement and mixture is easy to deform. In contrast, flow
conditions of aged asphalt reduced due to increased viscosity, which helped produce better
adhesion between aggregates, and aggregate movement became more restricted. In this
case, deformation lessened.

Figure 7. Comparisons of field core Hamburg rut depth.

It is also seen that the field aging increases the dynamic modulus up to 800% in the
second round for IA US 34 HMA compared with the value from the first round. Meanwhile,
the high-temperature PG and the MSCR Jnr3.2 and R3.2 of the same pavement changed
by 12.8%, 69% and 165%, respectively. This finding denotes that the increase rates of the
asphalt binder and the dynamic modulus are not the same, which will be discussed below.

5.7. Effect of Asphalt Aging on Mixture Properties

In order to study the effects of the variation in asphalt binder properties due to aging
on material properties of asphalt mixture, changes to them between the first and second
rounds were calculated. These are the increase in high-temperature PG, decrease in MSCR
Jnr3.2, increase in MSCR R3.2, increase in dynamic modulus and decrease in HWT rut
depth, respectively.

As seen in Figure 8, the asphalt property changes with dynamic modulus increase
correlate well with ageing. The dynamic modulus values increased with the increase in high-
temperature PG and MSCR R3.2, and the decrease in MSCR Jnr3.2. The magnitude changes
in the binder properties between the two rounds are 1.2–8.4 ◦C for high-temperature PG, 0.1
to 24.6% for MSCR R3.2 and 0.02 to 1.07 kPa for MSCR Jnr3.2. Those changes corresponded
to an increase in dynamic modulus up to 1356 MPa.
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(a) (b) 

(c) 

Figure 8. Effect of asphalt binder property change on dynamic modulus change (a) increase in
high-temperature PG, (b) decrease in MSCR Jnr3.2 and (c) increase in MSCR R3.2.

Figure 9 shows the relationship between the binder property change and HWT rut
depth. As noted, there was a loose relationship denoting that rut depth in general increased
with the increase in high-temperature PG and decrease in MSCR Jnr3.2. No correlation
between HWT rut depth and MSCR R3.2 over time was found. As it can be seen, the
increase in high-temperature PG (1.2 to 8.4 ◦C) and the decrease in MSCR Jnr3.2 (0.02
to 1.07 kPa) reduced the HWT rut depth to the maximum value of 7.3 mm between the
two rounds.

 
(a) (b) 
 

 
(c) 

Figure 9. Effect of asphalt binder property change on HWT rut depth change (a) increase in high-
temperature PG, (b) decrease in MSCR Jnr3.2, and (c) increase in MSCR R3.2.
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Additionally, the percentage increase/decrease in each material property between
the two rounds was calculated and shown in Figure 10. As it can be seen, regarding
binder properties, the high-temperature PG has the least percentage increase with the
maximum value of 32.2%, whereas the MSCR R3.2 experienced the most increase with the
maximum value of 325%. As for the mixture, the dynamic modulus and the HWT rut depth
increased up to 673.1% and 64%, respectively. The large range of MSCR R3.2 and mixture
dynamic modulus make the prediction more complicated. In addition, it is expected that
the laboratory ageing could be harder for MSCR R3.2 due to its large variation.

Figure 10. Percentage increase/decrease in each material property.

It is evident that the change in binder property is not proportional to the change in
dynamic modulus. Similarly, the change in dynamic modulus is not comparable to the
change in the HWT rut depth. Therefore, it is expected that when different binder properties
are applied to predict mixture performance, the shift factor would be varied greatly.

6. Conclusions

This paper evaluated the effect of field pavement ageing on properties of asphalt
binder and asphalt mixture at two different rounds. The relationship between property
changes in the asphalt and asphalt mixture due to ageing was also analyzed.

Results indicate that asphalt pavement in general became stiffer after years of service
in terms of asphalt binder (high temperature PG, MSCR) and asphalt mixture (dynamic
modulus, HWT rut depth). The asphalt mixture stiffening is caused to a large degree by
asphalt aging, considering that the evaluated cores had no significant differences between
the two rounds in in-place air voids, aggregate gradation and asphalt content. Such findings
were confirmed by observing a good relationship between the change in binder properties
and mixture properties. However, the application of the chip seal significantly reduced the
aging process.

The material properties changed to different extents over time. The parameters that are
most sensitive to field ageing are MSCR R3.2 and dynamic modulus. Thus, the comparison
among lab-tested material properties may be better checked in rank instead of absolute
values. Note that the high variation in MSCR R3.2 could cause some issues for laboratory
aging, which needs further research. The effect of asphalt aging on pavement mixture
properties may not follow a proportional liner trend.

The PG76-22 polymer-modified binders in general aged slower than other binder types
evaluated in this study, for both asphalt binder and asphalt mixture properties. Since it is
already proved that PG 76-22 polymer-modified binders show very good rutting resistance,
such slow aging could also be beneficial to cracking resistance.
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However, there are also some limitations that need improvement in future studies.
For example, only two existing pavement structure types were selected, including flexible
pavements, and a combination of asphalt/PCC pavements. For other types of asphalt
pavement, the effects of field aging on material properties and rutting performance and
their mechanisms need to be further studied.
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Abstract: The orthogrid-stiffened FRP panel (OSFP) is a generic structural element in weight-sensitive
structure applications. Based on the variational asymptotic method, a 2D reduced-order plate model
(2D-RPM) of OSFP was constructed through matching the strain energy of the original panel for static
and dynamic analyses. The local field distributions were recovered using the recovery relationship
and global response. The relative influences of select parameters on the effective performance of
the OSFP were revealed by parametric studies. The comparative results showed that the effective
performance of the OSFP predicted by the 2D-RPM were consistent with those predicted by the 3D
finite element model, but the computational efficiency was greatly improved. The stiffener height had
the greatest influence on the natural frequency of the panel. The layup configurations of laminates
had significant influences on the equivalent stiffness and buckling load of the OSFP but had little
effect on the vibration modes, which could be varied by adjusting the stiffening forms.

Keywords: variational asymptotic method; reduced-order plate model; orthogrid-stiffened panel;
free-vibration analysis; global buckling

1. Introduction

Fiber-reinforced polymer (FRP) has the advantages of being lightweight and having
high strength, corrosion resistance, and tailorability. It is a new type of material that exhibits
excellent performances, and has been extensively used in civil engineering, shipbuilding,
aerospace and so on. Under the same load capacity, the weight of an FRP bridge is only 30%
of that of a steel bridge and 5% of that of a reinforced concrete bridge. Due to the excellent
properties of FRP, it has gradually become a substitute for traditional building materials
(e.g., steel and concrete). Compared with traditional steel and concrete bridges, FRP bridges
are not only lightweight but are also more convenient to manufacture, transport, and install.
Furthermore, they have long service lives of more than 100 years [1].

The orthogrid-stiffened FRP panel (OSFP) is characterized by a lattice of rigid, inter-
connected stiffeners, which is a generic structural element in weight-sensitive structure
applications [2]. Its stiffness, buckling, and vibration characteristics are not only related to
the stiffening forms but are also closely related to the structural and material parameters,
which increases the difficulty of analysis. At present, most analysis methods for stiffened
panels can be summarized as numerical methods, analytical methods, and a combination of
the two methods. The calculation models for the effective analysis of stiffened panels can be
divided into finite element models (FEMs) [3–8], discrete stiffener models (DSMs) [9], and
smeared stiffener models (SSMs) [10]. The stiffeners are modeled as members with axial
bending/torsion stiffnesses on the attached skin in DSM, and they can only be effectively
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applied for the analysis of stiffened panels with thin skins and rigid stiffeners. The geo-
metric features of the stiffeners and skin are contained in FEM, which is more flexible and
accurate than DSM. However, it not only requires a long simulation time due to the large
computational workload, but also the inability to set different configurations and materials
during preliminary design and optimization [11]. The basic idea of SSM is to smear the
stiffnesses of the stiffeners into the panel and calculate the effective properties [12–14]. This
may be applicable to the overall analysis of stiffened panels with intensive interconnected
stiffeners but not to the stress and strain analysis of stiffeners [15].

The global buckling is considered as the main failure mode of stiffened panels under
axial compression or/and external pressure according to the failure mode map [16,17].
Among the methods used to study the global buckling of stiffened panels, extensive studies
have concentrated on the FEM and SSM [18,19]. The extension–bending coupling interac-
tion caused by the eccentricity of the stiffeners was neglected in the work by Chen et al. [20],
which resulted in the imprecise buckling prediction results [21]. Abhijit et al. [22] used the
FEM to study the free vibration characteristics of stiffened plates with symmetric stiffen-
ers. Later, the isoparametric stiffened-plate element was introduced to analyze the free
vibration of eccentrically stiffened plates [23,24]. Lam et al. [25] explored the vibrations of
stiffened plates by dividing the plate domain into appropriate rectangular segments.

On the basis of literature review, there were some issues in the existing methods for
predicting the effective performance of stiffened panels. First, the shear stiffness matrix
cannot be predicted using the homogenized elastic constants and plate thickness together
with classic plate theory. Second, due to the assumptions for defining the kinematics, the
models were usually applicable to some specific form of stiffeners. Third, few plate models
can accurately predict the local stress and strain distributions of stiffeners, which were of
great significance to the failure analysis of stiffened panels.

Recently, Yu and Zhong [26–29] put forward a new multiscale modeling technique to
deal with dimensionality-reducing structures based on the variational asymptotic method
(VAM) [30]. With this method, the small structural parameters (such as the thickness–
width ratio) were used to asymptotically expand the energy functional, and the higher-
order terms were removed to obtain the approximate energy of different orders and the
corresponding dimension reduction model, which achieved a good tradeoff between
accuracy and effectiveness. In this work, a VAM-based reduced-order plate model of
stiffened FRP panel was established to solve the three issues mentioned above. The
influences of geometric parameters (such as height, thickness, length-width ratio, and
period length) on the effective performance of the OSFP were investigated. Finally, the
displacements and free-vibration modes of stiffened FRP panels with different stiffening
forms, such as the orthogrid-, T- and blade-stiffened panels, were compared. To the author’s
knowledge, this method has never been used for this purpose.

2. Theoretical Formulation for Reduced-Order Plate Model Using VAM

2.1. Kinematics of the OSFP

As shown in Figure 1, if the sizes of the whole panel (denoted by the macro-coordinates
xi) are much larger than those of a unit cell (denoted by the micro-coordinates yi), then
yi = xi/ξ (ξ is a small parameter), and the derivative of the function f ξ(xα) with respect to
xα is

∂ f ξ(xα)

∂xα
=

∂ f (xα; yi)

∂xα

∣∣∣∣
yi=const

+
1
ξ

∂ f (xα; yi)

∂yi

∣∣∣∣
xα=const

≡ f,α +
1
ξ

f;i (1)

where i, j = 1, 2, 3; α, β = 1, 2.
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Figure 1. Dimension reduction analysis of the original orthogrid-stiffened FRP panel (OSFP).

To construct a reduced-order plate model of the OSFP using VAM, the 3D displacement
field of the original OSFP ui need to be represented by using 2D plate variables vi such as

u1(xα; yi) = v1(x1, x2)− ξy3v3,1(x1, x2) + ξw1(xα; yi)

u2(xα; yi) = v2(x1, x2)− ξy3v3,2(x1, x2) + ξw2(xα; yi)

u3(xα; yi) = v3(x1, x2) + ξw3(xα; yi)

(2)

where wi is the fluctuating function to be solved, and the underlined terms should meet
the following constraints

v1 = 〈u1〉+ ξ〈y3〉v3,1
v2 = 〈u2〉+ ξ〈y3〉v3,2
v3 = 〈u3〉

(3)

where 〈·〉 represents the volume integration over the unit cell.
The non-underlined terms should satisfy the following conditions

〈ξwi〉 = 0 (4)

The 3D strain field can be expressed as

Γij =
1
2

(
∂ui
∂xj

+
∂uj

∂xi

)
(5)

Plugging Equation (2) into Equation (5) gives the 3D strain field as

Γ11 = ε11 + ξy3κ11 + w1,1
2Γ12 = 2ε22 + 2ξy3κ12 + w1,2 + w2,1
Γ22 = ε22 + ξy3κ22 + w2,2
2Γ13 = w1,3 + w3,1
2Γ23 = w2,3 + w3,2
Γ33 = w3,3

(6)
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where εαβ and καβ can be expressed as

ε11(x1, x2) = v1,1(x1, x2), ε22(x1, x2) = v2,2(x1, x2),
2ε12(x1, x2) = v1,2(x1, x2) + v2,1(x1, x2),
κ11(x1, x2) = −v3,11(x1, x2), κ22(x1, x2) = −v3,22(x1, x2),
κ12(x1, x2) = −v3,12(x1, x2)

(7)

The 3D strain field can be obtained as

Γe = [Γ11 Γ22 2Γ12]
T = ε + x3κ + ∂ew||

2Γs = [2Γ13 2Γ23]
T = w|| + ∂tw3

Γt = Γ33 = w3,3

(8)

where Γe, Γs, Γt are strain matrices of 3D-FEM; ()|| = [()1 ()2]
T, ε = [ ε11 2ε12 ε22 ]T,

κ = [κ11 κ12 + κ21 κ22]
T, and

∂e =

⎡
⎣ (),1 0

(),2 (),1
0 (),2

⎤
⎦, ∂t =

{
(),1
(),2

}
(9)

As shown in Figure 2, the unit cell within the OSFP can be divided into three parts to
facilitate the integral solution. Then we obtain the strain energy of the panel as

U =
1
2

∫ a/2

−a/2

∫ b/2

−b/2

1
Ω

UΩdx2dx1 (10)

where

UΩ =
∫ 0

−t1

∫ L1
2

− L1
2

∫ L2
2

− L2
2

ΓT
ADAΓAdy1dy2dy3

+
∫ h

0

∫ L1
2

− L1
2

∫ t2
2

− t2
2

ΓT
BDBΓBdy1dy2dy3

+
∫ h

0

∫ t3
2

− t3
2

∫ L2
2

− L2
2

ΓT
CDCΓCdy1dy2dy3

(11)

with the subscripts A, B, and C representing the skin, longitudinal stiffener, and transverse
stiffener, respectively.

Figure 2. Decomposition diagram of unit cell within the OSFP.
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Equation (10) can be rewritten as

U =
1
2

∫ a/2

−a/2

∫ b/2

−b/2

1
Ω

〈
ΓT DΓ

〉
dx2 dx1

=
1
2

∫ a/2

−a/2

∫ b/2

−b/2

1
Ω

〈⎧⎨
⎩

Γe
2Γs
Γt

⎫⎬
⎭

T⎡
⎣ De Des Det

DT
es Ds Dst

DT
et DT

st Dt

⎤
⎦
⎧⎨
⎩

Γe
2Γs
Γt

⎫⎬
⎭
〉

dx2 dx1

(12)

where De, Des, Det, Ds, Dst, and Dt are the corresponding sub-matrices of three-dimensional
6 × 6 material matrix.

The virtual work done by the applied loads is

E =
∫ b/2

−b/2

∫ a/2

−a/2

1
Ω
(〈 fiui〉+ βiu−

i + τiu+
i
)
dx1dx2

+
∫ a/2

−a/2

∫ h/2

−h/2
(αiui)|x2=±b/2dx3dx1 +

∫ b/2

−b/2

∫ h/2

−h/2
(αiui)|x1=±a/2dx3dx2

(13)

where fi is the body force, αi is the traction force applied on the lateral surfaces, βi and τi
denote the traction forces on the bottom and top surface, respectively.

Plugging Equation (2) into Equation (13) gives

E =
∫ b/2

−b/2

∫ a/2

−a/2
(pivi + qαΦα)dx1dx2

+
∫ a/2

−a/2

∫ h/2

−h/2
(Pivi + QαΦα)|x2=±b/2dx3dx1

+
∫ b/2

−b/2

∫ h/2

−h/2
(Pivi + QαΦα)|x1=±a/2dx3dx2 + E∗

(14)

where Φ1 = v3,2, Φ2 = −v3,1, and

E∗ =
∫ b/2

−b/2

∫ a/2

−a/2

1
Ω
(〈 fiwi〉+ βiw−

i + τiw+
i
)
dx1dx2

+
∫ a/2

−a/2

∫ h/2

−h/2
(αiwi)|x2=±b/2dx3dx1 +

∫ b/2

−b/2

∫ h/2

−h/2
(αiwi)|x1=±a/2dx3dx2

(15)

The values of pi, qα, Pi, and Qα in Equation (14) can be calculated as

pi =
1
Ω
(〈 fi〉+ βi + τi)

q1 =
1
Ω
(−x−3 β2 − x+3 τ2 − 〈x3 f2〉

)
q2 =

1
Ω
(

x−3 β1 + x+3 τ1 + 〈x3 f1〉
)

Pi = 〈〈αi〉〉
Q1 = −〈〈x3α2〉〉
Q2 = 〈〈x3α1〉〉

(16)

According to VAM, E∗ can be ignored, and the total potential energy is

δΠ = δU − δE

=
∫ b/2

−b/2

∫ a/2

−a/2

(
1
2

δ
〈

ΓT D̄Γ
〉
− piδvi − qαδΦα

)
dx1dx2

+
∫ a/2

−a/2

∫ h/2

−h/2
(Piδvi + QαδΦα)|x2=±b/2dx3dx1

+
∫ b/2

−b/2

∫ h/2

−h/2
(Piδvi + QαδΦα)|x1=±a/2dx3dx2

(17)
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2.2. VAM-Based Reduction Analysis of OSFP
2.2.1. Zeroth-Order Approximation

Plugging Equation (8) into Equation (17) gives the total potential energy density as

2Π =
〈〈

(ε + x3κ)TDe(ε + x3κ) + 2(ε + x3κ)TDe∂ew||α
+2(∂ew||α)TDe∂ew|| + 2(ε + x3κ)TDesw||,3 + 2(ε + x3κ)TDes∂tw3α

+2
(

∂ew||α
)T

Des

(
w||,3 + ∂tw3α

)
+ 2(ε + x3κ)TDetw3,3

+2
(

∂ew||α
)T

Detw3,3 + wT
||,3Dsw||,3 + 2wT

||,3Ds∂tw3α + 2(∂tw3,α)
TDs∂tw3,α

+2wT
||,3Dstw3,3 + 2(∂tw3,α)

TDstw3,3 + Dtw2
3,3

〉〉
−2
(〈〈

f T
i wi
〉〉

+ τT
i wT

i + βT
i wT

i
)

(18)

where the underlined items and the double-underlined item can be ignored according
to VAM.

To impose the constraints on the fluctuating function, we introduce the Lagrange
multipliers λi, such as

δ(Π + λi〈wi〉) = 0 (19)

The zeroth-order approximate variational expression is

〈 [
(ε + x3κ)TDes + wT

||,3Ds + wT
3,3DT

st

]
δw||,3

+λiδwi +
[
(ε + x3κ)TDet + wT

||,3Dst + wT
3,3Dt

]
δw3,3

〉
= 0 (20)

The corresponding Euler–Lagrange equations are[
(ε + x3κ)TDes + wT

||,3Ds + wT
3,3DT

st

]
,3
= λ||[

(ε + x3κ)TDet + wT
||,3Dst + wT

3,3Dt

]
,3
= λ3

(21)

where λ|| = [λ1 λ2]
T.

The boundary conditions of the top and bottom of the panel can be defined as

[
(ε + x3κ)TDes + wT

||,3Ds + w3,3DT
st

]+/−
= 0[

(ε + x3κ)TDet + wT
||,3Dst + w3,3Dt

]+/−
= 0

(22)

where the superscript “+ / −” indicates the items at the top and bottom of the panel.
From these conditions, we can solve w|| and w3 as

w|| =
〈
−(ε + x3κ)DesD−1

s

〉T
, w3 =

〈
−(ε + x3κ)DetD−1

t

〉
(23)

where

Des = Des − DetDT
stD

−1
t , Det = Det − DesD−1

s Dst, Dt = Dt − DT
sl D

−1
s Dst (24)

Plugging Equation (23) into Equation (18) gives the zeroth-order strain energy as

U2D =
1
2

〈
(ε + x3κ)TD̄e(ε + x3κ)

〉
=

1
2

{
ε
κ

}T[ A B
BT D

]{
ε
κ

}
(25)
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where A, D and B are tensile, bending, and coupling stiffness sub-matrix, respectively, and
can be expressed as

A = 〈〈D̄e〉〉, B = 〈〈x3D̄e〉〉, D =
〈〈

x2
3D̄e
〉〉

,
D̄e = De − D̄esD−1

s DT
es − D̄etDT

et/D̄t
(26)

2.2.2. Transforming into Reissner–Mindlin Model

There are two additional transverse shear strains γ = �2γ13 2γ23�T in the Reissner–
Mindlin model. To transform Equation (25) into the Reissner–Mindlin model, we must
eliminate the coupled stiffness terms between ε and γ as follows:

2ΠΩ = ΓT D̄eΓ = RT AR+ 2RT Bγ + γTCγ

= RT
(

A − BC−1BT
)
R+

(
γ + C−1BTR)TC

(
γ + C−1BTR) (27)

where R is Reissner–Mindlin generalized strains.
The final form of the total energy can be expressed as

2ΠR = RTXR+ γTGγ + 2RT F (28)

where F is a load-related term and

X = A − BC−1BT

G = C
(29)

The resultant stress of the panel can be expressed as

∂ΠR
∂ε11

= N11,
∂ΠR
∂2ε12

= N12,
∂ΠR
∂ε22

= N22

∂ΠR
∂κ11

= M11,
∂ΠR
∂2κ12

= M12,
∂ΠR
∂κ22

= M22

∂ΠR
∂2γ13

= Q1,
∂ΠR
∂2γ23

= Q2

(30)

Due to the symmetry of the axis and plane, some stiffness components disappear, and
the constitutive relation of the OSFP can be obtained as⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

N11
N22
N12
M11
M22
M12
Q1
Q2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

A11 A12 0 0 0 0 0 0
A12 A22 0 0 0 0 0 0
0 0 A66 0 0 0 0 0
0 0 0 D11 D12 0 0 0
0 0 0 D12 D22 0 0 0
0 0 0 0 0 D66 0 0
0 0 0 0 0 0 C11 0
0 0 0 0 0 0 0 C22

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ε11
ε22

2ε12
κ11
κ22

2κ12
γ13
γ23

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(31)

The original 3D geometric nonlinear problem in Equation (17) is mathematically
decomposed into constitutive modeling over the unit cell in Equation (31) and geometric
nonlinear plate analysis. That is to say, as an alternative to the direct numerical simulation
using 3D nonlinear finite element analysis, the global analysis of the OSFP can be reduced
to 2D plate analysis using the linear solver in ABAQUS, with the constitutive relation
obtained from the constitutive modeling of the unit cell.
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2.3. Equivalent Density of 2D-RPM

For heterogeneous materials and structures, the equivalent density of the unit cell is
usually used to characterize the weight of the reduced-order plate model. The total mass
of the unit cell within the OSFP can be expressed as

m = m1 + m2 + m3 = ρ1 · L1L2 · t1 + ρ2 · L2h · t2 + ρ3 · L1h · t3 (32)

where ρ1, ρ2, and ρ3 are the density of the skin, the longitudinal stiffener and transverse
stiffener, respectively.

The total volume of the unit cell is

V = L1L2 · (t1 + h) (33)

According to the equivalent density formula, we obtain

ρ =
m
V

(34)

The equivalent density of the 2D-RPM can be expressed as

ρ∗ = ρ1 · L1L2 · t1 + ρ2 · L2h · t2 + ρ3 · L1h · t3

L1L2 · (t1 + h)
(35)

3. Validation Example

To verify the accuracy and effectiveness of the present reduced model, the static and
dynamic behaviors of OSFP predicted by the present model were compared with those
of 3D-FEM. The 3D-FEM had 15 unit cells in the x1 and x2 direction as shown in Figure 3.
The equivalent stiffness of OSFP was obtained by variational asymptotic analyzing over
the unit cell shown in Figure 4b and inputted into the 2D-RPM (300 mm × 300 mm) using
shell elements, as shown in Figure 4c, to analyze the static and dynamic behavior under
different boundary conditions. The relative error between the 2D-RPM and 3D-FEM is
defined as Error = |2D−RPM results−3D−FEM results|

3D−FEM results × 100%.

Figure 3. Meshing of 3D finite element model (3D-FEM).

The structural parameters shown in Figure 4a were: l = 20 mm, h = 3 mm, and t = 1 mm.
The OSFP is made of T300/7901 carbon/epoxy laminates. The layup configuration of skin
was [45/ − 45/0/ − 45/45]2s, and that of stiffener was [45/ − 45]4s. The lamina properties
were: E11 = 71.76 GPa, E22 = E33 = 7.81 GPa, G12 = G13 = 2.52 GPa, G23 = 2.11 GPa,
v12 = v13 = 0.343, v23 = 0.532, ρ = 1.42 g/cm3. The effective plate properties of the skin
and the stiffener obtained by present model were given in Figure 5 for reference.
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(a) Size of unit cell (b) Meshing of unit cell (c) Meshing of 2D-RPM

Figure 4. Meshing of unit cell and 2D reduced-order plate model (2D-RPM) of OSFP.

(a) Skin

(b) Stiffener

Figure 5. Effective plate properties of the skin and the stiffener calculated by the present model
(unit: SI).

3.1. Static Displacement Analysis

Six typical boundary conditions shown in Figure 6, including CCCC, CCSS and CSCS,
CSSS, SSSS and FFCC, were used for static displacement analysis. The naming convention
of boundary conditions is four letters, where S denotes simply supported constraint, C for
fixed constraint, and F for free constraint.

To verify the effectiveness of the 2D-RPM, a uniform load of 5 kPa was applied to
the top surface of the OSFP, and the displacement distributions along Path 1 of the 3D-
FEM and 2D-RPM were compared in Figure 7. The comparative results show that the
displacement distributions predicted by the 2D-RPM were basically in agreement with
those of the 3D-FEM. The differences were due to the different meshing methods used in
the two models. The maximum displacement error under the CCSS boundary condition
was the largest, but it was still within 5%. It is worth noting that the differences between
the 2D-RPM and 3D-FEM in Figure 7c–e were much greater than other cases, which may
be due to the gradual enhancement of boundary constraints from SSSS to CCCC. It was
concluded that the 2D-RPM can predict the static displacement of the stiffened FRP panel
with high accuracy and effectiveness, and the equivalent stiffness obtained from the VAM
had sufficient accuracy.
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Figure 6. Typical boundary conditions of the OSFP.

(a) CCCC (b) SSSS

(c) CSSS (d) CSCS

(e) CCSS (f) FFCC

Figure 7. Vertical displacement along Path 1 of the plate under a uniform load of 5 kPa and different
boundary conditions.
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3.2. Local Displacement and Stress Field

According to Equation (2), the local displacement distributions within the unit cell
at the geometric center of the 2D-RPM can be recovered as shown in Figure 8. It can be
observed that the maximum and minimum values of U1 and U2 were located on opposite
sides of the stiffener, and the overall displacement presented a centrosymmetric distribution
trend. The smallest value of U3 was located at the center of the stiffener, while the maximum
value of U3 was on the skin. The displacement distribution was centrally symmetric about
the intersection point of the stiffeners. The maximum value of U3 within the unit cell
was 10.27 mm, and the error was about 1% compared with that of 3D-FEM presented in
Section 3.1 (U3 = 10.17 mm), indicating that the recovered displacement distribution is
accurate and can be used to evaluate the location of maximum local displacement.

(a) U1 (b) U2

(c) U3

Figure 8. Local displacement fields within the unit cell at the geometric center of the plate (unit: mm).

Figure 9 shows the local stress fields within the unit cell at the geometric center of
the plate recovered from Equation (8) and the 3D Hooke’s law. It can be observed that
the stiffeners played an important role in the process of load transfer, and there was a
large stress concentration at the intersection of the stiffeners and the skin, showing a
significant skin-stiffener effect. The stress distribution on the skin was relatively uniform,
and there was no evident mutation. It was concluded that the stiffeners improved the
bearing capacity of the panel, and the OSFP had a low weight and high strength compared
to the ordinary panel.

Figure 10 shows the local von Mises stress and displacement distribution along Path
1 of the skin within the unit cell (as shown in Figures 8c and 9a) predicted by 2D-RPM
and 3D-FEM. It can be observed that the local stress and displacement curves predicted by
2D-RPM and 3D-FEM agreed well, and the maximum error was less than 5%. The local
stress at the junctions between the skin and the stiffeners decreased significantly, indicating
that these regions were very incidental to be damaged.
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(a) Von Mises stress (b) σ11

(c) σ22 (d) σ12

(e) σ13 (f) σ23

Figure 9. Local stress fields within the unit cell at the geometric center of the plate (unit: MPa).

(a) Von Mises stress (b) U3

Figure 10. Comparison of von Mises stress and U3 distribution along Path 1 within the unit cell at
the geometric center of the OSFP.

3.3. Free-Vibration Analysis

Table 1 shows the the first four vibration modes and natural frequencies of the OSFP
under the CCCC boundary condition predicted by 2D-RPM and 3D-FEM. The vibration
modes of the 3D-FEM and 2D-RPM were in good agreement. For example, there were one
and two half-waves along the x1 direction, two half-waves along the x2 direction, and two
half-waves along the x1 and x2 directions for the first, second, third, and forth mode shapes,
respectively, for both the 2D-RPM and 3D-FEM results. The natural frequencies of the
3D-FEM and 2D-RPM were also highly consistent, and the maximum error of the natural
frequency was less than 6.83%. It was worth noting that the first-order vibration frequency
showed relative big error compared with the third and fourth vibration frequencies, which
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may be because the first-order frequency was more sensitive to different meshing between
2D-RPM and 3D-FEM. The 2D-RPM was more time-efficient than the 3D-FEM in analyzing
the vibration modes: the 2D-RPM required 30 s with one CPU as opposed to the nearly
20 min required for the 3D-FEM with four CPUs.

Table 1. Comparison of the first four vibration modes and eigenvalues (Hz) of the OSFP predicted by
3D-FEM and 2D-RPM under the CCCC boundary condition.

Order 1 2 3 4

2D-RPM

103.68 212.48 215.68 283.97

3D-FEM

110.76 211.62 216.33
290.39

Error 6.83% 0.41% 0.30% 2.25%

It can be concluded that the 2D-RPM had high accuracy in free-vibration analysis of
OSFP under CCCC boundary condition. To further verify the effectiveness of 2D-FEM
in analyzing vibration modes, the vibration modes of OSFP under different boundary
conditions are analyzed as shown in Table 2. The 3D-FEM and VAM-based 2D-RPM
had good consistency in the prediction of natural frequencies and vibration modes under
various boundary conditions, and the maximum error of natural frequency was less than
6% under the CCSS boundary condition. The stronger the boundary condition is, the higher
the natural frequency is. The natural frequency under CCCC boundary condition was
about twice that under SSSS boundary condition. The natural frequencies under CCSS and
CSCS boundary conditions were almost the same, but the asymmetry of CSCS boundary
condition led to the asymmetry of vibration mode.

Table 2. Comparison of vibration modes and natural frequencies (Hz) of the OSFP under different
boundary conditions (BCs).

BCs SSSS CSSS CSCS CCSS FFCC

2D-RPM

45.48 60.11 71.43 80.29
71.93

3D-FEM

47.56 63.15 72.37 84.98 73.37

Error 4.57% 5.06% 1.31% 5.84% 2.00%

3.4. Global Buckling Analysis

To verify the accuracy and effectiveness of 2D-RPM, the buckling modes and crit-
ical loads of OSFP under different boundary and load conditions illustrated in Figure 11 are
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listed in Table 3. The combinations of boundary and load conditions included SFFF/uniaxial
(Case 1), SSFF/uniaxial (Case 2), SSSS/uniaxial (Case 3), and SSSS/biaxial (Case 4).

(a) Case 1 (b) Case 2 (c) Case 3 (d) Case 4

Figure 11. Four combination of boundary and load conditions used in buckling analysis.

Table 3. Comparison of global buckling modes and loads (N) predicted by the 2D-RPM and 3D-FEM
under different boundary and load conditions.

Order 1 2 3 4

2D-RPM

50.97 57.96 471.83 300.67

3D-FEM

51.24 59.27
482.12

310.42

Error 0.53% 2.26% 2.18% 3.24%

Table 3 shows that the buckling load in Case 3 (471.83 N) was about 9 times that in
Case 2 (57.96 N) and 1.577 times that in Case 4 (300.67 N). The buckling loads in Case 1
and Case 2 were basically the same. The error of the critical buckling load under various
boundary conditions was less than 5%, indicating that the VAM-based 2D-RPM and 3D-
FEM predictions of the global buckling of OSFP agreed closely.

4. Parameter Study

The 2D-RPM was selected to conduct parametric study. The material properties and
layup configurations of the skin and the stiffeners were the same as those in Section 3,
except where explicitly indicated. The boundary conditions for uniaxial buckling analysis
were SFFF in Case 1, while the boundary conditions for the free-vibration analysis were
CCCC.

4.1. Influence of Structural Parameters on Equivalent Plate Properties

Figure 12a shows the effect of the stiffener thickness on the equivalent stiffness of the
OSFP when the other parameters remained unchanged. The equivalent stiffness Aij and
Dij increased with increasing stiffener thickness, and in particular, the bending stiffness
components D11 and D22 increased significantly. This may be because Aij was directly
proportional to the cross-sectional area, which increased with increasing stiffener thickness.
In contrast, Dij was proportional to the moment of inertia, which was linearly related to
the stiffener thickness.

Figure 12b shows the effect of stiffener height on the equivalent stiffness when other
parameters remain unchanged. It can be seen that Aij increased linearly and Dij increased
nonlinearly with the increasing stiffener height. The reason was that Aij was proportional
to the sectional area, which was linear with the stiffener height, while Dij was proportional
to the moment of inertia, resulting in a parabolic growth trend.

426



Materials 2021, 14, 4908

Figure 12c shows the effect of length–width ratio on the equivalent stiffness. It can be
observed that A11 and D11 had no obvious change with the increasing length–width ratio,
while D22 decreased significantly. The reason was that the extension area and moment of
inertia in x1 direction remained unchanged, while the extension area and moment of inertia
in the x2 direction gradually decreased with the increasing length–width ratio, which led
to the nonlinear decrease in equivalent bending stiffness.

Figure 12d shows the effect of the periodic length on the equivalent stiffness of the
stiffened FRP panel. It can be observed that Aij and Dij decreased nonlinearly with the
increase in periodic length. This was because Aij and Dij were, respectively, proportional to
the extension area and the moment inertia, and there was a negative nonlinear relationship
between the extension area/moment inertia and the periodic length, resulting in a parabolic
downward trend with the increasing periodic length.
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Figure 12. Effects of the structural parameters on the equivalent plate properties of the OSFP.

4.2. Influence of Structural Parameters on Buckling Loads and Natural Frequencies

To further investigate the influence of structural parameters on the effective perfor-
mance of OSFP, the first four buckling loads and natural frequencies of OSFP with different
stiffener height, thickness, periodic length, and length–width ratio were calculated by using
2D-RPM, as shown in Figure 13.

The first four natural frequencies of the OSFP increased with increasing stiffener
thickness and height and decreased with increasing length–width ratio and periodic length.
The effect of the stiffener height h on the natural frequency was much greater than that
of other structural parameters. The reason is that the variation trends of the equivalent
stiffness and equivalent mass were consistent with those of structural parameters, and their
influences on the natural frequency might counteract each other. However, the effect of the
stiffener height h on the equivalent stiffness was much greater than that on the equivalent
mass. The buckling load of the OSFP increased with the increase in stiffener thickness and
height but decreased with increasing length–width ratio and periodic length, which was
the same as the change trend of equivalent stiffness.
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Figure 13. Effects of the structural parameters on the natural frequency and buckling load of
the OSFP.

4.3. Influence of Layup Configuration on the Effective Performance of OSFP

The layup configurations of the laminates would affect the effective performance of
the OSFP due to the anisotropy and heterogeneity. In this section, the influences of the
layup configuration on the equivalent stiffness, free vibrations, and buckling mode of the
OSFP are analyzed. The layup configuration was set to [0/θ/0/θ/0]s, where θ increased
from 0◦ to 90◦ at 15◦ intervals. The boundary condition was fixed on one side and simply
supported on three sides (CSSS).

Figure 14a shows the effect of the layup configuration on the equivalent stiffness of
the OSFP. With the gradual increase in the ply angle, the stiffness components A11 and
D11 showed nonlinear downward trends, while A22 and D22 showed significant nonlinear
increases when the ply angle was greater than 45◦. Figure 14b shows the effect of the layup
configuration on the first four natural frequencies and buckling loads of the OSFP. It can be
observed that the layup configuration had little effect on the natural frequency, and the
first natural frequency first decreased and then increased with the increasing ply angle,
reaching the minimum value in the range of 30–60◦ ply angle. The buckling load first
increased and then decreased with the increasing ply angle, and the buckling load of each
order reached the maximum value at 30–45◦ ply angle.
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(a) Equivalent stiffness
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(b) Buckling load and natural frequency

Figure 14. Effects of the layup configuration on the effective performances of the OSFP.

4.4. Influence of 0◦-Ply Ratio on the Effective Performance of OSFP

The 0◦ ply ratio r was the ratio of the number of 0◦-ply to the total number of ply.
To study the influence of 0◦-ply ratio on the effective performance of the panel, the 10-
layered laminate with combination of 0◦ and 45◦ plies was considered, and the six layup
configurations are illustrated in Figure 15.

(a) r = 0% (b) r = 20 % (c) r = 40%

(d) r = 60% (e) r = 80% (f) r = 100%

Figure 15. Six different 0◦-ply ratios in the layup combination of 0◦ and 45◦ plies.

Figure 16a shows that the influences of the 0◦-ply ratio on A11 and D11 were much
greater than those on the other stiffness components because the stiffness along the fiber
direction (0◦ direction) was stronger. Figure 16b shows that the first natural frequency
increased with increasing 0◦-ply ratio and reached a maximum value when the 0◦ ply
ratio was 100%. The third to fourth natural frequencies increased first and then decreased
and reached the maximum value when the 0◦-ply ratio was between 0.2 and 0.6. With
the increase in the 0◦-ply ratio, the first to fourth buckling loads of the OSFP increased
gradually and reached a maximum value when the 0◦ ply ratio was 100%. In engineering
applications, the effective performance of the OSFP in the corresponding direction can be
improved by adjusting the 0◦-ply ratio.
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(a) Equivalent stiffness
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(b) Natural frequency and buckling load

Figure 16. Effects of the structural parameters on the effective performances of the OSFP.

5. Comparison with Other Stiffened FRP Panels with Different Stiffening Forms

To compare the effects of different stiffening forms on the effective performance of
the OSFP, the 3D FE models and 2D reduced-order plate models of orthogrid-, T-, and
blade-stiffened FRP panel were established. The 3D FE models were obtained by repeating
the unit cell 15 times in the x1 and x2 directions as shown in Figure 17. The structural
parameters of unit cell were l = 20 mm, h = 3 mm, and t = 1 mm. The material parameters
were the same as in Section 4, and the layup configurations of skin and stiffener were
[45/ − 45/0/ − 45/45]2s and [45/ − 45]4s, respectively.

(a) Orthogrid-stiffener (b) T-stiffener (c) Blade-stiffener

Figure 17. 3D finite element model and its unit cell of stiffened FRP panels with different stiffening
forms.

The static displacements along the center line of the stiffened FRP panels under the
CCCC boundary condition and 5 kPa of uniform load were analyzed. The comparative
results in Figure 18 show that the displacement of the blade-stiffened FRP panel was
the largest, followed by the orthogrid- and T-stiffened FRP panels due to the fact that
the equivalent bending stiffness of T-stiffened FRP panel was greater than the other two
stiffened FRP panels.
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Figure 18. Comparison of the displacements along the center line of the stiffened FRP panel with
different stiffening forms under the CCCC boundary condition and a 5 kPa uniform load.

Table 4 shows the first four natural frequencies of the stiffened FRP panel with different
stiffening forms under the CCCC boundary condition. The first natural frequency of the
T-stiffened FRP panel was the largest. From the second order, the natural frequency of
the orthogrid-stiffened FRP panel was the largest, followed by the T- and blade-stiffened
FRP panels.

Table 4. Influence of the different stiffening forms on the natural frequencies (Hz) of stiffened FRP
panels under the CCCC boundary condition.

Orders T-Stiffened Panel Orthogrid-Stiffened Panel Blade-Stiffened Panel

1

145.88 103.68 76.24

2

147.50 212.48 77.54

3

150.75 212.48 80.68

4

154.38 283.97 86.30
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The comparative results showed that the natural frequencies of the OSFP increased
faster with increasing modal order, while those of the T- and blade-stiffened FRP panels
showed little change. The vibration modes of the T- and blade-stiffened FRP panels were
basically the same, but the vibration modes of the orthogrid-stiffened FRP panel were very
different (there were one and two half-waves along the x1 direction, two half-waves along
the x2 direction, and two half-waves along the x1, and x2 directions for the first, second,
third, and forth mode shapes, respectively). It was concluded that the vibration modes of
the stiffened FRP panel could be changed by adjusting the stiffening forms.

6. Conclusions

In this work, a VAM-based reduced-order plate model was established to analyze the
effective performance of the orthogrid-stiffened FRP panel (OSFP). The influences of the
material and structural parameters of the OSFP were investigated by parametric studies,
and the following conclusions were drawn.

(1) The results of static displacement, local field distributions, natural frequencies
and buckling loads predicted by 2D-RPM were consistent with those of 3D FE model,
but the computational efficiency was greatly improved, which verifies the accuracy and
effectiveness of the VAM-based reduced-order plate model.

(2) The equivalent stiffness increased gradually with increasing stiffener thickness
or height and decreasing length–width ratio or periodic length. The influences of the
structural parameters on the buckling load were closely related to the equivalent stiffness.
The effect of the stiffener height on the natural frequency of the OSFP was much greater
than those of the other structural parameters.

(3) Different layup configurations had significant influences on the equivalent stiffness
and buckling load of the OSFP, while they had little effect on the vibration modes. With
the increase in the 0◦ ply ratio, the equivalent stiffness in the fiber direction increased
significantly, and the first buckling load and natural frequency increased gradually. The
static displacement and vibration modes of the orthogrid-stiffened FRP panel were different
from those of the blade- and T-stiffened FRP panels, indicating that the vibration modes of
the stiffened FRP panel could be varied by adjusting the stiffening forms.
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Abstract: Semi-flexible pavement (SFP) is widely used in recent years because of its good rutting
resistance, but it is easy to crack under traffic loads. A large number of studies are aimed at
improving its crack resistance. However, the understanding of its fatigue resistance and fatigue-
cracking mechanism is limited. Therefore, the semi-circular bending (SCB) fatigue test is used to
evaluate the fatigue resistance of the SFP mixture. SCB fatigue tests under different temperature
values and stress ratio were used to characterize the fatigue life of the SFP mixture, and its laboratory
fatigue prediction model was established. The distribution of various phases of the SFP mixture in
the fracture surface was analyzed by digital image processing technology, and its fatigue cracking
mechanism was analyzed. The results show that the SFP mixture has better fatigue resistance under
low temperature and low stress ratio, while its fatigue resistance under other environmental and load
conditions is worse than that of asphalt mixture. The main reason for the poor fatigue resistance of the
SFP mixture is the poor deformation capacity and low strength of grouting materials. Furthermore,
the performance difference between grouting material and the asphalt binder is large, which leads to
the difference of fatigue cracking mechanism of the SFP mixture under different conditions. Under
the fatigue load, the weak position of the SFP mixture at a low temperature is asphalt binder and
its interface with other materials, while at medium and high temperatures, the weak position of
the SFP mixture is inside the grouting material. The research provides a basis for the calculation of
the service life of the SFP structure, provides a reference for the improvement direction of the SFP
mixture composition and internal structure.

Keywords: semi-flexible pavement; fatigue resistance; cracking mechanism; fatigue prediction;
fracture surface

1. Introduction

Semi-flexible pavement is a new type of pavement structure formed by replacing one
or more layers of the traditional asphalt pavement surface with a semi-flexible composite
material formed by pouring cement grouting material with porous asphalt mixture. It has
been highly valued in road engineering in recent years. The annual application area of
SFP in China is close to 1 million square meters. The application of SFP covers Jiangsu,
Shanghai, Guangdong and other provinces [1–3]. SFP mixture is a composite pavement
material formed by pouring specific cement slurry into macroporous asphalt mixture,
which is named because its stiffness is between asphalt concrete and cement concrete [4].
Laboratory tests and engineering practices show that the SFP mixture have excellent
shear strength, rutting resistance, high temperature stability [5,6], better durability than
traditional asphalt pavement [7], and may help with mitigating urban heat islands in city
centres [8,9]. Although SFP shows excellent rutting resistance and comprehensive road
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performance, SFP in many sections has different degrees of cracking, and a few sections
have premature pavement failure due to rapid crack development [10,11].

By finite element calculation, it is found that the maximum stress in the structure does
not reach the ultimate stress that SFP can bear, so the influence of fatigue on cracking needs
to be considered. In order to improve the material and structure for crack resistance, it is
necessary to judge the weak position of the SFP mixture and the crack control stress. In
order to find the weak parts, Ding built a SFP finite element model through digital image
processing technology, characterized the distribution of materials through three-phase
material structure, inferred the weak points of materials in cracks through tensile strain,
and considered that the probability of cracks appearing at the interface between asphalt
and grouting materials was greater [12]. A. Setyawan believes that the strength of SFP
mainly depends on the strength of cement binder, and the compressive strength of cold mix
grouting composite is lower than that of hot mix grouting material [13]. For the judgment
of control stress, Cai applied acoustic emission technology to detect the failure process of
the SFP and its porous asphalt mixture in uniaxial compression test [14]. RA (quotient of
rise time divided by amplitude) value and energy distribution show that the number of
shear cracks of the SFP increases during compression [14].

For the improvement of structure, Chen believes that the cracks of the SFP are mainly
reflection cracks [15]. The structural model of the SFP mixture is established through
finite element method, and the shear force is the main factor for crack development by
applying the principle of fracture mechanics and judging through the stress intensity
factor [15]. Temperature also has an important influence on the crack resistance of the SFP
mixture [16,17]. Based on the above research, the methods to improve the crack resistance of
the SFP include: adding materials to strengthen the bonding between three-phase material
interfaces [14], reinforcing three-phase materials [18], adjusting gradation or material mix
ratio [19], optimizing pavement structure and layer position [20–23].

Phenomenological method is a more traditional fatigue performance research method.
It is considered that fatigue is a phenomenon caused by strength attenuation under repeated
action. There are many kinds of laboratory tests used in phenomenological method, mainly
including splitting fatigue test, four-point bending fatigue test, semicircular bending fatigue
test, etc. The local deformation of splitting fatigue test is large, and it is difficult to control
the strain [24]. The loading mode of the four-point bending method is closer to the vehicle
load of the actual pavement. The four-point bending operation is simple, and the theoretical
cracking point expands into a region, which is suitable for uneven materials [25,26]. The
SCB fatigue test can establish a fatigue prediction model with good correlation and high
accuracy [27]. The specimen of SCB fatigue test has a notch, which is more suitable for
the structure with initial crack. The test specimen is easy to make, the test process is
easy to control, and the result parameters are stable. It can be compared and verified
in combination with the experimental results of indoor preparation and field sampling
samples, which is of great significance for engineering practical detection and indoor
experimental research [28].

For the cracking phenomenon of SFP, there is little research on the mechanism of
fatigue failure starting from fatigue cracking, and the calculation method of fatigue per-
formance has not formed a system. It is often considered that the weak point of the SFP
mixture is the interface between asphalt binder and other materials, while the impact on
the integrity of the material caused by the brittleness of grouting material and the property
difference between it and asphalt mixture is ignored.

In order to understand the fatigue performance and cracking mechanism of SFP and
provide reference for the material and structural design of SFP, the specific objectives of
this study are as follows:

1. Evaluate the fatigue resistance of the SFP mixtures under different conditions by SCB
fatigue test. Establish fatigue prediction model of the SFP mixtures.

2. Analyze the composition of fracture surface in SCB fatigue test by digital image
processing technology to investigate its cracking mechanism. Discuss the influence of
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the difference between asphalt binder and grouting material on the fatigue cracking
mechanism under different conditions.

2. Materials and Methods

2.1. Materials

SFP is prepared by pouring cement grouting material into porous asphalt (PA) mix-
ture. The PA mixture is composed of asphalt binder, aggregate, lignin fiber, and MA-100
(Modified Agent-100) modifier. The cement grouting material was provided by Sobute
New Materials Co. Ltd. (Nanjing, China).

Styrene–butadiene–styrene (SBS) modified asphalt was used as the basic asphalt
binder. Its main technical indicators are shown in Table 1, and they all meet the technical
requirements. Basalt was chosen as aggregate in this study and the gradation of PA is
referred to Gong [29]. MA-100 modifier is a kind of asphalt interface reinforcing agent
produced by Sobute New Materials Co. Ltd., and its dosage is determined by the weight
of asphalt binder. Lignin fiber was included as the stabilizer of the mixture, and its
dosage is determined by the weight of PA mixture. The optimal asphalt content was
calculated according to the contribution from asphalt binder and modifiers and determined
by Cantabro and drainage tests. The material composition and quality of PA mixture is
shown in Table 2.

Table 1. Main technical indicators of SBS modified asphalt.

Properties Unit Test Value
Requirements

(GB T 494–2010)

Softening point ◦C 75 ≥60
Ductility (5 ◦C) cm 30 ≥20

Penetration (100 g, 25 ◦C) 0.1 mm 54 40–60
Storage stability ◦C 1.2 ≤2.5

Viscosity Pa·s 2.0 ≤3.0
Flash point ◦C 311 ≥230

Elasticity recovery (25 ◦C) % 92 ≥75

Table 2. Material composition and quality of PA mixture.

Mixture Component Content

Aggregate (mm) 98.0
Limestone powder 2.0

SBS Modified asphalt 4.2
MA100 0.3

Lignin fiber 0.2

JGM®-301 grouting material is adopted in this study. Its main properties are shown in
Table 3. The water cement ratio is 0.34. It is a kind of early strength cement, which only
needs curing for 14 days in the standard curing room.

Table 3. Main properties of grouting material.

Fluidity/s Setting Time/h Compressive Strength/MPa 24 h Bleeding
Rate (%)

Dry Shrinkage
Ratio (%)Initial 30 min Initial Final 2 h 3 h 3 d 28 d

10.3 12.6 0.9 1.4 15.8 24.0 34.5 42.3 0.1 0.14

The preparation process of the SFP specimen for the experiment is as follows. Firstly,
the cylindrical specimens of PA mixture is prepared using shear gyratory compactor
(CONTROLS, Italy), and were sealed by tape after cooling to room temperature. The
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grouting material is poured into PA mixture, and the specimens after grouting are cured for
14 days in the environment with temperature of 25 ◦C and humidity of 90%. After curing,
the specimens were cut into semicircles. The thickness and diameter of the specimens
were 50 mm and 150 mm, respectively.

2.2. Experiment

The semicircular specimens were used for monotonic SCB test and SCB fatigue
test [30,31]. Universal testing machines (IPC, Australia) were used to load the specimens.
The specimens were slit with the target notch depth of 15 mm and width of 1 mm for the
SCB fatigue test. In this paper, the fracture of the specimen was taken as the fatigue failure
criterion, so the stress control method is adopted in the SCB fatigue test. Temperature
and stress ratio were selected as the variables of the test and the test under each condition
was repeated three times to reduce the error. The tensile strength of the SFP at different
temperature values was obtained by monotonic SCB test. The calculation method of tensile
strength is as follows [32]:

σt =
4.976F

BD
(1)

σt is tensile strength, MPa; F is the value of peak load, N; B is the thickness of the specimen,
mm; D is the diameter of the specimen, mm.

The tensile strength of the SFP is the average of three parallel tests. The fatigue load
of different temperature values and stress ratio tests is calculated by tensile strength. The
loading frequency of the fatigue test was 10 Hz. The scheme of SCB fatigue test is shown
in Table 4.

Table 4. Scheme of SCB fatigue test.

Factor Content

Material SFP-13
Stress ratio 0.4, 0.5, 0.6, 0.7

Temperature (◦C) −5, 15, 35
Load frequency (Hz) 10
Times of parallel tests 3

2.3. Analysis Methodology
2.3.1. Fatigue Prediction Model of Materials in Laboratory

The establishment of the SFP fatigue prediction model draws lessons from the estab-
lishment method of asphalt mixture fatigue prediction model, such as the SHRP model,
Asphalt Institute (AI model), shell model, and the multivariable and multi parameter
fatigue prediction model established by Tongji University and South China University
of Technology. The main idea of fatigue prediction model is to establish the relationship
between material stress or strain and fatigue action times, introduce the influence of temper-
ature, consider the modulus of asphalt mixture, asphalt aggregate ratio and other factors to
improve it. Based on the data of SCB fatigue test, a fatigue prediction model suitable for SFP
can be established. The variables of the fatigue prediction model mainly include the stress
of the material, the dynamic modulus of the SFP mixture, and the ambient temperature.
Referring to the fatigue prediction model of asphalt mixture mentioned above, the stress
and modulus are the base in the formula, and the other influencing factors are constant
parameters and the index of e (base of natural logarithm). The basic form of the final SFP
mixture fatigue prediction model is as follows:

Nf = kek1(N−T)σk2(N−T)+k3 |E0|k4 (2)

Nf is fatigue life, times; T is temperature of test piece and environment, ◦C; σ is tensile
stress, MPa; |E0| is dynamic modulus at 20 ◦C, MPa. N, k1, k2, k3 and k4 can be obtained by
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fitting the test results. In this study, only one mix proportion of the SFP is adopted, so k4 is
taken as 0.

The fatigue prediction model can be used to predict the fatigue life of materials in
the laboratory and can be used to calculate the fatigue life of structures in engineering
after modification.

2.3.2. Analysis Method of Fracture Surface in SCB Fatigue Test

As shown in Figure 1 the fracture surface of the SFP mixture consists of aggregate,
grouting material, asphalt and its interface with other materials (hereinafter referred to
as asphalt phase). The color of aggregate and grouting material is gray white, which is
quite different from that of asphalt phase, and the asphalt phase is pure black. The color of
aggregate and grouting material is similar, so it is difficult to distinguish them in digital
image processing. However, the aggregate is mainly distributed in the cutting seam in the
cross-section, and hardly distributed in the fracture surface, which can be ignored in image
processing. Therefore, it is only necessary to distinguish the two colors in the image to
achieve the purpose of statistical distribution of grouting material and the asphalt phase in
the fracture surface.

Grouting material 

Asphalt & interface 

Aggregate 

Figure 1. Fracture surface of the SCB fatigue test.

The original image was rotated and cut to get the fracture surface area, then it was
binary processed by MATLAB [33]. Black pixels and white pixels represent the asphalt
phase and grouting material, respectively, and their proportion in the total image pixels
was calculated. The calculated results can be used to analyze the similarities and differences
of the SFP fatigue failure process under different conditions, so as to further analyze the
fatigue failure mechanism of the SFP.

The fracture surface image was randomly selected to determine the binarization
threshold. As shown in Figure 2, the best effect was achieved by selecting the calculation
result of gray thresh function of MATLAB plus 0.15 as the threshold. This threshold
calculation method can reduce the errors caused by material reflection, camera aperture
size, exposure time and so on.
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(a) Original image. (b) AI calculation results.

(c) 0.5. (d) AI calculation results +0.15.
Figure 2. Selection of image binarization threshold.

3. Results and Discussion

3.1. SCB Fatigue Test Results

The tensile strength of the SFP at different temperature values are shown in Figure 3,
which is used as the basis for fatigue test. The variation trend of fatigue life with temper-
ature and stress ratio is shown in Figure 4. Obviously, the properties of the SFP mixture
are greatly affected by temperature and stress ratio: The flexural tensile strength decreases
with the increase of temperature. When the stress ratio is low, the fatigue life decreases
with the increase of temperature, and when the stress ratio is high, the fatigue life first
decreases and then increases with the increase of temperature. The fatigue life decreases
with the increase of stress ratio. The fitting results of the SFP fatigue prediction model
are shown in Table 5. The fatigue prediction model R2 = 0.9937, and the fitting results
are good. Compare the fatigue life prediction value calculated by the fatigue prediction
model with the actual value obtained from the test, as shown in Figure 5. The analysis of
Figure 5 shows that the predicted value of fatigue data is slightly larger than the actual
value, but the change trend of the fatigue prediction model is the same. The expression
can predict the times of material fatigue failure and judge the change trend of fatigue life
under different conditions, which has reference significance in the design of semi-flexible
pavement structure.
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Figure 3. Flexural strength of the SFP.

(a) Variation trend of fatigue life with temperature.

(b) Variation trend of fatigue life with stress ratio.
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Figure 4. Fatigue life of the SFP mixture.

Table 5. Fitting results of fatigue prediction model.

k k1 k2 k3 N R2

81.746 0.222 0.0638 −3.371 36.986 0.9937
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Figure 5. Comparison between estimated fatigue life and actual fatigue life.

3.2. Discussion on Fatigue Performance of the SFP Mixture

Taking the common asphalt mixture AC as the control group, the fatigue performance
was measured by using the same test scheme as the above, which was used to evaluate
the fatigue resistance of the SFP. Figure 6 shows the fatigue life comparison of the two
materials under different environments. The fatigue properties of the two materials are
significantly different, and the fatigue life of the SFP is much more sensitive to temperature
and stress ratio. At low temperature and a low stress ratio, the fatigue life of the SFP is
4–5 times that of AC, which shows excellent fatigue resistance of the SFP. However, at a
low temperature and high stress ratio, the fatigue life of the SFP decreases sharply, which
has been significantly less than that of AC under the same conditions. At medium and
high temperature, the fatigue life of the SFP is much less than that of AC regardless of the
stress ratio. At the same stress ratio, from low temperature to medium temperature, the
fatigue life of the SFP is greatly affected by temperature, while from medium temperature
to high temperature is less affected by temperature.

(a) Variation trend of fatigue life with temperature. (b) Variation trend of fatigue life with stress ratio.
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Figure 6. Fatigue life comparison of AC and SFP.

According to all conditions, the SFP mixture can only have better fatigue resistance un-
der low temperature and low stress ratio, and the fatigue resistance under other conditions
is worse than that of asphalt mixture, and the fatigue resistance under high temperature
and high stress ratio is far worse than that of asphalt mixture. This is determined by the
properties of its constituent materials. The asphalt aggregate ratio of the parent asphalt
mixture of the SFP mixture is similar to that of AC mixture used for comparison (4.2%
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and 5% respectively), but the asphalt binder content of the SFP mixture decreases after
grouting. Based on the preliminary analysis of the characteristics of the SFP mixture and
the above results, it is considered that the poor fatigue resistance of the SFP mixture is due
to the low strength and poor deformation capacity of grouting materials. In the process of
fatigue loading, it can be considered that microcracks of different sizes and numbers will be
produced in the three materials. The generation time of microcracks and the number and
size of microcracks depend on the crack resistance of the material itself. Asphalt has the
best deformation ability in the three materials and has self-healing ability. The aggregate
has high strength and good crack resistance, it is difficult to produce microcracks, and the
fracture energy required for crack propagation is large. The early strength cement used for
grouting material has less strength than aggregate, high brittleness, less deformation resis-
tance than asphalt binder, so its crack resistance is the worst. Based on the characteristics
of the three materials, the grouting material is most prone to brittle failure during fatigue
loading, resulting in stress concentration at the crack tip, which makes the crack expand
rapidly in the specimen. In conclusion, the grouting material is easy to crack, resulting in a
concentration of stress, which makes the anti-fatigue performance of the SFP poor.

3.3. Digital Image Processing Results

Count the area share of grouting material in the crack surface of the specimen and take
the average value of three parallel specimens as the final result. The trend of the area share
of grouting material in the fracture surface with temperature and stress ratio is plotted as
shown in Figure 7. Determined by Archimedes method, the connected porosity of parent
macroporous asphalt mixture of the SFP mixture in this study is about 18%. Therefore, in
the section of the specimen, the area of grouting material should account for about 18%. If
the area of grouting material in the fracture surface is relatively small, it can be considered
that the crack tends to bypass the grouting material when it occurs and expands. If the
area of grouting material accounts for a large proportion, it can be considered that cracks
tend to pass through the grouting material when they occur and expand. The analysis of
Figure 7 shows that the area of grouting material in the fracture surface of SCB fatigue test
accounts for 10–25%.

(a) Area share of different stress ratio. (b) Area share at different temperature values.
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Figure 7. Area share of grouting material in the fracture surface.

3.4. Discussion on Cracking Mechanism of the SFP Mixture

According to Figure 7a, when the stress ratio is less than 0.7, the area proportion of
grouting material increases with the increase of stress ratio. Under a fatigue load, with the
increase of stress ratio, the grouting material gradually becomes easier to crack than the
asphalt phase. The strength of grouting material is higher than that of the asphalt phase. At
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a low stress ratio, the load has exceeded the fatigue failure stress of asphalt phase. Fatigue
cracks begin from the asphalt phase and expand to the whole specimen with the asphalt
phase as the main path. Early cracks will also appear in a few grouting materials at stress
concentration positions. When the stress ratio increases gradually, the stress of grouting
material gradually reaches and exceeds its fatigue failure stress. Due to the large brittleness
and poor deformation capacity of the grouting material, the cracks occur earlier than the
asphalt phase, and the propagation path of the cracks includes the asphalt phase and the
grouting material. When the stress ratio is greater than 0.7, the area proportion of grouting
material is close to 18%, which is due to less fatigue times under high stress ratio, and the
failure form of material is more similar to single loading failure.

According to Figure 7b, the proportion of grouting material in the area of fracture
surface first increases and then decreases with the increase of temperature, which may be
due to the fact that the temperature sensitivity of cement grouting material is not as good
as that of asphalt mixture. At low temperatures, the stiffness of the asphalt phase and the
cement grouting material are both large, and close to brittle failure. However, because
the strength of asphalt is lower than that of cement grouting material, its failure time is
earlier when the temperature and stress are relatively low, so the area of grouting material
in the fracture surface is relatively small. At medium temperature, the strength of asphalt
phase and grouting material decreases. Asphalt has higher temperature sensitivity. With
the increase of temperature, its deformation capacity improves, and the grouting material
is still brittle failure. At the same time, due to the faster decline of modulus of asphalt
phase, the grouting material shares a greater proportion of stress, and the cracking time of
grouting material is earlier than that of asphalt phase, so the area proportion in the fracture
surface increases. At a high temperature, the strength of asphalt decreases obviously, and
the proportion of stress shared by grouting material continues to increase after asphalt
softening. However, because the decrease of asphalt strength exceeds the increase of stress
borne by grouting material, the area proportion of asphalt phase rises somewhat.

In actual use, due to the high strength of aggregate, the loading stress is difficult to
cause damage. Asphalt has a self-healing ability.

During fatigue loading, the process of microcrack generation, incomplete self-healing,
crack generation and propagation is repeated in the asphalt phase until the material is
completely destroyed. The asphalt phase is the main factor controlling the fatigue resistance
of asphalt mixture. The difference between the SFP mixture and asphalt mixtures lies in the
role of grouting material in the destruction process. The strength of the grouting material
is less than that of the aggregate. During the fatigue loading process, microcracks continue
to occur in the grouting material, but the grouting material does not have the self-healing
ability. At the same time, the stress concentration at the crack tip weakens the self-healing
ability of the asphalt phase, and finally leads to the acceleration of the overall failure
process of the specimen.

In conclusion, the difference of material properties and temperature sensitivity be-
tween the asphalt phase and the grouting material leads to the difference of fracture surface
composition of specimens under different conditions. This phenomenon reveals that the
poor fatigue resistance of the SFP mixture at medium and high temperature is caused by
the brittleness of the grouting material, the difference of modulus between the grouting
material and the asphalt, and stress concentration.

4. Conclusions

The fatigue resistance of the SFP mixture under different temperature values and stress
ratio was evaluated by the SCB fatigue test, and the laboratory fatigue prediction model
of the SFP mixture is established. The fatigue cracking mechanism of the SFP mixture is
analyzed by a digital image processing technology. A fatigue prediction model for SFP
structure calculation is derived. The conclusions are as follows:

1. At a low temperature and low stress ratio, the fatigue resistance of the SFP is 2–7 times
that of AC. At a medium temperature or high stress, the fatigue resistance of the SFP
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suddenly drops to 15–45% of AC. Under the condition of high temperature and a
high stress ratio, SFP almost loses its anti-fatigue ability.

2. The main reason for the poor fatigue resistance of the SFP mixture is the poor defor-
mation capacity and low strength of grouting materials.

3. The performance difference between grouting material and asphalt binder is large,
which leads to the difference of fatigue cracking mechanism of the SFP mixture under
different conditions.

4. Under a fatigue load, the weak position of the SFP mixture at la ow temperature
is asphalt binder and its interface with other materials, while at medium and high
temperatures, the weak position of the SFP mixture is inside the grouting material.

5. The research on improving the fatigue resistance of the SFP mixture at medium and
high temperatures can start from improving the deformation resistance and strength
of grouting material.

This study points out that fatigue cracking is one of the main forms of the SFP
structural cracking, and proposes a fatigue prediction model for SFP mixtures to provide
a reference for structural design and life calculation, and provides research directions for
improving the crack resistance of the SFP mixtures from the aspects of material composition
and material modification.

There are two main limitations of this study. First, only one mix proportion of the SFP
mixture is selected, and the fatigue prediction model has room for further optimization.
Secondly, the cracking mechanism of the SFP mixture is analyzed from the surface after
fracture, and the observation of fatigue cracking process is lack. In the later research, it is
suggested to adjust the mix proportion of the SFP mixture to improve the fatigue prediction
model of the SFP. It will be very effective to monitor and analyze the entire process of
fatigue cracking of the SFP mixture with the help of real-time computer tomography and
digital image correlation technology.
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Abstract: The paper discusses the basic issues of the local approach to ductile fracture of structural
metals, with particular emphasis on the failure due to microvoid development. The mechanisms
of nucleation of voids around inclusions and precipitates are characterized. The criteria for the
nucleation of voids resulting from cracking of the existing particles or their separation from the
material matrix are presented. Selected results of experimental studies and Finite Element Method
(FEM) simulations on nucleation of voids are discussed. The analytical and numerical models of
growth and coalescence of voids are described, indicating the effect of the stress state components on
the morphology of voids and the course of the cracking on a microscopic scale.

Keywords: fracture mechanics; ductile fracture; material microstructure; void growth; FEM model;
material testing

1. Introduction

Many engineering structures in use have reached or exceeded their design service life.
In combination with changing operational requirements (e.g., increased loads, influence of
environmental factors), design, execution, and operational errors can result in numerous
failures. Historically, the most famous case of this type was the cracking of the hulls of
Liberty tankers in the 20th century. In the following years, cracks in the structures of
industrial tanks, gas pipelines, and others were observed many times. As shown by the
research and analyses carried out, one of the causes of the damage was the imperfect
method of designing and calculating structures that did not follow the rapid technological
progress. Extensive research on the explanation of the causes of failures resulted in the
establishment of a new field of science, which is the mechanics of fracture. Furthermore
today, with the rapid development of material technologies, the importance of this relatively
young science continues to grow.

For about 60 years of development, the fracture mechanic has provided models
to predict failure of structural components containing defects. The first solutions were
developed on the basis of the linear theory of elasticity, gradually developing them in terms
of taking into account plasticity and non-linear phenomena. The so-called global approach
has proved to be useful in solving engineering problems in which classic material strength
methods are not applicable.

Based on the methods of classical fracture mechanics, many engineering procedures
have been developed, among which the PD6493 [1], BS7910 [2], R6 [3], FITNET [4], and
SINTAP [5] procedures deserve special mention.

The development of material technology and computational methods, mainly nu-
merical ones, which have been progressing in recent decades, has revealed a number
of limitations of conventional methods. Their most common disadvantage is their low
versatility, because each case of the geometry of a structural element and a defect requires
an individual approach. Thus, these procedures are costly and time-consuming [6].

Local methods, developed since the 1980s, are characterized by much wider possibili-
ties, mainly in combination with FEM analysis. The essence of the local approach is the
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analysis of phenomena that take place in a small area of crack initiation and development
(called the process zone).

This paper discusses the basic aspects related to the local approach to the analysis of
ductile fracture of metals, taking into account changes in the microstructure of the material,
namely the development of voids.

2. Mechanisms of Structural Metals Failure

Two basic mechanisms of metals failure are distinguished, namely cleavage and
ductile fracture.

Due to its violent, uncontrolled nature and its consequences, brittle fracture has been
the subject of advanced research for many years. The mechanism of brittle failure may take
the form of intergranular and transgranular fracture. In most metals, the intercrystalline
fracture mechanism is related to the cracking of particles arranged along the grain bound-
aries. Initiating the fracture process requires breaking the interatomic bonds. The increase
in the volume of the resulting void is the result of hydrostatic stresses.

Local stresses, necessary to break the bonds, are characterized by significant values
compared to the material strength measured on a macroscopic scale. It follows that the
crack initiation takes place around stress concentrators, which are usually geometrical
discontinuities at the microscopic level (microvoids, notches, inclusions).

The occurrence of the brittle fracture mechanism in ferritic steels is favored by low
ambient temperature and high deformation rates [6]. It should also be emphasized that
the process of the brittle fracture largely depends on the microstructural structure of the
material (e.g., grain size).

In typical operating conditions of the structure (static character of loading, room
temperature), material failure often takes the form of ductile fracture and is preceded by
the occurrence of significant plastic deformation. In metals of high metallurgical purity
(copper, gold), in the absence of internal stress concentrators, the failure occurs by necking
the cross-section up to a complete narrowing (Figure 1a).

Figure 1. Ductile failure in metals: (a) necking; (b) shear; (c) development of voids.

The second process is associated with a slip mechanism in which the shear bands are
inclined at an angle of approximately 45 degrees to the axis of the main tensile stresses
(Figure 1b). However, ductile fracture in technical metals is most often associated with
nucleation and the development of internal microvoids (Figures 1c and 2).
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Figure 2. Phases of void development: (a) nucleation of voids; (b) growth; (c) coalescence;
(d) rupture.

3. Some Measures of Stress State and Microstructural Parameters Used for the Ductile
Fracture Characterization

As demonstrated in numerous studies, the process of void nucleation and growth
in ductile materials is strongly dependent on the stress state. A special role is assigned
to a parameter called the stress state triaxiality ratio, which describes the effect of the
spherical component of the stress tensor (hydrostatic tension or compression). The stress
state triaxiality is defined by the relationship:

η =
σm

σe
, (1)

(the arguments are described in the nomenclature section at the end of the paper).
High values of the triaxiality describe a state in which the effect of hydrostatic stress

is significant. In structural elements, such a situation takes place mainly in the vicinity
of all kinds of geometric notches, where the local value of η may significantly exceed 2.
On the contrary, low triaxiality is observed in structural elements subjected to stress states
with a negligible hydrostatic component. For example, uniaxial tension corresponds to the
triaxiality value of 1/3.

Many studies, both experimental and theoretical, indicate a significant influence of
triaxiality on the intensity of void development, measured by the value of their volume
fraction, according to the formula:

f =
Vvoids

Vmaterial
, (2)

(the arguments are described in the nomenclature section).
It was found [7] that in the case of low triaxiality, due to the minor role of the spherical

component of the stress tensor, the void development process is governed by the deviator
component, primarily the third stress deviator invariant and the related Lode parameter:

L =

(
r
q

)3
= cos(3θ), (3)

where: r = 3
√

27
2 (σ1 − σm)(σ2 − σm)(σ3 − σm), q = σe.

The geometric interpretation of the Lode angle in the principal stress space is shown
in Figure 3:
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Figure 3. Graphical interpretation of the Lode angle.

The Lode angle satisfies the condition 0 ≤ θ ≤ π
3 , while the Lode parameter is in the

range −1 ≤ L ≤ 1 .

4. Void Nucleation in Metals

The fracture of metals usually involves nucleation and the development of micro-
damage, primarily voids. Their initiators are most often inclusions and the second phase
particles, located in the structure of the base material inside the grains or at their bound-
aries [8,9] (Figure 4a). The particles can be introduced into the metal matrix in order to
improve the strength properties (e.g., metal matrix composites, TRIP steels), or may be
impurities resulting from the technological process (Figure 4b).

Figure 4. (a) Microdamage and voids inside and on the boundaries of the grains; (b) an example of
impurities in the microstructure of S355 steel.

Although the particle sizes are usually of the order of micrometers, and their volume
fractions in unstrained material do not exceed a few parts per mille, significant values
of localized plastic strains and the occurrence of heterogeneity in the deformation field
around the particles cause nucleation and then growth of voids. Their volume fraction at
failure may reach several dozen percent.

The presence of inclusions may be the result of imperfections in technological pro-
cesses and contamination of the material with sulfur, manganese, phosphorus, nitrogen,
and other compounds. For example, manganese sulfide commonly present in structural
steels is plastic, so when subjected to plastic strain, it deforms to form longitudinal bands
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that cause fracture toughness anisotropy. The presence of other compounds, in turn, can
reduce material strength, ductility, toughness, etc.

On the other hand, in many cases, inclusions and precipitates are intentionally intro-
duced into the structure of the material to achieve certain parameters. For example, the
addition of sulfur to the so-called free-cutting steels definitely improves their machinability.
Another example of the deliberate introduction of second phase particles is the so-called
precipitation hardening, used mainly in soft alloys of aluminum, magnesium, or titanium,
in order to improve their strength properties. In this case, the particles themselves should
be hard, characterized by high density and uniform distribution in the structure of the
base material (matrix). It is also required that the precipitates should be at least partially
coherent with the surrounding matrix. The introduced particles constitute a barrier to the
free movement of dislocation, which in metals, due to the low resistance of the crystal
lattice, occurs relatively easily. Limiting the dislocation movement results in an increase
in the strength of the material. The precipitation strengthening technology is also used in
composites with a metal matrix.

Regardless of the type and function, the particles of the second phase are, as men-
tioned above, initiators of the nucleation of microvoids which grow and develop into a
macroscopic defect.

The void nucleation mechanism itself involves the separation (decohesion) of the
second phase particle from the matrix and/or the particle fracture. The particle separation
mechanism is primarily observed in relatively soft, ductile matrices, while the hard matrix
promotes particle fracture which requires lower strain values. The direction of the crack
development is usually perpendicular to the direction of the main tensile stresses. Moreover,
in the case of particles with an elongated shape, the void nucleation mechanism depends
on their orientation with respect to the loading direction. The positioning of the elongated
particle along the direction of loading promotes the phenomenon of its cracking (Figure 5a).
Otherwise, the particle and the matrix are usually separated (Figure 5b).

Figure 5. Effect of the orientation of the elongated particle in relation to the loading direction on
the void nucleation mechanism: (a) the mechanism of fracture of the particle positioned along the
loading direction; (b) separation of the particle perpendicular to the loading direction, based on [10].

Regardless of the factors mentioned above, there is a large group of other parameters
that influence the void nucleation mechanism (fracture or particle separation). For example,
the phenomenon of particle cracking is favored by the high value of the yield stress, the
matrix hardening exponent, high particle stiffness, and the dominance of normal over shear
stresses. The phenomenon of cracking is primarily observed in the case of brittle particles,
where the failure initiation takes the form of cleavage cracking [11]. In samples subjected
to significant shear stresses, the particle–matrix separation at opposite points is observed,
as shown in Figure 6.
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Figure 6. Mechanism of particle–matrix separation under dominant shear stress, based on [11].

It should also be remembered that the second phase particle is a stress concentrator
on a micro scale, which additionally favors the formation of local discontinuities (voids). A
separate issue is the concentration of stress caused by the presence of a group of particles,
which also affects the mechanism of microdamage initiation. In this case, the volume
fraction of the particles becomes an important parameter. As all authors emphasize, the
course of both the nucleation process and the growth of voids is strongly dependent on
the spherical component of the stress tensor, the influence of which is described by the
so-called stress triaxiality (see Section 3). As it increases, the value of the strain necessary
to initiate the void decreases.

The void nucleation process does not take place simultaneously around individual
particles, but gradually, depending on the local stress and strain state, the particle material
and its size. Microscopic observations of plastically deformed materials show that the
nucleation of voids first takes place in the region of larger particles, which, including
microdefects, are more susceptible to damage.

In high purity metals (copper, silver, gold), in the absence of second phase particles,
the nucleation of microvoids may also result from the accumulation of dislocations [12,13].
Creation of dislocation and slip, although they release shear stresses, do not release normal
stresses, which leads to the accumulation of considerable energy. The energy release takes
place in the weakest areas, i.e., at the dislocation accumulation points, which leads to the
formation of microvoids [14].

Over the last several decades, many criteria for void nucleation have been developed,
both on the basis of dislocation theory and continuum plasticity theory. As shown in [15],
the scope of applicability of individual criteria is determined primarily by the particle
size. The criteria based on the continuum mechanics are used to analyze the separation of
particles with a diameter greater than about 1 μm.

The void nucleation criteria can be divided into three basic groups: stress, strain,
and energy criteria. The stress criterion, depending on the analyzed void nucleation
mechanism (particle fracture or separation from the matrix) requires local achievement
of the critical stress value in the particle itself (first mechanism) or at the phase interface
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(second mechanism), and in its simplest form it is defined by the following relationship
(see nomenclature section):

σ1 = min
(

σ
particle
crit , σ

inter f ace
crit

)
, (4)

(principal stress σ1 calculated at microscopic level).
The above formulation, although very simple and convenient, requires knowledge of

the principal stresses σ1 at the microscopic level, and what is more, it does not take into
account the particle shape, which undoubtedly affects the conditions of void nucleation.
However, the relationship (4) can be modified so that it is possible to determine the local
value of stress σ1 based on the stresses determined on the macro scale, taking into account
the particle shape ks [16,17]:

σ1 = σ
global
1 + ks

(
σ

global
e − σ0

)
, (5)

(superscript global denotes stress measured at macroscopic level).
A thorough analysis of the stress criteria of matrix–particle separation was discussed

by Argon et al. in a series of papers [18–20]. In the framework of continuum approach,
the behavior of the non-deformable particle in an elastic and perfectly plastic matrix was
analyzed. The condition of the void nucleation according to [18] relates to the mechanism
of the matrix–particle separation and is defined as:

σm + σe = σ
inter f ace
crit , (6)

As the above dependence was derived from the analysis of a single particle in the
matrix, it takes into account only the stress and strain state in the particle vicinity, neglecting
the influence of the particle size and its possible interaction with neighboring particles.
In order to take into account the shape of the particle, the author of [19] proposed a
modification of the condition (6) to the form:

σm + kmσe = σ
inter f ace
crit , (7)

It should be noted, however, that the Formulation (7) is only a proposal to solve the
problem and has not been supported by experimental research.

The above-mentioned stress conditions assume a homogeneous stress state in the
vicinity of the particle, and the distinction between the particle fracture or separation mech-
anism results only from the adoption of different critical stress values. In fact, in the case of
an elastic-plastic matrix, the stress distribution in the elastic particle is not homogeneous.

In [17], attention was drawn to the need to take into account the impact of the hetero-
geneity of the deformation field in the vicinity of the particle on the separation stress value.
Based on the theory of Eshelby [21], a modification of the stress condition was proposed in
order to take into account the heterogeneity of the deformation field:

σ1 + σinh = σcrit, (8)

where σinh—stress induced in the inclusion by the strain inhomogeneity effect, according
to the formula:

σinh = λEp ∈eq, (9)

As the authors of the work [17] emphasize, dependence (9) is only an approximate
solution. Eshelby theory was developed for an elastic material and its application to a
plastically deforming matrix is a considerable simplification. The problem was partially
solved by introducing to the description of the plastic material the plastic equivalent
Young’s modulus Ep and the equivalent Poisson coefficient νp.

A simple analytical solution for the stress criterion of void nucleation is presented
in [22]. The local stress values inside the particle and in the adjacent matrix were determined
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based on the classic solution of Brown and Clarke [23]. The matrix hardening effect was
taken into account by introducing the power equation. The condition proposed in [22] also
includes the influence of the volume fraction of particles on the local stress values. The
authors’ original achievement was the introduction of the “damage function” Ø into the
equation of stresses in a particle, capturing the effect of the separation advancement on the
stress values in the particle itself. The particle fracture condition is:

(
σ0 + k

(
εp
)n
) (1 − Ø)(1 − f )

1 − f (1 − Ø)
+

1 − Ø
1 − f (1 − Ø)

μ∗εp = σ
particle
crit , (10)

where Ø = 0 means full traction, Ø = 1 denotes complete separation, (the remaining
arguments are described in the nomenclature section).

As emphasized by the authors [22], the solution is based on a number of simplifications
and can only be applied to some groups of materials. The stress equation does not take
into account the mismatch between the elastic parameters of the matrix and the particle.
The applicability range of the equation given above is therefore limited to situations where
the Young’s modulus of the particle and matrix are of a similar value. Moreover, the
assumption of a linear dependence of the “damage function” Ø on the value of plastic
deformation is not confirmed by the results of experimental studies. According to the
model, the particle loses its stress-carrying capacity only after it is completely detached
from the matrix. In fact, it is to be expected that the stress relaxation in the particle occurs
somewhat earlier. Finally, the void initiation model presented above does not account for
particle size.

Lee and Mear [24] introduced to the nucleation criterion the coefficients taking into
account the stress concentration caused by the presence of the particle. Based on the results
of numerical calculations, the authors formulated the concept of stress concentration
coefficients in the particle itself and on the particle–matrix interface:

κp =

max
(
σ

p
1

∣∣∣
δ≤β

)
S

, (11)

κI =
max

(
σηη|δ=β

)
S

(12)

(superscripts p and I refer to particle and interface, respectively).
The values of the above-mentioned coefficients κp and κ I depend on both the global

parameters describing the stress state (stress triaxiality), as well as the matrix and particle
material parameters (Young’s modulus, yield stress, hardening exponent, Poisson’s ratio)
and aspect ratio of the particle.

Taking into account the stress concentration factors, one can modify the stress criterion
(4), obtaining the following conditions:

κIσ1 = σinterface
crit , (13)

κpσ1 = σ
particle
crit (14)

The void nucleation criterion, taking into account the phenomenon of dislocation
accumulation, was formulated in [25]. As in the case of Equations (13) and (14), the
nucleation condition is stress-related and combines macroscopic stress values with local
effects, using the expression:

σ1 + σloc(r)r=r1
= σcrit, (15)

Another nucleation condition, formulated within the dislocation model, can be defined
as follows [6]:

μ

√
εNb
R

= σcrit, (16)
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It should be emphasized that the local stress values, due to their concentration around
particles, are higher than the results from the stress analysis on the macroscopic scale [26].
In addition, the distribution of stresses is influenced by the heterogeneous, random distri-
bution of particles.

While the fractured particle is capable of transmitting tensile stress in the direction par-
allel to the crack, this possibility no longer exists when the matrix is completely separated
from the particle. Regardless of the above, fractured or separated particles can transmit
compressive stresses.

As mentioned before, a separate category is formed by the strain criteria of void
nucleation. Goods and Brown [15] formulated the strain criterion, however, based on the
stress values:

ε = εcrit = 1.7
R

μ2b

(
σ

inter f ace
crit − σm − 2

3 σ0

1 + 2 f + 0.38
√

f

)2

, (17)

Another deformation condition was formulated by Hancock and Cowling [27]. Most
often, the critical strain condition is achieved at higher external loads than in the case of
the critical stress condition.

The energy conditions of void nucleation correspond to the Griffith’s [28] criterion,
according to which the value of the energy released during fracture corresponds to the
value of energy necessary to create new surfaces (particle fracture surface or the matrix–
particle interface). For example, according to the Gurland–Plateau model [29], separation
at the interface between the inclusion and the matrix occurs in the elastic range, if the
following condition is satisfied:

qσ =

√
Eγ

R
, (18)

Despite numerous studies, so far it has not been possible to define one universal
condition that can be applied regardless of the material, state of stress, and others. On
the other hand, it is widely recognized that the energetic condition is a necessary but
not sufficient condition to create a new void and that the condition of critical stress or
strain must be simultaneously satisfied. Thus far, it has not been unequivocally clarified
whether the void nucleation is stress or strain controlled. The results presented in the
literature provide conflicting evidence on this point. According to the authors of [30], the
phenomenon of void nucleation in spheroidized steel depends on the prevailing local stress
state. However, studies conducted on aluminum alloys and cast duplex stainless steel [31]
indicate the leading role of the strain state.

Assuming a linearly elastic particle material, one can formulate a simple, one-parameter
criterion for its failure, and thus for nucleation of the void. Cracking of a particle occurs
when the energy release rate exceeds its fracture toughness. A criterion of this type can also
be formulated in terms of stress, that is, fracture of the particle will occur if the maximum
principal tensile stress inside the particle exceeds the strength of the material. The above
criteria are valid for particle radius of the order of 1 μm and above. For smaller particle
sizes, criteria for void nucleation are formulated based on dislocation models.

The mechanism of void nucleation by matrix and particle decohesion, due to the
occurrence of significant plastic deformation, usually does not allow for the definition
of a simple criterion based on a single parameter. In these cases, it is postulated that
the criteria of the critical stress at the interface and the energy criterion should be met
simultaneously [16].

The strength of the particle–matrix interface depends on the local chemical composi-
tion of both phases and is random. There are many works in the literature, attempting to
determine the value of the critical stress needed to separate the matrix and particle. One of
the first were Argon [19] and Argon and Im [20]. The values of the decohesion stresses of
the Fe3C particle and the ferritic matrix were determined at the level of 1700 MPa. Similarly,
Beremin in [17] determined the critical MnS particle separation stress in A508 steel of
about 800 MPa. As noted by the author, the orientation of the elongated particle along the
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direction of the principal stress implied the particle fracture mechanism (see Figure 5a).
The value of the critical fracture stress in this case was about 1100 MPa.

Giovanola et al. [32] determined the value of the critical stress at the interface between
the ferritic matrix and carbide inclusions at the level of 3000 MPa. The tests were carried
out on samples made of VAR (vacuum arc remelting) steel subjected to various stress
states. The experiment included tensile and compression tests combined with torsion. The
experiments were interrupted at various stages. Then, the microstructural investigations of
the deformed material were conducted, with particular emphasis on the areas where voids
were initiated. The state of stress and strain in these regions was determined by means of
the FEM, obtaining macroscopic criteria of void nucleation. Stress values in the micro scale
were calculated using the dislocation model of Brown and Stobbs [33].

Shabrov et al. [34] linked the results of microscopic examinations of the deformed
material with the numerically obtained maps of the stress distribution in order to determine
the criteria for the initiation of microdamage in SAE4330 steel. A thorough analysis of the
cracking mechanism of brittle titanium nitride (TiN) particles, which are the main initiators
of damage development in the tested steel, was performed. The critical value of stress
necessary to break the TiN was determined at the level of 2.3–2.4 GPa, with larger particles
usually requiring lower stress values.

An example of the use of modern experimental and numerical techniques to determine
the nucleation criteria of microdamage is described in [35]. Using the microtomography
method, nucleation of voids in commercially pure Al and Al2124 alloy reinforced by
spherical hard ceramic particles was observed. The results confirmed the common belief
that the type of matrix influences the void nucleation mechanism, i.e., along with the
increasing hardness of the matrix, the decohesion mechanism gave way to the particle
fracture mechanism. Comparative analysis of void tomographic images with the results of
numerical calculations allowed the determination of the critical fracture stress of ZrO2/SiO2
particles at about 700 MPa and the critical energy density at the level of 2.5 MJ/m3. In
the case of the particle separation mechanism, it was not possible to clearly establish the
separation criterion due to the complexity of the stress and strain state in the particle
neighborhood. For the soft matrix (pure aluminum), the critical stress value was estimated
at about 250 or 320 MPa for the hydrostatic and normal stress criteria, respectively. Much
higher values of both these stresses, of the order of 1000 MPa, were observed in the hard
matrix (Al2124 alloy). However, it should be remembered that, according to the authors
of [35], the mere achievement of a critical stress value is not sufficient to separate the particle
and matrix, but rather a critical combination of stress and strain components must occur.

Exemplary values of local fracture and separation stresses, quoting from [36] are
summarized in Table 1.

Table 1. Critical values of void nucleation stresses reported in the literature, from [36].

Particle Matrix Critical Stress [MPa] Ref.

Particle fracture

Elongated MnS A508 steel 1100 [17]
Cuboidal TiN 4330 steel 2300 [34]

TiN Inconel 718 1280–1540 [37]
4% spherical ZrO2-SiO2 Al2124 (T6) 700 [35]

20% spherical ZrO2-SiO2 Al2124 (T4) 700 [35]

Particle separation

MnS A508 steel 800 [17]
Si Al (cast) 550 [38]

4% spherical ZrO2-SiO2 Al2124 (T6) 1060 [35]
4% spherical ZrO2-SiO2 Pure Al 250 [35]
20% spherical ZrO2-SiO2 Pure Al 320 [35]

Rounded Fe3C Spheroidized 1045 steel 1650 [20]
Cu-Cr particles Cu alloy 1000 [20]

TiC Maraging steel 1820 [20]
C nodules Cast iron 80 [39]
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Significant progress in the field of numerical methods made it possible to perform
a multi-parameter analysis of the matrix and particle separation using cohesive models,
which usually characterize the interfacial contact using three groups of parameters: maxi-
mum stress (normal and shear), separation work Γ, and displacement δ [40,41]. Although
the values of cohesive parameters are often treated as material constants, as indicated
in [42], their values depend on the stress triaxiality, specimen geometry, and particle size.

In most cases, simulations with the use of cohesive models are limited to the analysis
of separation of individual particles or their small groups. However, recently Andersen
et al. in [43] have attempted to use a cohesive model to simulate the development of
voids in a full-scale plate subjected to tension. In the numerical model, a process zone
was distinguished in which the particles were distributed randomly. Analyzing the cases
of different amounts and distribution of particles, it was found that the heterogeneity
of material properties resulting from the development of voids strongly influences the
location of the rupture.

Many studies have attempted to define the value of the critical strain necessary to
initiate the void. The commonly accepted value in the literature is εN = 0.3 , given by Chu
and Needleman [44]. However, determining the critical strain is a much more complex
issue and depends on many factors, i.e., material, stress state, particle geometry, and others.

Fisher [45] estimated the value of particle decohesion strain in steels at about 0.6–0.75.
On the other hand, in the work of Hahn and Rosenfield [46], a 25–50% share of cracked
particles was found in the aluminum alloy deformed by about 0.07.

In the papers [47–50], using the finite element method, an attempt was made to
estimate the critical strain of particle nucleation in structural steels. By analyzing the
separation and fracture mechanism of MnS and Fe3C particles, the strain value ranging
from 0.01 to 0.29 was determined, depending on the adopted nucleation mechanism and
the prevailing stress state.

An interesting study on the nucleation of voids through the fracture of silicon particles
in aluminum alloys was presented by Caceres and Griffiths in [51]. The authors conducted
microstructural investigation of samples made of Al-7% Si0.4% Mg alloys, subjected to
tension and bending. The loading was carried out in stages, increasing the plastic strain
every 1%. After each phase, microscopic observations of specially prepared surfaces of the
samples were performed. Particular attention was paid to the number of nucleated voids,
as well as the mechanism of their formation. Alloys differentiated in terms of silicon particle
size were tested. While smaller particles detached from the matrix, larger sized particles
(especially those with elongated shape) cracked, leading to void initiation. Although it
has not been conclusively confirmed experimentally, it is presumed that larger particles
contain microdefects, which implies the mechanism of their cracking. Therefore, the crack
initiation at the microstructural level was much more rapid in this case and took place at
low strains, of the order of 1%.

The experimental tests of CF8M steel samples under uniaxial and complex stress
states presented in [52] showed that at the strain of 16%, about 96% of the cells (sub-areas)
isolated on the polished surface contain microcracks, which corresponds to a microdamage
density of about 100 mm−2.

The value of critical void nucleation strain is often determined by means of fitting nu-
merical and experimental results (e.g., force–displacement curve), using a porous material
model, such as, for example, the Gurson model [53]. Xia and Cheng [54] thus determined
the critical value of the nucleation strain in A533B steel at the level of 0.04. A similar
procedure was used by He and co-workers [55] for the analysis of void nucleation in the
Al–Al3Ti composite, subjected to the complex stress state. The best convergence of the
simulation and experiment results was obtained for a much higher value of nucleation
strain, amounting to εN = 0.5 .

As mentioned above, the void nucleation process is random and depends on many
factors, such as the matrix and particle material, particle shape, size, prevailing stress state,
etc. Thus, probabilistic approaches are developed in the literature. For example, in [56],
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the Weibull distribution was used to model the fracture probability of ZrO2 particles in an
aluminum alloy, depending on strain, particle shape, and volume. The modeling results
were in good agreement with the results of microscopic observations.

An approach in which the random nature of the void nucleation process is taken into
account by introducing an additional parameter, namely, the nucleation rate, is widely
discussed in the literature. When the stress criterion is applied, the nucleation rate is:

.
f nucl = AN

( .
σ

max
1 + ks

.
σe

)
, (19)

where:
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[
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Within the strain criterion, the nucleation rate function takes the form:
.
f nucl = AN

.
ε, (21)

where:
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]
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5. Cavity Growth

As already mentioned, the voids grow under increasing plastic strain. In the literature,
one can find a number of papers concerning both microscopic observations as well as
analytical and numerical models.

The research on void growth was motivated by numerous observations of the mi-
crostructure of structural materials subjected to significant plastic deformation. The voids
initiated by particle cracking become rounder with increasing strain, while the voids nucle-
ated by the decohesion process gradually lengthen in the direction of the principal tensile
stresses. Moreover, the presence of a separated particle inside the void limits the possibility
of its contracting perpendicularly to the main loading direction. Moreover, the presence of
significant shear stresses promotes the elongation and rotation of the void [16].

Experimental studies involve the observation of the pre-strained material with the
use of a scanning microscope and the monitoring of the material microstructure in the
process zone by microtomography [57–59]. There are also indirect methods of measuring
the void fraction, such as the measurement of material density, its stiffness, or electrical
resistance [16].

In [59], using the X-ray tomography method, the process of single void growth in the
copper matrix was subjected to detailed analysis. In the first stage, rapid growth of the
void along the tension direction was observed. The stress concentration caused by the void
presence resulted in a strain rate approximately twice as high as the macroscopic strain of
the specimen. As plastic strain increased, the increase in the stress triaxiality, due to the
formation of the neck, induced a more intense void growth in the direction perpendicular
to the loading direction.

There are numerous models of void growth in the literature, describing the increase
in the void diameter or the increase in the volume fraction of voids, based on the stress
state components and the plastic strain. When analyzing the microstructural aspects
of ductile fracture, it should be remembered that the process of existing void growth is
constantly accompanied by the nucleation of new microdamage, which complicates the
modeling methodology.

One of the first analytical solutions describing a single void growth was formulated
by McClintock [60]. The analysis included the growth of a cylindrical void placed in a rigid
perfectly plastic matrix, loaded along the longitudinal axis of the cylinder. The McClintock
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condition determines the change in particle diameter as a function of strain εz measured
along the axis of the cylinder:

εvoid = ln
a
a0

=

√
3

2
|εz|sinh

σm

τ0
− 1

2
εz, (23)

Additionally, McClintock extended the proposed model to the case of a linearly
hardening matrix. According to McClintock, the material ductility increases with the
increase in material hardening and decreases with the increase in the precipitates volume
fraction and the stress triaxiality.

Rice and Tracey [61] carried out a similar analysis for a single spherical void placed in
an incompressible, rigid-plastic matrix. It was further assumed that the dimensions of the
void were small compared to the size of the matrix, and the load was applied as a uniform
velocity field, away from the void. The law of void evolution can be written as follows:

.
R
R

= 0.283exp
(

3σm

2σe

)
.
εe, (24)

The value of 0.283 in the above formula was determined by the authors of [61]. In [62],
Huang modified this value according to the following relation:

0.427 for η > 1 and 0.427(η)1/4 for − 1
3
≤ η ≤ 1, (25)

where η denotes stress triaxiality (Section 3).
In [63], the influence of the initial void fraction on the value of the coefficient in

Formula (24) was also analyzed.
The model proposed by Rice and Tracey is only an estimate of the intensity of void

development, as it neglects many factors, such as the effect of void shape changes, void
coalescence, secondary nucleation, and others. In later years, numerous modifications of
Rice and Tracey’s model were developed, taking into account the shape of the void [64],
non-linear hardening and viscosity law [65], and others.

McClintock, as well as Rice and Tracey, also emphasized the significant influence of
the spherical component of the stress tensor (negative pressure) on the void growth process,
especially the increase in their volume.

In the following years, Thomason [66] analyzed the development of cuboidal voids
placed in a rigid perfectly plastic matrix, subjected to hydrostatic pressure and principal
stresses σ1 and σ2. According to Thomason, below the critical value of the void volume
fraction, the failure occurs by necking the specimen cross-section, while in the case of larger
values of the void fraction, the decisive factor is the formation of ligaments between voids.

The Brown and Embury model [67] defines the law of void growth as a function of
the macroscopic strain. The authors also proposed a criterion according to which void
coalescence takes place at the moment when the distance between the voids is equal to
their size.

Recently, Sills and Boyce [68], using molecular dynamics (MD) simulations, described
a phenomenon in which the growth of voids in an aluminum alloy was the result of
dislocation annihilation on the surface of a previously initiated void. The results of the
numerical simulation clearly showed that the presence of dislocations in the vicinity of the
void significantly accelerates its growth.

Regardless of the solutions discussed above, phenomenological models can be dis-
tinguished, in which the evolution of any damage measure is determined as a function of
changes in the stress or strain state. For example, the Gurson porous material model [53],
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modified by Tvergaard [69] and Tvergaard with Needleman [70], assumes the law of
increasing the volume fraction of voids according to the formula:

.
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2σ0

)
.
εe, (26)

In the original Gurson condition, the value of the q coefficient was 1; however, in later
years its value was shown to be dependent on the stress state, volume fraction of voids, or
matrix parameters [71,72].

Benzerga and Besson [73] generalized the above relationship to the case of plas-
tic anisotropy:
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In recent years, the issue of material anisotropy caused by the elongated, irregular
shape of voids has been particularly intensively analyzed in the literature. The proposed
models also take into account both the phenomenon of void rotation and the different
sensitivity of elongated voids to stresses in particular directions. The problem of anisotropy
is of particular importance in the case of low triaxialities and shear dominance, which
results in the location of large deformations and the zone of crack formation.

Gologanu et al. in [74–76] generalized the Gurson condition for the case of spheroidal
voids. In the first step, the authors [74] analyzed the growth of a prolate spheroidal void in
a confocal spheroidal matrix, subjected to an axisymmetric loading. In the next paper [75],
the same analysis was performed for an oblate void. In the following paper [76], Gologanu
et al. discussed the model of prolate and oblate void growth in the generalized velocity
field. The so-called Gologanu–Leblond–Devaux model (GLD model) introduces additional
parameters and the laws of their evolution to the original Gurson condition, including
the void shape parameter w and additional parameters defining the orientation of the
elongated void with respect to the stress axes. Particularly noteworthy is the introduction
of the second porosity g parameter into the model, which is of particular importance in
a penny-shaped crack (completely flat void). As it is known, in the case of voids of this
type, their volume fraction is f = 0 , which in practice would mean fully dense material
and reduction of the Gurson material model to the classical von Mises condition, which is
non-physical. The parameter g introduces in these cases the equivalent porosity, equal to
the volume fraction of a spherical void with the same radius as the penny-shaped void.
The GLD model is also used to develop the criteria for coalescence of voids, especially in
the aspect of changing the distance between them, which is the result of an increase in
plastic strain.

In the following years, the GLD model underwent numerous developments and mod-
ifications. Madou et al. [77,78] provided a general solution for ellipsoidal cells containing
confocal ellipsoidal voids, indicating the evolution law of the dimensions of the void along
each of the three principal axes. The model proposed by Madou and Leblond also takes
into account the rotation of the void around each of these axes.

The problem of the void shape evolution has also been widely discussed by Ponte-
Castaneda et al., for example [79,80].

A separate group consists of works in which attempts are made to simultaneously take
into account plastic anisotropy and void elongation [81,82]. In these cases, the variables
in the constitutive equation are a function of both the anisotropy coefficients h, as well as
the volume fraction of voids and their aspect ratio. Moreover, the model described in [81]
enables prediction of void closure under pure shear.

As mentioned at the beginning of this section, the presence of the particle inside the
void prevents it from tapering perpendicularly to the loading direction. This phenomenon
is rarely taken into account in void growth and porous material models. Among the
available literature, mention should be made of [83,84].
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The process of void growth is also strongly influenced by the effect of their interaction.
The problem was analyzed by many authors, including Needleman [85], Tracey [86], and
Andersson [87]. In [85], a numerical analysis of the development of cylindrical voids,
distributed periodically in two directions, was carried out. The assumption of periodic
distribution and symmetry of voids allowed the reduction of the problem to the analysis
of a cell with a single, bisymmetric void. The quoted literature allows us to state that the
presence of voids clearly affects the value of stress and strain, as well as the plastic strain
localization, and thus the material relaxation. The interaction of voids of different sizes has
been discussed in [88–90].

The paper [88] presents the results of a numerical simulation of the material, in which
small-sized voids are arranged regularly, alternating with large ones. With the use of
axisymmetric models, the behavior of the material was investigated taking into account
triaxialities ranging from 0.3 to 0.9. It was found that localized plastic deformation causes
a faster growth of small voids, and that with the increase of triaxiality, the strain values
decrease. A significant factor accelerating the development of small voids is the vicinity
of larger particles. According to Tvergaard, the influence of large voids is in this case
greater than the effects of stress concentration associated with the presence of a crack near
a small void.

The mutual influence of particle size and local stress concentrations was investigated
by Tvergaard and Niordson [89]. A system of large and small particles arranged alter-
nately was adopted for the simulation. The analysis of voids of various sizes allowed the
conclusion that particles with a small diameter, comparable to the characteristic material
length, are characterized by a lower growth rate. However, the presence of local stress
concentrators (voids, discontinuities) is a factor favoring the development of microdamage.
Moreover, it has been shown that the rapid growth of small voids predicted by traditional
theories of plasticity does not correspond to the experimental results. The authors inves-
tigated the influence of stress triaxiality on the value of the volume fraction of large and
small voids.

Faleskog and Shih [91], using the axisymmetric model with parallel, cylindrical voids,
proved that the presence of large voids in the vicinity of a blunted crack is a factor that
initiates rapid, unstable development of small voids.

In general, the above papers on constitutive modeling and numerical simulation of
void growth are only some examples, subjectively selected from the number of publications
available. Numerous modifications of the void growth models also take into account strain
and kinematic hardening, rate dependency and viscoplasticity, void size, and others. A
more extensive review can be found, for example, in [16].

Regardless of constitutive modeling, the use of X-ray microtomography to analyze
changes in the material microstructure has contributed to a better understanding of the
nature of void growth and coalescence. In [92], Seo et al. described an example of the
application of the microtomographic method to a comprehensive analysis of the micro-
damage evolution in tensile, flat JIS SUM24L steel specimens. The change in the number
and volume fraction of voids as a function of plastic deformation was recorded. The
tomographic examinations were also used to observe the specimen necking. On the basis
of the obtained results, the components of the stress state in the area of void observation
were determined.

Contrary to expectations, the average size of the observed voids decreased with
increasing plastic deformation. The authors suspect that this is the result of the domination
of the secondary nucleation mechanism over the development of the existing voids and
the related increase in the proportion of small-sized voids.

6. Cavity Coalescence and Failure

The process of void coalescence immediately precedes the formation of the macro-
scopic defect. This process is currently the least recognized phase of ductile fracture. The

461



Materials 2021, 14, 4321

occurrence of this phenomenon has been confirmed experimentally [59,93], although these
are still few observations [11].

There are two basic mechanisms in metals (Figure 7). In the first one, the coalescence
takes place by internal necking of ligaments between voids, similar to the formation of
a neck in a tensile specimen. The second mechanism, involving the coalescence of large
voids in the shear bands, is most common in high strength metals.

Figure 7. Mechanisms of cavity coalescence: (a) internal necking of ligaments between voids;
(b) nucleation of secondary voids in shear bands [6].

The transition from shear to the necking mechanism is associated with a change in the
macroscopic fracture surface, that is, with the transition from the slant to flat fracture [36]
(compare Figure 11 in Section 7). The literature also describes a third mechanism related to
the coalescence of small voids arranged in strips or joining larger, elongated voids. Each of
the mechanisms listed here is divided into several categories, depending on the parameters
of the microstructure of the material, stress state, and others. It should also be mentioned
that void coalescence can be a process controlled by both nucleation and growth. Generally,
this phenomenon is assumed to involve transition from uniform deformation to localized
deformation of the ligaments between the voids.

Various analytical models and void coalescence criteria have been described in the
literature. It should be noted, however, that in order to fully describe the cracking process,
it is not enough to formulate the criterion of the coalescence initiation, but additionally it is
required to model the behavior of the ligaments up to failure.

The Brown and Embury [67] void growth model, described in the previous section,
also allows for the estimation of critical void coalescence strain:

εcoalescence ≈ 1
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− 1

]
, (28)

As the Brown and Embury model does not take into account the local macroscopic
instabilities due to the formation of the neck or the location of the shear bands, it should be
treated as an approximate solution.

Thomason presented an analysis of the problem in [64,94]. The author provided
the criterion for coalescence of voids in an elastic perfectly plastic matrix. The problem
concerned the phenomenon of the location of plastic strains in the ligaments between the
voids under the conditions of elastic unloading of the material outside the ligaments. In its
original form, Thomason’s criterion is expressed by the equation:
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According to Thomason’s condition, void coalescence is initiated when the stress
normal to the localization plane reaches the critical value of σn. Moreover, the influence of
the volume fraction of voids on their coalescence is indirectly taken into account by intro-
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ducing the parameter χ into the model. It should be noted, however, that the Thomason
criterion concerns only the initiation of the void joining process, which is not sufficient to
model the material in the pre-failure stage. As already mentioned, determination of the
evolution law is additionally required in this case. In this respect, the Thomason model
was developed by Benzerga [95], who introduced the evolution law of W and χ parameters
as a function of plastic strain.

The Thomason criterion in its original form does not take into account the influence of
shear stresses. Coalescence models for the case of simultaneous occurrence of tensile and
shear stresses were developed in [96,97].

Simple coalescence criteria can also be formulated based on the void growth models
described in the previous section. In this case, the achievement of a critical size of voids is
decisive for initiating the coalescence. For example, the coalescence criterion based on Rice
and Tracey’s void growth law ([61], Section 5) would take the form:

Ractual
R0

=

(
Ractual

R0

)
crit

, (30)

subscript crit denotes critical void growth.
An equivalent criterion formulated in [67], as well as in [15], is associated with the

achievement of a critical void volume fraction, which was determined by the authors in
the range of 0.15–0.25.

The condition of void coalescence adopted in the Gurson–Tvergaard–Needleman
(GTN) material model is also based on the critical volume fraction of voids [53,69,70]. The
GTN solution includes the definition of the critical void volume fraction fc at which void
coalescence is initiated (compare also [98]) and the law of evolution of the void volume
fraction after exceeding fc:

f ∗ =

⎧⎪⎨
⎪⎩

f for f ≤ fc

fc +
f F− fc
fF− fc

( f − fc) for fc < f < fF

f F for f ≥ fF

, (31)

where:

f F =
q1 +

√
q2

1 − q3

q3
, (32)

The influence of various factors on fc has been the subject of many studies. Koplik
and Neeedleman [72] showed that it depends mainly on the initial porosity; however, no
significant influence of the matrix parameters or stress triaxiality was found.

In [99], the dependence of fc on the initial material porosity f0 was described. The
value of fc ranged from 0.04 for f0 = 0 to 0.12 for f0 = 0.06 .

Generally, a huge number of papers have been devoted to the subject of determining
the parameters fc and fF (using experimental and numerical methods) and it is difficult to
present a comprehensive review. The values of fc in metal alloys with technical application
(mainly steels and aluminum alloys) range from tenths of a percent to about 30%, although
usually values of a few percent are assumed [100–102]. The values of fF were analyzed,
inter alia, in [99,103–105], obtaining results ranging from a dozen to nearly 70%.

The experimental methodology for determining fc and fF, using the material mi-
crostructural analysis has been discussed in [47].

The GTN condition in its original form gives relatively inaccurate results under condi-
tions of significant shear stresses. Hence, in the literature, there are various modifications,
taking into account the rapid joining of the voids caused by shear. For example, McVeigh
et al. [106] added to the law of void evolution a component accounting for this phenomenon.
The law of the evolution of the void volume fraction takes the form:

.
f =

.
f nucl +

.
f growth +

.
f coalescence, (33)
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However, it should be remembered that formulating the criterion of void coalescence
in terms of the value of their critical fraction does not fully solve the problem, as it does
not take into account the geometry of the intervoid ligaments or the physical phenomena
that occur in them.

Nahshon and Hutchinson [107] introduced into the GTN formulation a component,
which takes into account the softening of the ligaments, which is the effect of shear stresses.
The description of Nahshon and Hutchinson is phenomenological, and the ligament
softening is captured by the additional increase in the proportion of voids.

Relatively widespread in the literature are the criteria for connecting voids based
on the critical size of the ligaments between the voids and the crack tip. One of the first
solutions of this type was presented by Rice and Johnson [108], who assumed that the onset
of coalescence occurs when the length of the ligament is reduced to the length of the void
in the direction of loading. Tait and Taplin [109], on the other hand, proposed a criterion
according to which the voids are joined when the ratio of the main void axis length to the
void spacing reaches a critical value, depending on the type of material. A similar criterion
was described by LeRoy et al. [110].

The effect of stress triaxiality as well as the shape and size of the voids on the process
of void growth and coalescence was discussed by Richelsen and Tvergaard [99], who
analyzed numerically an elastic perfectly plastic material containing small-sized voids.
Taking into account the ligament necking mechanism, the authors obtained relatively low
critical strain, of the order of 0.3.

Richelsen and Tvergaard also indicated that the occurrence of the ligament necking
phenomenon is favored by high values of the matrix hardening exponent, as well as the
presence of medium and high triaxiality.

In recent years, Gallican and Hurre [111] proposed an analytical criterion for void
coalescence, taking into account the plastic flow in the ligaments between voids. The
model is valid under the following assumptions: cylindrical void in a cylindrical unit-cell,
axisymmetric loads, orthotropic matrix, satisfying the Hill plasticity condition. Moreover,
the authors made extensive validation of the model by comparing the results with the
results of numerical simulation of void coalescence, indicating their good agreement.

The above-described solutions for nucleation and development of voids allow for the
formulation of material models describing the plastic range of material operation and its
ductile fracture.

Void cell simulations are most often conducted for periodically distributed voids [112–114].
The obtained results indicate that relative void spacing is the key parameter influencing
the course of the void development. In fact, various types of heterogeneity are observed
in engineering materials, related to the randomness of the chemical composition of the
material, size, shape, distribution of voids, and their orientation in relation to the direction
of loading, as well as the distribution and orientation of grains [11]. Therefore, void
coalescence is not a homogeneous process that occurs simultaneously in the entire volume
of the material, but it is initiated in the areas with significant plastic strain.

The considerable progress made in recent years in the field of numerical methods
has allowed for a better understanding of the course of void development. An example
of a comprehensive FEM analysis of nucleation, growth, and coalescence of voids was
presented by Shakoor et al. in [115]. On the basis of a 3D model of the material with
randomly distributed particles, the influence of the void nucleation mechanism (matrix
separation and particle fracture, see Section 4 of this work) on the further course of the
void growth and coalescence was determined. The simulations carried out for 20% of the
particle volume fraction showed that the occurrence of the void nucleation leads to the
localization of plastic deformation, which in a further stage favors the local increase of the
intensity of void coalescence. Such a wide range of analysis required taking into account
large plastic deformation, and thus also advanced FE remeshing techniques.
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7. Effect of Selected Loading Conditions on Void Development

The effect of stress triaxiality on void development and ductile failure has been very
extensively documented in the literature [63,116]. Moreover, Bao and Wierzbicki [7], exam-
ining the 2024-T351 aluminum alloy, showed that the strain at failure is not a monotonic
function of triaxiality, but the domain of low and high triaxiality should be distinguished
(Figure 8a). In the latter case, an increase in triaxiality corresponds to a decrease in the
critical strain.

Figure 8. (a) Effect of stress triaxiality on strain at failure, from [7]; (b) dependence of the mean void
nucleation strain on stress triaxiality [47].

A similar relationship for medium and high triaxialities was obtained in the already
mentioned studies [47–49], but in this case, the analysis concerned the void nucleation
strain in the S355 structural steel. In the range of triaxialities from 0.516 to 1.345, along with
the increase in η, a decrease in εN was observed (Figure 8b).

High values of triaxiality favor an increase in the volume of voids. Figure 9 presents
the experimentally determined (by examining the fracture surfaces) relationship between
triaxiality η and the volume fraction of voids at failure in S355J2G3 steel.

Depending on triaxiality, the volume fraction of voids ranged between 59.7 and 71.2%.
For comparison, the fraction of voids in the unstrained material was 0.09%.

The stress triaxiality affects not only the intensity of the void growth, but also their
shape (Figure 10). In areas with high triaxiality, the voids are spherical in shape (a large
share of the stress hydrostatic component forces the voids to grow steadily in all directions—
Figure 10a).

As triaxiality decreases (decreasing influence of the spherical component of the stress
tensor), the voids become more elongated (Figure 10b,c), because the process of microdam-
age development in these cases is mainly controlled by shear stresses [117].

As shown by Lin et al. in [118], the reduction of the triaxiality of stresses increases the
level of strains at which cracking occurs. For greater triaxial stresses (axis of the specimen),
the microvoids grow intensively in the plane perpendicular to the tensile, joining with
each other.

Morgeneyer and Besson in [119] presented an example of the successive occurrence of
both these mechanisms (regime of high and low triaxiality) in the test of a plate tearing
(Kahn test). The observations made by the X-ray microtomography showed that the
specimen failure was initiated inside the plate, under conditions of high triaxiality. As the
microdamage propagated towards the plate faces, an increasing number of elongated voids
was observed, which results from the decrease in triaxiality and the increasing role of shear
in the process of void development. It is worth noting that while the shape of the voids
undergoes large changes in this case, their volume fraction does not change significantly.

The shear induced failure propagation is also visible on the macroscopic level by the
inclination of the fracture surface near the specimen edges (Figure 11).
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Figure 9. Effect of stress triaxiality on the void volume fraction at failure [47].

Figure 10. Fracture surfaces of notched tensile specimens made of S355J2G3 steel, subjected to
various stress triaxialities: (a) 1.345; (b) 0.739; (c) 0.516.

The development of voids under low triaxiality conditions has been intensively re-
searched in recent years. The small share of the hydrostatic component results in a relatively
low increase in the volume of voids. However, in such cases, the action of shear stresses and
the associated deformation (change of shape) of the void becomes of primary importance.
As it has been shown, in the face of a small value of triaxiality η, the development of voids
is in this case are controlled by the value of the Lode parameter ξ (Section 3), although the
exact relationships have not yet been defined.

Under shear dominant conditions, voids can take the form of penny-shaped cracks. In
addition, the presence of shear stress may cause the voids to rotate (Figure 12), which addi-
tionally affects the location of their coalescence area and implies a failure mechanism [11].
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Figure 11. Macroscopic photograph of a fracture surface of a tensile notched specimen. Transi-
tion from the flat failure mechanism in the specimen center to the slant fracture at the edges is
clearly visible. The first mechanism involves normal stress, while in the latter, shear stress plays a
dominant role.

Figure 12. Void deformation and rotation under low triaxiality.

In fact, second phase particles still remain inside the void, limiting the possibility
of its deformation, especially in the situation of incomplete decohesion at the particle–
matrix interface.

Current models of void development primarily take into account the prevailing
state of stress, but mostly do not take into account other factors such as deformation
rate, temperature, and others, which undoubtedly is of great importance in modeling
engineering structures.
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Some of the few works taking into account the above factors are [120,121]. It was
shown that good results of material description at high temperature are achieved by the
use of an Arrhenius phenomenological model [120]. The model takes into account the
strain rate for an elevated tensile temperature. The tests were carried out on steel with a
bainite structure.

Similarly, the analysis of the influence of very high triaxial strain rates and temper-
atures in the range of 300–2000 K on the process of nucleation and void development is
discussed in [122]. Using the void nucleation and growth model (NAG procedure) as well
as molecular dynamics (MD) simulation, the increase in void volume fraction over time
was determined, taking into account the process of nucleation, growth, and coalescence. It
was found that, while the increase in temperature led to a significant acceleration of the
nucleation of the voids, the influence of temperature in the case of the growth of voids
was slight.

Another very interesting example of the analysis of the development of voids un-
der dynamic load conditions (spall failure) is [123], in which the phenomenon of stress
wave interaction and the associated negative pressure formation, which results in rapid
nucleation and void growth, was investigated. Velocimetry on the specimen free surface
was used to estimate changes in stress distribution over time. A comparative analysis of
the obtained stress distributions and microtomographic photographs of the voids formed
made it possible to determine the critical negative pressure necessary to initiate the void, at
the level of about 1–2 GPa.

The problem of dynamic development of voids has also been thoroughly discussed in
the article [124]. It was found that in the first phase of the failure initiation, the inertia of
the material surrounding the void slows down its development, but at a higher value of
strain it promotes the void growth. Moreover, in the range of void diameters from 0.1 to
1 μm, the strain gradients around the void contributed to a significant, local increase in the
yield point. On the other hand, however, the increase in thermal energy accompanying
rapid deformation caused a local increase in temperature even above the melting point,
thereby lowering the yield stress, and the stress values necessary to initiate a void, and
thus also increasing the intensity of void development.

8. Conclusions and Suggestions for Future Research

Due to the practical importance, the issues of microstructural phenomena occurring
during ductile fracture of metals have been the subject of intensive research in recent years,
which allows for a better phenomenon understanding and the development of advanced
computational models.

Although void nucleation has been very extensively documented by the results of
experimental tests and simulations, the course of ductile fracture under low triaxiality
conditions, i.e., under dominant shear stress, remains an unresolved question. In this case,
observations of the fracture surface microstructure indicate the presence of both large and
small elongated voids. Their origins have not been fully elucidated so far, although it is
believed that such void morphology results from their intensive nucleation at a late stage
of deformation, prior to failure, with simultaneous growth of earlier nucleated voids. At
present, there are no models of nucleation, growth, and coalescence of voids that take
into account the influence of the Lode parameter, which is crucial for the course of ductile
fracture under low triaxiality conditions.

As mentioned in Section 6, the stage of void coalescence is presently the least explored
phase of ductile fracture. Few papers have been published in which the process of coa-
lescence was extensively investigated in an experimental manner. This is largely due to
technical difficulties, although the increasingly widely used method of microtomography
seems to be a promising tool. Currently, insufficient understanding of the nature of the
void coalescence phenomenon is associated with a small number of analytical models,
especially in the case of the simultaneous occurrence of shear and necking of ligaments
between the voids. The void coalescence models currently described in the literature are
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based on certain arbitrarily accepted criteria that have not been sufficiently supported by
experimental observations.

A separate problem is the identification of the model parameters. A huge number
of papers have been published on this subject, but the dominant approach involves fit-
ting the FEM simulation and the experimental results. However, this approach requires
significant experimental and computational effort, and therefore it is inconvenient from
a practical, engineering point of view. Moreover, the results obtained in this way apply
only to samples with a specific geometry and loading method. Therefore, there is no
comprehensive approach that would define standardized parameter values for typical
engineering materials.

In conclusion, further research on the development of voids in metals should focus on
the following aspects:

• Criteria for void nucleation under low triaxiality conditions;
• Effect of Lode parameter on void initiation, growth, and coalescence;
• In situ observations of void coalescence with the use of modern research methods

(e.g., microtomography), which will allow the verification of the existing coalescence
criteria, or the development of new ones;

• Assessment of the effect of loading conditions (temperature, strain rate, etc.) on the
critical values of stress and strain necessary for the void initiation and growth;

• Development of a set of standardized parameters describing the criteria of nucleation,
growth, and coalescence of voids, in relation to engineering materials.

The solution of the above-mentioned problems should lead to the development of
practical engineering procedures for estimating the load capacity and safety assessment of
structural elements containing material microstructure defects.
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Nomenclature

a void diameter
a0 initial void diameter
b Burgers vector
f void volume fraction
.
f the rate of increase in the total fraction of voids
f ∗ actual void volume fraction
f0 initial void volume fraction (for unstrained material)
fc critical void volume fraction at the onset of coalescence initiation
.
f coalescence

the rate of increase in the fraction of voids resulting from their rapid joining
under shear stresses

fF void volume fraction at failure
.
f growth the rate of increasing the fraction of existing voids
.
f nucl the rate of increase in nucleated voids’ volume fraction
h anisotropy coefficient
k multiplier in power hardening law
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km coefficient depending on the particle shape

ks
coefficient depending on the shape (aspect ratio) of the particle and its orientation in
relation to the loading direction

max

(
σ

p
1

∣∣∣
δ≤β

)
maximum value of principal stress in the particle

max
(

σηη

∣∣
δ=β

)
maximum value of the stress normal to the phases contact surface

n exponent in power hardening law
q stress concentration factor, correction factor in GTN model
q1, q3 Tvergaard coefficients
r polar coordinate measured from the “head” of dislocation pile-up
r1 characteristic length
sN standard deviation

C
coefficient expressing the ratio of the void elongation to the specimen elongation rate
(on a macroscopic scale) in Brown and Embury model, C ∈ 1, 2

E Young’s modulus of the matrix
Ep matrix plastic equivalent modulus of elasticity
L Lode parameter
R particle radius
.
R void radius growth rate
R0 initial particle radius
Ractual actual particle radius
S remote normal stress
Vmaterial total volume of material
Vvoids volume of voids and second phase particles
W void aspect ratio

α
coefficient in Brown–Embury model, coefficient depending on matrix hardening
exponent in Thomason model

β radial coordinate of particle surface in Thomason model
γ surface energy
δ generalized radial coordinate in Thomason model
ε strain
.
ε strain rate
εcrit critical strain of particle–matrix separation
.
εe increase in effective plastic strain
εN void nucleation strain
εp plastic strain
εz longitudinal strain of the cylinder in McClintock model
η stress state triaxiality ratio
θ Lode angle
κ I stress concentration factor at the interface of phases
κp coefficient of normal stress concentration inside the particle
λ coefficient in Beremin nucleation model, depending on particle shape
μ shear modulus

μ∗ coefficient depending on the elastic parameters of particle, matrix, and the geometric
characteristics of particle

σ stress
σ0 yield stress
σ1, σ2, σ3 principal stresses
σmax

1 maximum value of global tensile principal stress
.
σ

max
1 rate of the maximum global principal stress increase

σcrit
critical stress, dependent on the nucleation mechanism, matrix, particle, and the
interface strength

σ
inter f ace
crit critical stress at the phase interface

σmean
crit mean value of void nucleation stress

σ
particle
crit theoretical strength of the particle material
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σe von Mises equivalent stress
.
σe rate of von Mises equivalent stress increase
σh Hill’s equivalent stress
σloc(r) maximum local normal stress at the “head” of dislocation pile-up
σm mean stress (hydrostatic pressure)
σn critical normal stress in Thomason model
τ0 yield stress at pure shear
χ ratio of void length to the distance between neighboring voids
∈eq equivalent plastic strain
Ø damage function of the particle–matrix interface
νp equivalent Poisson coefficient
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Abstract: In order to study the durability of concrete materials subjected to sulfate attack, in a sulfate
attack environment, a series of concrete tests considering different fly ash contents and erosion
times were conducted. The mechanical properties and the micro-structure of concrete under sulfate
attack were studied based on the following: uniaxial compressive strength test, split tensile test,
ultrasonic impulse method, scanning electron microscopy (SEM) and X-ray diffraction (XRD). The
mechanical properties were compressive strength, splitting tensile strength, and relative dynamic
elastic modulus, respectively. Additionally, according to the damage mechanical theory, experimental
results and micro-structure analysis, the damage evolution process of concrete under a sulfate attack
environment were studied in detail. Finally, according to the sulfate attack time and fly ash content,
a damage model of the sulfate attack of the binary surface was established. The specific results are as
follows: under the action of sulfate attack, the change law of the rate of mass change, relative dynamic
modulus of elasticity, corrosion resistance coefficient of compressive strength, and the corrosion
resistance coefficient of the splitting tensile strength of concrete all increase first and then decrease.
Under the same erosion time, concrete mixed with 10% fly ash content has the best sulfate resistance.
Through data regression, the damage evolution equation of the sulfate attack was developed and
there is an exponential function relationship among the different damage variables. The binary
curved surface regression effect of the concrete damage and the erosion time and the amount of fly
ash is significant, which can predict deterioration of concrete damage under sulfate attack. During
the erosion time, the combined expansion of ettringite and gypsum caused micro cracks. With an
increase of corrosion time, micro cracks developed and their numbers increased.

Keywords: concrete; sulfate attack; physical and mechanical properties; damage model; microstructure

1. Introduction

Sulfate attack is an important factor affecting the service life and durability of concrete
buildings and structures [1–4]. Soils containing a large amount of sulfate are common
in saline areas of Northwest China, seawater in coastal areas, and groundwater. As a
concrete structure is immersed in a sulfate solution for a long time, a large amount of
sulfate ions from the solution is absorbed into the concrete, which reacts with hydration
products to form ettringite precipitation. This gradually generates stress on the inner
walls of pores, leading to deformation of and damage to the concrete structure [5–7]. This,
severely affects the safety and service life of the concrete structure, and causes extensive
economic losses [8,9]. Therefore, studying the damage degradation process of concrete
under sulfate attack and the damage model of sulfate attack is helpful to delay erosion
damage to concrete structures and evaluate their service states. At present, many scholars
have carried out a great deal of research on the sulfate corrosion resistance of concrete and
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have achieved fruitful results [10–14]. The right amount of fiber can inhibit the generation
and expansion of microcracks in concrete. This enhances mechanical properties [15] and
improves the durability of concrete, and shows that the effect of mixed fiber is better than
that of single fiber [16–18]. In addition, adding an appropriate amount of fly ash to replace
cement in fiber concrete can improve its durability [19–21].

At present, scholars at home and abroad have primarily studied the change law and
erosion mechanisms of the macroscopic mechanical properties of concrete under sulfate
attack [22,23]. At the same time, most scholars have established damage models that take
compressive strength [24], split tensile strength, or relative dynamic elastic modulus as a
single evaluation index of the damage variable to measure the damage caused by sulfate
erosion of concrete. However, little attention has been devoted to the relationship between
the amount of damage of each evaluation index [25,26]. Moreover, a single factor model
with the time of sulfate erosion as the main variable was also established. Bao et al. [27]
conducted tensile tests on concrete after sulfate erosion and established an evolution model
with crack number density as the damage degree; they found that this model could better
reflect the evolution law of concrete erosion damage. An et al. [28] conducted sulfate
erosion tests on recycled concrete and established a parabolic damage model with Er as the
damage quantity and found that it could better reflect the evolution law of erosion damage.
Wu et al. [29] studied the relationship between ITZ (interface transition zone)and the
damage evolution of concrete under the action of sodium sulfate erosion. They found that
the influence of ITZ on the damage evolution of concrete was related to binder composition
and immersion time. Xiao et al. [30] carried out a sulfate freeze–thaw coupling test on
concrete and established a damage equation using the two-factor Weibull distribution
model; they found that the damage fitted by the Weibull damage equation had a good
correlation with RAC. Most scholars established concrete damage models that act on
single factors; however, the performance of concrete subjected to sulfate erosion is the
result of the combined actions of erosion time and the constituent materials [31], as such
establishing a damage model based on both erosion time and the constituent materials
should be considered.

In this paper, fly ash content and erosion time are taken as the main variables, while the
uniaxial compressive strength test, split tensile test, ultrasonic testing test, scanning electron
microscopy (SEM) and X-ray diffraction (XRD) were carried out on concrete under sulfate
attack. First, the rate of mass change, relative dynamic modulus of elasticity, corrosion
resistance coefficient of compressive strength, and the corrosion resistance coefficient of
splitting tensile strength of concrete of different erosion times were analyzed. The erosion
damage of concrete caused by sulfate attack was defined by the strength damage and wave
velocity damage. Considering the superimposed effect of fly ash and erosion time, the
influence of fly ash and sulfate erosion time on the expansion of concrete damage was
discussed. Based on fly ash content and sulfate erosion time, a concrete composite erosion
damage model was established. Finally, our study reveals the microstructure change
law of concrete subjected to sulfate attack, aiming to provide theoretical support and an
experimental basis for durability research of concrete structures in areas where sulfate
attack occurs.

2. Materials and Methods

2.1. Raw Materials and Concrete Mixture Proportions

This study used Portland cement (P•O 42.5) produced by Bagongshan Cement Plant
(Huainan, China), which conforms with the standard for Common Portland cement [32].
The chemical composition of the cement are given in Table 1. The fly ash employed was
a secondary class fly ash and was purchased from Luoyang Yizhou Plastic Technology
Co., Ltd. (Luoyang, China), which conforms to the standard for fly ash used for cement
and concrete [33]. The chemical composition of the fly ash are listed in Table 1. Fly ash
was used as a partial replacement for cement and its mixing amounts were 0, 10, and 20%
(ψ, mass fraction) of the total cementitious material, respectively. The coarse aggregate
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used in the test was continuous grading crushed rock of 5–25 mm. The fine aggregate was
river sand with fineness modulus of 2.6. The water used was fresh, potable laboratory
tap water. In the experiments, 6-mm basalt fiber with a volume ratio of 0.1% and 12-mm
polypropylene fiber with a volume ratio of 0.2% were used. Their appearances are shown
in Figure 1. The physical and mechanical properties are listed in Table 2. A sodium sulfate
solution was prepared using chemical analytical reagents.

  
(a) (b) 

Figure 1. The appearance of fiber. (a) Polypropylene fiber and (b) basalt fiber.

According to the JGJ 55-2011 specification for the mix proportion of ordinary con-
crete [34], concrete with a strength grade of C30 was designed. Each group of concrete
needed to have 3 parallel samples, and there were 108 concrete samples in total. In addition,
the water-to-binder ratio (W/B) was 0.6. The mix ratios of concrete specimens are shown
in Table 3.

Table 1. Chemistry composition of binder (%) [35,36].

Composition SiO2 Al2O3 CaO Fe2O3 SO3 MgO Na2O K2O

Cement 19.6 6.5 66.3 3.5 2.5 0.7 0.6 0.3
Fly ash 45.40 33.51 3.15 5.28 0.45 0.06 2.62 3.88

Table 2. Physical and mechanical properties of fibers [37].

Fiber Types Basalt Fiber Polypropylene Fiber

Density/(g·cm−3) 2.65 0.91
Melting point/◦C 1450–1500 160

Elongation to fracture/% 3.2 30–50
Tensile strength/MPa 3000–3300 350–480
Elastic modulus/GPa 90–110 2.4–3.2

Table 3. Mix proportions of concrete.

Materials FA0 FA10 FA20

Cement (kg·m−3) 350 315 280
Fly ash (kg·m−3) - 35 70
Water (kg·m−3) 210 210 210

Fine aggregate (kg·m−3) 644 644 644
Coarse aggregate (kg·m−3) 1196 1196 1196

Sand ratio (%) 35 35 35
Basalt fiber (%) 0.1 0.1 0.1

Polypropylene fiber (%) 0.2 0.2 0.2
Water–binder ratio (W/B) 0.6 0.6 0.6

Notes: FA—fly ash; 0.0, 10, 20—fly ash content of 0.0%, 10%, 20%, respectively.
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The types and dosages of concrete and fiber designed in this paper were all carried
out on the basis of the research done in [35,37]. Basalt fibers are high elastic fibers and
polypropylene fibers are low elastic fiber. The two kinds of fibers play different roles in
the process of concrete stress. The correct amount of a fiber disperses evenly within a
concrete, enhances the crack resistance effect and improves the interface characteristic
of the concrete. It also inhibits the internal stress of concrete cracking after preliminary
initiation and, further, reduces the brittleness of concrete, improves the effect of crack
resistance, and improves the tensile strength of hybrid-fiber-reinforced concrete materials.

2.2. Specimen Preparation

First, the sand, gravel, fly ash, and cement were batched and evenly mixed in a
mixer for 60 s, and then the right proportion of water was added to the mixer for another
60 s. Second, blended fibers were evenly distributed into the solid mixture to prevent
agglomeration which was mixed for 120 s. After mixing, the mixture was put into a cubic
mold with side lengths of 100 mm × 100 mm × 100 mm, distributed evenly around the
mold with a spatula to ensure compacting, and finally put on a vibrating table to seal
all pores. The specimen was left for 24 h after loading into the mold, and then removed.
The specimen was numbered and put into a saturated Ca(OH)2 solution with a relative
humidity of 95% and a temperature of 20 ± 2 ◦C to cure for 28 days. The specific steps are
shown in Figure 2.

Figure 2. The mixing steps of concrete.

2.3. Sulfate Attack Test for Concrete

After curing for 28 days under standard conditions, the concrete test block was placed
in a sodium sulfate solution at a concentration of 5% for long-term immersion. The liquid
level was 10 mm above the surface of the test block. In order to ensure the stability of the
pH of the solution, the solution is replaced once a month, and the concrete was completely
soaked and eroded. The times of sulfate attack were 0 d, 30 d, 60 d, 90 d, 120 d, and 150 d,
respectively. The whole test was carried out at 25 ± 2 ◦C.

2.4. Other Tests
2.4.1. Mass Change

When a specified erosion time was reached, concrete samples were taken from the
solution and then dried in a constant temperature room at 22 ◦C until the mass was
constant. At the same time, the sample surface was gently wiped with a towel to remove
crumbs. The sample mass was then weighed and recorded using an electronic scale with
an accuracy of 0.01 g. There were 3 parallel concrete samples in each group when weighing,
and the results were averaged. Next, to calculate the rate of mass change Equation (1) was
used [38]:

ϕi = (mn − m0)/m0 (1)

where ϕi, mn, m0 are the rate of mass change of the concrete specimen, the mass of the
specimen after erosion time n, and the initial mass (g), respectively.
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2.4.2. Ultrasonic Impulse Method

After the specified number of sulfate attack, each test piece was removed. An NA-M4
nonmetal ultrasonic detector (shown in Figure 3) was used to measure the ultrasound
velocity in the 100-mm cube of concrete. The transducers that were used were 50 mm
thick. The ultrasonic method was used to measure the longitudinal wave velocity passing
through the concrete samples. The path length between the sensors was 100 mm, the
length of the dimensions of a concrete sample. Five pairs of measurement points (shown in
Figure 4) were used to measure the ultrasound wave velocity and the average was taken.
To ensure proper coupling of the transducer to the surface being measured, Vaseline was
evenly applied to the transducer probe. For the entire test process, the ultrasonic frequency
was 50 kHz, the transmission voltage was set to 500 V, and the sampling period was 0.4 μs.

 
Figure 3. NA-M4 nonmetal ultrasonic detector.

Figure 4. Measuring point positions of the detector.

The longitudinal wave velocity was calculated using Equations (2) and (3).

v = l/t (2)

t = (t1 + t2 + t3 + t4 + t5)/5 (3)

where v is the longitudinal wave velocity (m/s); l is the path length (mm); t is the average
ultrasound time (μs); t1, t2, t3, t4, and t5 are the ultrasound time values of 5 pairs of
measuring points, respectively.
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According to the relationship between the dynamic elastic modulus of the material
and the ultrasonic sound velocity, the relative dynamic elastic modulus Er(n) according
to the GB/T 50082-2009 standard for both test methods, for long-term performance and
durability of ordinary concrete [36], can be expressed as Equation (4).

Er(n) = En/E0 = v2
n/v2

0 (4)

where Er(n), En, E0 are the relative dynamic elastic modulus of the concrete specimen, the
dynamic elastic modulus after erosion time n, and the initial dynamic elastic modulus,
respectively; vn, v0 are the longitudinal wave velocity (m/s) of the concrete specimen after
erosion time n and the initial longitudinal wave velocity (m/s).

2.4.3. Mechanical Test

When each set of sulfate erosion times was reached, the concrete sample was taken
out of the solution and dried at room temperature. According to the GB/T 50081-2019
standard for test methods for the physical and mechanical properties of concrete [39], a
CSS-YAN3000 press, produced by the Changchun Testing Machine Institute (Changchun,
China), was used for uniaxial compressive strength tests of concrete (shown in Figure 5a)
as well as split tensile tests (shown in Figure 5b); the loading rates were 3 mm/min and
1 mm/min, respectively. There were 3 parallel concrete samples in each group during the
strength tests, and the results are averaged. The loading mode is shown in Figure 5. The
corrosion resistance of concrete was reflected by the corrosion coefficient indexes of the
compressive and tensile strengths of concrete, before and after being eroded by the sulfate
solution. The calculation formulas are shown below (Equations (5) and (6)).

kc = fcn/ fc0 (5)

kt = ftn/ ft0 (6)

where kc, fcn, fc0 are the corrosion resistance coefficient of the compressive strength of a
concrete specimen, the compressive strength (MPa) after erosion time n, and the uncorroded
compressive strength (MPa), respectively; kt, ftn, ft0 are the corrosion resistance coefficient
of the splitting tensile strength of a concrete specimen, the split tensile strength (MPa) after
erosion time n and the split tensile strength (MPa) without sulfate attack, respectively.

  
(a) (b) 

Figure 5. Static compression and splitting tensile tests of specimens. (a) Static compression test and
(b) splitting tensile test.
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2.4.4. Microanalysis

SEM and XRD tests were carried out using an S-3400N scanning electron microscope
and a SMARTLAB9KW X-ray diffractometer from Yunnan Langlue Technology Co., Ltd.
The microstructures, morphologies, and erosion products of minerals in the eroded samples
were tested. The purpose was to analyze the erosion damage mechanism from a micro-
scopic point of view. When a specified time of sulfate attack was reached, the concrete
sample was taken out of the solution, left to air dry at room temperature, and broken into
smaller parts for testing. After being placed in an oven and dried at 40 ◦C for 24 h, some
samples were taken out, their surfaces were plated with gold on the surface, and then
subjected to SEM tests. At the same time, the remaining test samples were crushed into
powder and analyzed using XRD.

3. Experimental Results and Discussion

3.1. Characteristics of Apparent Degradation

The appearance and damage patterns of the concrete samples with different fly ash
contents that were completely immersed in 5% sodium sulfate solution for different times
are shown in Figure 6.

      
(a) (b) (c) (d) (e) (f) 

      

(g) (h) (i) (j) (k) (l) 

      
(m) (n) (o) (p) (q) (r) 

Figure 6. Deformation appearances of concrete samples subjected to sulfate attack. (a) FA0-D0; (b) FA0-D30; (c) FA0-D60; (d)
FA0-D90; (e) FA0-D120; (f) FA0-D150; (g) FA10-D0; (h) FA10-D30; (i) FA10-D60; (j) FA10-D90; (k) FA10-D120; (l) FA10-D150;
(m) FA20-D0; (n) FA20-D30; (o) FA20-D60; (p) FA20-D90; (q) FA20-D120; and (r) FA20-D150.

The surface of the concrete specimens changed during erosion in the sodium sulfate
solution with the increase in erosion time. The surface of various concretes eroded by 0-d
sulfate were relatively flat and smooth. After 30 d of sulfate attack, minor defects began to
appear on various concrete surfaces. After 60 d of sulfate attack, the surfaces of various
concrete samples went from being relatively smooth surfaces to rough surfaces, and the
mortar gradually peeled off. After 120 d of sulfate attack, the corners of the concrete of
the FA0 group and FA10 group fell off dropped slightly and the surface mortar peeled
off, while the surface mortar of the concrete specimens from the FA20 group appeared to
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have mostly peeled off. After 150 d of sulfate attack, cracks occurred at the corners and
ends of the concrete in the FA0 and FA10 groups and the mortar peeled off; the corners of
the concrete specimens in the FA20 group developed cracks. The more mortar completely
peeled off of the surface of the entire concrete specimen, the more severe the deterioration.
The reason for this is that the structure of a concrete test block was seriously damaged by
sulfate erosion and the surface became brittle. A large amount of sulfate gathered in the
concrete, and sulfate crystals precipitated after water evaporation [40,41].

3.2. Rate of Mass Change, Relative Dynamic Modulus of Elasticity and Corrosion Resistance
Coefficient of Strength

According to Formulae (1) and (4)–(6), the relationships among the rate of mass
change, relative dynamic elastic modulus, and corrosion resistance coefficient of strength
of concrete specimens under the action of sulfate erosion and erosion time were obtained,
as shown in Figure 7.

  
(a) (b) 

  
(c) (d) 

Figure 7. Testing results. (a) Variation of mass; (b) variation of Er(n); (c) variation of kc; and (d)
variation of kt.

The change law of the rate of mass change, relative dynamic elastic modulus, and
corrosion resistance coefficient of strength of different erosion times of sulfate attack are
shown in Figure 7. It can be seen from Figure 7 that with an increase of erosion time, the
rate of mass change, relative dynamic elastic modulus, and corrosion resistance coefficient
of strength of concrete specimens with different fly ash contents all initially increase and
then decrease. When the fly ash content was 10%, concrete had the best resistance to sulfate
attack [42]. The reason for this is that the active substances in fly ash reacted with the
Ca(OH)2 in concrete, which reduced the content of Ca(OH)2 in the concrete, reduced the
production of gypsum and ettringite, and also alleviated the expansion of crystals. At
the same time, because of the micro-aggregate effect of fly ash, fly ash particles filled the
space between the unhydrated cement particles, which reduced the internal porosity of
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concrete, improving the pore structure and compacting the internal structure of concrete;
this improved the durability of concrete [43]. At 30 d of sulfate attack, the mass of concrete,
relative dynamic elastic modulus, corrosion resistance coefficient of compressive strength,
and corrosion resistance coefficient of the split tensile strength with 10% fly ash increased
by 2.17%, 10%, 1.0%, and 3.0%, respectively, compared to uncorroded concrete. The mass of
concrete, relative dynamic elastic modulus, and corrosion resistance coefficient of strength
decreased gradually after 60 d of erosion. The mass of concrete, the relative dynamic elastic
modulus, and corrosion resistant coefficient of strength increased with the extension of the
first corrosion time after decreasing initially. The reason being that early sulfate, ettringite,
gypsum, and other products are produced by the reaction of sodium sulfate solution
with hydration products of concrete. At the same time, sulfate intrudes into the concrete
specimen, which fills and compacts the pores and cracks within the concrete. The concrete
specimen is more compacted than before the erosion and the mass of concrete, relative
dynamic elastic modulus, and corrosion resistance coefficient of strength of the concrete
are increased. With the continuation of sulfate erosion and the continuous accumulation
and expansion of products, micropores and microcracks inside the concrete expand and
extend. At the same time, the concrete surface mortar peels off, and the mass of concrete,
relative dynamic elastic modulus, and corrosion resistance coefficient of strength gradually
begin to decrease.

4. Establishment of Evolution Model of Sulfate Erosion Damage

4.1. Model of Erosion Damage Based on Each Evaluation Index

It can be seen from the sulfate attack test that the mechanical properties of concrete
changed with the increase in erosion time, and the changes in the macrophysical properties
can reflect the degree of internal changes in concrete materials. In order to quantitatively
reflect the change law of the mechanical properties of concrete under the action of sulfate
erosion, and comprehensively evaluate the state of concrete change, using damage mechan-
ics, the corrosion resistance coefficient of compressive strength (kc), the corrosion resistance
coefficient of splitting tensile strength (kt), and longitudinal wave velocity (v) were selected
as damage variables. The damage caused by sulfate attack is shown by Equations (7)–(9).

D1 = 1 − kc (7)

D2 = 1 − kt (8)

D3 = 1 − vn/v0 (9)

where D1, D2, D3 are the sulfate erosion damage variables and are the corrosion resistance
coefficient of compressive strength, the corrosion resistance coefficient of splitting tensile
strength, and the longitudinal wave velocity, respectively.

When the times of sulfate attack of concrete are 0 to 30 d, the sodium sulfate solution
reacted with hydration products in concrete to produce ettringite, gypsum, and other
products, which filled the initial holes in concrete, causing the concrete to be more compact.
However, when the erosion time exceeded 30 d, that is, after 60 d of sulfate attack in
this experiment, as the erosion time increased, the erosion intensified, and the damage
evolution process of concrete changed with length of time. According to Equations (5)–(7),
the amount of erosion damage under each evaluation index was calculated, as shown
in Figure 8. The established equation in Figure 8 is only valid for concrete composed of
polypropylene fiber, basalt fiber, and fly ash subjected to sulfate attack for 60–150 days.

483



Materials 2021, 14, 2343

  
(a) (b) 

 
(c) 

Figure 8. Relationship between damage variable of different evaluation indexes and erosion times.
(a) Results of D1; (b) results of D2; and (c) results of D3.

It can be seen from Figure 8 that, with the increase in the time of sulfate attacks,
the erosion damage defined by the three indexes of the corrosion resistance coefficient of
compressive strength, the corrosion resistance coefficient of splitting tensile strength, and
the wave velocity increased continuously. The erosion damage and damage degradation
rate of concrete specimens with 10% fly ash content were significantly lower than those
without fly ash content. The reason for this was that an appropriate amount of fly ash
can fully react with the internal components of concrete to generate a C-S-H gel and other
substances, enhance the internal cohesion of concrete, reduce the porosity of concrete,
improve its compactness, improve its ability to resist sulfuric acid erosion, and improve
the ability to resist spallation [44]. However, when the fly ash content was 20%, the
erosion damage and damage degradation rate of concrete specimens were higher than
those without fly ash content. The reason for the erosion damage to ash was that an
appropriate amount of fly ash can consume a certain amount of Ca(OH)2, which reduces
the content of substances that react with SO4

2−, thereby reducing the generation of erosion
products [35,37]. Under the same sulfate attack, the damage defined by the wave velocity
index was less than the damage defined by the strength corrosion resistance coefficient
index. The reason being that the damage of concrete from sulfate erosion is gradually
weakened from the outside to the inside, and the longitudinal wave propagation velocity
changed insignificantly, so the erosion damage defined by the wave velocity was relatively
small [11,45].

At the same time, it can also be seen from Figure 8 that the correlation coefficients of
the fitting formulas of the sulfate erosion damage variables are relatively high, which can
better fit the damage evolution law of concrete specimens over time under the action of
sulfate erosion. After data fitting, the erosion damage evolution of each performance index
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showed a more obvious exponential function relationship, and the general fitting function
formula is shown in Formula (10).

Dn = aebn + c (10)

where n is the erosion time; a, b, and c are the coefficients in the fitting formula, as shown
in Figure 8a–c.

The relationship between the sulfate erosion variables D2 and D1 is established, as
shown in Equation (11).

D2 = a1eb1D1 + c1 (11)

where a1, b1, and c1 are the coefficients in the fitting formula, as shown in Figure 9a.

  
(a) (b) 

Figure 9. Relationship between different evaluation indexes of sulfate erosion damage. (a) Relation-
ship between D2 and D1 and (b) relationship between D3 and D1.

There is also a good exponential relationship between damage amount D1 of the
corrosion resistance coefficient of compressive strength and ultrasonic velocity damage
amount D3 of the non-destructive testing, as shown in Figure 9b. Thus, the longitudinal
wave velocity of the non-destructive testing can be used to predict the strength performance
of and damage to the concrete structure.

4.2. Erosion Damage Model of Corrosion Resistance Coefficient of Compressive Strength Based on
the Erosion Time and Fly Ash Content

To better study the influence of sulfate attack times and fly ash content on the corrosion
coefficient of concrete’s compressive force, a sulfate damage prediction model using both
sulfate attack time factors and fly ash content was examined. The scatter diagram results
of sulfate erosion times, the amount of fly ash, and the corrosion resistance coefficient of
compressive strength of the concrete specimens are shown in Figure 10. The mathematical
model of sulfate damage established based on regression analysis is shown in Formula (12).
The correlation coefficient of data regression analysis was 0.919, the fitting coefficient was
relatively high, and the fitting surface can be in good agreement with the experimental
value. This shows that this model can be used to predict the quantitative relation between
concrete erosion damage and the amount of sulfate attack and the amount of fly ash after
sulfate attack, so as to evaluate the corrosion resistance of concrete under sulfate attack.
The model is only established based on the experimental data; hence, the model is not
universal. It can, however, provide some calculation methods and data references for
actual projects.

kc = 1.014 − 0.00112n + 0.00379ψ − 2.844 ∗ 10−6n2 − 1.992 ∗ 10−4ψ2 − 1.476 ∗ 10−6nψ (R2 = 0.919) (12)
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Figure 10. Relationship between fly ash content and erosion time n with kc.

It can be seen from Table 4 that the error between the calculated values and the
measured values of the regression formula is small. Among these, the minimum error
without fly ash occurred at 120 d of sulfate erosion, with an error of 0.12%. The maximum
error was −3.17% at 30 d of sulfate attack. When the fly ash content was 10%, the minimum
error occurred at 120 d of sulfate attack, with an error of 0.59%. The maximum error
was −4.23% at 30 d of sulfate attack. When the fly ash content was 20%, the minimum
error occurred with a sulfate erosion lasting 30 d, with an error of 0.30%. The maximum
error occurred at 150 d of sulfate attack with an error of 4.49%. For engineering practices
and measurement errors, this is negligible; hence, the test value and the fitting value are
basically the same.

Table 4. Comparison of fitting kc1 and measured kc.

Time/Day Fly Ash/% Measured Data kc Fitting Data kc1 Error kc1−kc
kc

/%

0 0 1 1.014 1.4
30 0 1.01 0.978 −3.17
60 0 0.93 0.937 0.75
90 0 0.874 0.890 1.83

120 0 0.838 0.839 0.12
150 0 0.786 0.782 −0.51

0 10 1 1.032 3.2
30 10 1.04 0.996 −4.23
60 10 0.946 0.954 0.85
90 10 0.898 0.907 1.0

120 10 0.85 0.855 0.59
150 10 0.805 0.798 −0.87

0 20 1 1.04 4.0
30 20 1.01 1.013 0.30
60 20 0.912 0.923 1.21
90 20 0.862 0.858 −0.46

120 20 0.839 0.871 3.81
150 20 0.778 0.813 4.49

5. Mechanism Analysis

When concrete is subjected to sulfate attack, the change in its performance is, not only
reflected in the process of macroscopic properties, but also in the process of microstructure
changes.

5.1. XRD Analysis

Figure 11 shows the XRD mineral analysis results of various concretes with different
erosion time stages (erosion times of 0 d, 30 d, 150 d). The results show that, when various
concretes are not attacked by sulfate, the main components are quartz (SiO2), calcium
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hydroxide (Ca(OH)2), and calcium silicate hydrate (C-S-H). In addition to C-S-H, ettringite
(Aft) could also be observed in groups FA0, FA10, and FA20 after being eroded for 30 days.
At that time, ettringite production was limited, which filled the micro pores and cracks in
the concrete specimens, optimizing the pore structure and making the concrete structure
more compact. With the increase in erosion time, ettringite, and gypsum generation, when
the erosion age reached 150 d, the content of Ca(OH)2 in the pores of concrete decreased
continuously, decreasing the alkalinity and causing the erosion degree to intensify. A
large amount of gypsum and ettringite was generated in the concrete, which increased
in volume and produced expansion stress. When expansion stress exceeds the tensile
stress of internal concrete, microcracks will form and the internal pore structure of concrete
will be destroyed [11,46]. At the same time, it can be concluded that the amount of
gypsum produced in concrete with fly ash is obviously more than that without fly ash,
and the amount of gypsum produced increases with the increase in fly ash content [43].
More ettringite and gypsum were produced in specimens with fly ash at 150 days [43].
The product of fly ash concrete under sulfate erosion was similar to the experimental
conclusions of Liu et al. [43] and Zhao et al. [11].

  
(a) (b) 

 
(c) 

Figure 11. X-ray diffraction patterns of concrete subjected to sulfate attack. (a) FA0 concrete; (b) FA10
concrete; and (c) FA20 concrete.

5.2. SEM Analysis

The microstructures of concrete at different time under the action of sulfate attack were
observed using SEM, as illustrated in Figures 12–14. It can be seen from Figure 12 that, when
the FA0 group concrete was not corroded, there were numerous hydration products and
C-S-H gel inside the concrete, with smaller pores and a denser internal structure (Figure 12a).
After 90 d of erosion, a small amount of acicular calcium silicate, flaky gypsum, and cracks
appeared inside the concrete, making the structure relatively loose (Figure 12b). After 150 d of
sulfate attack, the erosion intensified, and more gypsum and ettringite formed in the concrete.
During this process, volume expansion occurred, the expansion force increased, and the
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concrete cracked and expanded gradually (Figure 12c) [11,41]. Figure 13 shows that there
were a large number of hydration products and C-S-H gel in various concretes before sulfate
attack, and the internal structures were relatively complete and compact (Figure 13a). After
90 d of sulfate attack, a few new cracks appeared in the concrete from the FA10 group
(Figure 13b). After 150 d of sulfate attack, more erosion products were generated, cracks
increased and expanded, and the structure was loose. It can also be seen from Figure 14
that a small number of cracks appeared in the internal structure of concrete without sulfate
attack. After 90 d of sulfate attack, a large number of new microcracks were generated in
the internal structure of the FA20 group concrete, and the cracks crossed each other and
the structure was loose (Figure 14b). As the erosion time increased, the microcracks in
the concrete specimens expanded and increased, and the internal structure became loose,
making the degree of erosion worse. After 150 d of erosion, the internal microstructure of
FA20 concrete specimens further loosened, the cracks were interconnected, the internal
space increased, and the compactness decreased (Figure 14c).

As can be seen from Figure 15 that SO4
2− entered the concrete and reacted with its

internal hydration products to form acicular ettringite crystals and flake-like gypsum,
which was continuously generated in the microcracks and pores, thus making the pores
inside the concrete compact. However, with the continuous diffusion and reaction of SO4

2−,
the generated needle-shaped ettringite and flaky gypsum gradually increased and crossed
each other to form a network, which caused the pores of the concrete to be subjected
to expansion forces. When the expansion forces reached a certain level, the number of
microcracks and pores in the concrete specimens increased and expanded continuously [11].
According to the micromorphology of concrete after sulfate erosion, Zhang et al. [47] and
Li et al. [9] observed that sulfate ions diffused into concrete and reacted with its internal
substances to generate acicular ettringite crystals. With an increase in sulfate erosion time,
in concrete, the amount of generated ettringite crystals gradually increased which finally
led to the formation of cracks. The obtained microstructures and conclusions in this article
are consistent with the results of Zhang et al. [47] and Li et al. [9].

  
(a) (b) 

 
(c) 

Figure 12. Microcrack expansion of FA0 concrete at different corrosion times. (a) FA0-D0; (b) FA0-D90;
and (c) FA0-D150.
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(a) (b) 

 
(c) 

Figure 13. Microcrack expansion of FA10 concrete at different corrosion times. (a) FA10-D0; (b)
FA10-D90; and (c) FA10-D150.

  
(a) (b) 

 
(c) 

Figure 14. Microcrack expansion of FA20 concrete at different corrosion times. (a) FA20-D0; (b)
FA20-D90; and (c) FA20-D150.
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(a) (b) 

Figure 15. Growth and aggregation of products in FA10 concrete. (a) FA10-D90 and (b) FA10-D150.

6. Conclusions

According to the results of this paper, the following conclusions can be drawn:
(1) With an increase in sulfate attack time, the change law of concrete mass, relative

dynamic elastic modulus, and strength corrosion resistance coefficient are similar, as they
all initially increase and then decrease. Compared with other fly ash contents, concrete
durability is better when fly ash content is 10%. The reason for this is that fly ash can fully
react with the internal composition of concrete to produce C-S-H gel and other substances,
enhance the internal cohesion of concrete, reduce the porosity of concrete, improve the
density, and improve sulfuric acid erosion resistance.

(2) The corrosion resistance coefficient of compressive strength, the corrosion resistance
coefficient of splitting tensile strength, and the change in wave velocity were taken as
damage variables. Concrete sulfate erosion damage was comprehensively evaluated using
various damage variables. The evolution equation of concrete sulfate erosion damage
based on each damage variable was obtained by data regression, and the exponential
function relationship between different damage variables was established.

(3) A composite sulfate erosion damage model between the corrosion resistance
coefficient of compressive strength as a damage variable, erosion phase, and fly ash content
was established. This model was used to predict concrete damage and erosion time after
sulfate erosion. The model was used to predict the quantitative relationship between
concrete damage, erosion time, and fly ash content after sulfate erosion to evaluate the
resistance of concrete to sulfate attack in saline areas. The damage model is only suitable
for concrete with a water–binder ratio of 0.6, fly ash dosage range of 0–20%, and mixed
with 0.1% basalt fiber and 0.2% polypropylene fiber simultaneously.

(4) Sulfate attack changes the internal microstructure of concrete, and sulfate ions react
with hydration products in concrete to produce expansive crystal ettringite and gypsum.
With an increase in erosion products and expansion force, microcracks and damage appear
inside the concrete, which is aggravated continuously, inducing the expansion and pene-
tration of cracks and pores, and the deterioration of the microstructure reduces the macro
performance of concrete.
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Nomenclature

n the erosion time
ϕi the rate of mass change of the concrete specimen
mn the mass of the specimen after the erosion time n
m0 the initial mass
v the longitudinal wave velocity
l the path length
t the average ultrasound time
t1 the ultrasonic time value of each pair of measuring points
t2 the ultrasonic time value of each pair of measuring points
t3 the ultrasonic time value of each pair of measuring points
t4 the ultrasonic time value of each pair of measuring points
t5 the ultrasonic time value of each pair of measuring points
Er(n) the relative dynamic elastic modulus
En the dynamic elastic modulus after the erosion time n
E0 the initial dynamic elastic modulus
vn the longitudinal wave velocity of the concrete specimen after the erosion time n
v0 the initial longitudinal wave velocity
kc the corrosion resistance coefficient of compressive strength of the concrete specimen
fcn the compressive strength after the erosion time n
fc0 the uncorroded compressive strength
kt the corrosion resistance coefficient of splitting tensile strength of the concrete specimen
ftn the split tensile strength after the erosion time n
ft0 the split tensile strength without sulfate attack

D1
the sulfate erosion damage variables corresponding to the corrosion resistance coefficient
of compressive strength

D2
the sulfate erosion damage variables corresponding to the corrosion resistance coefficient
of splitting tensile strength

D3 the sulfate erosion damage variables corresponding to the longitudinal wave velocity
ψ fly ash content
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Abstract: Compared with the conventional drainage strengthening techniques, the precast concrete
segment assembly strengthening method (PCSAM) is regarded as a fast, more economical, and traffic-
friendly underwater strengthening method for damaged bridge piers and piles, as the drainage
procedure can be omitted. However, this method still has some disadvantages, such as strength
loss of the filling material, debonding of the interface due to shrinkage of the filling material, poor
connection effects, and poor durability of the segment sleeves. To solve these problems, the PCSAM
is improved in this study by using self-stressed anti-washout concrete (SSAWC) as the filling material
and by developing a lining concrete segment sleeve (LCSS) by referring to the design theory for
shield lining segments. Six specimens are designed and prepared with consideration of the influential
factors, such as the self-stress, thickness of the filled concrete, and concrete strength of the LCSS,
then the monotonic axial compression test is carried out to investigate the improvements in the axial
compression properties of the specimens. Accordingly, extended parametric analyses are performed
based on the established numerical models. Finally, the calculation formula for the bearing capacity is
proposed based on the analysis results. The results indicate that the SSAWC can provide initial confining
compressive stress in the core region of the piers, in addition to increasing the bearing capacity and
ductility of the specimens. The improved LCSS segment connection is more reliable and increases the
strengthening efficiency. The influence of self-stress on the bearing capacity of the specimens is cubic
and the influence of the filled concrete strength on the bearing capacity of the specimens is nonlinear.
The calculation formula for predicting the bearing capacity of axially compressed columns possesses
good applicability and can be used as a reference for practical engineering.

Keywords: self-stressed anti-washout concrete; segment assembly; undrained strengthening; axial
compression test; mechanical properties

1. Introduction

Substructural components, such as piers and piles, are critical to the safety of bridge
structures. Due to the low requirements of design codes decades ago, material degradation,
and environmental erosion, the existing components generally suffer from delamination of
the concrete covers, exposed ribs, and riverbed cutting. These defects are not easy to be
detected because the substructure components are almost underwater throughout their
life cycle, which limits the function of such bridges, even leading to collapse. Therefore,
many conventional strengthening methods and techniques, such as the bonded steel plate
method [1], enlarging section method [2], planting bar method [2], fiber-reinforced polymer
(FRP) method [3,4], and prestressed strengthening technique [5], have been proposed and
applied in practical engineering. Although these techniques have perfect design theories,

Materials 2021, 14, 6567. https://doi.org/10.3390/ma14216567 https://www.mdpi.com/journal/materials
495



Materials 2021, 14, 6567

mature construction techniques, and good strengthening effects, they are time-consuming,
expensive, and traffic-disrupting because of the necessary construction of cofferdams,
which are used for drainage before strengthening works. Consequently, increasing attention
has been paid to undrained strengthening technology recently.

A number of undrained strengthening techniques have been developed and applied to
practical engineering in the past decade, such as the jacket strengthening method [6], FRP
underwater strengthening method [7,8], and precast concrete segment assembly method
(PCSAM) [9]. These methods are economical, fast, and traffic-friendly compared with
conventional methods, but also have some fatal deficiencies. For instance, the jacket
strengthening method can greatly improve the durability of components but piers cannot
be wrapped in fiber sleeves in deep water, which leads to strengthening failure. For the
FRP underwater strengthening method, although the underwater strengthening effect is
good, the empty gap generally occurs in the interface between the FRP and components
because of the ineliminable water. As a result, this method tends to fail when the piers are
submerged in water for a long time after strengthening. Additionally, the diving operation
involves high costs, safety risks, and slow progress in deep water and under certain water
pressure and flow rates. On the contrary, the PCSAM first uses precast concrete segments
to wrap the components, then the segments are connected into the sleeve using wire ropes,
and finally the interspace between the sleeve and the components is filled with the filling
material to achieve undrained strengthening. The PCSAM can be used to strengthen the
components in deep water. This approach has many advantages, including the simple
construction method, reliable construction quality, short construction period, and low
cost. However, there are still some problems with the PCSAM, such as the large prestress
loss and poor durability of the wire ropes, poor accuracy and connection performance of
the sleeves, large strength loss of the filling material, and uncertain bonding properties
between the filled concrete and sleeves. As a consequence, there is an urgent need to solve
the problems existing in the PCSAM and to develop a new strengthening method that can
better serve in the reinforcement of damaged components.

Based on the PCSAM, this paper proposes a new undrained strengthening method
named the improved precast concrete segments assembly method (IPCSAM), which takes
advantage of three theoretical reinforcement techniques, namely the increasing section
method, outer sleeve method, and prestressing method. The IPCSAM proposed in this
paper not only uses self-stressed anti-washout underwater concrete (SSAWC) as the filling
material, but also improves the connection of the segment sleeve, which is referred to
as the shield lining segment. The SSAWC, as the filled concrete, can not only cut down
the strength loss of the underwater concrete [10–12], but can also increase the bonding
strength between the filled concrete and the sleeves [13]. On the one hand, due to the
additional appropriate expansion agent added to the SSAWC compared with the AWC, the
concrete becomes denser and the self-stress makes the bond between the sleeve and the
filled concrete stronger. On the other hand, the shield lining segments have high precision in
prefabrication [14], good connection effects [15], and good durability [16]. The lining concrete
segment sleeve (LCSS) is developed according to the characteristics and theory of shield lining
segments under the consideration of existing problems, while the prefabrication precision,
durability, and joint connection strength of the segment are improved.

The axial compression performance of the strengthened columns is so significant that
numerous studies have investigated this topic. Fakharifar [17] found that the bearing capacity
and ductility of columns strengthened with steel sleeves could be increased by 20%. Wang [18]
used a CFRP sleeve to strengthen a column, the bearing capacity of which was greatly
improved. In [9], the peak load and displacement of the column strengthened by the
PCSAM were increased by 28% and 20%, respectively. Seible [19] proposed a design
method for strengthening columns with FRP sleeves, while Tang and Wu and Sun [20]
proposed a simplified moment–curvature calculation model for the cross-section of the
column strengthened by the PCSAM.
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This paper attempts to investigate the strengthening effect of the IPCSAM and the
axial compression performance of the strengthened columns. Firstly, the implementation
strategy for the IPCSAM is introduced. Then, 6 specimens are prepared by taking account
of influential factors, such as self-stress, the thickness of filled concrete, and the concrete
strength of the LCSS, while the mechanical properties of the specimens are also studied
under axial compression loading. Next, the extended parameter analyses are carried out via
numerical simulations. Finally, based on the experimental results and extended parameter
analyses, the calculation method for the bearing capacity is established for the components
strengthened with the IPCSAM.

2. IPCSAM

2.1. SSAWC Preparation

The use of self-stressed anti-washout underwater concrete (SSAWC) is one of the
key strategies for implementing the IPCSAM, because the filling material connects the
components and segment sleeves and directly affects the mechanical properties of the
strengthened components. Wu and Jiang [10] developed the SSAWC and achieved good
performance. The compressive strength ratio in water compared to air for the SSAWC
increased from 0.8 to 0.92, indicating that the strength loss of the filling material was
significantly reduced. The restrained expansion ratio at 14 days for SSAWC could reach
0.027–0.053%, while the self-stress generated by expansion would be beneficial to increas-
ing the bond strength [13]. Meanwhile, the experiments carried out by García-Calvo [12]
showed that the underwater environment was more beneficial to the self-stress develop-
ment of the SSAWC for piers and columns.

According to the mix ratio of the SSAWC shown in Table 1 and proposed by Wu [10],
performance verification tests for the C30 SSAWC were carried out. The 42.5 N normal
Portland cement from Fujian Cement Inc. (Fujian, China), a fiber-type anti-dispersion agent
named SBTNDA, and the HME-III low-alkali concrete expansive agent produced by the
Jiangsu Soubotte Company (Nanjing, China) were chosen. A polycarboxylate superplas-
ticizer was employed in these tests based on experimental results from Khayat [21] and
Oliveira [22]. Here, 5~20 mm of continuous-grade gravel was used. The density, crushed
index, needle content, and sediment content of the gravel were 2.65 t/m3, 7.3%, 2%, and
0.2%, respectively. Good Fujian River sand was used, the fineness modulus, sediment content,
and density of which were 2.89, 0.6%, and 2.64 t/m3, respectively. The test results showed that
the C30 SSAWC (Table 2) had a higher elastic modulus and underwater strength compared
with the AWC and the expansibility of the SSAWC could be easily observed.

Table 1. The mix ratio of the C30 SSAWC (kg/m3).

Cement
Expansive

Agent
Anti-Dispersion

Agent
Sand Stone

Water-Reducing
Agent

Water

433.3 48.14 12.03 692 995 4.81 207

Table 2. Properties of the C30 SSAWC.

Slump (mm)
Slump Flow

(mm)

Restrained
Expansion Rate at

14 Days (%)
pH Value

Elastic
Modulus

(GPa)

Underwater
Strength at

28 Days (MPa)

Strength at
28 Days (MPa)

Strength Ratio

240 435 0.040 10.9 30.2 32.4 38.8 0.835

2.2. LCSS Preparation

The use of a lining concrete segment sleeve (LCSS) is another key strategy for imple-
menting the IPCSAM, as the sleeve can be used as formwork in the construction process
and as a part of the strengthened piers to bear partial loads, in addition to being a limitation
that makes the SSAWC produce self-stress. Huang [14] studied the precast technology
used for the shield lining segments and found that the prefabrication precision could be
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improved by controlling the working procedures to achieve assembly error within 2 mm
for the inner ring segments. In the experiments conducted by Liu [15], the failure of the
shield tunnel linings was caused by failure of the joints, while the bearing capacity of the
joints was improved using strengthening bolts. The study by Meng [16] showed that the
durability of the shield lining segment could be improved by adding steel or propylene
fibers or steel bars into the concrete. Therefore, the LCSS was designed and prepared with
the characteristics and theory of shield lining segments.

The LCSS design was divided into structural and connection designs. The structural
design determined the preassembly form and segment dimensions. The LCSS was divided
into two parts, namely the standard segments and adjusting segment; the sleeve ring
consisted of three standard segments and one adjusting segment, as well as a setting
rabbet between the segments. The dimensions of the segment were determined based
on the self-stress, load, thickness of the concrete cover, diameter of the PVC pipe, and
the construction technique. The structure of the LCSS is presented in Figure 1, and the
segment dimensions of the specimens are designed as follows: inner diameter of 165 mm,
outer diameter of 205 mm, thickness of 40 mm, height of 170 mm. The connection for
the LCSS was designed in the same way as the connection for the shield lining segments.
Specifically, for circumferential connection of the segments, the holes for fixing bolts were
reserved through the pre-embedded PVC pipes and then the curved bolts and triangular
pad were utilized to connect the segments. Regarding the longitudinal connection of the
segment, the hole was also reserved first, then the long bolts and nuts were used to connect
the segments. In this test, the diameter of the PVC pipe was 16 mm and the diameters
of the circumferential and longitudinal bolts were 6 mm and 8 mm, respectively. Three
circumferential connections were arranged along the longitudinal equal spacing of each
segment ring, and 10 longitudinal connections were arranged at equal intervals along the
circumference; the connections of the segments are shown in Figure 1. The prefabricated
mold of the LCSS was designed and is shown in Figure 2. The size of the segments and
location of the PVC pipe complied with the requirements found in [14].

Figure 1. Structure and connection of the LCSS. (a) Segment ring; (b) Standard block; (c) Adjusting block; (d) Circumferential connection.

Figure 2. The LCSS and mold. (a) Segments; (b) Sleeve; (c) Mold of segments.
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3. Experimental Procedures

3.1. Experimental Design

The objective of this test was to investigate the influence of the SSAWC and LCSS
on the performance of the specimens, as well as the impacts of parameters such as the
segment concrete strength and filled concrete thickness on the bearing capacity of the
strengthened specimens. Therefore, the experimental design was carried out according to
the test objectives.

3.1.1. Specimens Design

(1) Dimensions of the specimens: The strengthened specimens were composed of three
parts: the lining concrete segment sleeve (LCSS), the unreinforced column, and the
filled concrete (SSAWC). Referring to the specimen designs found in relevant stud-
ies [17,23], 1/5 model proportions were adopted to avoid difficulties in preparation
and deviation of the test results due to the small size. The dimensions of the unreinforced
columns were as follows: diameters of 250 mm and 200 mm, height of 750 mm.

(2) Representativeness and number of test specimens: The control variables of the test
specimens selected in this paper were the diameter of the unreinforced column,
axial compressive strength, thickness, self-stress, and axial compressive strength of
the LCSS. In order to investigate the influence of the above variables and ensure
the specimens were representative, the initial values of the control variables were
determined by the code in [24], involving existing pier-strengthening technologies
and the design parameters of ordinary piers. The diameter of the unreinforced column
was 250 mm as a result of the 1/5 scale, the axial compressive strength of the filled
concrete was 21.7 MPa, the thickness was 40 mm as a result of the 1/5 scale, and the
axial compressive strength of the segment concrete was 20.9 MPa. Because it took
a lot of time to prepare the reinforced test specimens, time and funds were limited
when three specimens were prepared under the same parameter conditions. For the
sake of speeding up the test process, the following strategy was adopted. According
to reference [9], it was known that the errors for three specimens with the same
parameters are generally within 10%. Therefore, only one specimen with the same
parameters was prepared in this paper. In order to ensure the rationality and accuracy
of the test data, the finite element model with the same parameters was established
and the parametric analysis was performed. Based on the above principles, as well
as the premise of each variable with a control group, a total of 6 test specimens were
prepared in this paper, as shown in Table 3.

(3) Specimen grouping: The specimens were divided into three groups according to
the objectives of this test. Table 3 shows the details. (1) The unreinforced group
(UG) had two specimens with diameters of 200 mm and 250 mm respectively, which
were used for comparison with the corresponding strengthened specimens to verify
the strengthening effect. (2) The ordinary reinforced group (ORG) was a specimen
strengthened with AWC, which was used for comparison with specimens in the
other group to verify the influence of the SSAWC and the LCSS on the strengthening
effect. (3) The self-stressed reinforced group (SRG) was composed of specimens filled
with SSAWC, among which the concrete strength of the LCSS of specimen S1-SS was
reduced to verify the influence of the strength of the sleeve concrete on the bearing
capacity of the strengthened specimens, while the thickness of the filled concrete of
specimen S2-S was increased to verify the effect of the thickness of the filled concrete
on the bearing capacity of the strengthened specimens.
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Table 3. Parameters and grouping of specimens.

Specimen Group
D × H *1

(mm)

ACSC *2 of
Unreinforced Specimen

(MPa)

Filled Concrete ACSC of
LCSS
(MPa)

ACSC
(MPa)

Thickness
(mm)

Self-Stress
(MPa)

P1
UG

250 × 750 20.1 21.7 0 0 20.9
P2 200 × 750 20.1 21.7 0 0 20.9

S1-A ORG 250 × 750 20.1 19.8 40 0 20.9
S1-S

SRG
250 × 750 20.1 21.7 40 1 20.9

S1-SS 250 × 750 20.1 21.7 40 0.8 13.6
S2-S 200 × 750 20.1 21.7 65 0.6 20.9

Note: *1: D × H = the diameter and height of the unreinforced specimen. *2: ACSC = axial compressive strength of concrete.

3.1.2. Meter Placement Design

The positions of displacement meters and strain gauges are given in Figure 3. A
YHD-50 displacement meter was fixed at the top of the specimen to record the deformation
of the sand mat, which was used to eliminate the impact of the uneven loading plate. Four
YHD-50 displacement meters were fixed on the actuator of the loading device at equal
angle intervals to record the longitudinal displacement of the specimen. At the half height
of the specimen, four 100 mm concrete strain gauges were fixed on the outer surface of the
sleeve along the circumferential and longitudinal directions to record the circumferential
and longitudinal strains of the sleeve, respectively. At the same time, at the half height of
the self-stressed reinforced specimens, four 80 mm concrete strain gauges were fixed on the
inner surface of the sleeve along the circumferential and longitudinal directions to record
the circumferential and longitudinal strains of the filled concrete, respectively. Both the
displacement and strain time histories were recorded using a TDS-530 static data collector
with an acquisition frequency of 0.5 Hz, as shown in Figure 4.

Figure 3. The placement of displacement meters and strain gages. (a) Design positions of meters;
(b) Actual positions of meters.

Figure 4. TDS-530 static data collector.
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3.1.3. Loading Design

Based on the estimation of the bearing capacity of the specimens, a 300 t pressure loading
instrument was used. Firstly, the pressure was loaded at 15 kN/min. Then, when the load
exceeded 50% of the bearing capacity, the displacement was loaded at 0.06 mm/min until the
failure of the specimen.

3.2. Specimens Preparation
3.2.1. Materials and Properties

(1) Concrete: The materials, mix ratio, and properties of the SSAWC are shown in Section 2.1. The
materials and mix ratio of the AWC were the same as those of the SSAWC, although
the expansive agent was replaced by cement equivalently. The common concrete was
composed of the same raw material as the SSAWC, while the two strength grades of
segment concrete were C30 and C20, respectively, and the concrete strength grade of
the unreinforced column was C30. The mix ratio of the AWC and common concrete
are shown in Table 4 and the performance is shown in Table 5. The axial compressive
strength of the concrete was taken as the concrete strength. For different production
times, the concrete strength levels of the segments and unreinforced columns were
slightly different.

(2) Steel: In order to improve the durability of the segment [16], the equivalent substitu-
tion method was adopted to replace the structural reinforcement with welded steel
wire mesh with a diameter of 1.2 mm as the structural reinforcement for the segment.
The properties of the welded wire mesh, circumferential bolts, and longitudinal bolts
are shown in Table 5.

Table 4. The mix ratio of the concrete (kg/m3).

Strength
Grade

Cement
Expansive

Agent
Anti-Dispersion

Agent
Sand Stone

Water-Reducing
Agent

Water

C30 (AWC) 481.4 0 12.03 692 995 4.81 207
C30 405 0 0 661 1174 4.05 175
C20 321 0 0 758 1138 0 183

Table 5. Performance of the materials.

Material
Elastic Modulus

of Concrete
(GPa)

ACSC
(MPa)

Axial Tensile/Yield
Strength of Steel

(MPa)
Poisson’s Ration

Area
(mm2)

C30 concrete in column 30.0 20.1 2.01 0.2
C30 AWC 30.7 21.2 2.10 0.2

C30 concrete in segments 30.3 20.9 2.06 0.2
C20 concrete in segments 26.1 13.6 1.58 0.2

Welded wire mesh 180 210 0.3 1.13
Circumferential/longitudinal bolts 206 640 0.3 28.26/50.24

3.2.2. Production Process

(1) Unreinforced specimens: As shown in Figure 5, unreinforced columns were made
with a steel mold.

(2) Strengthened specimens: A bucket with a diameter of 600 mm and a height of
950 mm filled with water was used to simulate the underwater environment. The
production procedure is shown in Figure 6 and was as follows: (a) prepare the LCSS
and unreinforced column; (b) place the reinforcement mesh between the LCSS and
column; (c) fill water into the bucket, pour the SSAWC and cure the concrete. It
is noted that the concrete surface of the unreinforced columns should be chiseled
manually before pouring concrete to increase the bond strength. In order to simulate
the actual working state of the strengthened specimens and decrease the test errors
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caused by unbalanced loading, the areas with lengths measuring 35 mm were reserved
without strengthening at the top and bottom of the specimens.

Figure 5. Unreinforced specimens. (a) Specimens pouring; (b) Completed specimen.

Figure 6. The production process for the strengthened specimens. (a) Preparing columns and LCSS; (b) Laying welded wire
fabric; (c) Pouring SSAWC.

3.3. Failure Process and Modes

(1) Unreinforced specimens: As shown in Figure 7, the failure processes for P1 and P2
were similar. For specimen P1, the first crack in the concrete appeared when the load
was close to 800 kN, which expanded with the loading. When the load was close
to 1100 kN, some of the cracks were connected together to form a long and oblique
crack. As a result, the bearing capacity of P1 reached the peak value. Then, the load
dropped rapidly and specimen P1 reached failure. For specimen P2, the first crack
in the concrete appeared when the load was close to 500 kN, which turned into a
penetrating crack when the load was close to 800 kN. As a result, the bearing capacity
of specimen P2 reached the peak.

(2) Ordinary strengthened specimen: Figure 8 shows the failure of specimen S1-A. Under
the load of 1760 kN, the first concrete crack appeared at the interface between the
filled concrete and the column. Then, with the increase in the load, the concrete crack
gradually developed towards the segment sleeve and crisp sound could be heard,
which was judged to be the fracture of the welded steel wire mesh. When the load
was close to 2147 kN, several segments fractured and the bearing capacity of S1-A
reached its peak, then the bearing capacity dropped until the failure of S1-A. The
cracks were concentrated in the concrete cover of the longitudinal bolt, as well as
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the joint of the LCSS and the interface between the filled concrete and the column. It
should be noted that all bolts remained unbroken.

(3) Self-stressed strengthened specimens: The failure process and modes of the three
strengthened specimens were similar, as shown in Figure 9. When the load was close
to 2000 kN, the first crack appeared in specimen S1-S, then the crack developed with
the increases in load, making a cracking sound in the process. When the load reached
2600 kN, several segments broke and the bearing capacity of specimen S1-S reached
the peak and stabilized for a period of time. Then, the bearing capacity dropped and
the cracks appeared at the interface between the filled concrete and the column when
the bearing capacity dropped to 2250 kN. Finally, as the load decreased continuously,
multiple cracks penetrated and the specimen failed. When specimen S1-SS was loaded
to 1730 kN, cracks of concrete appeared in the segment concrete. When the load was
close to 1850 kN, interface cracks appeared and developed toward the segments.
When the load was close to 2150 kN, the segments at the top of the specimen almost
failed and the bearing capacity reached the peak, then bearing capacity continued to
decrease with long penetrating cracks appearing in many places until the specimen
failed. When specimen S2-S was loaded to 1500 kN, concrete cracks appeared in the
segment. When it was loaded to 1920 kN, fractures occurred in the segment due to
the penetration of the cracks and the bearing capacity reaching the peak. Then, the
bearing capacity decreased with the appearance of long penetrating cracks and the
specimen finally failed. In this group, the cracks were concentrated on the concrete
cover of the longitudinal bolt and the segment joints and none of the bolts were broken.
Through testing and calculation, the self-stress values of the reinforced specimens
could be obtained, as shown in Table 6.

Figure 7. Failure of the unreinforced specimens. (a) P1 axial compression failure; (b) P2 axial
compression failure.

Figure 8. Failure of ordinary strengthened specimen. (a) Interface cracks; (b) LCSS fractures.
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Figure 9. Failure diagram of self-stressed strengthened specimens. (a) Cracks on LCSS of specimen S1-S; (b) Fractures on
LCSS of specimen S1-S; (c) Fractures on LCSS of specimen S1-SS; (d) Fractures on LCSS of specimen S2-S.

Table 6. Results of test.

Specimen
Circumferential

Strain
(με)

Longitudinal
Strain
(με)

Circumferential
Stress
(MPa)

Longitudinal
Stress
(MPa)

S1-S 14 62 0.20 0.99
S1-SS 11 52 0.16 0.83
S2-S 11 39 0.14 0.63

3.4. Load–Displacement Curves

Figure 10 shows the load–displacement curves of specimens. The curves of all the
specimens consisted of three stages: elasticity, elastoplasticity, and failure. In these curves,
the load–displacement relationship of the unreinforced column was consistent with the
axial compression test of the plain concrete column [25]; that is, from the beginning to
80% of the peak load was the elastic stage, then the crack occurred at the beginning of
the elastoplastic stage and the slope of the curve gradually decreased until the bearing
capacity reached the peak, and finally the bearing capacity decreased rapidly until failure.
It should be noted that the failure characteristic for specimen P1 was brittle failure. For the
strengthened specimens, the load–displacement curves were similar. From the beginning
to 80% of the peak load was the elastic stage. After this, the stiffness of the specimens
gradually decreased with the development of the crack and the bearing capacity reached
the peak when several segments broke. This process was referred to as the elastoplastic
stage. Finally, the failure stage was reached. The bearing capacity of the specimen decreased
until it failed and the descending speed was slower than that of the unreinforced column,
showing the ductile failure characteristics of the strengthened specimens. The slopes
of the load–displacement curves for the strengthened specimens were larger than those
of the corresponding unreinforced columns, indicating that the stiffness increased after
strengthening. In the same way, the slopes of the curves for the self-stressed strengthened
specimens were larger than that of the ordinary strengthened specimen, indicating that
self-stress enhances the stiffness of the strengthened specimens.
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Figure 10. Load–displacement curves of the specimens.

3.5. Load–Strain Curves

Figure 11 shows the load–strain curves of the specimens. For unreinforced columns,
only the data before the peak load were analyzed, because the concrete strain was unstable
and inaccurate after the peak load. Before the loads of P1 and P2 reached their peaks,
the longitudinal and circumferential strains increased linearly. When it was close to the
peak load, the longitudinal strain curve showed a downward bending trend with faster
strain growth, which was similar to the axial compression in concrete column [9,25]. For
the strengthened specimens, the load–strain curve was similar, whereby the longitudinal
strains generally increased linearly and the downward bending tends appeared when it
was close to the peak. The ultimate strains were much larger than for the unreinforced
columns, which was in agreement with the conclusion found in [9,20]. The circumferential
strains were small before the peak load and the strain increased obviously when the
load approached the peak. This was due to the segments limiting the circumferential
deformation of the specimens before the peak load, while the circumferential strains
increased significantly after the failure of the segments.

Figure 11. Load–strain curves of the specimens.

3.6. Results and Discussion

Table 7 indicates the axial compression test data for the specimens. The results of
the test were reasonable and were consistent with the related studies [9–12,20,25]. Hence,
the correctness of the axial compression test on the specimens was verified. According to
the objective of this test, the test results were compared to verify the reinforcement effect
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of the IPCSAM and to analyze the impacts of the reinforcement parameters on the axial
compression performance of the strengthened specimens.

Table 7. Results of the axial compression test.

Specimen
Peak Load

(kN)

Peak
Displacement

(mm)

Peak
Strain

Peak Load
Increased

Ratio

Peak Strain
Increased

Ratio

P1 1126 1.97 0.0026 - -
P2 812 1.45 0.0016

S1-A 2147 3.15 0.0042 91% 58%
S1-S 2621 2.63 0.0035 132% 32%

S1-SS 2153 2.48 0.0033 73% 27%
S2-S 1926 2.33 0.0031 137% 61%

(1) The strengthening effect of the IPCSAM: The comparison of the test results showed
that the peak loads of strengthened specimens S1-A, S1-S, S1-SS, and S2-S2 increased
by 91%, 132%, 73%, and 137%, respectively, while the peak strains increased by
58%, 32%, 27%, and 61%, respectively. This meant the bearing capacity and ductility
of the strengthened specimens had been significantly improved when compared
with the unreinforced specimens, while the strengthening effect of the IPCSAM
was remarkable.

(2) The influence of the LCSS on the strengthening effect: Since the existing relevant research
results are very limited, the results from this paper were only compared with [9]. The
comparison of specimen S1-A with the specimen YZ-SS strengthened by the PCSAM [9]
showed that for S1-A, the ratio of the cross-sectional area before and after strengthening
was A1a = 2.69, the ratio of the bearing capacity before and after strengthening was
B1a = 1.91, and the strengthening efficiency was E1p= B1a/A1a= 0.71; for YZ-SS, the
ratio of the cross-sectional area before and after strengthening was Ass = 1.96, the
ratio of the bearing capacity before and after strengthening was Bss = 1.28, and the
strengthening efficiency was Ess = Bss/Ass = 0.65. In other words, the strengthening
efficiency increased by 9% using the LCSS instead of the sleeve formed by wire ropes.
At the same time, the peak strain of S1-A was also larger than that of YZ-SS, showing
the better ductility of S1-A than that of YZ-SS.

(3) The influence of the SSAWC on the strengthening effect: The comparison between the
two specimens S1-A and S1-S showed that the self-stress increased the bearing capac-
ity by 41%. For S1-S, the ratio of the bearing capacity before and after strengthening
was A1s = 2.69, the ratio of the bearing capacity before and after strengthening was
B1z = 2.32, and the strengthening efficiency was E1z = 0.86. In other words, the
strengthening efficiency increased by 21% using the SSAWC as filled concrete. The
reason was that the self-stress produced by SSAWC caused the column to be com-
pressed in three directions, improving the bearing capacity and stiffness. At the same
time, the first crack appeared on the interface between the filled concrete, the column
of S1-A, and the segment of S1-S specimen. This indicated that self-stress could com-
pensate for the shrinkage of the filled concrete and also contributed to the initial stress
on the interface between the filled concrete and adjacent components, improving
the bond strength as well as delaying the occurrence of interfacial cracks. Therefore,
the SSAWC had significant effects on improving not only the bearing capacity and
rigidity of the specimen but also the bond strength.

(4) The influence of the strength of the LCSS concrete on the strengthening effect: It
was observed from the comparison of S1-S and S1-SS that the reduction of the LCSS
concrete strength would directly affect the bearing capacity and peak strain of the
strengthened specimen. This was because the LCSS was a component of the strength-
ened specimen; as the concrete strength of the LCSS was reduced, the load borne by
the LCSS was also decreased. At the same time, the lower the concrete strength of
the LCSS, the easier the sleeve failed. As such, the self-stress would be reduced due
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to the loss of the restriction provided by the sleeve, finally leading to the decreased
bearing capacity.

(5) The influence of the thickness of the filled concrete on the strengthening effect: By
comparing S1-S with S2-S, it was clear that the cross-sectional areas of these two
strengthened specimens were the same, although the larger the thickness of filled
concrete, the lower the bearing capacity of the specimen. The bearing capacity was
borne by the filled concrete of the strengthened specimens, which complied with the
code in [24], while the utilization factor of the filled concrete was 0.8 compared with
the column; hence, for S2-S, the thickness of the filled concrete was larger than S1-S,
so the bearing capacity was lower than S1-S.

4. Axial Compression Bearing Capacity

The axial compression bearing capacity of the strengthened pier was related to parame-
ters such as the cross-sectional area and strength of the SSAWC, the cross-sectional area and
concrete strength of the LCSS, and the self-stress value product produced by the SSAWC.
Due to the complexity, long production time, and high cost of the specimens, only one
strengthened specimen was prepared for each parameter. Referring to relevant research [9],
the test models were supplemented by the finite element models while considering the
influence of different parameters. On the basis of the results of the tests and extended
analysis, the calculation formula for the bearing capacity was established.

4.1. Extended Parameter Analysis
4.1.1. Numerical Model

Numerical simulations were performed using ABAQUS and the numerical model was
simplified as follows:

(1) The material parameters of the concrete, bolts, and welded wire mesh were adopted
according to the measured values, as shown in Tables 2 and 5. The solid element
was used to simulate for concrete and the plasticity damage model implemented in
ABAQUS was used as the constitutive relationship of concrete in the elastoplastic
stage. Damage factors of the damage plasticity model were calculated according to
the code [26]. The bolts and welded wire mesh were simulated with the wire element
and the double broken line model was used as the constitutive relation of steel;

(2) Referring to [9], the connection between segments was simulated by hard contact,
meaning the contact surface was only under compression. The connections between
bolts and the segment concrete were simulated using the embedded connection.
According to the working characteristics of the interface and referring to the study by
Zhao [9] and Zhou [27], the binding connection was used to simulate the connection
between the filled concrete and its adjacent members and the Coulomb friction model
was adopted;

(3) The unreinforced parts of the specimens were not simulated. The top and bottom
surfaces of the specimens were simplified and coupled into one point. Constraints
were set on each direction of the point obtained from the top coupling and on the
point obtained from the bottom coupling, except in the Z direction;

(4) Displacement loading was adopted and the initial stress was used to simulate self-stress.

According to the above points, the finite element numerical model was established, as
shown in Figure 12. Due to the difference between the simulated constitutive relationship
and the actual constitutive relationship of the materials, as well as the influence of interface
simulation and loading error on the test, the numerical model needed to be continuously
adjusted according to the test results. The numerical model was adjusted with the peak
load and load–displacement curve of actual specimens P1 and S1-S as the control index. By
adjusting the constitutive relationship of the material, interface parameters, and loading
system in the numerical model, the load–displacement curves of the specimen recorded
in the tests and the numerical model were obtained, as shown in Figure 13. It can be seen
that the load–displacement curves of specimens P1 and S1-S recorded in the tests were basically
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consistent with those recorded by the numerical model. The difference between peak loads was
less than 5%, indicating that the numerical model was well in accordance with the specimens,
meaning it could be used as the basic model for the extended parameter analyses.

Figure 12. Finite element model. (a) Model of specimen P1; (b) Model of specimen S1-S.

Figure 13. Load–displacement curves of specimens acquired using the numerical model and tests.

4.1.2. Parameter Extended Analysis

The influencing parameters of the axial compression bearing capacity for the strength-
ened specimens included the thickness and strength of the SSAWC, self-stress, and the
thickness and concrete strength of the LCSS. The influence of the cross-sectional area of the
filled concrete on the bearing capacity was considered in accordance with the code in [24].
Due to the limitations of the prefabricated mold used for the segments, the cross-sectional
area of the LCSS basically remained invariable. Therefore, the influencing parameters
were mainly self-stress, the strength of the SSAWC, and the concrete strength of the LCSS.
Among them, the strength of filled concrete was set to three grades: C35, C40, C50; the
longitudinal stress values were set to 0.8 MPa, 1.0 MPa, and 1.2 MPa; and the concrete
strength of the LCSS was set to three grades: C35, C40, C50. As such, 9 extended numerical
models were built to study the influence of these parameters, with Table 8 showing the
specific parameter settings and peak loads.
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Table 8. Material parameters of the extended models.

Name
Filled Concrete

Strength
(MPa)

Longitudinal
Stress
(MPa)

Segment Concrete
Strength

(MPa)

Peak Load
(kN)

M-1 21.7 0.8 20.9 2578
M-2 21.7 1 20.9 2695
M-3 21.7 1.2 20.9 2802
M-4 21.7 1 23.4 2810
M-5 21.7 1 26.8 2876
M-6 21.7 1 32.4 2992
M-7 23.4 1 20.9 2771
M-8 26.8 1 20.9 2859
M-9 32.4 1 20.9 2955

(1) The influence of self-stress on the bearing capacity: Tables 7 and 8 show that when
the self-stress value was between 0 and 1.2 MPa, the peak load of the strengthened
specimens increased with the increase in the self-stress. When the self-stress increased
by 0.2 MPa, the bearing capacity increased by about 100 kN. However, as the self-
stress value increased, the growth rate of the peak load decreased. The reason for this
was that after the stress increased, the LCSS was easily damaged and the restraint
effect on column was reduced, resulting in the decrease in the bearing capacity.

(2) The influence of the strength of the SSAWC on bearing capacity: It can be seen from
Tables 7 and 8 that the peak load of the strengthened specimens increased with the
increase in strength of the filled concrete. When the concrete strength increased by
1 MPa, the bearing capacity of the strengthened specimens increased by 35 to 45 kN.
However, the higher the strength of the filled concrete, the lower the growth rate
of the bearing capacity of the strengthened specimens. This was because after the
strength of the filled concrete increased, the LCSS failed first, resulting in a reduction
of the increase in the bearing capacity.

(3) The influence of the concrete strength of the LCSS on the bearing capacity: Tables 7 and 8 show
that the peak load of the specimens increased with the increase in concrete strength
of the segment. When the concrete strength of the LCSS increased by 1 MPa, the
bearing capacity of the strengthened increased by 35 to 60 kN. However, the higher
the strength of the segment concrete, the smaller the growth rate of the peak load.
The reason was similar to that of the strength of the filled concrete.

4.2. Bearing Capacity Calculation Model

According to the results of the tests and extended numerical analysis, the calculation
method used for the axial compression bearing capacity of concrete members strength-
ened involving the enlarging section method found in [24], and Xu’s study on the axial
compression bearing capacity of self-stressed, concrete-filled steel tube columns [28], the
calculation model for the axial compression bearing capacity of specimens strengthened
by IPCSAM was established. In light of the structure and working characteristics of the
components strengthened by the IPCSAM, the following assumptions were made on the
bearing capacity calculation model of the IPCSAM reinforcement members:

(1) The bearing capacity of the strengthened specimens was composed of three parts:
the bearing capacity of the unreinforced column and the filled concrete, the bearing
capacity improved by the confinement provided by the sleeve and the filled concrete,
and the bearing capacity improved by self-stress;

(2) The bearing capacity of the column and the filled concrete was calculated according to
the calculation method of the code in [24]. In [24], the bearing capacity of strengthened
components was equal to the axial compression bearing capacity of the column plus
80% of the axial compression bearing capacity of the filled concrete. In this test, the
larger the filled concrete, the greater the error, so the utilization coefficient of the filled
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concrete needed to be adjusted. The contribution of the LCSS on the bearing capacity
of the specimens was neglected to simplify the calculation;

(3) According to the calculation method in [29], the improved bearing capacity of the sleeve
and filled concrete constraints was calculated. As a result, the confinement coefficient
was used to consider the improvement of the bearing capacity of the axial compression;

(4) According to [28], the calculation method used to improve the bearing capacity
through self-stress and the relationship between the improved bearing capacity and
the self-stress level (the ratio of the self-stress value to the strength of the SSAWC)
involved cubic equations. According to this method, the tensile stress generated by
the self-stress shall be less than the tensile bearing capacity of the sleeve concrete, so
the self-stress shall not be greater than 2 MPa;

(5) According to the design data for previous bridges, the concrete strength grade of the
substructure mostly did not exceed C30, so it was assumed that the concrete strength
grade of the columns was not greater than C30. At the same time, the substructures
constructed years ago had low reinforcement ratios and there were issues related to
bar exposure and corrosion. Therefore, the reinforcement of the columns was ignored.

Based on assumption (1), the calculation formula for the axial compression bearing
capacity of the strengthened specimens (N) was proposed as follows:

N = N0 + Ns + Np (1)

where N0, Ns, and Np are the bearing capacity of the column and the filled concrete, the
bearing capacity improved by the confinement, and the bearing capacity improved by
self-stress, respectively.

Based on assumption (2), the calculation formula for the bearing capacity of the
unreinforced column and the filled concrete (N0) was proposed as follows:

N0 = 0.9ϕ
[

fco Aco + f ′yo A′
so + α( fsc Asc + f ′y A′

s)
]

(2)

where ϕ is the stability coefficient of members, taking the value according to code [26];
fco and fsc are the strength of the column concrete and filled concrete, respectively; Aco and
Asc are the cross-sectional areas of the column and filled concrete, respectively; fyo

′ and fy′
are the strength values of steel bars in the column and filled concrete, respectively; Ayo

′ and
Ay

′ are the cross-sectional areas of steel bars in column and filled concrete, respectively;
α is the utilization coefficient of the filled concrete.

According to [24] and Huang’s study [30], the value of α should be determined by the
interface bonding between the column and filled concrete. Assuming that the influencing factors
of the interface bonding are the roughness, concrete strength of the column, filled concrete
strength, and the usage of an interface agent, the calculation formula of α is as follows:

α = A(0.15 + 0.025Δ) ln fcζs (3)

where A is the adjustment coefficient considering the preloading of concrete in the filled
concrete, which is an undetermined constant; Δ is the roughness of the interface when Δ ≥ 2.5,
taking Δ = 5 mm; fsc is the average strength of the column concrete and filled concrete; ζs is
the influence coefficient of the interfacial agent, which is an undetermined coefficient.

Based on assumption (3), the calculation formula for the bearing capacity improved
by the confinement (N0) was proposed as follows:

Ns = βθN0 (4)

β = B(
fl
fco

)
0.7

(5)
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θ =
Agc fgt + Agy fgy + Asc fst + A′

s f ′y
Aco fco

(6)

where θ is the confinement coefficient when θ ≥ 0.25, taking θ = 0.25; β is the adjustment
coefficient related to the concrete strength of the SSAWC, the LCSS, and the column; B is
an undetermined constant; fst, fgt, and fgy are the tensile strengths of the SSAWC, the LCSS
concrete, and steel bars reinforcement, respectively; Agc and Agy are the cross-sectional
areas of the sleeve concrete and steel bars, respectively; the value of fl takes the minimum
of fsc and fgc.

Based on assumption (4), the calculation formula for the bearing capacity improvement
caused by self-stress (N0) was proposed as follows:

Np = γN0 (7)

γ = Cη3 + Dη2 + Eη (8)

where, γ is the improvement coefficient; η is the self-stress level, which is the ratio of the
longitudinal self-stress value to the SSAWC strength; C, D, and E are coefficients of cubic
equations to be solved.

To sum up, the calculation formula of axial the compression bearing capacity of the
components strengthened by the IPCSAM is as follows:

N = 0.9ϕ
[

fco Aco + f ′yo A′
so + α( fsc Asc + f ′y A′

s)
]
(1 + βθ + γ) (9)

4.3. Determination of Parameters

(1) The ϕ value: According to the code in [26], when l0/d ≤ 7, ϕ = 1 is used for the specimens.
(2) The α value: The values of A and ζs can be determined by regression fitting the data

from Tables 7 and 8. Then, the relationship between α and Δ is as follows:

α = 0.75(0.15 + 0.025Δ) ln fcζs (10)

The value of ζs is 1 when no interface agent is used. When the filled concrete is
SSAWC, the value of ζs is 1.07.

(3) The β value: The values of B can be determined by regression fitting the data from
Tables 7 and 8. Then, the relationship between β and fl, fco is as follows:

β = 2.698(
fl
fco

)
0.7

(11)

(4) The γ value. The values of C, D, and E can be determined by regression fitting the
data from Tables 7 and 8. Then, the relationship between γ and η is as follows:

γ= 6.683η3 − 58.275η2 + 9.556η (12)

For the derivative of Formula (12), the self-stress level corresponding to the γ maximum
value can be obtained; that is, the optimum self-stress level of the strengthened component.
The optimum self-stress level of the specimen strengthened by the IPCSAM is 0.0875.

4.4. Formula Verification

In this paper, the data from the tests and extended parameter analyses, as well as
the data used for comparison with [9] and [20], were used to verify Formula (9). The
verification results are shown in Table 9, whereby the symbol YZSS(YZFS) represents the
specimens strengthened by the PCSAM corresponding to [9], while the symbol ZMR(ZRW)
represents the specimens from Tang’s test corresponding to [20]. It can be observed in the
table that the difference between the bearing capacity calculated by Formula (9) and the

511



Materials 2021, 14, 6567

bearing capacity of the tested and simulated specimens is less than 13%, which shows good
applicability.

Table 9. Verification results of the fitting formula.

Name
BCT(S) *1

(kN)

ACSC of
Column

f co

(MPa)

Filled
Concrete
Strength

f sc

(MPa)

Concrete
Strength
of LCSS

f gc

(MPa)

Self-Stress
q

(MPa)

Confinement
Coefficient

θ

Self-Stress
Level

η

BCC *2

(kN)
Difference

S1-A 2147 20.1 19.8 20.9 0 0.176 0 2035 −5.20%

S1-S 2621 20.1 21.7 20.9 0.99 0.177 0.046 2565 −2.12%

S1-SS 2153 20.1 21.7 13.4 0.83 0.147 0.038 2243 4.19%

S2-S 1926 20.1 21.7 20.9 0.63 0.250 0.031 2116 9.89%

M-1 2578 20.1 21.7 20.9 0.8 0.177 0.037 2507 −2.77%

M-2 2695 20.1 21.7 20.9 1 0.177 0.046 2568 −4.71%

M-3 2802 20.1 21.7 20.9 1 0.177 0.055 2615 −6.67%

M-4 2810 20.1 21.7 23.4 1 0.182 0.046 2648 −5.78%

M-5 2876 20.1 21.7 26.8 1 0.192 0.046 2769 −3.71%

M-6 2992 20.1 21.7 32.4 1 0.204 0.046 2960 −1.06%

M-7 2771 20.1 23.4 20.9 1 0.180 0.043 2633 −4.99%

M-8 2859 20.1 26.8 20.9 1 0.187 0.037 2774 −2.96%

M-9 2955 20.1 32.4 20.9 1 0.196 0.031 3004 1.66%

YZSS1 *3 3578 39.8 17.9 44.2 0 0.075 0 3470 −3.03%

YZSS2 *3 3220 39.8 17.9 44.2 0 0.075 0 3470 7.76%

YZSS3 *3 3984 39.8 17.9 44.2 0 0.075 0 3470 −12.90%

YZFS1 *3 4640 39.8 17.9 44.2 0 0.125 0 4060 −12.51%

YZFS3 *3 4524 39.8 17.9 44.2 0 0.125 0 4060 −10.26%

ZMW1 *4 1120 20.1 32.8 0 0 0.155 0 991 5.87%

ZMW2 *4 936 20.1 32.8 0 0 0.155 0 991 −11.52%

ZRW1 *4 1027 20.1 45.5 0 0 0.128 0 1153 12.25%

ZRW2 *4 1071 20.1 45.5 0 0 0.128 0 1153 7.66%

ZRW3 *4 1113 20.1 45.5 0 0 0.128 0 1153 3.59%

*1: BCT(S) = Bearing capacity of specimens tested (or simulated). *2: BCC = Bearing capacity calculated by Formula (4). *3: The symbol
YZSS(YZFS) represents the data from [9]. *4: The symbol of ZMW(ZRW) represents the data from [20].

5. Conclusions

This study sets out to improve the PCSAM with the SSAWC and the LCSS. Initially,
the strengthening effects of the above two improvement measures on the bearing capacity
of the strengthened specimens were verified using an axial compression test. Then, the ex-
tended parameter analyses were performed by establishing the numerical models. Finally,
the calculation formula for the axial compression bearing capacity of the strengthened
specimens was established. The following conclusions were made:

(1) The IPCSAM has good strengthening effects on underwater pier strengthening struc-
tures without causing undraining. Compared with the unreinforced column, the axial
compression bearing capacity and peak strain of specimens strengthened by the IPC-
SAM increased by 90–130% and 30–60%, respectively. This indicates that the bearing
capacity and ductility of the strengthened specimens were considerably improved;

(2) As the filling material, the SSAWC can reduce losses in underwater strength in
concrete and can produce expansion and self-stress. The self-stress not only improves
the bond strength between the filled concrete and the adjacent member, but also
provides a preloading effect on the column, which can improve the strength and
ultimate strain of the concrete. Compared with the specimen strengthened by AWC,
the bearing capacity of the specimen strengthened by the SSAWC increased by 18%
and the strengthening efficiency increased from 0.71 to 0.86;

512



Materials 2021, 14, 6567

(3) The LCSS improvement caused by the shield lining showed reliable connection
performance, which remained in good condition when the specimen was broken.
In the test, the LCSS showed good integrity and confinement, which could increase
the bearing capacity of a specimen. Compared with the PCSAM, the strengthening
efficiency of the specimen strengthened by the IPCSAM increased from 0.65 to 0.71;

(4) The strength of the filled concrete, the strength of the LCSS concrete, and the self-stress
were the key parameters affecting the bearing capacity of the specimens. With the
increase in filled concrete strength, the LCSS strength, self-stress, and bearing capacity
increased accordingly;

(5) The calculation formula for the bearing capacity of the strengthened components
has been proposed. The findings from this study show that the formula has good
applicability and provides a theoretical design basis for the application of the IPCSAM.

In addition, preparing the specimens requires a large number of steel molds and
careful concrete curing, which takes a lot of time. Considering the time needed and the
restrictions on research and development funds, only a small number of specimens were
tested and a numerical simulation was conducted. As a consequence, the above-mentioned
conclusions and remarks are only validated by limited experimental and simulation results.
More experimental data and numerical simulations are needed to validate the proposed
formulas in the future.
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Abstract: To solve the microstructure-related complexity of a three-dimensional textile composite, a
novel equivalent model was established based on the variational asymptotic method. The constitutive
modeling of 3D unit cell within the plate was performed to obtain the equivalent stiffness, which
can be inputted into the 2D equivalent model (2D-EPM) to perform the bending, free-vibration and
buckling analysis. The correctness and effectiveness of the 2D-EPM was validated by comparing
with the results from 3D FE model (3D-FEM) under various conditions. The influence of yarn width
and spacing on the equivalent stiffness was also discussed. Finally, the effective performances of 3D
textile composite plate and 2D plain-woven laminate with the same thickness and yarn content were
compared. The results revealed that the bending, buckling and free-vibration behaviors predicted
by 2D-EPM were in good agreement with 3D-FEM, and the local field distributions within the unit
cell of 3D textile composite plate were well captured. Compared with the 2D plain-woven laminate,
the displacement of 3D textile composite plate was relatively larger under the uniform load, which
may due to the fact that the through-the-thickness constrains of the former are only dependent on the
binder yarns, while the warp yarns and weft yarns of the latter are intertwined closely.

Keywords: 3D textile composite; variational asymptotic method; equivalent model; buckling analysis;
free-vibration analysis

1. Introduction

In recent years, composite structures are more and more widely used as load-bearing
structures [1–4]. Three-dimensional (3D) textile composites is a new type of high perfor-
mance composites developed from the traditional two-dimensional (2D) textile composites
in the 1980s. Compared with 2D textile composites, the warp yarns, weft yarns and binder
yarns are interlaced with each other not only in the plane, but also in the thickness direc-
tion, which can not only improve the specific strength and specific stiffness of composites,
but also have other excellent mechanical properties, such as good impact damage resis-
tance, fatigue resistance, etc. [5]. At the same time, it also overcomes the shortcomings of
laminated composite that are easy to delaminate after loading. Another significant benefit
of 3D textile composites is the ability to manufacture structural component reforms directly
from the yarns.

The application of 3D textile composites in load-bearing structures requires a thorough
structural analysis. However, precisely predicting the behaviors of textile composites is
difficult due to their complex microstructures. Currently, experimental [6], analytical and
numerical methods are used to study the elastic behavior of 3D textile composites.

A variety of analytical models have been used to study the mechanical characteristics
of 3D braided composites, including fabric geometry model [7], fiber inclination model [8],
three cell model [9], mixed volume averaging technique [10], and Mori-Tanaka theories
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combined with stiffness averaging method [11]. Yang et al. [12] introduced the “Fiber
Inclination Model” to estimate the elastic properties of 3D textile (woven and braided)
composites. The unit cell employed for the study was an assemblage of inclined unidirec-
tional laminae. Based on the classical laminate plate theory (CLPT) and iso-stress/strain
assumptions, Ishikawa and Chou [13,14] presented analytical methods to estimate the
homogenized response of woven fabric composites. Branch et al. [15] presented a 3D tow
inclination model for calculating the elastic constants of three-dimensional braided compos-
ites. The global constitutive equation of the composite material was derived by applying
an iso-strain method to the unit cell and averaging all tow segments and the matrix inside
the unit cell. Yan et al. [16] predicted the properties of 3D braided structures using an
analytical model called the Fabric Geometry Model (FGM). Using the stiffness volume
average method and Tsai-Wu polynomial failure criterion, Jiang et al. [17] presented a
theoretical model based on the helix geometry unit cell for prediction of the effective elastic
constants and the failure strength of 3D braided composites under uniaxial load. Analytical
models are good at estimating the in-plane properties of textile composites, but they are
not so good at predicting the shear and out-of-plane properties.

Although utilizing experimental and analytical models to examine the mechanical
characteristics of a laminated composite plate is practical and efficient [18], many stud-
ies also employed numerical approaches to investigate the 3D textile composites [19–21].
Tan et al. [22] developed a mesoscale finite element model (MSFEM) in LS-DYNA to simu-
late impact damage to three-dimensional braided composite plates based on the assumption
that the fiber yarn was made up of cylindrical segments. Dong et al. [23] simulated the
micro-stress of 3D braided composites by the method of Asymptotic Expansion Homog-
enization (AEH) combined with finite-element analysis. Tang and Whitcomb [24] used
the full multiscale mechanical model to perform progressive failure evaluations of 2 × 2
braided composites. This approach was also used by Potluri and Manan to investigate
the mechanical characteristics of braided composite tubes [25], but the stress and strain
distribution of the fiber and matrix cannot be determined.

Berdichevsky [26] recently developed the semi-analytical approach-variational asymp-
totic technique (VAM) to increase the efficiency of numerical methods and the accuracy
of analytical methods. It combines the benefits of asymptotic and variational methods,
and takes into account all potential deformations [27–29]. The fundamental benefit of
adopting VAM for plate analysis is that it can divide the original 3D plate problem into two
independent problems using the small parameter of thickness-width ratio, i.e., through-
the-thickness analysis and 2D reference plane analysis [30,31]. Then, VAM was expanded
by Zhong and Yu to simulate piezoelectric and piezomagnetic laminates [32], multilayer
graded magnetoelectroelastic plates [33] and composite cylindrical shells [34].

The VAM model is expanded in this article to present an equivalent plate model to
replace the original 3D textile composite plate (3D-TCP) for bending, buckling, and free-
vibration analysis. The influences of structural parameters (binder yarn width, warp or
weft yarn width) on the equivalent stiffness of 3D-TCP are investigated. Finally, the ef-
fective performance of 2D plain-woven laminate (2D-PWL) and 3D-TCP with the same
plate thickness and yarn content are compared. To the best of the authors’ knowledge,
this technique has never been used to predict the bending, buckling, and free-vibration
behaviors of 3D-TCP.

2. Variational Asymptotic Equivalent Model of 3D-TCP

As illustrated in Figure 1a, the macro-coordinates xi(i = 1, 2, 3) may be used to
describe any point in the 3D-TCP, where xα(α = 1, 2) are the in-plane coordinates and
x3 is the normal coordinate. The 3D finite element model of 3D-TCP may be divided
into the 3D unit cell and 2D equivalent plat model (2D-EPM) according to the VAM. It’s
worth mentioning that the dimensions of the unit cell should be substantially smaller than
macro-structure dimensions. As illustrated in Figure 1c, the field variables of 2D-EPM are
represented as functions of x1 and x2, whereas x3 is disappeared.
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Figure 1. Decomposition diagram of 3D textile composite plate: (a) 3D-FEM; (b) Unit cell; (c) 2D-EPM.

To characterize the quick change of in-plane material characteristics, the micro-coordinates
yi = xi/ζ (ζ is a small parameter) are introduced. To obtain the equivalent model of 3D-
TCP by using the variational asymptotic method, the 3D displacement field of the original
3D-TCP needs to be represented by 2D plate variables, such as

u1(xα; yi) = ū1(xα)− ζy3ū3,1(xα) + ζw1(xα; yi)

u2(xα; yi) = ū2(xα)− ζy3ū3,2(xα) + ζw2(xα; yi)

u3(xα; yi) = ū3(xα) + ζw3(xα; yi)

(1)

where the displacements of the 3D-FEM and 2D-EPM are represented by ui and ūi, respec-
tively; wi are the fluctuation functions to be solved. The underline terms should satisfy the
following constraints:

hūα(xα) = 〈uα〉+ 〈ζy3〉ū3,α, hū3(xα) = 〈u3〉 (2)

where 〈·〉 denotes the volume integral of a unit cell.
The fluctuation functions in Equation (3) are constrained as

〈ζwi〉 = 0 (3)

The strain field can be expressed according to 3D linear elasticity theory, such as

εij =
1
2

(
∂ui
∂xj

+
∂uj

∂xi

)
(4)

The 3D strain field can be obtained by substituting Equation (1) into Equation (4) and
ignoring higher-order terms according to VAM,

ε11 = γ11 + ζy3κ11 + w1,1
2ε12 = 2γ12 + 2ζy3κ12 + w1,2 + w2,1
ε22 = γ22 + ζy3κ22 + w2,2
2ε13 = w1,3 + w3,1
2ε23 = w2,3 + w3,2
ε33 = w3,3

(5)

where γαβ and καβ are the in-plane strains and bending curvatures of 2D-EPM, respectively,
and may be defined as

γαβ(x1, x2) =
1
2
(
ūα,β + ūβ,α

)
, καβ(x1, x2) = −ū3,αβ (6)
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We can define the three-dimensional strain field in matrix form to make derivation
easier, such as

Ee = [ε11 ε22 2ε12]
T = γ + x3κ + Iαw||,α

2Es = [2ε13 2ε23]
T = w||,3 + eαw3,α

Et = ε33 = w3,3

(7)

where ()|| = [()1 ()2]
T, γ =

[
γ11 2γ12 γ22

]T, κ = [κ11 κ12 + κ21 κ22]
T, and

I1 =

⎡
⎣ 1 0

0 1
0 0

⎤
⎦, I2 =

⎡
⎣ 0 0

1 0
0 1

⎤
⎦, e1 =

{
1
0

}
, e2 =

{
0
1

}
(8)

The strain energy of the 3D-TCP may be expressed briefly as

U =
1
2

〈
ETDE

〉
=

1
2

〈⎧⎨
⎩

Ee
2Es
Et

⎫⎬
⎭

T⎡
⎣ De Des Det

DT
es Ds Dst

DT
et DT

st Dt

⎤
⎦
⎧⎨
⎩

Ee
2Es
Et

⎫⎬
⎭
〉

(9)

where De, Des, Det, Ds, Dst and Dt are the corresponding sub-matrices of a 3D 6 × 6 mate-
rial matrix.

The virtual work done by the applied load may be stated as

δW3D = δW2D + δW∗ (10)

where δW2D and δW∗ denote, respectively, the virtual work independent and dependent
of the fluctuation function, and

δW2D = 〈piδvi + qaδv3,a〉, δW∗
=
〈〈 fiδwi〉+ τiδw+

i + βiδw−
i
〉

(11)

where (·)+ and (·)− represent the items acting on the top and bottom of the plate, re-
spectively; τi and βi are the traction forces on the top and bottom surface of the plate,
respectively; fi are the body forces; pi = 〈 fi〉+ ai + βi, qa = h/2(βa − aa)− 〈x3 fa〉.

The variation of the total potential energy may be written as

δΠ = δU − δW∗ = 1
2

δ
〈
ETDE

〉
− 〈〈 fiδwi〉+ τiδw+

i + βiδw−
i
〉

(12)

where only the unknown fluctuation function wi is changeable.

2.1. Dimensional Reduction Analysis of 3D-TCP

The zeroth-order fluctuation function may be solved by minimizing the zeroth-order
approximation strain energy under the constraint of Equation (9) as

δU0 = 0 (13)

where

2U0 =

〈
(γ + x3κ)TDe(γ + x3κ) + wT

||,3Dsw||,3 + wT
3,3Dtw3,3

+2(γ + x3κ)T
(

Desw||,3 + Detw3,3

)
+ 2wT

||,3Dstw3,3

〉
(14)

The Lagrange multipliers λi are used to impose the constraint on the fluctuation
function as

δ(Π + λi〈wi〉) = 0 (15)

The zeroth-order approximate variational expression can be obtained as
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〈 [
(γ + x3κ)TDes + wT

||,3Ds + wT
3,3DT

st

]
δw||,3

+λiδwi +
[
(γ + x3κ)TDet + wT

||,3Dst + wT
3,3Dt

]
δw3,3

〉
= 0 (16)

By partly integrating Equation (16), the relevant Euler-Lagrange equation may be
obtained as [

(γ + x3κ)TDes +
(

w‖,3

)T
Ds + w3,3Dst

]
,3
= λ‖[

(γ + x3κ)TDet +
(

w‖,3

)T
Dst + w3,3Dt

]
,3
= λ3

(17)

where λ|| = [λ1 λ2]
T.

According to the free surface condition, the expressions in square brackets of
Equation (17) should be zero at the top and bottom of the plate, such as

[
(γ + x3κ)TDes + wT

||,3Ds + w3,3DT
st

]+/−
= 0[

(γ + x3κ)TDet + wT
||,3Dst + w3,3Dt

]+/−
= 0

(18)

where the superscript “+ / −” denotes the items at the top and bottom of the plate.
w|| and w3 can be solved by putting Equation (18) into Equation (17), such as

w‖ =
〈
−(γ + x3κ)Des(Ds)

−1
〉T

, w3 =
〈
−(γ + x3κ)Det(Dt)

−1
〉

(19)

where
Des = Des − Det(Dst)

T(Dt
)−1, Det = Det − Des(Ds)

−1Dst,
Dt = Dt − (Dst)

T(Ds)
−1Dst

(20)

Substituting Equation (20) into Equation (14), we obtain

U2D = 1
2

〈
(γ + x3κ)TDe(γ + x3κ)

〉
= 1

2

{
γ
κ

}T[ A B
BT D

]{
γ
κ

}

= 1
2

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

γ11
γ22

2γ12
κ11
κ22

2κ12

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

T⎡
⎢⎢⎢⎢⎢⎢⎣

A11 A12 A16 B11 B12 B16
A12 A22 A26 B12 B22 B26
A16 A26 A66 B16 B26 B66
B11 B12 B16 D11 D12 D16
B12 B22 B26 D12 D22 D26
B16 B26 B66 D16 D26 D66

⎤
⎥⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

γ11
γ22
2γ12
κ11
κ22
2κ12

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

(21)

where A, D and B are tensile, bending, and coupling stiffness sub-matrices, respectively,
and can be expressed as

A =
〈〈

De
〉〉

, B =
〈〈

x3De
〉〉

, D =
〈〈

x2
3De
〉〉

,
De = De − DesD−1

s DT
es − DetDT

et/Dt
(22)

The stiffness matrix provides the essential information of 3D-TCP and may be easily
utilized in the shell elements in a finite element software to perform macroscopic plate
analysis. Because it only concerns the 2D field variables in terms of the macro-coordinates
x1 and x2, the macroscopic behavior of the plate is governed by the the strain energy in
Equation (21). As a result, the 2D-EPM may be used to represent the original 3D-TCP in
the global analysis, and can be solved using the linear analysis solver in a finite element
soft package like ABAQUS/Standard.
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2.2. Local Field Analysis

A well-established equivalent model may be applied not only to global analysis,
but also to local field analysis. To improve the equivalent model, the local field recovery
relations should be given.

Equation (3) may be used to recover the local 3D displacement field, such as

ui = ūi +

⎡
⎣ ū1,1 ū1,2 ū1,3

ū2,1 ū2,2 ū2,3
ū3,1 ū3,2 ū3,3

⎤
⎦
⎧⎨
⎩

y1
y2
y3

⎫⎬
⎭+ ζwi (23)

The local strain field can be recovered as

E0
e = γ + x3κ, 2E0

s = −w||,3, E0
t = w3,3 (24)

The Hooke’s law may be used to recover the local stress field as

σ = DE (25)

3. Validation Example

In this part, numerical examples of bending, buckling, and free vibration of 3D-TCP
under various conditions are utilized to validate the accuracy and efficiency of 2D-EPM.
The comparative analysis is depicted in Figure 2. The relative error between 2D-EPM and
3D-FEM is calculated as

Error =
| 2D − EPM results − 3D − FEM results |

3D − FEM results
× 100%. (26)

Figure 2. Comparative analysis of 2D-EPM and 3D-FEM.
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The microstructure of 3D textile composite plate as shown in Figure 3 is very complex,
including three layers with two weft yarns in each layer, two layers with two warp yarns
in each layer and two binder yarns. The geometry of unit cell is determined by several
parameters as shown in Figure 4: (1) the interval t between layers along the Z direction;
(2) the interval length l1 between the weft yarns along the Y direction; (3) the interval length
l2 between the warp yarns along the X direction, where l2 = nl1 (n < 1); (4) the warp or
weft yarn width b1 and the thickness h1; and (5) the binder yarn width b2 = nb1 and the
thickness h2 = 0.5h1. The X, Y and Z direction of the unit cell are the same as y1, y2 and y3
in the theoretical derivation, respectively.

Figure 3. The unit cell of 3D textile composite plate.

(a)

(b)

Figure 4. Structural parameters of unit cell within the 3D-TCP. (a) Y direction; (b) X direction.

In this section, these parameters are set as: b1 = 0.8, h1 = 0.2 mm, l1 = 1.2 mm,
b2 = 0.4 mm, h2 = 0.1 mm, l2 = 1.0 mm, and t = 0 mm. The dimensions of unit cell
are 3.6 mm × 2.4 mm × 1.32 mm. The constituents in the composite material are carbon
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fiber (T-300) and epoxy resin 3601, and their properties are obtained from ref. [35], as shown
in Table 1. The yarn has elliptical cross-section as shown in Figure 5b, and usually modeled
as unidirectional composites with hexagonal pack as shown in Figure 5a. The variational
asymptotic homogenization method is used to obtain the equivalent engineering constants
of the yarn with 64% fiber volume fraction, as shown in Table 2. The geometry model
of unit cell within the 3D-TCP is generated by open source TexGen software. The yarns
and matrix, as well as the yarns themselves, are linked by common nodes, indicating that
different parts are perfectly connected. The equivalent stiffness matrix of 3D-TCP obtained
by the present model is provided in Table 3.

Figure 5. Unit cell model of the yarn.

Table 1. Constituent properties of matrix and fiber used in the yarn [35].

Constituent Proprties Epoxy Resin-3601 Carbon FibreT-300

Elastic modulus E1/GPa 4.51 208.8
Elastic modulus E2 = E3/GPa 4.51 43
Shear modulus G12 = G13/GPa 1.7 7.42
Shear modulus G23/GPa 1.7 7.42
Poisson’s ratio v12 = v13 0.38 0.2
Poisson’s ratio v23 0.38 0.5

Table 2. Equivalent engineering constants of the yarn with a fiber volume fraction of 64%.

Equivalent Engineering Constants Values

Elastic modulus E1/GPa 135.28
Elastic modulus E2 = E3/GPa 15.21
Shear modulus G12 = G13 /GPa 3.99
Shear modulus G23/GPa 3.97
Poisson’s ratio v12 = v13 0.26
Poisson’s ratio v23 0.51

Table 3. Equivalent stiffness matrix of 3D-TCP (unit: SI).

Equivalent Stiffness Matrix of 3D-TCP

31,093.30 2999.61 0 15,546.70 1499.81 0
2999.61 10,674.90 0 1499.81 5337.46 0

0 0 2944.26 0 0 1472.13
15,546.70 1499.81 0 10,415.50 1162.04 0
1499.81 5337.46 0 1162.04 4072.26 0

0 0 1472.13 0 0 1130.14
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The unit cell is repeated 12 times in the X direction and 8 times along the Y direction
to construct the 3D-FEM of a 3D textile composite plate. The dimensions of this plate are
28.8 mm long, 28.8 mm wide, and 1.32 mm thick, respectively. After the mesh convergence
study, a total of 10,609 shell elements (S4R) and 288,000 solid elements (C3D20) are used in
2D-EPM and 3D-FEM, respectively.

3.1. Bending Analysis

Three combinations of boundary and load conditions in Figure 6 are used in bending
analysis, in which C represents clamped boundary, F for free boundary, and Path represents
the comparative analysis path. Table 4 shows the bending behaviors predicted by 3D-FEM
and 2D-EPM under various conditions.

(a) (b) (c)

Figure 6. Combinations of boundary and load conditions for bending analysis. (a) Case 1; (b) Case 2;
and (c) Case 3.

Table 4. Comparison of displacement U3 predicted by two models under various boundary and load
conditions (unit: mm).

Case 3D-FEM 2D-EPM Max. Error

Case 1 7.70%

Case 2 1.36%

Case 3 2.91%

Table 4 shows that the displacement clouds of U3 predicted by the two models are
consistent, and the maximum error is 7.70% in Case 1, which may due to the fact that the
shear strain is negligible in Case 2 and Case 3, but relatively large in Case 1. To more clearly
illustrate the details of the displacement distributions (especially out-of-plane distributions),
the displacement of U3 along the analysis path are compared in Figure 7. It can be observed
that the displacement error between 3D-FEM and 2D-EPM is relatively very small even for
3D-TCP with complex microstructures, and the displacement curve of 3D-FEM is smoother
than that of 2D-EPM. The main reason is that there is only one node in x3 direction of
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2D-EPM under bending load, which can not smoothly simulate the continuous deformation
along the thickness direction.

(a) (b)

(c)

Figure 7. Comparison of displacements along analysis paths under various boundary and load
conditions. (a) Case 1; (b) Case 2; and (c) Case 3.

3.2. Local Field Recovery

The internal structure of 3D-TCP is complex, and the warp yarns, weft yarns and
binder yarns are intertwined with each other. The study of the local stress, strain and
displacement distributions is of significance to the failure analysis of textile structures.
In this section, the local fields within the unit cell at the center of the plate are recovered
under the conditions in Case 2. Two paths (as shown in Figure 8) are selected to analyze
the local stress, strain and displacement distribution.

(a) (b)

Figure 8. Path selection in local field recovery analysis. (a) Path 1 along the Z direction; and (b) Path
2 along the Y direction.

The local displacement distributions within the recovered unit cell from 2D-EPM
are similar with those in the selected unit cell from 3D-FEM, as shown in Table 5, with a
maximum error of 1.18%. Figure 9a shows that the maximum displacement of U is located
in the middle of Path 1, where the displacements of weft yarns are greater than those of
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matrix. Figure 9b shows that the curve of U along Path 2 is divided into two segments
with a length of 1.2 mm (the interval length between the weft yarns). The larger value of U
is located in the suspended area between the weft yarns, while the smaller value of U is
located at 0.5 mm and 1.7 mm of Path 2, which belongs to the superimposed area of the
warp yarns and weft yarns. The local stress distributions within the recovered unit cell
from 2D-EPM are similar with those in the selected unit cell from 3D-FEM, as shown in
Table 6, and the maximum error is is 5.17% in σ22, indicating that the recovered local stress
fields from 2D-EPM are accurate.

Table 5. Comparison of local displacement field within the unit cell under the conditions in Case 2
(unit: mm).

Displacement Selected Unit Cell Recovered Unit Cell Max. Error

U 0.35%

U2 1.18%

U3 0.12%
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Figure 9. Comparison of local displacement curves along Path 1 and Path 2 of the unit cell predicted
by two models under the conditions in Case 2. (a) U along Path 1; (b) U along Path 2.

Table 6. Comparison of local stress field within the unit cell under the conditions in Case 2 (unit: MPa).

Stress Selected Unit Cell Recovered Unit Cell Max. Error

Von Mises 0.70%
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Table 6. Cont.

Stress Selected Unit Cell Recovered Unit Cell Max. Error

σ22 0.85%

σ12 5.17%

Figure 10a,c show that the curves of von Mises stress and σ11 along Path 1 are divided
into five segments, representing two layers of warp yarns and three layers of matrix,
respectively. The local stresses are distributed unevenly within the unit cell of 3D-TCP.
The local stress in the matrix is relatively small, while the local stress in the warp yarns
fluctuates greatly, indicating that the yarns along the thickness direction are main bearing
components. Figure 10b,d show that the curves of von Mises stress and σ22 along Path 2 are
also divided into five sections. The stress at the superimposed area of warp yarns and weft
yarns (0.25–0.95 mm, 1.45–2.15 mm) is relatively small, while the stress in the suspended
area of the weft yarns fluctuates greatly, which indicates that it is easy to be damaged under
the loading.

(a) (b)

(c) (d)

Figure 10. Comparison of local stress distributions along Path 1 and Path 2 of the unit cell predicted
by two models under the conditions in Case 2. (a) Von mises stress along Path 1; (b) Von mises stress
along Path 2; (c) σ11 along Path 1; and (d) σ22 along Path 2.
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Table 7 shows that the local strain distributions are consistent with those of local stress
distributions, and the error of local strain between recovered unit cell and selected unit cell
is less than 1%. Figure 11 shows the local strain distributions along Path 1 and Path 2 of
the unit cell predicted by two models under the conditions in Case 2. It can be observed
that the local strain distributions within the unit cell of 3D-TCP are non-homogeneous.
The strain curves are divided into several segments due to the interpenetration of warp
yarn, weft yarn and matrix.
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Figure 11. Comparison of local strain curves along Path 1 and Path 2 of the unit cell predicted by two
models under the conditions in Case 2. (a) ε11 along Path 1; (b) ε11 along Path 2; (c) ε13 along Path 1;
(d) ε13 along Path 2; (e) ε33 along Path 1; and (f) ε33 along Path 2.
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Table 7. Comparison of local strain field within the unit cell under the conditions in Case 2.

Stress Selected Unit Cell Recovered Unit Cell Max. Error

ε11 0.92%

ε13 0.91%

ε33 0.75%

3.3. Global Buckling Analysis

In this section, the global buckling of 3D-TCP under different conditions shown in
Figure 12 is analyzed. The opposite sides of the 2D-EPM are subjected to a linear load of
1 N/mm, whereas the opposite sides of the 3D-FEM are subjected to a uniform stress of
1/0.22 = 4.5455 MPa.

(a) (b) (c) (d)

Figure 12. Boundary and load conditions used in bucking analysis. (a) Case 4; (b) Case 5; (c) Case 6;
and (d) Case 7.

Table 8 lists the first six buckling modes and loads of 3D-TCP predicted by the two
models under the conditions in Case 6. The first six buckling modes predicted by 3D-
FEM and 2D-EPM are consistent, and the maximum error of buckling critical load in each
buckling mode is only 2%. The calculation time of 2D-EPM in buckling analysis is about
18 times faster than 3D-FEM, verifying the effectiveness of 2D-EPM in global buckling
analysis of 3D-TCP.

Table 8. Comparison of the buckling modes and critical loads (N) between 3D-FEM and 2D-EPM
under the conditions in Case 6.

Order 3D-FEM 2D-EPM Max. Error

1 2.06%

2 2.10%
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Table 8. Cont.

Order 3D-FEM 2D-EPM Max. Error

3 2.18%

4 2.06%

5 2.10%

6 2.06%

Table 9 lists the first buckling modes and critical loads predicted by the two models
under the conditions in Case 4, Case 5 and Case 7. The first buckling modes predicted
by the two models are nearly identical, and the maximum error of the buckling load is
only 2.69%, which verifies the accuracy of 2D-EPM in buckling analysis of 3D-TCP under
different conditions.

Table 9. Comparison of the first buckling modes and critical loads (N) of 3D-TCP in different cases
predicted by two models.

Case 3D-FEM 2D-EPM Max. Error

Case 4 2.40%

Case 5 2.09%

Case 7 2.69%

3.4. Free-Vibration Analysis

Tables 10 and 11 show the first three vibration modes and natural frequencies of
3D-TCP under the boundary conditions in Cases 4 and 7. It is clear that the vibration modes
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predicted by 2D-EPM agree with those predicted by 3D-FEM. For example, the first, second
buckling modes, respectively, have one and two half-waves along the x1 axis, and the
third buckling mode has two half-waves along the x2 axis under the boundary condition
in Case 4. The maximum natural frequency error is 8.67%, indicating 2D-EPM has high
accuracy in free-vibration analysis of 3D-TCP.

Table 10. Comparison of the first three free vibration characteristics predicted by two models under
the boundary condition in Case 4.

Order 3D-FEM 2D-EPM Max. Error

1 0.90%

2 1.17%

3 5.08%

Table 11. Comparison of the first four free vibration characteristics predicted by two models under
the boundary condition in Case 7.

Order 3D-FEM 2D-EPM Max. Error

1 3.21%

2 8.67%

3 1.58%
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4. Influence of Structural Parameters on Equivalent Stiffness

The structure of 3D-TCP is complex and has many parameters (see Figure 3). In
Section 3.2, we can see that the local stress and strain in binder yarns are relatively greater,
indicating the binder yarns plays a very important role in preventing interlayer separation
in 3D-TCP. Therefore, it is very important to study the influence of binder yarn width on the
equivalent stiffness, which can also provide guidance for the design of 3D-TCP. Secondly,
the influence of warp (weft) yarn width on the equivalent stiffness are also investigated.
Table 12 lists the structural parameters of 3D-TCP used in the parameter analysis.

Table 12. Structural parameters of 3D-TCP used in the parameter analysis.

Warp or Weft Yarn Parameters Binder Yarn Parameters

b1 h1 l1 b2 h2 l2
0.7∼1.1 mm 0.2 mm 1.2 mm n×1.0 mm 1 0.1 mm n×1.2 mm
1 n is the multiplier, and can be chosen as eight different values: 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 and 0.9, respectively.

Figures 13 and 14 show that the binder width and warp (weft) width have great
influence on the equivalent tensile stiffness A11 and bending stiffness D11. The values
of A11 and D11 increase with the increasing warp (weft) width, but decrease with the
increasing binder width. The main reason is that the increase of binder width will lead to
the decrease of yarn content, further resulting in the decrease of A11 and D11. However,
the smaller the binder yarn width is, the smaller the constraint in the thickness direction
will be, resulting in the easy delamination. Therefore, the binder yarn width should be
adjusted to ensure enough stiffness and integrity in the design of 3D-TCP.

(a) (b)

Figure 13. Influence of the binder yarn width on equivalent stiffness of 3D-TCP. (a) Aij; (b) Dij.

(a) (b)

Figure 14. Influence of the warp (weft) yarn width on equivalent stiffness of 3D-TCP. (a) Aij; (b) Dij.
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5. Comparison of Effective Performance between 2D-PWL and 3D-TCP with the
Same Thickness

The 3D-TCP is developed from the 2D plain-woven laminate (2D-PWL), and has better
mechanical properties. To compare the effective performance of the two textile composite
plate, we establish the 2D-EPM of 2D-PWL and 3D-TCP with the same plate thickness and
yarn content.

The structure parameters of unit cell within the 6-layered 2D-PWL as shown in
Figure 15 are: L = 1.2 mm, D = 0.8 mm, H = 0.2 mm. The structure parameters of unit cell
within the 3D-TCP are: b1 = 1.0 mm, h1 = 0.2 mm, l1 = 1.2 mm, b2 = 0.6 mm, h2 = 0.1 mm,
l2 = 1.2 mm, t = 0 mm. The thickness of both plates is 1.32 mm and the yarn content is
50.47%. The obtained equivalent stiffness matrix of 2D-PWL and 3D-TCP are shown in
Tables 13 and 14, respectively. Based on the equivalent stiffness matrix, the 2D-EPM of
150 mm × 150 mm is established to study the difference of effective performance between
2D-PWL and 3D-TCP.

Figure 15. The 6-layered 2D plain-woven laminate.

Table 13. Equivalent stiffness matrix of 2D-PWL (unit: SI).

Equivalent Stiffness Matrix of 2D-PWL

58,549.00 3208.21 0.00 35,129.40 1924.92 0.00
3208.21 12,037.40 0.00 1924.92 7222.47 0.00

0.00 0.00 3219.44 0.00 0.00 1931.66
35,129.40 1924.92 0.00 27,994.70 1541.54 0.00
1924.92 7222.47 0.00 1541.54 5787.12 0.00

0.00 0.00 1931.66 0.00 0.00 1555.76

Table 14. Equivalent stiffness matrix of 3D-TCP (unit: SI).

Equivalent Stiffness Matrix of 3D-TCP

45,677.30 15,832.30 0.00 0.00 0.00 −1884.16
15,832.30 17,592.60 0.00 0.00 0.00 −548.05

0.00 0.00 15,615.30 −1884.16 −548.05 0.00
0.00 0.00 −1884.16 9744.50 3377.56 0.00
0.00 0.00 −548.05 3377.56 3753.08 0.00

−1884.16 −548.05 0.00 0.00 0.00 3331.27

5.1. Comparison of Bending Behaviors

The boundary conditions used in bending analysis are shown in Figure 16, and the
predicted bending displacements are shown in Table 15. It can be observed that the bending
displacement of 3D-TCP is greater than that of 2D-PWL under uniform load (Case 8 and
Case 9). This may due to the fact that the warp yarns and weft yarns of 3D-TCP are not
interlaced, and are only constrained by the binding yarns in the thickness direction. While
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the displacement of 3D-TCP is smaller than that of 2D-PWL under the concentrated force
and bending moment (Case 10 and Case 11), indicating that the torsion resistance of 3D-
TCP are better than 2D-PWL. The above results are consistent with the obtained equivalent
stiffness in Tables 13 and 14. That is, the bending stiffness D11 and D22 of 2D-PWL are
greater than those of 3D-TCP, while the torsional stiffness D66 of 2D-PWL is smaller than
that of 3D-TCP.

(a) (b) (c) (d)

Figure 16. Boundary and load conditions for bending behavior analysis of 2D-PWL and 3D-TCP.
(a) Case 8; (b) Case 9; (c) Case 10; (d) Case 11.

Table 15. Comparison of bending displacement between 3D-TCP and 2D-PWL under different conditions.

Cases 2D-PWL 3D-TCP

Case 8

Case 9

Case 10

Case 11

5.2. Comparison of Buckling Modes

Table 16 shows the first four buckling modes predicted by 2D-PWL and 3D-TCP under
the conditions in Case 7. It can be observed that the buckling modes predicted by 2D-PWL
and 3D-TCP are almost the same. That is, the first and third buckling modes, respectively,
have one and two half-waves along the Y direction, and the second buckling mode has two
half-waves along the X direction, the fourth buckling mode has two asymmetric half-waves
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along the X and Y directions. It is worth noting that the first four critical loads of 3D-TCP
are greater than 2D-PWL, indicating that 3D-TCP has better stability under lateral load.

Table 16. Comparison of the first four buckling modes between 3D-TCP and 2D-PWL under the
conditions in Case 7.

Order 2D-PWL 3D-TCP

1

2

3

4

5.3. Comparison of Free-Vibration Characteristics

The first vibration mode and natural frequency of 2D-PWL and 3D-TCP under different
boundary conditions in Figure 12 are compared as shown in Table 17. The vibration modes
of 3D-TCP are consistent with those of 2D-PWL, while the natural frequency of 3D-TCP is
smaller than that of 2D-PWL, which is consistent with the obtained equivalent stiffness.

Table 17. Comparison of the first vibration modes and natural frequencies (Hz) predicted by 2D-PWL
and 3D-TCP under different boundary conditions.

Case 2D-PWL 3D-TCP

Case 4
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Table 17. Cont.

Case 2D-PWL 3D-TCP

Case 6

Case 7

6. Conclusions

The VAM-based equivalent model (2D-EPM) of 3D textile composite plate is estab-
lished for bending, buckling and free-vibration analysis. The following conclusions can
be obtained:

(1) The maximum errors of bending displacement and buckling load between 3D-
FEM and 2D-EPM are within the range of engineering accuracy, and the displacement
distributions along the analysis path predicted by two models have the same trend with
small differences. Furthermore, the local stress, strain and displacement distributions
within the recovered unit cell are well captured. In addition, the computational efficiency
of 2D-EPM is greatly improved by reducing the number of nodes and elements.

(2) The width of binder/warp yarn mainly affect the stiffness components A11 and
D11. That is, A11 and D11 increase with the increasing width of warp or weft yarn, while
decrease with increasing width of binder yarn, which may due to the fact that the increasing
width of binder yarn will decrease the yarn content.

(3) Compared with 2D plain-woven laminate with the same thickness and yarn content,
the 3D textile composite plate has smaller equivalent bending stiffness and larger torsional
stiffness, resulting in large displacement and small natural frequency. This may be because
the 3D textile composite plate is only constrained by the binding yarns in the thickness
direction, while the warp yarns and weft yarns are intertwined closely in the 2D-PWL.
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Abstract: Compressive and flexural strength are the crucial properties of a material. The strength of
recycled aggregate concrete (RAC) is comparatively lower than that of natural aggregate concrete.
Several factors, including the recycled aggregate replacement ratio, parent concrete strength, water–
cement ratio, water absorption, density of the recycled aggregate, etc., affect the RAC’s strength.
Several studies have been performed to study the impact of these factors individually. However,
it is challenging to examine their combined impact on the strength of RAC through experimental
investigations. Experimental studies involve casting, curing, and testing samples, for which sub-
stantial effort, price, and time are needed. For rapid and cost-effective research, it is critical to apply
new methods to the stated purpose. In this research, the compressive and flexural strengths of
RAC were predicted using ensemble machine learning methods, including gradient boosting and
random forest. Twelve input factors were used in the dataset, and their influence on the strength
of RAC was analyzed. The models were validated and compared using correlation coefficients
(R2), variance between predicted and experimental results, statistical tests, and k-fold analysis. The
random forest approach outperformed gradient boosting in anticipating the strength of RAC, with
an R2 of 0.91 and 0.86 for compressive and flexural strength, respectively. The models’ decreased
error values, such as mean absolute error (MAE) and root-mean-square error (RMSE), confirmed the
higher precision of the random forest models. The MAE values for the random forest models were
4.19 MPa and 0.56 MPa, whereas the MAE values for the gradient boosting models were 4.78 MPa
and 0.64 MPa, for compressive and flexural strengths, respectively. Machine learning technologies
will benefit the construction sector by facilitating the evaluation of material properties in a quick and
cost-effective manner.

Keywords: recycled aggregate concrete; sustainable aggregate; compressive strength; flexural
strength; gradient boosting; random forest

1. Introduction

Numerous tests are performed to measure concrete performance, but compressive
strength is frequently considered the most significant [1]. Compressive strength tests
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offer good insight into the concrete’s diverse properties. The compressive strength of
concrete is directly or indirectly connected to a number of mechanical and durability
properties [2]. Flexural strength is also a key characteristic to consider when designing
structural concrete, since it has an effect on the flexural cracking, shear strength, deflection
properties, and brittleness ratio of the concrete [3]. The compressive and flexural strength
of recycled aggregate concrete (RAC) are reliant on a number of variables, including
the mechanical and physical properties of the recycled aggregate used, as well as the
microstructure of the resulting matrix [4]. Typically, RAC has an inferior compressive and
flexural strength compared to natural aggregate concrete, owing to insufficient bonding
between the aggregate and the old mortar, fractures and cracks in the recycled aggregate
formed during the recycling procedure, and the presence of low-permeability mortar
connected to the recycled aggregate [5–7]. Furthermore, the characteristics of RAC are
reliant on the amount of recycled aggregate substituted and the moisture content [8,9]. The
strength of RAC varies according to the recycled aggregate replacement ratio, the water–
cement ratio (w/c), the recycled aggregate’s moisture content, and the recycled aggregate’s
physical and mechanical properties [9,10]. When w/c is held constant, experimental
data suggest that recycled aggregate replacement content has a significant effect on the
strength of RAC [11,12]. When natural aggregate is totally replaced with recycled aggregate,
the compressive strength of RAC can be reduced by up to 30% [13,14]. Similarly, other
researchers discovered a drop in compressive strength of between 12% and 25% with
100% recycled aggregate incorporation [15,16]. It was discovered that the age of the waste
concrete from which the recycled aggregate was manufactured had a substantial impact
on the strength of the RAC [17]. Moreover, the strength of the parent concrete from which
recycled aggregates are produced affects the strength of the RAC [18]. Hence, there are
several factors that influence the strength of RAC, and to study their combined impact
through experimental investigations is challenging. In contrast, using computational
methods might better examine the combined influence of these factors on the strength
of RAC.

The practice of developing models for forecasting the strength of concrete is ongoing
in order to reduce unnecessary test repetitions and material waste. There are several
prominent models for modeling concrete properties, such as best fit curves (based on
regression analysis). However, due to the nonlinear behavior of concrete [19,20], regression
models generated using this technique may not accurately represent the underlying nature
of the material. Additionally, regression methods may understate the effect of constituent
materials in concrete [21]. Artificial intelligence techniques such as machine learning are
some of the more contemporary modeling techniques that have been used in the area of civil
engineering. These approaches use input parameters to model responses, and the output
models are validated by experimentation. For construction applications, machine learning
algorithms estimate concrete strength [22–26], bituminous mixture performance [27], and
concrete durability [28–30].

This study concentrates on the use of machine learning methods to forecast the com-
pressive and flexural strength of RAC. Two distinct ensemble machine learning techniques
were used—gradient boosting and random forest—and the effectiveness of both methods
was evaluated using correlation coefficients (R2) and statistical checks. Moreover, k-fold
analysis and error distributions were used to determine the validity of each technique.
The reason for selecting the ensemble machine learning method was that the literature
reported their better performance compared to individual machine learning methods,
such as support-vector machines and artificial neural networks [31–33]. This research is
interesting in that it predicts both the compressive and flexural strength via two ensemble
machine learning methods, while experimental studies require considerable human effort,
the cost of experimentation, and time for material collection, casting, curing, and testing.
Since a number of factors—including w/c, recycled aggregate replacement ratio, parent
concrete strength, water absorption of the recycled aggregate, density of the recycled aggre-
gate, etc.—influence the strength of RAC, their combined impact is hard to study through
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an experimental approach. Machine learning methods are capable of determining their
combined impact at a reduced effort. Machine learning methods require a dataset, which
may be collected from past studies, since many investigations have been undertaken to
determine material strength, and such a dataset might be utilized for training the machine
learning models and forecasting the material properties. The purpose of this work is to
ascertain the most appropriate machine learning method for the compressive and flex-
ural strength estimation of RAC based on the results forecast and the effects of various
parameters on the strength of RAC.

2. Methods

2.1. Data Retrieval and Analysis

To obtain the appropriate result, supervised machine learning techniques need a
varied range of input variables [34–36]. The compressive and flexural strength of RAC
were projected using data obtained from the past studies (see Table S1 in Supplementary
Materials). Experimental data were arbitrarily selected from previous studies so as to avoid
biased images. Twelve variables were chosen as input factors, as listed below:

• Recycled concrete aggregate (RCA) replacement ratio;
• Parent concrete strength, bulk density of natural aggregate;
• Bulk density of RCA;
• Bulk density of natural aggregate;
• Water absorption of natural aggregate;
• Water absorption of RCA;
• Aggregate–cement ratio (a/c);
• Effective water–cement ratio (weff/c);
• Nominal maximum natural aggregate size;
• Nominal maximum RCA size;
• Los Angeles abrasion index of natural aggregate;
• Los Angeles abrasion index of RCA.

In addition, the compressive and flexural strength were chosen as the output variables.
The quantity of input variables and the dataset have a substantial impact on a machine
learning method’s result [37–39]. In the present study, 638 data points (mixes) were em-
ployed to run machine learning methods for compressive strength prediction, and 139 data
points (mixes) were used for flexural strength prediction. Tables 1 and 2 summarize the
descriptive statistic evaluation of each input variable for compressive and flexural strength
prediction, respectively. The mode, median, and mean exemplify basic propensity, while
the standard deviation, minimum, and maximum denote variability. The relative frequency
dispersal of input factors employed to forecast the compressive and flexural strength is
depicted in Figures 1 and 2, respectively. This represents the overall number of readings
linked to each input parameter.
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RCA replacement ratio Parent concrete strength 

 
Bulk density of natural aggregate Bulk density of RCA 

 
Water absorption of natural aggregate Water absorption of RCA 

Figure 1. Cont.
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Aggregate–cement ratio Effective water–cement ratio 

 
Nominal maximum natural aggregate size Nominal maximum RCA size 

 
Los Angeles abrasion index of natural aggregate Los Angeles abrasion index of RCA 

Figure 1. Relative frequency dispersal of input parameters for the compressive strength dataset. NA:
natural aggregate, RCA: recycled concrete aggregate.
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RCA replacement ratio Parent concrete strength 

 
Bulk density of natural aggregate Bulk density of RCA 

 
Water absorption of natural aggregate Water absorption of RCA 

Figure 2. Cont.
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Aggregate–cement ratio Effective water–cement ratio 

 
Nominal maximum natural aggregate size Nominal maximum RCA size 

 
Los Angeles abrasion index of natural aggregate Los Angeles abrasion index of RCA 

Figure 2. Relative frequency dispersal of inputs parameters for the flexural strength dataset. NA:
natural aggregate, RCA: recycled concrete aggregate.
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2.2. Machine Learning Methods Employed

Two ensemble machine learning methods (gradient boosting and random forest) were
used to accomplish the objectives of this research, using Python code and the Anaconda
Navigator program. Spyder 4.3.5 was used to execute the gradient boosting and random
forest methods. Typically, these machine learning methods are used to anticipate desired
outputs based on input factors. These methods are capable of forecasting the temperature
effects, the strength properties, and the durability of materials [40,41]. Ensemble machine
learning methods commonly exploit the weak learner by constructing 20 submodels that
may be trained on data and modified to maximize the R2 value. The strategies to choose
optimal hyperparameters include splitting the data for training and testing models (80%
for training and 20% for testing), selecting the optimal submodel based on R2, and the
k-fold analysis method. R2 represents the performance/validity of machine learning
approaches. The R2 statistic is used to determine the amount of variance in a response
variable provided by a model. In other words, it expresses the model’s fit to the data
quantitatively. A number around zero implies that fitting the mean is comparable to fitting
the model, but a value near one shows that the data and model are nearly completely
matched [42]. The subsections below discuss the machine learning techniques employed in
this study. Moreover, all machine learning methods are validated using k-fold assessment,
statistical checks, and error measures (root-mean-square error (RMSE) and mean absolute
error (MAE)). Furthermore, sensitivity analysis is performed to determine the effect of
each input variable on the predicted findings. The flow diagram in Figure 3 illustrates the
research method used in this study.

Figure 3. Flowchart of research methods.

2.2.1. Gradient Boosting

Friedman [43] presented gradient boosting as an ensemble strategy for classification
and regression in 1999. Gradient boosting is only applicable to regression. As seen in
Figure 4, the gradient boosting technique compares each iteration of the randomly chosen
training set to the base model. A weak predictor is constructed using all of the training data.
Then, the training data are predicted using a weak predictor. With the expected outcome,
it is simple to calculate the residuals for each training instance. Gradient boosting for
execution may be sped up and accuracy increased by randomly subsampling the training
data, which also helps to prevent overfitting. The lower the training data percentage,
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the faster the regression, because the model must suit minor data every single iteration.
Gradient boosting algorithms require tuning parameters, including n-trees and shrinkage
rate, where n-trees is the number of trees to be generated; n-trees must not be kept too low,
while the shrinkage factor—normally referred to as the learning rate employed to all trees
in the development—should not be set too high [44].

Figure 4. Schematic representation of the gradient boosting technique.

2.2.2. Random Forest

Random forest are deployed by bagging decision trees using the random split choice
technique [45]. The modeling procedure for the random forest approach is illustrated
schematically in Figure 5. Each tree in the forest is generated by means of an arbitrarily
selected training set, and each split inside a tree is constructed by means of an arbitrarily
chosen subgroup of input factors, yielding a forest of trees [46]. This element of instability
adds variation to the tree. The forest as a whole is composed completely of mature binary
trees. The random forest technique has established itself as a highly effective tool for
general-purpose classification and regression. When the number of variables surpasses the
number of observations, the technique has proven improved precision by aggregating the
predictions of several randomized decision trees. Additionally, it is adaptable to both large-
scale and ad hoc learning tasks, yielding measures of varying degrees of importance [47].
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Figure 5. Schematic representation of the random forest technique [45].

3. Results and Analysis

3.1. Gradient Boosting Model
3.1.1. Compressive Strength

The results of the gradient boosting model for RAC’s compressive strength are shown
in Figure 6a,b. Figure 6a depicts the relationships between the experimental and anticipated
results. The gradient boosting approach yielded findings with a satisfactory level of
accuracy and a lower distinction between the experimental and projected values. The
R2 of 0.87 signifies that the gradient boosting model is reasonably precise at forecasting
the compressive strength of RAC. The distribution of forecast and error values for the
gradient boosting compressive strength model is presented in Figure 6b. The discrepancy
between experimental and estimated values was found to be between 0.00 and 27.96 MPa
(44.52% deviation), with an average of 4.78 MPa (11.67%). Additionally, the divergence
from the experimental outcomes was less than 1 MPa for 27 mixes, between 1 and 3 MPa
for 32 mixes, between 3 and 6 MPa for 32 mixes, between 6 and 10 MPa for 21 mixes, and
greater than 10 MPa for 16 mixes. These deviations indicate that the gradient boosting
model’s predicted results deviated less from the experimental results. As a result, the
gradient boosting technique is quite accurate at predicting RAC’s compressive strength.
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(a) (b) 

Figure 6. Gradient boosting model for compressive strength: (a) relationship between experimental
and predicted results; (b) spreading of predicted and error values.

3.1.2. Flexural Strength

Figure 7a,b provides a comparison of the experimental and predicted outcomes of
the gradient boosting model for the flexural strength of RAC. The correlation between
experimental and estimated findings is exemplified in Figure 7a, where an R2 of 0.79 indi-
cates that the gradient boosting model for the flexural strength is less specific than for the
compressive strength estimation of RAC. This reduced R2 is due to the lower number of
data points used for forecasting the flexural strength compared to the compressive strength.
The distribution of estimated and error values for the gradient boosting flexural strength
model is represented in Figure 7b. The difference between experimental and estimated
values was discovered to be between 0.00 and 4.27 MPa (89.27% deviation), with an average
of 5.86 MPa (11.44%). Furthermore, the difference from the experimental outcomes was less
than 1 MPa for 22 mixes and greater than 1 MPa for 6 mixes. These deviation values suggest
a moderate disparity between the gradient boosting model’s projected and experimental
outcomes. As a result, the gradient boosting approach predicts RAC’s flexural strength less
accurately compared to its precision in foretelling the compressive strength of RAC.

 

(a) (b) 

Figure 7. Gradient boosting model for flexural strength: (a) relationship between experimental and
predicted results; (b) spreading of predicted and error values.
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3.2. Random Forest Model
3.2.1. Compressive Strength

The outcomes of the random forest model for the compressive strength of RAC are
presented in Figure 8. In Figure 8a, an R2 value of 0.91 indicates that the random forest
model outperforms the gradient boosting model in this study in terms of precision. The
dispersion of projected and error values for the random forest compressive strength model
is shown in Figure 8b. The variation (error) between experimental and estimated values
was found to range between 0.07 and 25.57 MPa (39.28% variation), with an average of
4.19 MPa (10.50% variation). Furthermore, the difference from the experimental outcomes
was less than 1 MPa for 18 mixes, between 1 and 3 MPa for 41 mixes, between 3 and 6 MPa
for 39 mixes, between 6 and 10 MPa for 22 mixes, and larger than 10 MPa for only 8 mixes.
These values show that the difference between experimental and expected outcomes is
less compared to the gradient boosting model. As a result, the random forest approach is
superior for assessing the compressive strength of RAC with the greatest precision.

 

 

(a) (b) 

Figure 8. Random forest model for compressive strength: (a) relationship between experimental and
predicted results; (b) spreading of predicted and error values.

3.2.2. Flexural Strength

The experimental and anticipated outcomes of the random forest model for the flexural
strength of RAC are shown in Figure 9. Figure 9a represents the relationships between
experimental and projected outcomes, with an R2 of 0.86 indicating that the random forest
model for the flexural strength is less specific than the compressive strength prediction of
RAC. This reduced R2 is because there are fewer data points used to forecast the flexural
strength than the compressive strength. Figure 9b indicates the distribution of estimated
and error values for the random forest flexural strength model. The discrepancy between
experimental and estimated values ranged from 0.02 to 2.24 MPa (34.46 variances), with
an average of 0.56 MPa (10.43% variance). Moreover, for 23 mixes, the variation from
the experimental outcomes was less than 1 MPa, whereas it was greater than 1 MPa for
only 5 mixes. These values indicate a lower difference between the random forest model’s
predicted and experimental results. As a result, the random forest technique is more
accurate in forecasting RAC’s flexural strength than the gradient boosting model.
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(a) (b) 

Figure 9. Random forest model for flexural strength: (a) relationship between experimental and
predicted results; (b) spreading of predicted and error values.

3.3. Models’ Validation

The machine learning methods were validated by employing k-fold and statistical
methods. The k-fold technique, in which related data are randomly spread and separated
into 10 groups, is widely used to determine a technique’s validity [48]. Nine groups
are employed for training the model, and one group is used for validation, as shown in
Figure 10. The model is more accurate when the errors (MAE and RMSE) are less and
the R2 is high. In order to get a reasonable conclusion, the operation should be repeated
10 times. The model’s outstanding accuracy is due in large part to this enormous effort.
In addition, both models were statistically tested based on errors (MAE and RMSE), as
shown in Table 3. In comparison to the gradient boosting technique, this assessment also
validated the random forest model’s superior accuracy due to reduced error readings.
Equations (1) and (2), which were obtained from prior investigations [31,49], were used to
determine the approaches’ prediction performance statistically.

MAE =
1
n ∑n

i=1|Pi − Ti|, (1)

RMSE =

√
∑

(Pi − Ti)
2

n
, (2)

where n = total number of data points, Ti = experimental value, and Pi = predicted value.

Table 3. Statistical measurements of the models for validation.

Model
Compressive Strength (MPa) Flexural Strength (MPa)

MAE RMSE MAE RMSE

Gradient Boosting 4.776 6.976 0.642 1.199
Random Forest 4.194 5.642 0.560 0.859
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Figure 10. K-fold analysis procedure [50].

MAE, RMSE, and R2 were measured to see how well the k-fold analysis was executed,
and the results are shown in Table 4. Figures 11–13 show a comparison of k-fold analysis
for all of the machine learning techniques used. The MAE values for the gradient boosting
compressive strength model ranged from 4.78 to 14.60 MPa, with an average of 10.27 MPa.
In contrast, the MAE values for the random forest compressive strength model ranged
from 4.19 to 10.92 MPa, with an average of 8.34 MPa. Likewise, the gradient boosting and
random forest models for the compressive strength of RAC had average RMSE values of
11.05 and 9.41 MPa, respectively. When R2 values were evaluated, the average R2 values
for the gradient boosting and random forest models were 0.67 and 0.72, respectively. When
compared to the gradient boosting model, the random forest model—with smaller error
values and greater R2 values—was more precise in projecting the compressive strength of
RAC. A similar distribution of error and R2 values was discovered for the flexural strength
of RAC for both the gradient boosting and random forest models, and this also validated
the higher precision of the random forest model. Hence, the random forest model might
be employed for the strength estimation of RAC in order to reduce the number of trials
required for experimentation.

Table 4. Results of k-fold analysis.

K-Fold

Compressive Strength Flexural Strength

Gradient Boosting Random Forest Gradient Boosting Random Forest

MAE RMSE R2 MAE RMSE R2 MAE RMSE R2 MAE RMSE R2

1 14.60 10.23 0.74 10.92 8.44 0.90 0.64 1.37 0.75 0.63 0.97 0.74
2 7.33 9.28 0.53 7.13 9.45 0.67 0.67 1.20 0.92 0.66 0.97 0.44
3 11.04 7.98 0.87 8.16 7.56 0.73 0.75 1.52 0.60 1.33 1.51 0.35
4 8.57 13.86 0.84 4.19 11.87 0.84 0.85 1.81 0.45 0.71 0.93 0.63
5 11.16 12.42 0.87 7.25 9.83 0.91 0.74 1.21 0.79 0.91 0.86 0.43
6 13.10 7.10 0.86 9.87 5.64 0.66 2.00 2.02 0.20 0.56 0.86 0.41
7 8.01 15.95 0.37 7.78 12.06 0.79 0.96 1.23 0.21 0.97 0.90 0.75
8 13.14 8.76 0.74 9.98 15.00 0.47 1.56 1.28 0.44 1.30 1.47 0.56
9 4.78 6.98 0.61 10.09 8.18 0.74 0.79 1.22 0.24 0.87 1.28 0.74

10 10.94 17.97 0.27 7.98 6.10 0.49 0.69 1.29 0.50 0.90 1.34 0.86
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Figure 11. Mean absolute error distribution from k-fold analysis.

Figure 12. Root-mean-square error distribution from k-fold analysis.
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Figure 13. Correlation coefficient (R2) distribution from the k-fold analysis. GB: gradient boosting,
RF: random forest, CS: compressive strength, FS: flexural strength.

3.4. Sensitivity Analysis

The purpose of this evaluation was to discover the impact of input factors on RAC’s
compressive and flexural strength prediction. The anticipated result is considerably influ-
enced by the input factors [51]. Figure 14 shows the influence of the input factors used in
this research on the compressive strength evaluation of RAC. The analysis revealed that the
RCA replacement ratio was the crucial element, accounting for 18.7% of the overall impact,
followed by parent concrete strength at 15.3% and weff/c at 14.8%. The contribution of the
other input factors to the strength estimation of RAC was found to be lower, with the Los
Angeles abrasion index of RCA, water absorption of RCA, a/c, nominal maximum RCA
size, bulk density of RCA, Los Angeles abrasion index of natural aggregate, bulk density of
the natural aggregate, nominal maximum natural aggregate size, and water absorption of
the natural aggregate accounting for 11.6%, 8.7%, 8.1%, 6.5%, 5.0%, 3.7%, 2.8%, 2.5%, and
2.3%, respectively. Sensitivity analysis produced results associated with the quantity of
input variables and the dataset used to build the machine learning models. The impact of
an input factor on the method’s results was found using Equations (3) and (4).

Ni = fmax(xi)− fmin(xi) (3)

Si =
Ni

∑n
j−i Nj

. (4)

where

fmax(xi) = highest estimated value on the ith result;
fmin(xi) = lowest estimated value on the ith result;
Si = attained impact percentage for a certain variable.
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Figure 14. Input variables’ contribution to estimating the outcomes of models.

4. Discussions

The goal of this study was to add to the existing domain of research on the use of
modern methods for evaluating the strength of RAC. This sort of exploration will benefit
the building sector by allowing for the advancement of fast and cost-effective material
property projection methods. Furthermore, by implementing these techniques to encourage
environmentally friendly construction, the acceptance and usage of RAC in the build-
ing sector could be expedited. Figure 15 depicts the advantages of adopting RAC in the
construction industry. Significant infrastructural renovation is required as a result of ur-
banization and industrialization, resulting in high volumes of construction and demolition
waste. Therefore, desirable areas are turned into garbage ditches, land prices continue to
rise, and trash dumping costs rise, with landfill space becoming increasingly rare. As a
result, waste management has become of leading significance in emerging countries and is
a global concern that demands long-term solutions. In addition, extracting and processing
natural aggregates for concrete uses a lot of energy and produces a lot of CO2 [52]. Thus,
using RAC in concrete production could result in lower energy consumption, resource
conservation, building sustainability, cost savings, and a significant decrease in construction
and demolition waste.

This research shows how machine learning methods may be used to forecast the
compressive and flexural strength of RAC. The study employed two ensemble machine
learning techniques—gradient boosting and random forest—to determine which technique
is the most accurate predictor. The random forest model, with an R2 of 0.91 for compressive
strength and 0.86 for flexural strength prediction, suggested a higher precision compared
to the gradient boosting model, which produced R2 of 0.87 and 0.79 for compressive
and flexural strength prediction, respectively. Furthermore, the accuracy of all machine
learning methods was tested through the use of k-fold and statistical methods. The model
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is more precise if there are fewer error values in it. However, selecting and suggesting
the best machine learning model for forecasting outcomes in a range of fields is difficult,
because a model’s validity is highly dependent on the input factors and size of the dataset
employed [53]. Ensemble machine learning techniques frequently take advantage of the
weak learner by building 20 submodels that might be trained on data and altered to
maximize the R2 value. The random forest model has also been found to be more exact
in forecasting the strength of concrete by other researchers [54–56] in terms of R2 and
error values. Farooq et al. [54] compared the functioning of random forest with that of the
artificial neural network, gene expression programming, and decision tree methods, and
found that the random forest model, with an R2 of 0.96, had a higher precision than the
others. The reason for the higher accuracy of random forest is that it employs the bagging
approach to combine all regression trees [57,58]. By minimizing the variation associated
with prediction, bagging can increase prediction accuracy.

Figure 15. Benefits related to the adoption and application of recycled aggregate concrete.

Figure 16 depicts the R2 value dispersion for the gradient boosting and random forest
submodels. For gradient boosting compressive strength submodels, the lowest, average,
and maximum R2 values were 0.818, 0.844, and 0.869, respectively. Additionally, the least,
average, and highest R2 values for the gradient boosting flexural strength submodels were
noted to be 0.731, 0.762, and 0.793, respectively. Similarly, for random forest compressive
strength submodels, the lowest, average, and highest R2 values were 0.877, 0.907, and
0.915, respectively. Meanwhile, the least, average, and greatest R2 values for the random
forest flexural strength submodels were identified to be 0.803, 0.834, and 0.863, respectively.
These findings revealed that the random forest submodels had greater R2 values than the
gradient boosting submodels, indicating that the random forest model was more precise
in estimating RAC’s strength. A sensitivity analysis was also conducted to determine the
effects of all inputs on the projected strength of RAC. The size of the dataset and the input
parameters may have an impact on the model’s performance. The sensitivity analysis
determined the contributions of each of the 12 input parameters to the expected output.
The three most important input factors were discovered to be the RCA replacement ratio,
parent concrete strength, and weff/c.
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Figure 16. Correlation coefficients (R2) of submodels.

5. Conclusions

This study aimed to employ two ensemble machine learning algorithms to anticipate
the compressive and flexural strength of recycled aggregate concrete (RAC). Gradient boost-
ing and random forest were chosen to achieve the study’s goals. The dataset containing the
strength of RAC of 638 mixes was collected, of which all contained compressive strength
results and 139 contained flexural strength results. Both gradient boosting and random
forest models were employed to predict the compressive and flexural strength of RAC, and
their accuracy was compared. The conclusions of this study are as follows:

1. The random forest model outperformed the gradient boosting model in estimating the
compressive and flexural strength of RAC, with an R2 value of 0.91 for compressive
strength and 0.86 for flexural strength prediction. However, the results of the gradient
boosting model for the compressive strength estimation of RAC were also in the
reasonable range, with an R2 of 0.87, but for the flexural strength estimation, the
accuracy of the gradient boosting model was lower, with an R2 of 0.79. The lower R2

values for the flexural strength estimation in both models were because of the lower
number of input data points. Hence, the random forest technique is suitable to be
used for the strength prediction of RAC;

2. The analysis of predicted results indicated a lower variance from the experimental
results for the random forest model compared to the gradient boosting model, which
also validated the higher precision of the random forest model in predicting the
strength of RAC;

3. K-fold and statistical evaluations further validated the model’s precision. These
assessments also validated the higher precision of the random forest model due to the
lower error values in comparison with the gradient boosting model;

4. Sensitivity analysis revealed that the RCA replacement ratio was the most important
constituent affecting the model’s outcome, accounting for 18.7% of the total, followed
by parent concrete strength at 15.3% and the effective water–cement ratio at 14.8%.
However, the other input parameters had less contribution to the forecast of RAC’s
compressive strength, with the Los Angeles abrasion index of RCA, water absorption
of RCA, a/c, nominal maximum RCA size, bulk density of RCA, Los Angeles abrasion
index of natural aggregate, bulk density of natural aggregate, nominal maximum
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natural aggregate size, and water absorption of the natural aggregate accounting for
11.6%, 8.7%, 8.1%, 6.5%, 5.0%, 3.7%, 2.8%, 2.5%, and 2.3%, respectively;

5. This sort of study will benefit the building sector by allowing for the advancement
of rapid and cost-effective techniques for estimating the strength of materials. Fur-
thermore, by encouraging computational techniques, the adoption and application of
RAC in the building sector will be accelerated.

This study proposes that future studies should use experimental research, mixture
proportions, field trials, and other numerical assessment methods to increase the amount
of data points and findings (e.g., Monte Carlo simulation). Furthermore, to enhance the
models’ responsiveness, environmental characteristics (e.g., elevated/low temperature and
humidity) and a full description of the raw materials may be included as input variables.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/ma15082823/s1, Table S1: Data used for modeling. References [59–121] are cited in the
Supplementary Materials.
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Abstract: The damage identification method based on macro-strain modality has shown good results
for large-span flexible bridges. However, medium- and small-span bridges have a high stiffness, and
the axle system is embodied. The strong time-varying vibration characteristics, coupled with the
non-stationary characteristics of vehicle loads, make it difficult to accurately determine the stable
strain modes of such bridges. To solve this problem, a damage localization index in the form of
an amplitude vector matrix of the mutual energy density spectrum based on macro-strain was
constructed using wavelet transform de-noising and reconstruction technology and cross-correlation
function. The macro-static strain and macro-dynamic strain data obtained from a vehicle–bridge
coupling experiment were reconstructed through wavelet transform, and the factors influencing the
damage indices were analyzed. The results showed that the proposed indicators could help realize
an accurate damage localization for medium- and small-span bridge systems with different damage
degrees under the action of vehicle–bridge coupling.

Keywords: macro-strain mode; medium- and small-span bridges; wavelet transform; cross-
correlation function

1. Introduction

Transportation is vital to regional economic development, and bridges are key to
maintaining a smooth traffic flow. The normal operation of a transportation system relies
heavily on the health of bridge structures [1,2]. To ensure the safety of bridge operation,
several health monitoring systems have been established. However, existing monitoring
systems are complex, expensive, and mostly applicable to long-span bridges. In highway
and railway bridges, the vast majority of bridges are medium- and small-span bridges
(the middle bridge generally has the total length of porous span between 30 m and 100 m
or the single span between 20 m and 40 m, and the small bridge mostly refers to the
total length of porous span between 8 m and 30 m or the single span between 5 m and
20 m). The medium- and small-span bridges have small span and large stiffness, so the
vehicle–bridge coupling effect is obvious. At the same time, small- and medium-span
bridges are prone to cracks and reduce the structural stiffness of bridges. However, because
of its complex structure and soft structure, long-span bridges are often the key objects of
structural health monitoring and detection, while small- and medium-span bridges lack
attention. In recent years, due to the increase in vehicle load, structural deterioration, and
structural form that do not conform to the current specification, the tilting erosion and
fracture of medium- and small-span bridges have occurred. Throughout the domestic and
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foreign bridge damage accident cases, the proportion of small- and medium-span bridge
damage accidents accounted for the vast majority. Therefore, it is necessary to improve the
real-time monitoring of the damage condition of medium- and small-span bridges, and
develop a simple damage identification technology suitable for practical applications.

With the development of bridge construction and health monitoring technology, the
damage identification method of bridge structure has developed rapidly. So far, many
mature theoretical methods have emerged. The classification of monitoring data based on
damage identification can be divided into a damage identification method based on static
measurement data and a damage identification method based on dynamic monitoring
data. The static-based damage identification method is reliable, but it is time-consuming,
laborious, and expensive to interrupt the traffic in the detection, which is not conducive to
the real-time evaluation of the bridge state. For example, static load test, percussion method,
and millimeter wave radar method [3] based on non-destructive damage detection need to
interrupt traffic for damage identification, which brings great inconvenience to people’s
travel. However, the damage identification method based on dynamic response can not
interrupt the traffic, and only relying on environmental incentives can achieve the goal of
online damage identification for bridges. Different from acceleration sensors, long-gauge
strain sensors can not only reflect the overall information of the bridge, but also represent
the local information of the structure. The strain index is more sensitive to local damage [4],
whereas the displacement index is more effective for overall damage identification [5]. The
sensitivity for local damage identification is arranged from low to high, and local damage
in structures can be more easily identified using the strain index than the displacement
index [6]. With the development of macro-strain measurement technology, the distributed
strain sensing technology realizes the regional sensing, which overcomes the shortcomings
of the traditional ‘point’ sensing that is too local, and overcomes the shortcomings of
the traditional displacement sensing and acceleration sensing that are too macroscopic.
It integrates the local and global information of structures, enables dynamic and static
testing, and has advantages such as accurate damage localization and high quantitative
accuracy [7–10]. Therefore, in this paper, the measured macro-strain data will be used as
the data source for medium- and small-span bridge damage identification.

Based on macro-strain data, the following damage identification methods have been
developed in recent years. Li et al. [11,12] employed a macro-strain mode vector with a
long gauge as the damage index; it exhibited a high accuracy for damage localization and
quantification with a good application effect for long-span flexible bridges. Wu et al. [8]
proposed a structural damage identification method based on macro-strain modal vector.
The modal parameters were extracted by strain response, and then the two-level strategy
for flexible structure damage detection was proposed. Hong [13] proposed a method of only
output modal macro-strain extraction and a bridge damage identification method under
environmental excitation, and theoretically proved that the modal macro-strain of the strain
sensor was uniquely determined by the peak value of the dynamic macro-strain response
power spectrum density (PSD). Then, this method was applied to the state assessment of a
practical bridge in New Jersey. Xu et al. [14,15] proposed a damage identification method
for long-span cable-stayed bridges based on the residual trend of the macro-strain modal
and the energy of macro-strain frequency response function. This method is clear in theory
and easy to implement. According to the mapping relationship between long strain and
displacement, Zhang et al. [10] deduced the macro-strain frequency response function,
and proposed two structural strain modal identification methods based on it, and verified
the effectiveness of the two methods. Anastasopoulos [16] identified the strain mode and
characteristic frequency of the prestressed concrete beam model by macro-strain data to
identify the damage and damage location of the structure. There are obvious changes in the
amplitude and curvature of the strain mode in the damage area. However, medium- and
small-span bridges have high rigidity. When the vehicle-to-bridge mass ratio is relatively
high, the vibration effect due to vehicle–bridge coupling cannot be ignored. The structural
system will reflect the time-varying vibration characteristics, and the non-stationary charac-
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teristics of the vehicle load will make it difficult to accurately obtain the stable strain mode
of the bridge [15,17]. Clearly, identifying damages in a time-varying bridge based on the
macro-strain modal test method is challenging, and the existing macro-strain theory cannot
be directly applied to the damage identification of medium- and small-span bridges [18,19].
Hong et al. [4] established a static damage identification method based on the difference of
macro-strain influence line area before and after structural damage by using a vehicle mov-
ing load. Li [20] proposed a damage identification method for urban road viaducts based
on the working deformation of the macro-strain in the frequency-domain. This method
can accurately identify damage locations and provides a good solution to the macro-strain
problems encountered in the damage identification of medium- and small-span bridges.
The idea is to advance the application of macro-strain-based damage identification to
medium- and small-span bridges. Razavi and Hadidi [21] proposed a structural damage
identification method based on finite element model correction and wavelet packet trans-
form component energy, and verified the effectiveness and applicability of this method
in structural damage identification by taking a two-dimensional steel truss structure as
an example. The results show that this method can accurately determine the existence,
location, and magnitude of damage, but the method requires the finite element model of the
structure without damage. The performance of damage identification using macro-strain
data is excellent, and the vehicle–bridge ratio of medium- and small-span bridges is large.
When a vehicle passes the bridge, obvious macro-strain data can be measured, which pro-
vides a guarantee for subsequent damage identification. However, the complicated damage
identification theory makes it challenging for ordinary engineers to grasp. Therefore, how
to make the damage identification method based on macro-strain more easily applied in
the damage identification of medium- and small-span bridges has become a research focus.

As a time–frequency analysis method, wavelet analysis has the characteristics of
multiresolution and has a strong ability to represent the local characteristics of a signal,
particularly when dealing with non-stationary signals. It can realize an effective decom-
position and noise reduction of signal data [22]. Yu [23] conducted a modal analysis of a
cracked bridge based on the structural dynamic equation of motion, studied the modal char-
acteristics of the damaged bridge, and realized damage localization through the wavelet
coefficients of the wavelet transform. Liu [24] employed the curvature of the displace-
ment response and the cross-correlation function of the vehicle-excited bridge response
as damage indices and applied the time–frequency analysis method of lifting wavelet
transforms to identify bridge damage under moving loads. This method does not require
damage-free structural response information, and the damage can simply be identified
through the vibration response data of the bridge under different moving loads. Although
it can effectively identify the damage location, the degree of damage cannot be easily quan-
tified. Macro-strain damage identification methods are mostly based on empirical mode
decomposition analysis, while wavelet transform for noise reduction and time–frequency
analysis are rarely used.

Based on the above research, this paper reports a damage localization index in the
form of an amplitude vector matrix of the mutual energy density spectrum based on macro-
strain, constructed using wavelet transform de-noising and reconstruction technology
and cross-correlation function. With the macro-dynamic strain and macro-static strain
experimental data, the accuracy of the proposed damage localization index was verified
in terms of the damage degree, damage location, and vehicle-to-bridge mass ratio. The
experimental results showed that the proposed indicators could achieve precise damage
localization for medium- and small-span bridge systems with different damage degrees
under the action of vehicle–bridge coupling.

2. Theoretical Basis

2.1. Damage Identification Based on Vehicle–Bridge Coupling Theory

For a small-span bridge with a relatively high vehicle-to-bridge mass ratio, the moving
vehicle-mounted action can be approximately considered vehicle–bridge coupling, and the
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vehicle–bridge system has time-varying characteristics [25–27]. This is shown in Figure 1.
P is the force actions on the bridge; t is the vehicle travel time in the bridge; v is the speed
of the vehicle; M1 is the vehicle mass; y(x, t) is the vertical dynamic displacement of the
bridge; x is the distance traveled by the vehicle on the bridge; l is the length of the bridge.

Figure 1. Vehicle–bridge time-varying system.

When the vehicle–bridge coupling effect is considered, the macro-strain generated
by the moving vehicle-mounted action includes two categories. One is the macro-strain
generated by the vehicle weight, i.e., the static strain. The other is the macro-dynamic strain
due to the vehicle–bridge coupling. Therefore, based on the measured macro-strain data
and wavelet transform, this study reconstructed and separated the macro-dynamic and
static strains, and then used the reconstructed macro-static and dynamic strain data as the
research object to perform an impact analysis on damage localization [19,28].

Based on the modal superposition method and D’Alembert’s principle, a vehicle–
bridge coupling model was established [29], as shown in Figure 2. Ms is the mass of the
car body; Mt1 represents the total mass of suspension device of vehicle front axle and tires;
Mt2 represents the total mass of rear axle suspension device and tires. ks1 and ks2 represent
the spring stiffness of the front and rear axle suspension system of vehicle, respectively;
kt1 and kt2 are, respectively, the stiffness of the front and rear axle tires of the vehicle. cs1
and ct1 are the damping of vehicle front axle suspension system and tires, respectively. On
the contrary, cs2 and ct2 are the damping of vehicle rear axle suspension system and tires,
respectively. ys is the vertical displacement of the car body. θ represents the rotation angle
of the car body. yt1 is the vertical displacement of vehicle front axle suspension system;
yt2 is the vertical displacement of vehicle rear axle suspension system; yc1 and yc2 are the
vertical displacements of the front and rear axle tires, respectively.

 
Figure 2. Coupling effect of the vehicle and bridge.
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The bridge vibration equations of the vehicle–bridge coupled vibration model shown
in Figure 2 can be expressed as:

[Mv]
{ ..

yv
}
+ [Cv]

{ .
yv
}
+ [Kv]{yv} = {Fv−b}+ {FG} (1)

[Mb]
{ ..

yb
}
+ [Cb]

{ .
yb
}
+ [Kb]{yb} = {Fb−v} (2)

where [Mv], [Cv], and [Kv] are the mass, damping, and stiffness matrices of the vehicle,
respectively; [Mb], [Cb], and [Kb] are, respectively, the mass, damping, and stiffness matri-
ces of the bridge; {yb} and {yv} are the displacement vectors of the bridge and vehicle,
respectively; {Fv−b} and {Fb−v} are, respectively, the combined force components of the
vehicle–bridge coupling acting on the vehicle and bridge; {FG} is the gravity vector acting
on the vehicle.

Based on the dynamic balance and displacement coordination relationship, the follow-
ing matrix can be established:[

Mv
Mb

]{ ..
yv..
yb

}
+

[
Cv

Cb−v

Cv−b
Cb + Cb−b

]{ .
yv.
yb

}
+

[
Kv

Kb−v

Kv−b
Kb + Kb−b

]{
yv
yb

}
=

{
Fv−b + FG

Fb−v

}
(3)

In this formula, Cv−b, Cb−v, Cb−b, Kv−b, Kb−v, Kb−b, Fv−b, and Fb−v are the coupling
terms generated by vehicle–bridge coupling. Generally, Newmark − β is used to solve the
above coupling equation.

After solving for the displacement yb at each point in the bridge using this method,
the angular displacement ϕb of the point can be obtained by differentiating the displace-
ment [30].

ϕb(x, t) = −dyb(x, t)
dx

(4)

ε(Lm, t) =
ϕb(x, t)− ϕa(x, t)

Lm
hm (5)

where ε is the theoretical macro-strain, Lm is the gauge length, hm is the height of the neutral
axis. ϕa(x, t) is the angular displacement of the point a, ϕb(x, t) is the angular displacement
of the point b.

2.2. Reconstruction of Macro-Strain by Wavelet Transform

The measured macro-dynamic response ε′(Lm, t) of the bridge under environmental
excitation and moving load excitation includes complex response signals, such as the
vehicle load and environmental excitation [31,32], as expressed in Equation (6). Therefore,
it is necessary to eliminate the influence of environmental excitation, such as noise, and
extract useful strain signals of vehicle load from the complex macro-dynamic strain signals,
so that the time-varying bridge damage can be effectively identified.

ε′(Lm, t) = ε(Lm, t) + ξ(t) (6)

where, ε′(Lm, t) is the actual measured macro-strain, ξ(t) is the macro-strain response signal
generated by environmental excitation.

In the actual engineering signal acquisition, the signal mostly contains many mutations
and spikes, and the noise signal is not a stationary white noise signal. Therefore, when
de-noising this non-stationary signal, the traditional Fourier transform cannot give the
mutation of the signal at a certain time point, and it is difficult to effectively distinguish the
mutation of the signal in the time domain, which makes it difficult to realize the accurate
de-noising of non-stationary signals by Fourier transform. However, the wavelet transform
is different. It can conduct signal analysis in both time and frequency domains at the
same time, which can effectively distinguish the noise part of the signal and the mutation
of the signal on the time axis, so as to complete the reasonable noise reduction of non-
stationary signals. In the following, the measured macro-strain ε′(Lm, t) is decomposed
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and reconstructed by wavelet transform to remove the influence of environmental noise on
macro-strain.

ε′(Lm, t) = c1 A1 + c1D1 + c2 A2 + c2D2 · · · ciDi (7)

where i is the number of decomposition layers, ci Ai is the approximate part of the decompo-
sition, ciDi is the detailed part of the decomposition, and the noise part is typically included
in ciDi. The de-noise separation can be applied to obtain the reconstructed macro-strain
εcg(Lm, t), as expressed in Equation (8).

εcg(Lm, t) = c1 A1 + c2 A2 + · · · ci Ai (8)

3. Construction of Damage Indices

Damage Localization Index Based on Macro-Strain

The reconstructed macro-strain response curve εcg(Lm, t) can obtain εcg(Lm, ω) by
Fourier transformed.

εcg(Lm, ω) =

∞∫
−∞

ψ(Lm, t)e−jωtdt = Re(ω) + jIm(ω) = |X (ω)| ejφ(ω) (9)

where, the amplitude is |X (ω)| = √Re2(ω) + Im2(ω). Re(ω) and Im(ω) are, respectively,
the real and imaginary parts of the Fourier function.

The macro-strain amplitude after Fourier transform was selected to perform a cross-
correlation function calculation among the elements, and the mutual energy density spec-
trum of the macro-strain amplitude corresponding to the frequency ω = 1

t was obtained,
as expressed in Equation (10).

mωω

(n−1)×n,ω = X(ωωω
n−1)× X(ωωω

n ) (10)

where
∣∣X(ωωω

n )
∣∣ and

∣∣X(ωωω
n−1)

∣∣ are the macro-strain response amplitudes at the frequency
of the measuring points of elements n and n − 1, respectively.

The amplitude matrix of mutual energy density spectral between n elements in full
frequency domain (or full-time domain) is obtained by calculating the cross-correlation
function of the measured data of n long-gauge elements. The cross-correlation of a single
element is self-energy density spectrum, and that of different elements is mutual energy
density spectrum. The amplitude matrix has multiple forms. Therefore, to better describe
its dynamic characteristics, all the types of deformations are uniformly named as the
element energy product among the cross-correlated long-gauge elements in the frequency
domain. This product is hereinafter referred to as the cross-correlation element energy
product, which is equivalent to the amplitude vector of the macro-strain mutual energy
density spectrum among the long-gauge elements.
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(11)

where n ∈ Z, and the full-frequency domain is {ω1 , ω2 · · · ωω}.
For 32 long-gauge Bragg grating strain sensors pasted on the bridge, the bridge can

be divided into 32 long-gauge elements, with each element producing a macro-strain,
including macro-static strain and macro-dynamic strain. The data of two types are mixed,
and the above-mentioned wavelet transform de-noising and reconstruction technology can
be used for separating the macro-static strain and macro-dynamic strain. The long-gauge
elements calculated using the cross-correlation function will increase by the square of the
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number and is termed the cross-correlation long-gauge elements, that is, there will be
1024 cross-correlation long-gauge elements. Based on the initial element, each element
superimposed by the total number of elements is called the cross-correlation long-gauge
element group. In order to better display the damage location effect, 1024 cross-correlation
element vectors were presented in the form of matrix coordinates of 32 rows and 32 columns,
as expressed in Matrix (12). When a certain element is damaged, the coordinate of the
corresponding matrix diagonal position changes abruptly.

⎡
⎢⎣

(1, 1) · · · (1, 32)
...

. . .
...

(32, 1) · · · (32, 32)

⎤
⎥⎦ (12)

The above damage localization method is summarized as shown in Figure 3.

 
Figure 3. Damage localization.

4. Experimental Analysis

The span of common small and medium bridges is 24 m. According to the actual
bridge, an aluminum box-type simply supported girder bridge was designed by the scale of
1:7.5. The modulus of elasticity was set to 69 GPa, the Poisson’s ratio was 0.33, the density
was 2700 kg/m3, the dead weight was 13.07 kg, and the first-order natural vibration
frequency was 16.23 Hz. Thirty-two long-gauge fiber Bragg grating strain sensors were
pasted along the span of the upper roof of the beam to measure the compressive strain
(taking the absolute strain value). Subsequently, the beam was divided into 32 long-
gauge elements of 10 cm each. A temperature compensation sensor of the same type
was connected in series. After the bonding was completed, the wavelength of the sensor
was calibrated, and the wavelength of 33 strain sensors with long gauge at the same time
was recorded as the initial value. Figure 4 shows the vehicle–bridge experimental model
and sensor layout. The self-weight of the mobile trolley was 8 kg, and its mass could be
varied by adding weight, as shown in Figure 5. Table 1 lists the damage condition settings.
Figure 6 shows the experimental operation [33–35].

571



Materials 2022, 15, 1097

Figure 4. Vehicle–bridge experimental model and sensor layout diagram.

Figure 5. Mobile trolley.

Table 1. Damage condition table.

Damage Condition
Number

Damage to the
Element

Damage Width (cm) Damage Degree (%)

D0 0 0 0
D1 26 0.5 Level 1 damage
D2 26 0.5 Level 2 damage
D3 26 5 Level 3 damage
D4 26 5 Level 4 damage
D5 6, 26 5, 0.5 Level 1 damage Level 4 damage
D6 6, 26 5, 0.5 Level 2 damage Level 4 damage
D7 6, 26 5, 5 Level 3 damage Level 4 damage

Note: The damage degree is the percentage of damage in the entire long-gauge element. Damage width refers
to the length of failure along the bridge direction at the bottom part of the box girder, which is similar to the
crack. The damage location is set in the 26th or 6th long-gauge element of the lower bottom plate of the box girder.
According to the damage length of the bottom plate of the box girder and the degree of damage of the web, the
damage degree is comprehensively set according to the average stiffness reduction method, in which the working
conditions D1 and D2 are the same damage width of the bottom plate of the box girder, and the damage of the D2
web is larger, and the overall stiffness is small. The damage is stronger, so the damage degree of D2 is greater than
that of D1. D3 and D4, D5 and D6 are also set in the same way.
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Figure 6. Sensor installation and experimental operation.

4.1. Reconstruction and Separation of Macro-Strain by Wavelet Transform

After sorting the macro-strain data obtained from the vehicle–bridge coupling experi-
ment, the overall strain diagram of the moving vehicle while passing through the bridge
was obtained, as shown in Figure 7. The wavelet basis function mentioned above was
used for noise reduction and reconstruction to obtain the time history curve of static strain
generated by the moving vehicle-mounted action on the bridge, as shown in Figure 8a.
Strain separation was then performed to obtain the macro-dynamic strain curve generated
by the vehicle–bridge coupling action, as shown in Figure 8b.

Figure 7. Overall strain diagram.
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In the case of vehicle–bridge coupling, a time history curve of static strain is generated
by the weight of the vehicle, which is not easily affected by the external environment and
is suitable for quantitative damage identification. However, a macro-dynamic strain is
generated by vehicle–bridge coupling, which has a small value and is easily affected by the
external noise environment, making it suitable for damage localization and identification.
Therefore, in this study, damage localization is performed on the basis of the damage index
and time history curve of the macro-dynamic strain.

Illustration: Based on the change in the wave peak, 32 strain curves generated by the
force of 32 long-gauge elements in the mid-span circuit of the upper roof of the box girder
as shown in Figures 9 and 10.

 
(a) (b) 

Figure 8. Strain reconstruction and separation under vehicle-bridge coupling; (a) Static strain time
history diagram; (b) Dynamic strain time history diagram.

 
(a) (b) 

Figure 9. Macro-dynamic strain under damage condition for vehicle-to-bridge mass ratios; (a) 1.22;
(b) 3.14.
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(a) (b) 

  
(c) (d) 

Figure 10. Macro-dynamic strain cross-correlation based on damage level of 2 with different vehicle-
to-bridge mass ratio; (a) 1.22; (b) 1.84; (c) 2.45; (d) 3.14.

4.2. Damage Localization and Identification

Based on the separated and reconstructed macro-dynamic strain data, this section
focuses on analyzing the impacts of damage degree, vehicle-to-bridge mass ratio, multiple
damage locations, and other factors on the damage localization index.

4.2.1. Vehicle-to-Bridge Mass Ratio

When the vehicle-to-bridge mass ratio is high, the evident vehicle–bridge coupling
effect generates a macro-dynamic strain. Therefore, it is of great significance to explore the
influence of the vehicle-to-bridge mass ratio on the damage localization index. Therefore,
we conducted a macro-dynamic strain analysis during the actual vehicle-mounted action
period; this section presents the results. Figure 9a,b show the macro-dynamic strains
under the second-order damage condition with vehicle-to-bridge mass ratios of 1.22 and
3.14, respectively.

Illustration: The figures show 32 macro-dynamic strain curves indicated by different
colors, which are 32 long-gauge elements in the middle span line of the upper roof.

Figure 9 shows that the macro-dynamic strain data of the 32 long-gauge elements
fluctuate around 0. The vibration is most intense at 7.5 s, 10–13 s, and 14–15 s. The actual
movement time of the mobile trolley is 15 s, and the trolley is controlled by a traction motor.
Its speed is set to 0.2 m/s, and it takes 16 s to complete the entire process. Therefore, during
the movement process of the mobile trolley, there is a condition of variable speed, that
is, the 32 long-gauge elements are affected by non-stationary excitation (the process of
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shifting the mobile trolley is equivalent to the impact of non-stationary excitation on the
bridge, making the macro-strain data more complicated). Through the analysis of the actual
damage location, the mobile trolley was found to reach the middle span of the bridge at 7.5
s, reach the damage location in approximately 10–13 s, and completely leave the bridge
after 15 s. The vehicle-to-bridge mass ratios of the two types have evident and sudden
oscillations at 7.5 s and 10–13 s, as shown in Figure 9a,b. However, all the 32 long-gauge
elements vibrate at 7.5 s, whereas in the 10–13 s range, the oscillation is only of a few
long-gauge elements, as indicated by the green line in the figure. Based on the analysis
of the above characteristics and the calculation method of the damage localization index,
the energy product of the macro-dynamic strain cross-correlation element is obtained, as
shown in Figure 10.

A total of 32 long-gauge elements were pasted on the top plate of the beam. Through
the damage localization index calculation, we find 1024 cross-correlation long-gauge el-
ements, including 32 cross-correlation long-gauge groups as shown in matrix (12). The
meaning of this element group is that the mechanical vibration of each long-gauge element
and the first long-gauge element are correlated. If the first long-gauge element is damaged,
the macro-strain response generated by the force will be different from the macro-strain
generated by the other long-gauge elements, and the calculation based on the damage
localization index will make it different from the other elements. Figure 10 shows that the
energy product of the cross-correlation element has an evident mutation in the (26, 26)
cross-correlation long-gauge element group. Therefore, it is possible to locate the damage
in the 26th long-gauge element from the sudden change in the figure.

As the vehicle-to-bridge mass ratio increases, the abrupt value of the energy product
of the cross-correlation element also increases. Under the different vehicle-to-bridge mass
ratios, the macro-dynamic strain generated by the vehicle–bridge coupling can realize
damage location identification based on the damage localization index and the higher the
vehicle-to-bridge mass ratio, the more evident the damage localization effect.

4.2.2. Analysis of the Influence of Multiple Damage Locations

Based on the reconstructed and separated macro-dynamic strain data, an identification
analysis was conducted at multiple damage locations. Through the calculation of the
damage localization index, the energy product values of the cross-correlation elements with
different damage degrees at two damage locations were obtained, as shown in Figure 11.

Figure 11 shows mutations in the 6th and 26th cross-correlation long-gauge element
groups, and the mutation rules are the same as those described in Section 4.2.1. More
specifically, (6, 6) has a sudden change in the energy product at both (26, 26) and the
two cross-correlation long-gauge element groups. The mutation becomes more and more
evident as the damage level increases at both damage locations. However, when both
damage levels reach grade four damage, they do not reach the maximum of (6, 6) and (26,
26) at the same time. Therefore, when there are multiple damages, the cross-correlation
element energy product between the two damages will be weakened, which will lead to
the damage localization index. The damage localization effect is reduced, particularly
for minor damages. However, it is still possible to locate the damage at the 6th and 26th
long-gauge elements based on the above rules. The damage localization index can realize
the localization and identification of multiple damages based on the macro-dynamic strain.
The greater the damage, the better the localization effect.
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(a) (b) 

 
(c) (d) 

Figure 11. Macro-dynamic strain cross-correlation based on two damage locations with different
damage levels; (a) Level 1 + Level 4; (b) Level 2 + Level 4; (c) Level 3 + Level 4; (d) Level 4 + Level 4.

4.2.3. Analysis of the Influence of the Damage Degree

To further analyze whether the damage degree would affect the positioning identi-
fication of the localization index, damage positioning research was performed with the
localization index based on the macro-dynamic strain under the condition of D0–D4 for a
32 kg mobile vehicle. Through the calculation, the energy product of the macro-dynamic
strain cross-correlation element was obtained, as shown in Figure 12.

Figure 12 shows the damage identification effects of the damage location index under
different damage degrees. As it can be seen from Figure 12a, when the bridge is in the
condition of non-destructive, the maximum value is at (16, 16), where the mid-span element
of the beam is located. By comparison with Figure 12b–e, it can be seen that with the
increase in damage degree, the value at (26, 26) gradually increases, and the value at
(16, 16) gradually decreases. Therefore, it can be seen that damage occurred at the 26th
long-gauge element, and the greater the damage degree, the more obvious the damage
localization effect.
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(a) (b) 

  
(c) (d) 

 
(e) 

Figure 12. Macro-dynamic strain cross-correlation based on a single damage location with different
damage levels; (a) Non-destructive; (b) Level 1; (c) Level 2; (d) Level 3; (e) Level 4.

In conclusion, for the macro-dynamic strain after wavelet reconstruction and separa-
tion, the damage localization index can still be used for damage localization and identifi-
cation. In terms of the vehicle–bridge mass ratio, multiple damage location, and damage
degree, the higher the vehicle-to-bridge mass ratio, the greater the damage degree, the more
evident the positioning effect of the damage localization index. After the reconstruction
and separation, the macro-dynamic strain was not further de-noised by wavelet transform;
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therefore, the damage localization index based on the maximum cross-correlation number
has certain anti-noise performance. Macro-dynamic strain is generated by vehicle–bridge
coupling action; this confirms the feasibility of the damage localization index and identi-
fication method employed for the time-varying bridge based on the damage localization
index under vehicle–bridge coupling action.

4.3. Experimental Error Analysis

The experimental errors mainly come from the following aspects:

1. The pre-tensioning effect of the long-gauge FBG strain sensor is weakened: As the
experiment progresses, the tensile effect is increasingly weakened. Moreover, the sen-
sor attached to the upper roof measures the compressive strain. If the pre-tensioning
effect is poor, it will significantly affect the accuracy of data collection.

2. Influence of track irregularity: because of the lack of advanced processing technology,
an irregularity exists in the upper roof track of the bridge. Consequently, wheel–rail
collision can occur during the movement of the vehicle, producing an effect similar to
percussion excitation and affecting the accuracy of strain data collection.

5. Conclusions and Prospects

In this study, a spatial box bridge was taken as the research object. Based on the macro-
static and dynamic strain data, and the wavelet transform de-noising and reconstruction
technology, a damage identification method for medium- and small-span bridges under the
action of vehicle–bridge coupling was studied. The following conclusions can be drawn
from the results:

1. The damage location index proposed in this paper can effectively reduce the influence
of noise and other factors and accurately identify the location of subtle damage, with
high accuracy. This index is not only effective for single damage location identification,
but also has a good identification effect for multiple damage locations. The proposed
index can provide a good reference for solving the problem that the damage index
based on macro-strain can not be applied to medium- and small-span bridges due to
the obvious vehicle–bridge coupling effect.

2. The proposed method in this paper has high requirements for bridge deck smoothness,
moving vehicle speed and load size. The excitation caused by the collision between the
wheel and the bridge deck will greatly affect the recognition effect, so it is necessary
to maintain the smoothness of the bridge deck. The speed of the vehicle moving on
the bridge deck is also required to be uniform, otherwise the recognition error will
increase due to the excitation of variable speed. The larger the load value of the mobile
vehicle is, the better the recognition effect of the damage index is. Therefore, for subtle
damage, the positioning accuracy of the damage can be improved by increasing the
mobile vehicle value.

3. The vehicle–bridge model designed in this study is relatively simple and lacks in-
depth study under complex mobile vehicle conditions (such as moving speed and
axle number). Therefore, in future research, we will consider the use of a complex
vehicle–bridge coupling model and prestressed concrete beams to further improve
the proposed damage identification method. The damage identification method
proposed in this paper is only verified under laboratory conditions and has achieved
a good damage localization effect. However, in the bridge model experiment, the
scale effect is a very important factor, and this paper does not consider the influence
of scale effect on the damage identification method. In the later study, the author
will conduct a comprehensive analysis of the actual bridge damage and laboratory
verification, in order to further analyze the impact of scale effect on the proposed
damage identification method.
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Abstract: This paper concerns the inspection of steel plates, with particular emphasis on the assess-
ment of increasing damage. Non-destructive tests were performed on four plates, one of which was
undamaged, while the remaining three had defects in the form of circular holes with diameters of
2, 5 and 10 cm. Guided Lamb waves were used in the research, and the image reconstruction was
performed using ultrasound computed tomography. The damage size was estimated by tracking
the real course of rays and densifying the pixel grid into which the object was divided. The results
showed the great potential of ultrasound tomography in detecting defects in steel elements, together
with the possibility of estimating damage size.

Keywords: non-destructive testing; steel plates; ultrasonic tomography; damage detection

1. Introduction

Imaging potential defects and their exact position and size are among the greatest
challenges of recent studies in non-destructive testing (NDT) and structural health moni-
toring (SHM). One of the most efficient techniques is to use ultrasonic waves followed by
their processing. In general, two approaches are possible for damage imaging. In the first,
the guided wave field is sensed over an inspected area (usually in a non-contact manner)
and it is then subjected to further processing using, for example, root mean squares to
obtain a useful defect image [1,2]. The second approach is connected with the use of an
array of piezoelectric transducers, acting as both actuators and sensors, attached to selected
points on an analysed structure. Wave propagation signals are collected and then processed
using appropriate damage detection algorithms such as the time of flight (TOF) based
triangulation method [3], supported by ellipse or hyperbolic probability imaging [4,5], the
time-reversal technique [6], the migration technique [7], phased-array beamforming [8]
and finally ultrasound tomography, widely used for inspection of structures made of
concrete [9–11], metal [12–14] and composite materials [15,16].

Tomography using guided ultrasound waves has become a popular technique incor-
porated into the structural health monitoring of elements of civil engineering infrastructure
such as plates, shells and pipes [17–22], and also in the monitoring of aircraft compo-
nents [23]. The increasing use of non-destructive methods for detecting defects in plate
elements has resulted in a growing need to increase the effectiveness and efficiency of in-
spection. When performing tests based on Lamb waves, some practical problems affecting
the results may be encountered. These problems are discussed extensively in the literature.
Rao et al. [24] carried out a study on monitoring the corrosion of steel plates and the
reconstruction of the thickness of corrosion damage. Wang et al. [25] used guided waves to
image a hole with a corroded edge. Zhao et al. [26] investigated the imaging of damage
in aluminium plates, comparing different tomography algorithms. Leonard et al. [27]
analysed Lamb wave tomography on both aluminium and composite plates, with defects
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of various sizes and thicknesses. The possibility of imaging defects in the form of round
and rectangular holes in aluminium and composite plates was tested by Khare et al. [28].
Balvantin and Baltazar [29] analysed the images of an aluminium plate containing dam-
age in the form of a two-stage circular discontinuity, using the multiplicative algebraic
reconstruction technique (MART) and back projection. The structural condition monitoring
system for composite panels with openings was presented by Prasad et al. [30]. The size
of the defect itself is also of great importance in the imaging of tomographic plates, as
evidenced by Menke and Abbott [31], Cerveny [32] and Belanger and Cawley [33].

The research described in this article aims to evaluate the use of ultrasound tomogra-
phy to locate surface damage of varying sizes. The experimental and numerical analyses
were carried out on four steel plates, one intact and three containing defects in the form of
circular holes with diameters of 2, 5 and 10 cm. The non-destructive inspection was carried
out using Lamb waves and ultrasound tomography (UT). The reconstruction of the Lamb
wave propagation velocity was performed using both the non-reference approach and a
method based on the differences in the transition times between the reference model and
the three damaged models with surface defects. In order to improve the image quality,
certain methods of tracing the real course of wave paths were used. The influence of mesh
density on the possibility of estimating damage size was also assessed.

2. Ultrasound Tomography—Theoretical Background

Ultrasound tomography imaging allows recreating the internal structure of an ex-
amined object using the properties of elastic waves. A schematic process of performing
ultrasound tomography is shown in Figure 1. The first step is to divide the test sample into
cells called pixels. Each one of them constitutes a discrete area in the tested element. Such
a division is shown with a dashed line in Figure 1a. Then, after applying appropriate algo-
rithms, each pixel takes a value representing the speed of the ultrasonic wave propagated
through this area.

 

Figure 1. Schematic diagram of velocity reconstruction using ultrasound tomography: (a) plate
with indicated receivers (R), transmission (T) points and simulated wave field; (b) guided wave
propagation time signals; (c) ultrasound tomography map.

Image reconstruction is based on information from ultrasound wave signals propa-
gating from transmitting points (T) to receiving points (R). This information may be, for
example, the time of flight (TOF), measured along with the multiple ray paths, determined
after appropriate signal processing [34–36]. Each obstacle in the path of the travelling
wave changes the propagation time. Among them, we can distinguish defects that delay
the wave reaching the receiver, such as air voids or cracks, and those that decreased total
velocity along all rays passing through these inclusions. The latter include inclusions
made of materials whose propagation velocity is higher than in the surrounding medium.
Based on the time of flight of the wave, with the known geometry of the tested object, it is
possible to determine wave propagation speed, correlated with the mass density, modulus
of elasticity, and Poisson’s ratio characteristic for a given material.
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The time of flight between the transmitter (T) and the receiver (R) can be described by
a line integral of the transition time distribution along the propagation way, w:

t =
w1∫
0

dt =
w1∫
0

sdw =

w1∫
0

1
v

dw, (1)

where v is the average velocity, w1 denotes the distance between transmitter and receiver
and s is the inverse of the velocity, v, referred to as slowness, s = 1/v. Measurement of
the wave travel time along specific paths enables the determination of local velocities in
the tested plate. The wave velocity for each cell, vj, along the path of the wave from the
transmitter to the receiver can be determined from the following formula:

ti =
n

∑
j=1

wijsj, i = 1, 2, 3, . . . , m, j = 1, 2, 3, . . . , n, (2)

where m denotes the number of rays, n denotes the number of pixels into which the tested
sample is divided, ti is the time of flight of the guided wave along the i-ray, wij is the i-ray
propagation path through the j-pixel and sj is the slowness at pixel j. It is assumed that
velocity, vj, in individual cells is constant.

One of the techniques for solving this type of system of equations is the algebraic
reconstruction technique (ART) [37]. It was used to perform calculations in the conducted
research. First, each cell is assigned the same slowness. Its value is calculated as the inverse
of the average velocity of ultrasonic wave propagation in the tested material. Based on the
initial image created in this way, the iteration process begins and corrections are made.

3. Materials and Methods

3.1. Description of Specimens

The tests were carried out on four steel plates with dimensions of 50 cm × 50 cm and
3 mm thickness. A reference model was the first element without damage (plate #1). The
other three plates contained a circular hole of variable diameter: 2 cm (plate #2), 5 cm (plate
#3) and 10 cm (plate #4), which represented damage of a surface type. Holes were made
through the entire thickness of the plate. The centres of all holes were placed symmetrically
in the y-axis direction and at a distance of 18 cm from the outer edge of the plate in the
x-axis direction. The geometry of the test models is shown in Figure 2. Photographs of the
plates used for the experimental tests are presented in Figure 3.

 

Figure 2. The geometry of the tested plates: (a) plate without damage (#1); (b–d) plates with surface
damage (#2–#4).
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Figure 3. Photographs of tested plates (models #1–#4).

3.2. Experimental Investigations

Experimental tests of the propagation of Lamb waves in the steel plates were per-
formed using a system for generation and registration of ultrasonic waves, the PAQ-16000D
system (EC Electronics, Krakow, Poland). The experimental setup is shown in Figure 4.
For both transmitting and receiving Lamb wave signals, plate piezoelectric transducers,
NAC2024 (Noliac, Kvistgaard, Denmark), were applied. The excitation was a wave packet
with a central frequency of 150 kHz, consisting of five sinusoid cycles modulated with the
Hann window.

 

Figure 4. Experimental setup (a) and view on the steel plate with piezoelectric transducers (b).

The inspected region of the plate was a square with dimensions of 30 cm × 30 cm,
with a margin of 10 cm from each of the outer edges of the plate. The excitation was applied
at 16 points (8 points on two perpendicular edges), and wave propagation signals were
also sensed at 16 points. The transmitting points are marked in Figure 5a as T1–T16, and the
receiving points as R1–R16. During measurements, the transmitter was placed at a specific
point, and the output signals were registered at 8 points located on the opposite edge.
The transmitter was then moved to the next point, and the measurement was repeated.
Altogether, 128 wave propagation time signals were collected.

The image reconstruction process started by dividing the inspected region of the plate
into 64 pixels. The number of pixels was derived from the number of measurement points
located on each edge of the plate (8 × 8 points). Each pixel had a dimension of 4.3 cm ×
4.3 cm. Pixels are marked with dashed lines in Figure 5b. Image reconstruction was made
according to the collected signals of the wave transition from transmitters to receivers. The
time of flight (TOF) of the ultrasonic wave for each of the T–R paths was determined. The
tomography velocity image was created in MATLAB® (9.3.0.713597, The MathWorks, Inc.,
Natick, MA, USA), based on the ART method. In the first step, it was assumed that the
wave paths propagating from the transmitters to the receivers are straight. In the next step,
the actual course of the rays was traced.
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Figure 5. The plate with the marked inspected area: (a) location of transmitters T1–T16 and receivers
R1–R16, (b) division of the area into pixels.

3.3. Identification of Material Parameters

Identification of material parameters was carried out for an intact plate #1. The
experimentally determined mass density was ρ = 7893 kg/m3. Poisson’s ratio was set as 0.3.
The dynamic elastic modulus was also determined experimentally based on a comparison
of experimental and numerical dispersion curves. At first, dispersion curves of Lamb
waves of two basic modes, i.e., symmetric S0 and antisymmetric A0 were determined. For
this purpose, guided waves of frequencies ranging from 40 kHz to 400 kHz with a step of
10 kHz were excited and measured in two configurations, shown in Figure 6a,b. Theoretical
dispersion curves were then calculated for different values of elastic modulus. Finally, the
dynamic elastic modulus was determined by the method of least squares to give the best
fit experimental and numerical modes, and its value was found to be 209 GPa (Figure 6c).
The obtained values of the material parameters were then used for numerical simulations.

 

Figure 6. The scheme of experimental tests for determination of dispersion curves for (a) A0 mode
and (b) S0 mode and (c) obtained dispersion curves.
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3.4. Numerical Modelling

Numerical analysis was carried out using the commercial Abaqus/Explicit program
(ver 6.14, Dassault Systemes, Vélizy-Villacoublay, France) based on the finite element
method (FEM). Four FEM models were prepared corresponding to the tested plates. Plate
models were discretized with S4R elements with maximum dimensions of 1 mm × 1 mm.
The boundary conditions were implemented free on all edges. The length of the integration
step was 10−7 s. The excitation signal was the same as in the experiment, i.e., the 5-cycle
wave packet of 150 kHz frequency, induced perpendicularly to the surface of the plate at
points T1–T16. The output acceleration signals were collected at points R1–R16.

4. Results and Discussion

This research aimed to investigate the influence of increasing surface damage on the
obtained tomographic maps. The analysis of the results of experimental and numerical
studies was divided into four parts. The first one included tomographic imaging performed
for the non-reference approach, with respect to time of transition between transmitters
and receivers for each of the tested plates independently. The next part of the analysis
consisted of preparing maps based on the differences in the transition times between the
reference model and the three damaged models with surface defects. Then, the influence of
the ray-tracing technique, taking into account the possibility of wave refraction, reflection
and deflection was analysed. The final part focused on analysing the influence of the pixel
mesh density on the possibility of estimating damage size.

4.1. Non-Reference Velocity Reconstruction

Numerical and experimental signals transmitted and registered at selected points
were the basis of tomographic maps. The comparison of selected Lamb wave signals for
the experimental and numerical models is presented in Figure 7. The graphs show a high
convergence between the results from both models.

 

Figure 7. Comparison of selected Lamb wave signals for experimental and numerical tests in a plate
without damage (a) and with damage (b).

The scheme of determining the time of flight (TOF) is shown in Figure 8. The esti-
mation of this value is based on the first wave packet. The wave propagation time was
established through the peak-to-peak method and was the difference between the peak
value of the first wave pack of the output signal and the peak value of the input signal.
The Hilbert transform was employed to create the signal envelope, which enabled the
identification of peaks.
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Figure 8. Determination of the time of flight (TOF) between transmitters and receivers.

The ultrasonic tomography maps are illustrated in Figure 9. The first column shows
the plate scheme; the next two present the tomographic maps based on experimental
and numerical signals, respectively. The tomograms are constructed, based on the direct
measurement of the wave travel time, which means that the results were not compared
with the results obtained for the undamaged plate. Each of the performed tomograms
is presented separately, ranging from the minimum to the maximum speed. The maps
present results for all considered plates, with the increasing surface damage in the form
of holes with a diameter of 2, 5 and 10 cm. The defect with a diameter of 2 cm was
properly imagined only for data obtained from numerical tests. On the other hand, the
holes with a diameter of 5 and 10 cm were successfully detected in both experimental and
numerical results. The locations of this damage are marked as areas with a reduced speed
in relation to the surrounding material. However, the size of the holes was difficult to
estimate accurately.

The quantitative analysis of the values of wave propagation velocities is presented
in Tables 1 and 2 for the experimental and numerical data, respectively. The values of
minimum, maximum and the mean of the wave velocity are given for all inspected plates.
Tables 1 and 2 also provide measures of variation in the form of standard deviation (SD)
and coefficient of variation (CV). The wave velocities were calculated along all 128 paths
propagating through the plate. The average velocity values for the experimental results
(Table 1) were similar and ranged between 2791.01 m/s and 2835.33 m/s. These values
apply to the plate with a 10 cm diameter defect and the undamaged plate, respectively.
It is worth noting that the differences between the maximum and minimum velocity
increased with increasing damage dimensions. This is because the increasing discontinuity
of the material reduced the minimum velocity as the rays had to avoid damaged areas.
The standard deviation increased with the growing damage area. A similar relationship
was observed for the coefficients of variation, which took values ranging between 0.80%
and 1.91%.

Table 1. Wave propagation velocities in steel plates for data from experimental tests.

Plate
vmin

(m/s)
vmax

(m/s)
Δv = vmax − vmin

(m/s)
vavg

(m/s)
SD

(m/s)
CV
(%)

#1 2789.50 2872.62 83.11 2835.33 22.75 0.80
#2 2764.14 2872.62 108.47 2807.85 25.27 0.90
#3 2746.01 2872.62 126.61 2821.63 27.47 0.97
#4 2555.47 2860.07 304.60 2791.01 53.29 1.91
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Table 2. Wave propagation velocities in steel plates for data from numerical tests.

Plate
vmin

(m/s)
vmax

(m/s)
Δv = vmax − vmin

(m/s)
vavg

(m/s)
SD

(m/s)
CV
(%)

#1 2703.95 2807.84 103.89 2756.65 29.22 1.06
#2 2703.95 2807.84 103.89 2756.22 29.35 1.06
#3 2692.14 2844.99 152.85 2752.52 32.53 1.18
#4 2559.39 2891.45 332.06 2743.33 51.36 1.87

 

Figure 9. Ultrasonic tomography (UT) velocity maps using direct wave transition in plates with
surface damage.

Table 2 gives the results of the quantitative analysis carried out for the numerical sim-
ulations. The average value of the wave propagation velocity varied between 2743.33 m/s
and 2756.65 m/s. As in the case of results from the experimental studies, the difference be-
tween the maximum and minimum speed increased with the increasing damage area. The
standard deviation was between 29.22 m/s and 51.36 m/s, while the variation coefficient
ranged from 1.06% to 1.87%. These values indicate slight differences in the wave velocity
along the path of the examined rays and the high sensitivity of ultrasound tomography to
the occurrence of a defect.

4.2. Velocity Reconstruction with the Reference to Undamaged Plate

Ultrasound tomography often consists of comparing the data obtained for an undam-
aged structure with a damaged structure [38]. During health monitoring, as the damage
size grows, the differences become more significant, and the intensity of changes in tomog-
raphy images indicate the location of the damage. When comparing ultrasonic signals
registered in a structure in the healthy (reference) and damaged (current) states, it is possi-
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ble to indicate a difference in the TOF, especially if there is a defect along the inspected path.
In the case of damage to the entire thickness of the element, the recorded signals travel
along the path around the damage [39] so the paths are curved. Examples of Lamb wave
signals propagated in an intact plate and a plate with a 5 cm hole along paths T1–R3 and
T1–R5 are compared in Figure 10. When the wave passes through the hole (path T1–R5),
its amplitude and shape change. Moreover, the wave arrives at the receiver with a delay.
On the path propagating beyond the damaged area (path T1–R3), the first wave packet
registered by the receiver is the same for the damaged plate and the plate without damage.

 

Figure 10. Comparison of wave signals propagated in intact plate (a) and plate with a 5 cm hole
(b) along traces T1–R3 and T1–R5.

Figure 11 shows the tomographic velocity maps obtained based on differences in wave
propagation TOF between the reference plate and the plate with growing damage. Each
map was made on a scale from 0 to 1, where 1 indicates the highest difference between
reference and current state, and 0 indicates their full compatibility. The location of the
circular hole (Figure 11) was detected on the numerical images as regions with a reduced
speed of wave propagation. These maps clearly indicate the location of the holes; however,
it is not possible to precisely determine their size. This is due to the number of pixels into
which the element was divided, as they define the image resolution. Regardless of the
hole diameter, each defect lies on a combination of at least two pixels (see Figure 12). This
area is indicated on tomography maps as a place with a reduced propagation velocity of
ultrasonic waves. In the case of the UT images reconstructed for experimental signals, it
can be noticed that they made it possible to determine the location of defects, regardless of
their size. At the same time, it was not possible to assess the damage size, as in the case of
the numerical results.
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Figure 11. Ultrasonic tomography (UT) maps in plates with surface damage with the reference to the
undamaged plate using TOF differences.

 
Figure 12. Location of damage with respect to the division of the element into pixels.

4.3. Influence of the Ray Tracing Technique

At the boundaries between regions with different velocities of wave propagation, an
elastic wave can be refracted or reflected. In such a case, the wave rays may bend around a
defect or other inclusion with a low wave propagation velocity [40]. The assumption that
ultrasound waves propagate along straight paths from the transmitters to the receivers
gives good results (cf. [41–50]). However, the quality of the tomography can be improved
by using the actual ray path. In this study, ray tracing was performed utilizing the so-called
hybrid approach, combining the ray bending methods with the network theory (e.g., [51]).
The curved path is determined based on the values in individual pixels. The starting point
is the image obtained for straight wave paths. Network theory creates a mesh of nodes on
which the wave ray can travel. This mesh is usually denser than the pixel division. There
are several ways to move from transmitter to specific receiver. The main purpose of the
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method is to find nodes through which the path must pass in order to reach the receiver
as quickly as possible. To determine which path it is, Dijkstra’s algorithm was used. The
solution is based on the velocity of wave propagation between two adjacent nodes and the
distance between them. All nodes are divided into two groups. In the first group (group I)
there are nodes for which the transit time is known. The second group (group II) contains
the remaining elements. The schema of Dijkstra’s method includes the following steps
(e.g., [11,52,53]):

1. Assign all nodes to group II and give them an infinite cost, except for the start node,
whose cost is zero;

2. Choose the node from group II with the lowest value. Name it as S (start node) and
transfer this node to group I;

3. Name as N (neighbour node) each node from group II that is connected to node S;
4. Calculate time travel between S and each N node using the equation:

t(S) = min(t(S); t(N) + tSN), (3)

tSN =
dSN

(vS+vN)
2

(4)

where t(S) denotes the travel time to reach node S, t(N) denotes the travel time to reach
node N, tNS is the travel time between nodes S and N, dNS is the distance between nodes
S and N and vS and vN are the values of the ultrasonic wave velocity in nodes S and
N, respectively;

5. Repeat steps 2–4 until group II is empty.

Dijkstra’s algorithm assumes the checking of each node. When the fastest path was
established, its straight sections were divided into an increasing number of straight but not
collinear segments. The paths made in this way were naturally curved. The travel time
was computed for each iteration, and the process ended when converging.

Figures 13 and 14 present experimental and numerical tomography maps created
using the curved rays determined by the hybrid method. The analysis was carried out
for the time of flight measured directly from transmitters to receivers (Figure 13) and
by comparing the results between the current and reference state (Figure 14). The first
step of the hybrid method is the preparation of a tomographic map for straight rays from
transmitters to receivers. These maps are prepared both for the time of flight measured
directly and for the differences in signals between the current and reference model. It is the
starting point for which further ray bending iterations are carried out [52].

The tomographic velocity maps made on the basis of direct measurements (Figure 13)
clearly indicate the location of the defects. They are visible as areas with smaller values
of wave propagation velocity. Each of the tomographic images has its own individual
scale, with values ranging from minimum to maximum velocity. Maps made for straight
paths give satisfactory results. Simultaneously, the use of a hybrid method, combining the
network method and the ray bending method, improved the results. In this case, the defect
area was more concentrated. However, it was difficult to assess the extent of the damage
based on these maps. Analysis of traced rays showed that the paths determined by the
hybrid method bypassed the area of the defects.
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Figure 13. Ultrasonic tomography (UT) maps using direct travel time measurements with curved paths.

 

Figure 14. Ultrasonic tomography (UT) maps using the method of signal differences with curved paths.

Figure 14 shows tomographic velocity maps based on the comparison of the TOF
between the undamaged plate and plates with growing defects. Values in the map cover
the range from 0 to 1, where 1 indicates the highest measured difference between the map
for undamaged and defective pieces, and 0 indicates their full compatibility. The circular
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hole in each plate is shown as an increased value, which means a significant difference in
wave propagation velocity in this area. Curved rays are concentrated within the defect. In
this case, the maps are similar to those prepared with the use of straight rays. However,
the damaged area is only a little more concentrated. In this case, it was also impossible to
estimate the damage size as in the case of straight rays.

4.4. Influence of the Pixel Grid Size

The existence and position of the surface growing damage in steel plates were de-
termined based on the time of flight and UT reconstruction for both experimental and
numerical data (see Figures 9, 11, 13 and 14). However, the damage size assessment using
the indicated methods did not reflect the actual dimensions of the hole. This was due to the
size of the pixels into which the tested structure was divided. Such a division resulted from
the number of transmitters and receivers used in the study. On two perpendicular edges,
eight transmitters and eight receivers on opposite edges were used, which determined the
division of the element into 64 pixels. The number of pixels affected the resolution of the
obtained tomography image (cf. Figure 12).

In order to improve the identification of the size of damage, the pixel mesh was refined.
The split of each edge was increased from 8 to 15 elements, which gave a total number
of 225 pixels. The dimension of a single pixel was 2.15 cm × 2.15 cm. The impact of the
density grid was assessed for data obtained from numerical simulations. Figures 15 and 16
show the tomography maps prepared for the elements divided into 64 and 225 pixels,
respectively, using direct measurement of time of flight and difference in the TOF between
the current state and the reference state. Orange colour marks the pixels for which the
damage covers more than half of the area. In the case of a 64-cell mesh, the damage was
concentrated within two pixels. The exception was damage with a diameter of 10 cm,
which occupied 4 pixels. More significant differences in the number of pixels occupied by
the damage are visible when the mesh was densified to 225 pixels.

 

Figure 15. Pixel grid for the direct travel time measurement method: (a) division into 64 pixels; (b) division into 225 pixels.
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Figure 16. Pixel grid for travel time difference method (a) division into 64 pixels; (b) division into 225 pixels.

The maps in Figures 15a and 16a concern models divided into 64 pixels. The tomo-
grams are very similar to each other, regardless of the damage size. The images were
enhanced significantly by densifying the pixel grid (Figures 15b and 16b). It was possible to
estimate the damage size for such prepared tomograms. The size of the area with a lower
velocities of wave propagation on these maps increased with the size of the defect.

4.5. Quantitative Analysis Using Error Coefficient

The accuracy of the tomographic reconstruction was quantified by using an error
coefficient comparing the reference image with the obtained tomographic maps. Each of the
prepared tomographic maps was replaced by a simplified model with a reduced spectrum,
indicating high and low velocities as well as large and small differences. In the case of
direct measurement, pixels with velocities below the 25th percentile of the maximum scale
value are considered to be low-velocity indications and are assigned a value of 0, while
others are assigned a value of 1. An example of spectrum reduction for direct measurement
is shown in Figure 17. In the case of maps based on signal differences for an undamaged
structure and a damaged structure, pixels with a difference above the 75th percentile of
differences in a scale are assigned a value of 0, and the remaining pixels are assigned a
value of 1.
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Figure 17. Error coefficient values for maps with reduced spectrum based on direct travel time
measurement method: (a) reference model with a reduced spectrum, (b) topographic map with a full
spectrum, (c) tomographic map with a reduced spectrum.

Figures 18 and 19 present maps with the reduced spectrum for direct measurement
and for the travel time difference method, respectively. The first column indicates the
reference model for which the defects have a value of 0, while the remaining area has a
value of 1. The next two columns show the experimental results for straight and curved
rays in the element divided into 64 pixels. Maps from numerical tests are summarized
in columns 4–6 for straight and curved rays and for the element divided into 225 pixels.
Below each map, the value of the error coefficient calculated by the following equation
is shown:

γ = mean
(∣∣∣I j − I j

re f

∣∣∣× 100%
)

, (5)

where: I j is the value in i-th pixel of the considered ultrasound tomography map, and I j
re f

denotes the value in the i-th pixel of the reference ultrasound tomography map.

 

Figure 18. Error coefficient values for maps with reduced spectrum based on direct travel time
measurement method.
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Figure 19. Error coefficient values for maps with reduced spectrum based on the travel time differ-
ence method.

In the case of defects with diameters of 2 and 5 cm, the error coefficient clearly indicates
the improvement of the image quality, in the case of using the hybrid ray-tracing method
and the densification of the pixel grid. The use of the hybrid method for experimental
data improved the possibility of estimating the size of the defect with a diameter of 2 cm
from 15.34 to 1.84% and 7.39 to 3.84%, respectively, for the direct measurement and for the
comparative measurement of the damaged and undamaged model signals. For damage
with a diameter of 5 cm, the improvement was from 7.28 to 2.10% and 1.70 to 1.37%.
In the case of numerical tests, the error coefficient was calculated for the defect with a
diameter of 2 cm as 5.25 and 3.83%, respectively using straight and curved radii in the
direct measurement. At the same time, the value of the coefficient decreased to 2.50% in
the case of the pixel grid density. The error coefficient value for the same measurements,
but from the comparative method, was 4.09, 2.59 and 0.66%. In the case of a defect with a
diameter of 5 cm, the use of the hybrid method improved the coefficient value from 11.17 to
3.85%. The error coefficient, when dividing the element into 225 pixels, was 1.60% for the
direct measurement. The error coefficient for the comparative measurement and the 5 cm
diameter defect is 2.35, 1.49 and 1.42% for straight wave paths, for curved paths and for a
dense pixel grid, respectively. In the case of damage with a diameter of 10 cm, the value of
the error coefficient slightly decreases. This is due to the accumulation of low-speed values
in the case of applying both proposed methods to improve the image quality.

5. Conclusions

In tests carried out on steel plates, the use of ultrasound tomography to locate surface
damage was assessed. Laboratory and numerical tests were carried out on four plates: one
intact and three with surface damage of varying intensities. The performed ultrasound
tomography was based on the reconstruction of the Lamb wave propagation velocity.
Moreover, analyses were performed utilizing signal differences between the reference and
defective plates. The conducted research allowed for the formulation of the following
conclusions:

• Surface defects in the form of a circular hole were visualized effectively on tomograms
as areas with reduced wave propagation velocity using both the TOF for the current
state and the difference of the TOF between the current and reference state;
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• The method comparing the TOF of ultrasonic waves propagating through a dam-
aged and undamaged plate proved to be more effective, especially in the case of
small defects;

• The apparent velocity of the waves propagating through the tested element decreased
with the increase of the damaged area. At the same time, the value of standard
deviation and coefficient of variation of wave propagation velocities increased;

• The use of curved wave paths improved the quality of the created ultrasonic tomog-
raphy maps. However, at the same time, this approach did not allow assessing the
damage size, which depends on image resolution, i.e., the number of pixels into which
the examined area is divided;

• The course of curved paths was varied. In the case of discontinuities in the material,
rays bypassed the place of the defect. However, when comparing the results of
the damaged element with undamaged material, defects were detected as places of
ray concentration;

• The possibility of assessing the damage size was related to the number of pixels into
which the tested model is divided. The densification of the pixel grid made it possible
to estimate the damage size more efficiently;

• The quantitative evaluation of the applied methods of densification of the pixel grid
and the hybrid ray-tracing method was performed using an error coefficient. The
coefficient clearly indicated the improvement in determining the size of the damage
in the case of small defects with a diameter of 2 and 5 cm.

Lamb waves and their processing by the technique of ultrasound tomography proved
to be an effective technique for imaging defects in thin plates. The presented approach
is suitable for diagnosing defects in elements of real metal structures. Assessing the
occurrence of damage can be particularly useful for monitoring plate structures for which
the reference state is known, and the SHM system is designed to detect emerging and
developing surface discontinuities.
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