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In comparison with some of the traditional fields of engineering, biomedical engineering is

a relatively new discipline that combines knowledge from several aspects of medicine, biology,

mathematics and physics among others. In last two decades, it has received significant attention

from the scientific community due to its direct relation to the health of humans, animals and even of

the environment.

This second volume of the Special Issue entitled ‘Numerical Modeling in Biomechanics and

Biomedical Engineering’ in Mathematics presents a collection of different applications of mathematical

methods and computational modeling to biomechanics and biomedical engineering. Some of the

trending topics included in the book are the structural analysis of the muscle skeletal system and

bone tissue, the modeling of arterial biomechanics and its pathologies such as the atherosclerosis,

discrete particle modeling for drug delivery or tumor targeting, virtual surgery such as arthroplasty

or mandibular advancement, and the computational analysis of micro-vascular networks and

complex arterial flows for the identification specific parameters of diseased vessels among other

interesting subjects.

The Editor thanks all the contributors for presenting their results and achievements through their

clinical and basic scientific research articles. This book has been written and printed thanks to their

expertise, dedication, and enthusiasm.

Mauro Malvè
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Abstract: Obstructive sleep apnea syndrome is a conceivably hazardous ailment. Most end up with
non-reversible surgical techniques, such as the maxillomandibular advancement (MMA) procedure.
MMA is an amazingly obtrusive treatment, regularly connected to complexities and facial change.
Computational fluid dynamic (CFD) is broadly utilized as an instrument to comprehend the stream
system inside the human upper airways (UA) completely. There are logical inconsistencies among
the investigations into the utilizations of CFD for OSAS study. Thus, to adequately understand the
requirement for OSAS CFD investigation, a systematic literature search was performed. This review
features the necessary recommendations to accurately model the UA to fill in as an ideal predictive
methodology before mandibular advancement surgery.

Keywords: OSA; mandibular advancement; CFD; sleep apnea

MSC: 92-08

1. Introduction

Obstructive sleep apnea syndrome (OSAS) is a potentially life-threatening illness [1–4].
Obstructive sleep apnea (OSA) is a traditional chronic syndrome implicating the adult
population, with the highest occurrence reported among middle-aged men [5]. The ailment
is characterized by repetitive episodes of a complete or incomplete collapse of the upper
airway during sleep, with a consequent decrease of the airflow [6]. Over the decade, several
OSA management methods have been developed [7,8], and among them by utilizing
positive airway pressure (PAP) treatment [4,9], an oral appliance [10] and several non-
reversible surgical methods such as mandibular advancement surgery (MAS) [11,12]. MMA
is a surgical treatment that involves cutting the upper and lower jaws to realign them [13].

Mathematics 2023, 11, 219. https://doi.org/10.3390/math11010219 https://www.mdpi.com/journal/mathematics
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The improvement of the jaw structures passively persuades an anterior displacement of
the soft palate and the tongue, widening the pharyngeal space [12,14]. However, it is
noteworthy that MAS is a highly invasive treatment, often associated with complications
and aesthetic change [15–17].

Consequently, the treatment should apply to selected patients when all other ap-
proaches and first-level surgery have failed or patients with established craniofacial de-
formities [18,19]. CFD is widely used to fully understand the flow mechanism inside
the human airways [20–23]. However, there are contradictions among the studies of the
utilization of CFD for OSA study. Therefore, a systematic review is needed to understand
the fundamental requirement of OSA CFD analysis fully.

The formulation of this systematic review began with the following research question:
How can we properly model the upper airways (UA) as a prediction approach before MAS?
Table 1 presents the keyword search string used for this article—the review’s process flow,
as depicted in Figure 1.

Table 1. Keywords for the search string.

Database Keywords

WoS

ALL = ((maxillomandibular OR mandibular OR mandible* OR jaw*
OR maxilla) AND (advance$ OR improvement OR gain OR elevation)

AND (“obstructive sleep apnea” OR snoring OR “sleep* disorder
breath$” OR “pharyngeal airway resist$” OR “sleep apnea”))

Figure 1. Flow chart of the review screening process.

2
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2. Review Outcome Introduction

This paper reviews previous studies of OSAS from a CFD perspective focusing on
MMA treatment. This review will detail previous CFD technology associated with OSA
cases. In this paper, the author will be detailing the rigorous needs of the image processing
technique, which is the essential pre-process of CFD modelling.

Furthermore, the UA boundary condition setup will be discussed in detail, starting
from the meshing technique of the UA model. The discussion will detail the turbulence
model used in the OSA literature, including the setup parameter of UA CFD modelling.
Towards the end, the author will discuss related experimental validating processes to
indicate the competency of CFD analysis as a tool for MMA treatment assessment.

2.1. Airways Imaging Technique

OSAS has become an interesting topic in research recently. Recent developments in
OSA treatment procedures have heightened the need for advanced image techniques [24,25].
The imaging technique available in modern technology has two types: computerized axial
tomography (CT) and magnetic resonance imaging (MRI).

One crucial theoretical topic that has engaged researchers for many years is how the
UA trigger snoring [22]. The introduction image technique based on acoustics has opened
a broad interest in the OSA prediction technique [26]. The MRI or CT approach is confined
to a 2D stacking image of the subject’s cross-section region, subjected to visualization,
essential length, and volume measurement, as shown in Figure 2 [27–29]. The CT or MRI
technique, however, has been widely used to evaluate the severity of OSA for surgery
determination from the early 90s until today [30–32].

Until today, most of the clinical approaches to OSA treatment depended on the UA’s
generated cross-sectional image, which provides insight into the UA’s narrowing gap and
volume [33,34]. The medical decision is solely based on the judgment of the UA cross-
section due to time limitation and virtual modeling capabilities limitation [35–37]. These
results in non-responsive post-treatment occurred because not all OSA patients responded
to surgical treatment positively [38,39]. A more detailed evaluation is needed to properly
understand the behavior of OSA in the UA for a more accurate prediction of pretreatment.

 

Figure 2. Example of CT-scan sagittal view of pretreatment of OSA. Adapted with permission from
Ref. [28]. 2015, Butterfield.

2.2. Modelling of Human UA

Previously, studies of OSAS depended on statistical reviews of MRI and CT images and
various clinical trials [40,41]. The introduction of CFD simulation has revolutionized OSA
studies [42]. The knowledge of fluid dynamics is applied to understand the mechanism of
OSA in the last decade [43]. The introduction of CFD has allowed studies of modelled UA
to explain OSA theoretically [44]. The UA model was first studied based on the teaching
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model (Model C12, Carolina Biological Supply Company, Burlington, NC, USA) for medical
school students [23] (Figure 3). This model assumes the human airways to be symmetrical.
The study by Ted B. Martonen [23] scanned the silicon model into the computer as a 3D
model. He then performed the simulation using different flow rates, demonstrating the
possibility of applying CFD to model UA.

 

Figure 3. Example of human UA medical school teaching model used by Ted B. Martonen. Adapted
with permission from Ref. [23]. 2002, Ted B. Martonen.

In 2003, Heenan et al. [45] developed a 3D model with realistic UA anatomy geometry
(Figure 4). This model is an adaptation of the Weibel A model. Their study introduced a
CFD method to study the airflow of the UA based on the model, which was less complicated
than the actual human UA. Since then, CFD has been an increasingly important area in
OSA study.

 
Figure 4. Idealize Weibel A human UA model. Reprinted with permission from Ref [45]. 2003,
A. F. Heenan et al.

More literature has emerged that offers contradictory findings of the Weibel A model.
Collins et al. [46] compared a geometrically accurate model sourced from the MRI model
with the Weibel A model. The result shows a dissimilar comparison flow pattern because
the Weibel A model has sharp edge geometry. In contrast, the accurate model has a smooth
geometry, as shown in Figure 5. Thus, the simplified model is insufficient to accurately
predict human UA’s flow behavior. Although the result represented by Collins et al. [46]
shows a significant variation in the flow pattern, the model developed by Heenan et al. [45]
is a helpful reference for the CFD modelling of UA.

4
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Figure 5. Comparison of the Idealize model with the MRI model. Reprinted with permission from
Ref. [46]. 2007, T. P. Collins et al.

MRI and CT scan imaging techniques have revolutionized the human respiratory
system [47]. This technique enables the construction of accurate geometry of human
UA with the help of image processing software such as 3DVIEWNIX, AMIRA, MIMICS,
and 3-MATICS [48]. Recent advances in the research of UA flow have emphasized the
importance of anatomically accurate UA models. A significant volume of published
studies describes the role of MRI or CT in describing the UA flow [49,50]. The first serious
discussions and analyses of anatomically accurate UA models emerged during the early
2000s. Xu et al. [51] modelled three cases of OSAS in children aged three to five. The
MRI slice image of the children UA was transformed into a 3D model using 3DVIEWNIX
software. The study highlights a manual mask filtration technique applied to extract the
UA, which removes some of the detail and small voids to simplify the geometry. The
simple, clean geometry is necessary to have a good quality CAD model for CFD [52,53].

Most researchers report removing some details of voids and surface smoothing in the
UA. It adds complexity to the CAD model, limiting the excellent meshing capabilities and
weak CFD convergence [42,53]. Several studies that used MRI or CT show the potential of
a functional imaging source for the 3D construction of the UA [25]. However, there are no
published data on their sensitivity or specificity [41].

The excellent quality of CAD is a necessity for CFD application. However, the MRI or
CT imaging technique requires tremendous effort to construct a good-quality CAD model.
A specific technique for creating the UA geometry correct model has not yet been published.
The technique is essential because it contributed to the CFD application’s dependability
and precision in comprehending OSAS [54].

2.3. Exclusion of the Nasal Cavity

Excluding the oral and nasal cavities simplifies the UA model in a significant portion
of the UA research. This solved the issue of indefinitely characterizing the wall boundary of
the UA. The oral and nasal cavities have less impact on UA flow. Under no circumstances
does there seem to be evidence that the nasal cavity may fundamentally alter the pharyngeal
flow characteristics, such as the slightest pressure or maximum velocity. The investigation
by Zhao et al. [55] demonstrates that a missing nasal cavity will not radically fluctuate the
UA’s pressure drop and stream velocity profiles. This finding aligns with the examination
by Persak et al. [56] and Shah et al. [57]. Calmet et al. [58] conducted a complete study
of airways from the trachea up to the start of the nasal cavity (vestibule). In his study, he
shows turbulence behavior in the middle of the nasal cavity. This is understandable due
to the complexity of the nasal cavity funnel. It is hard to justify the influence of the nasal
cavity on UA air flow purely based on a single data sample without comparison with other
data in that investigation. Cheng et al. [59] also demonstrated full airways with a nasal
cavity comparing pre-surgery and post-surgery data. In his reporting, he did not describe
or demonstrate any changes within the nasal cavity, and the ensuing image on the pressure
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contour plot demonstrated no substantial change prior to entering the UA funnel. The same
study by Ito et al. [10] also showed no significant change in the airflow. Cheng et al. [59]
exhibited a full airways model study, including the nasal cavity. However, in that study,
the nasal cavity was superimposed. Both pre-surgery and post-surgery provided similar
inflow patterns. An investigation by other researchers also revealed the same result [60–62].
The finding clearly shows that excluding the nasal cavity is necessary, as it adds more
complexity to the investigation.

2.4. The Meshing of UA Geometry Accurate Model

As stressed, good-quality geometry is vital for CFD application. A CFD prepossessing
step meshing discretizes the geometry into a more distinctive element to make numerical
calculation possible. Currently, there are several options for mesh generation available
commercially. Typically, as documented in most publications on UA models, most of them use
the built-in mesh-generating capability of the widely known ANSYS CFD software [63–66].

Due to the complexity of the geometry, researchers tend to utilize auto mesh generation
for retaining the original geometry accurate model of the UA [20,67], resulting in the mesh
density concentration on the tight curve or small surfaces. Researchers applied more
exceptional mesh cells to solve the unevenly distributed mesh density issue, typically for
a UA model consisting of between 500 thousand to 1.6 million cells [55,68]. Typically, for
internal fluid flow assessments such as the UA model, a hybrid mesh with at least five
inflation layers is used, since it represents the near-wall effect better [20]. Figure 6 shows
the example of a hybrid meshing of the UA model.

A finer mesh does not necessarily result in solution convergence. Although conver-
gence is possible with more excellent meshing, it always comes with the high cost of
computing. It is undeniable that solution convergence relies on good quality meshing.
Most of the UA model research does not report the mesh quality of their model. They
depend on finer mesh due to geometry complexity for convergence, which costs unneces-
sary computing [43]. Researchers utilize the application of the smoothing technique in the
hope of achieving better mesh quality [42]. Some of the studies of the UA model utilize
third-party meshing software, such as MESHLAB [69], GAMBIT [70,71], and DEP MESH-
WORK [72]. Still, most of them only report basic auto mesh generation applications [42].
Recent advancements in the simulation of UA models have increased the demand for
improved meshing approaches that result in a higher mesh quality for UA models.

Figure 6. Hybrid meshing of a UA model Reprinted with permission from Ref. [43]. 2013,
Moyin Zhao et al.

Finer meshing increases the accuracy of the result, which theoretically makes sense as
it is close to the source model. However, finer meshing is computationally expensive [73].
In CFD, there is a well-adapted method to minimize unnecessary computing costs. The
technique is grid sensitivity analysis [74]. The process determines the optimum mesh
density while retaining the accuracy of the result. The study model simulates various
element sizes, starting from a coarse to a finer mesh [75]. This method has been well

6



Mathematics 2023, 11, 219

adopted in the UA model by multiple researchers. Zhao et al. [55] show a plot of axial
velocity along a vertical line from the inlet to the larynx wall, starting with a 200k mesh
to a most excellent 1.8 million mesh. The result shows that 1.3 million mesh has a similar
velocity profile as the 1.8 million mesh while saving 30% of the computing time.

Rahimi-Gorji et al. [73] demonstrate the execution of distinctive grid sizes comprising
around 2.4, 3.4, 4.2, and 5.1 million cells and acquire pivotal velocity profiles at two cross
areas. They have found that the expansion of grid size measure from 4.2 to 5.1 million cells
does not modify the outcomes as it shows an agreeable velocity profile. Subsequently, the
study uses a grid with a 4.2 million mesh size for the simulation. However, the author feels
that comparing the pressure or velocity profile against the number of cells does not justify
the acceptability of the boundary condition. A comparable validation test rig is necessary
as a reference to determine the appropriate cell number for the modelling, as shown by
Amatoury et al. [76]. A grid size agreeable with accurate experimental data is the ideal
mesh size for modelling the UA.

2.5. Boundary Conditions

More literature has emerged that offers contradictory findings of the appropriate
boundary condition for UA simulation. The boundary conditions used in UA CFD simu-
lations should characterize and replicate those seen in human respiratory flow. The UA
inspiratory flow originates from the nasal cavity and ends at the trachea. In a perfect
situation, encompassing static pressure should be characterized at the nostrils and, cor-
respondingly, release airflow at the lower larynx. Numerous published studies define
human inspiratory airflow rates differently, as summarized in Table 2. A few examinations
determined a time-dependent flow to copy the respiratory cycle.

Table 2. Compilation of methods used for CFD modelling of the UA.

Author Geometry
Turbulence

Model
Flowrate Lmin Remarks

Rahimi-Gorji, Gorji and
Gorji-Bandpy [73] CT-scan k-ω 10, 15, 30, 60 Particle deposition study

Xi, April Si, Dong and Zhong [77] CT-scan LES 15 Effects of glottis motion on airflow

Collins, Tabor and Young [46] MRI k-ω 72 Comparison of the idealized
vs. accurate geometry model

Zubair, Riazuddin, Abdullah, Ismail,
Shuaib and Ahmad [71] CT-scan laminar 15 Study of the effect of posture

Zhao, Barber, Cistulli, Sutherland and
Rosengarten [43] MRI SST k-ω 10 Study of upper airway response to

oral appliance treatment
Cheng, Koomullil, Ito, Shih,

Sittitavornwong and Waite [59] CT-scan K-ε 42 Surgical assessment

Heenan, Pollard and Finlay [45] reconstruct
model k–ε 15, 30, and 90 Study of the idealized airways

Suga, et al. [78] CT-scan k-ε 30 Study of the effect of oral
appliance treatment

Gutmark, et al. [79] MRI SST k-ω 10 Biomechanics of the soft palate
Srivastav, Paul and Jain [63] CT-scan k-ε, k-ω 60 Capturing the wall turbulence

Bates, Schuh, McConnell, Williams,
Lanier, Willmering, Woods, Fleck,

Dumoulin and Amin [69]
MRI LES time-dependent

0–3 Ls
New method to generate dynamic

boundary conditions for airway

Fletcher et al. [80] CT-scan LES 9.06 and 20.52 Genioglossal advancement (GGA)
De Backer, Vos, Gorlé, Germonpré,
Partoens, Wuyts and Parizel [64] CT-scan Laminar and

k-ε 23 Analyses in the lower airways

Srivastav, Paul and Jain [63] CT-scan K-ω and k-ε 60 Simulation of the human
respiratory tract

Patel, Li, Krebs, Zhao and Malhotra [65] CT-scan laminar 4.67 Congenital nasal pyriform
aperture stenosis (CNPAS)

MRI k-ε

7
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Table 2. Cont.

Author Geometry
Turbulence

Model
Flowrate Lmin Remarks

Zhao, Barber, Cistulli, Sutherland and
Rosengarten [55] MRI K-ω 10 MAS

Premaraj, Ju, Premaraj, Kim and Gu [31] CT-scan K-ω 18 Maxillary anterior guided
orthotics (MAGO)

Cheng, Koomullil, Ito, Shih,
Sittitavornwong and Waite [59] CT-scan k-ε 42 Full airways with the nasal cavity

Liu, Yan, Liu, Choy and Wei [60] CT-scan LES 16.8, 30, 60 Including the nasal cavity with an
extension funnel

Powell et al. [81] CT-scan LES, K-ω
SST 30 Patterns in pharyngeal

airflow study

In contrast, others described a mean airflow stream rate [71,73,77]. Table 2 shows
considerable variation in the airflow rate used in UA simulation. The variation is under-
standable because, ethically, it is difficult to have a human subject measure the actual
patient breathing airflow rate. It is also because the human actual breathing flow rate varies
from one person to another. Other boundary conditions were customary settings for all the
reviewed studies, like a smooth and non-slip wall and a five percent turbulence intensity
of the inlet flow [71].

2.6. Turbulence Modelling of UA Flow

The turbulence model adopted in UA modelling varied among these four commonly
adapted models: k-epsilon, k-omega, k-omega SST, and large eddy simulation (LES) [63,81].
Turbulent flow features are modelled by solving the variables for kinetic energy (k) and
dissipation rate (ε) or specific dissipation rate (ω)—a literature finding of the adopted
turbulence model for UA modelling, as in Table 2. The decision to model a fluid dynamics
problem, either laminar or turbulent, is one of the most challenging decisions a fluid
dynamicist must take [82]. Therefore, a thorough understanding of the predicted flow field
is critical for obtaining the desired outcomes. The estimated Reynolds numbers (Re) range
indicates the UA flow to be laminar or transitional. The standard k–ω shear stress transport
(k–ω SST) model was proven to be appropriate to simulate this complex flow.

The SST k–ω model has advantages in solving complex transitional flow, including
the UA transitional flow [43,83]. The employment of the k–ω shear stress transport (SST)
turbulence model provides an enhanced description of flows involving adverse pressure
gradients and curved boundary layers [79].

The k–ε model with enhanced wall treatment is suitable for monitoring flow separation
with a strong pressure gradient and flow recirculation. These are suitable to determine the
flow parameters near the wall of running airflow [63].

Shown by literature, LES has become the preeminent turbulence model for the UA
model simulation, as most of the studies show good agreement with the experimental
result [81]. However, a fundamental disadvantage of this turbulence model application is
that it demands a high computing expense incurred due to the length of time necessary to
solve it. As a result, LES is unsuitable for time-demanding clinical applications. The K–ω
SST model also agreed well with the experimental result and is almost comparable with
the LES model [43,80]. This turbulence model offers much cheaper computing costs and is
suitable for clinical application. Again, the author stressed that an excellent comparison
with the physical model provides a justification of the ideal turbulence model for the
UA study.

2.7. Location of the Inlet

The velocity profile of many studies demonstrates a brisk airstream at the smallest
cross-sectional area at the velopharynx. This flow feature is identified as the ‘pharyngeal
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jet’ [46,78,81,83]. Hence, it may be coincidental that the degree of structural difference in
UA anatomy systems is virtually tremendous, resulting in a diversity of UA flow patterns.

Before surgery, the highest increase in airflow velocity is observed at the pharyngeal
airway when inhaling, and the biggest decrease in pressure is observed downstream,
according to Liu’s study. Negative pressure and airflow velocity in the whole airway
equalized postoperatively. They discovered that velocity reduction at the most constricted
portion of the pharyngeal airway correlates most strongly with surgical outcome. However,
they emphasized that measurements of non-theoretical dynamic airflow during sleep
would be excellent for further validating CFD models [62].

The study by Zhao et al. [55] of flow profiles for both inhaling and exhaling situations
indicate that inhaling results in a 30% greater pressure loss and a higher flow velocity than
exhaling. The airflow enters the UA stream with higher turbulent kinetic energy and lower
total pressure, which expands the likelihood of UA collapse. In short, narrowing the UA
increases the velocity of the territorial flow and decreases the pressure. This low-pressure
peak may be associated with the severity of OSA, as a high-pressure gradient across the
wall border would cause the UA structure to collapse [46,78,81,83]. Furthermore, 10 L/min,
15 L/min, and 30 L/min are the most prevalent input flowrate settings, according to our
review [45,73,77–79,81,82].

2.8. Experimental Validation

Experimental validation in the UA model based on recent studies focused on verifi-
cation checking for numerical studies [43,45,55,64,83,84]. Rapid prototyping is the most
common method to create an identically exact UA model. [85]. Heenan et al. [45] have
constructed an idealized Weibel A model representing the human oropharynx. The design
slightly differs from the one described by Stapleton et al. [86]. The model is two times
larger than the original, which describes double the adequate accuracy in setting up using
the particle image velocity (PIV) method described in Figure 7. The flow rate of the double
scale model was doubled to maintain the full-scale Reynolds number. The construction
of the physical model uses the fused deposition modelling (FDM) method with surface
smoothing using dichloromethane and an epoxy coating. The result shows a discrepancy
between the experimental and CFD. Heenan et al., assume the differences is because of the
error in the CFD simulation due to the weak boundary layer of the CFD model [45].

Figure 7. PIV experimental setup Reprinted with permission from Ref. [45]. 2003, A. F. Heenan et al.

Collins, Tabor and Young [46] argue that the flow character in the idealized geometry
is affected by the shape of the geometries used. The absence of air curvature and surface
irregularities in the Weibel A model makes it unusable for predicting the flow pattern. Thus
Collins, Tabor and Young [46] developed a hybrid geometry based on the one described by
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Stapleton, Guentsch, Hoskinson and Finlay [86] and Heenan, Pollard and Finlay [45], as
shown in Figure 8. The result are compared with an MRI based model of a 21 years old
male. Both were simulated using the CFD method.

Figure 8. Hybrid idealized geometry. Reprinted with permission from Ref. [46] 2007, T. P. Collins et al.

The idealized hybrid model shows good agreement with the one represented by
Heenan, Pollard and Finlay [45], as it is a similar geometry. However, the idealized
geometry offers a slight advantage over the MRI geometry due to the recirculation zone
created by the sharp edge or steps in the idealized geometry. Thus, it is concluded that the
idealized geometry is inadequate at predicting the features of the flow of human UA.

Xu, et al. [87] cast a 3⁄4 scale of a geometrically accurate model of UA using a silicon
cast for result validation (Figure 9). The reason for using a scaled model is unknown. The
study placed eight pressure sensors along the surface of the silicon UA model. The study
also placed the same pressure point positions in the CFD model. However, the CFD model
did not scale to the cast model. The results agreed to within 2.0 Pa in both inspiration and
expiration phases at almost all locations. However, the maximum pressure drop that CFD
predicted was 20 Pa higher than in the experiment. The scale difference might play an
essential role in pressure distribution; thus, a comparable 1:1 scale model is desirable.

 

Figure 9. 85% scaled silicon cast UA model. Reprinted with permission from Ref. [51]. 2006,
Chun Xu et al.

Latter, Zhao, Barber, Cistulli, Sutherland and Rosengarten [43] developed a 1:1 scale
model of a geometry-accurate physical model. The model uses the rapid prototyping (RP)
method using a transparent polymer. A comparison of pressure distribution along the
surface of the UA model is shown in Figure 10. The finding shows good agreement between
the CFD and the experimental result. This finding is significant as it can be used as a base
model to verify one’s UA model CFD result by following the exact boundary condition and
turbulence model.
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Figure 10. 1:1 scale of the UA model pressure distribution comparison between CFD and the ex-
perimental results. Reprinted with permission from Ref. [43] 2013, Moyin Zhao et al.

Due to the complexity and individuality of the geometrically accurate MRI or CT
scan model, it is not easy to adjust the geometry to understand the geometrical influence
on UA flow better. An idealized geometry should have a better shape agreement than
the average-person UA and not generalize as the Weibel model. The model should have
detailed geometry that another researcher efficiently replicates.

2.9. Numerical Modelling Issues of UA

A previous study by Collins has indicated the disadvantage and limitations of the
Weibel model. In term of shape based on his study, it is impossible to mimic the organic
shape of UA by mean of 3D CAD construction (Idealize model) [46]. The model is oversim-
plified and has a sharp edge that is not present in the actual human UA. In addition, the
model’s nasal cavity does not accurately represent the upper airways since it comprises
a single large chamber rather than multiple layers of the air passage. The flow mecha-
nism of such a design differs significantly from or completely contradicts the actual UA
and specifies the flow characteristic entering the trachea, influencing the UA study’s total
flow [46]. The authors suggest that the 3D model is the most appropriate geometrical model
for comprehending the fundamental flow behavior within the UA. In terms of CAD and
meshing, the 3D model is simple to configure for numerical simulation due to its simple
shape [45]. CT scans offer an actual or geometry-accurate model of the UA, which can be
converted into a CAD model using specialized software [59,63,81]. In numerical modelling,
this precise model provides real-world information regarding air movement within the UA.
Due to the organic nature of this model, preparing the CAD for CFD analysis necessitated
extensive attention to detail [52,53].

Using CT scans to represent UA has advanced the study of UA. However, it is not
without flaws. The geometry accuracy can vary depending on the image quality or res-
olution of the CT scan. This image is difficult to comprehend. Most researchers employ
MIMICS to produce the 3D mask of the UA. The masking process requires additional
treatment, detailing, or processing, such as filling the unneeded void or removing the
surface spike. Poorly processed masks could result in poor meshing and compromise the
CFD output [70,71].

The laminar model is unsuitable for UA research because, according to Barber’s
research, the UA’s Reynolds number (Re) ranges from 400 to 3000, indicating that the flow is
either laminar or transitional [45,73]. The flow turbulence was modelled using the standard
shear stress transfer (SST) k–ω model. Their early sensitivity research applying multiple
turbulence models to the physical experimental results demonstrated the suitability of the
SST k–ω model in solving the complex UA flow [43]. Therefore, only a few studies have
reported the UA utilizing laminar flow [65,71,88]. Compared to experimental results, LES
provides the most accurate model of UA due to its superior observation at the wall and
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in the center. However, LES simulations require powerful computing capabilities. Other
turbulence models, such as k–ε, are utilized extensively for external flow but infrequently
for inside flow [78]. The researcher’s findings also indicate that k–ε has low precision for
the UA investigation [88]. The most acceptable and cost-effective turbulence model is k–ω,
which offers comparable accuracy to the LES model [81].

Meshing of UA requires hybrid meshing for internal flow so that flow mechanisms
close to the wall can be captured accurately. This hybrid meshing requires a high-quality
CAD without elements that degrade mesh quality. For the solution to converge, high-
quality mesh is required [73].

3. Conclusions

A complete evaluation is required to fully understand OSA’s UA behavior and make
more accurate pretreatment predictions. The simplified model is insufficient for effectively
predicting the flow behavior of the human UA. It is also agreeable that the inhalation airflow
shows higher airflow, which defines the air inlet’s location in the upper airway model.
The nasal cavity adds more complexity to the investigation; thus, removing it is necessary.
The highlighted technique of removing some details of voids and surface smoothing in
the modelling of the upper airway reduces the complexity of the CAD model. Complex
geometry limits excellent meshing capabilities and results in weak CFD convergence. This
technique is a good reference; however, it needs more published data on sensitivity or
specificity. Additionally, this article emphasized the importance of a precise geometry
construction technique for the UA geometry-accurate model, which is critical for the CFD
application’s reliability and accuracy in comprehending OSAS. It is undeniable that good
quality meshing is required for solution convergence, which has increased the demand for
detailed advanced meshing approaches.

A comparable 1:1 scale physical model is necessary to determine the appropriate cell
number or element size for CFD modelling. Through grid sensitivity analysis, a grid size
agreeable with accurate experimental data is the ideal mesh size reference for modelling
the UA. However, the data reading in the physical validation should be pressure-based, as
it shows good agreement with the CFD validation.

The k–ω SST model is the most economical, as it has advantages in solving complex
transitional flow and provides an enhanced description of flows involving adverse pressure
gradients and curved boundary layers. However, it is vital to have an excellent comparison
with the physical model to justify the ideal turbulence model for the UA study.

An idealized geometry focused on the UA from the pharynx until the larynx was
greatly needed. It should have a better shape agreement than the average-person UA
and not be as oversimplified as the Weibel model. The idealized model should have
detailed geometry that another researcher efficiently replicates. Thus, it is concluded that
the idealized geometry is inadequate at predicting the features of the flow of human UA.
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Abstract: Bone remodelling models (BRM) are often used to estimate the density distribution in bones
from the loads they are subjected to. BRM define a relationship between a certain variable measuring
the mechanical stimulus at each bone site and either the local density or the local variation of density.
This agrees with the Mechanostat Theory, which establishes that overloaded bones increase their
density, while disused bones tend to decrease their density. Many variables have been proposed as
mechanical stimuli, with stress or strain energy density (SED) being some of the most common. Yet,
no compelling reason has been given to justify the choice of any of these variables. This work proposes
a set of variables derived from the local stress and strain tensors as candidates for mechanical stimuli;
then, this work correlates them to the density in the femur of one individual. The stress and strain
tensors were obtained from a FE model and the density was obtained from a CT-scan, both belonging
to the same individual. The variables that best correlate with density are the stresses. Strains are quite
uniform across the femur and very poorly correlated with density, as is the SED, which is, therefore,
not a good variable to measure the mechanical stimulus.

Keywords: bone remodelling; mechanical stimulus; correlation; bone density distribution;
strain energy density; absolute maximum principal stress; fluctuation of stresses

MSC: 92-10

1. Introduction

Bone is a living tissue that can adapt its apparent density and internal microstructure
(through the process called bone remodelling), and its shape and external dimensions
(through bone modelling) as a response to different mechanical and biological stimuli.
Regarding the former, it has been hypothesized that one of the goals of bone remodelling
is to maintain bone as an optimal structure that supports the loads with the minimum
weight [1]. Thus, bone density, and consequently, stiffness, are high in overloaded regions
and low in regions with a low stress level. In other words, there is a direct relationship
between density and stresses. Many bone remodelling models (BRM) have been proposed
in the literature to quantify this relationship [1–5].

These BRM have been very often used to estimate the density distribution in bones
from the loads they are subjected to, mainly in the human femur [6,7], but also in other bones
such as the mandible [8]. This problem, that we will name here Density Prediction Through
Bone Remodelling (DPTBR), is usually approached through the following iterative process:

1. Assign an initial uniform density distribution to the bone under study.
2. Apply the loads and boundary conditions to a Finite Element (FE) model of the bone

and calculate the stresses/strains at every point of the mesh.
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3. Apply the BRM to relate the stress/strain state with the new density [9] or with the
change in density [1–5], and then update the density at each point.

4. Update the stiffness tensor at each point based on the new density. Go back to step 2
to start a new iteration.

This iterative process is repeated until convergence of the density distribution is
achieved, which usually resembles the real one with good accuracy. The BRM can be
applied following two approaches, as mentioned above in step 3. In an evolutionary model,
the stress/strain state determines the local change in apparent density, ρ̇:

ρ̇ = f (S) Evolutionary model (1)

where S is a certain mechanical stimulus related to the stress/strain state. This approach
is based on the Mechanostat Theory [10], which is behind most of the BRM. This theory
hypothesizes that bone adapts itself to overloads by increasing its apparent density and
adapts to disuse states by decreasing it. Overload and disuse are defined in the Mechanostat
Theory by certain strain ranges. The theory also establishes the existence of a so-called
“lazy zone”, a strain range between disuse and overload, for which no evident change in
apparent density is observed or, at least, it is not significant. Implementing this approach in
DPTBR problems has a major drawback, as the uniqueness of the solution is not guaranteed.
This path dependence occurs due to the implementation of the lazy zone [11], and the final
density distribution depends on the initially assumed distribution.

Recently, we have proposed a non-evolutionary strategy to solve DPTBR problems [9].
Instead of calculating the rate of change in density as a function of the stimulus, we
calculated a priori a relationship between the stimulus S and the density achieved at the
equilibrium (see Equation (2)) and used that relationship to assign the density to an element
as a function of the local stimulus. Since this stimulus can, in turn, change with density
(through the stiffness), an iterative process is still required, but the number of iterations
needed to achieve convergence is much lower. Notwithstanding, the uniqueness of the
solution is not guaranteed in this case. The only advantage of this approach is its higher
speed of convergence.

ρ = g(S) Non-evolutionary model. (2)

On the other hand, the non-evolutionary approach is not suitable to predict the changes
in density in a bone subjected to changes in its biomechanical environment. The evolution-
ary approach is preferable in this case, as it allows a real-time simulation of those changes.
However, to this end, it is very important to start from a realistic initial density distribution,
in order to avoid the path dependence of the solution previously mentioned.

The stimulus S is the variable that drives bone remodelling and must comprise bi-
ological and mechanical factors. Focusing on the latter, the amount of damage has been
used as the stimulus (or a part of it) in targeted bone remodelling models [12–15]. This is
based on the hypothesis that one goal of bone remodelling is to repair the microstructural
damage accumulated in the bone matrix by daily activity. Other models simply apply the
Mechanostat Theory to account for disuse and overload and the influence of these states
on bone adaptation. To this end, these models have used a stimulus that measures the
intensity of the loads, with the strain energy density (SED) being the most commonly used
variable to account for that intensity (see [1–5], among many others). However, in the
original Mechanostat Theory, the disuse, lazy zone and overload states were defined in
terms of strain; thus, establishing the hypothesis that strain is the magnitude driving the
bone response. In such case, after a change in load that could alter the level of strain,
the bone microstructure (and consequently, stiffness) must be regulated to return to the
homeostatic situation [12].

In this work, we will focus on the mechanical part of the stimulus—the main objective
being to study which is the best variable among a series of candidates to account for
the mechanical feedback in bone remodelling models. We will discuss which is the best
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mechanical stimulus, or equivalently, which is the best predictor of bone density, either for
an evolutionary or a non-evolutionary approach. For this purpose, we have analysed the
stress and strain distributions in a human femur using a FE model and the loads extracted
from a gait analysis performed on the same individual, from whom we have also estimated
the bone density distribution from a CT scan. Several mechanical variables calculated from
the stress and strain tensors throughout the gait cycle have been proposed as candidates for
the mechanical stimulus (or predictors) and will be correlated with the density distribution.

This paper is organised as follows: In Section 2.1, we provide a description of the gait
analysis performed to estimate the loads acting on the femur during walking. In Section 2.2,
we describe the image analysis of CT scans of a human femur, which were performed to
obtain its bone density distribution. In Section 2.3, we briefly describe the methodology to
estimate the stiffness tensor at every point of the femur based on the density distribution.
In that section, we focus on the case that considers bone as an isotropic material, while
through Sections 2.4–2.6, we develop the methodology to estimate that stiffness tensor when
bone is considered anisotropic. In Section 2.7, we briefly describe how the gait cycle was
simulated with a FE model. The correlation coefficients used to evaluate the relationship
between bone density and the variables used as candidates for mechanical stimuli (or
predictors) are defined in Section 2.8. In Section 2.9, we define those predictors. In Section 3,
we provide the correlations between the bone apparent density and the proposed predictors.
We discuss the results of these correlations in Section 4 and highlight the conclusions of
this study in Section 5. Finally, the Appendices contain a more detailed description of the
procedures used in the Section 2.

2. Materials and Methods

The procedure followed here is summarised in Figure 1 and is explained as follows:
First, a gait analysis was performed to estimate the forces exerted by those muscles inserted
in the femur and joint reactions at the knee and the hip in the subject under study. A CT scan
of the subject’s femur was taken and the greyscale value was related to the bone apparent
density using a linear relationship. With this, a FE model of the femur was built and the
loads, estimated through a gait analysis performed on the same subject, were applied to
the FE model in order to obtain the distribution of stresses and strains throughout the gait
cycle. A set of variables, defined in Sections 2.7 and 2.9, was assessed from the temporal
evolutions of stresses and strains. Finally, the bone apparent density estimated from the
CT scan was correlated with these variables.

2.1. Gait Analysis and Subject Data

The gait analysis was performed at the Motion Analysis Laboratory of the Depart-
ment of Mechanical Engineering and Manufacturing of the Universidad de Sevilla. A Vi-
con®system of 12 infra-red cameras was used to record motion at a frequency of 100 Hz
along with 2 AMTI force platforms to record the ground reaction forces at a frequency of
1000 Hz. The marker placement protocol employed was the modified Cleveland proto-
col [16].

The subject under study was an adult male of 27 years old, with no reported patholo-
gies, 1.85 m tall and weighing 75 kg, who walked at a freely chosen forward speed. The par-
ticipant signed an informed consent form prior to the recording of the measurements.
The study protocol was approved by a medical ethics committee through the Andalusian
Biomedical Research Ethics Platform (approval number 20151012181252).
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Figure 1. The summary of the procedure followed in this work. One male subject was selected
for the study (A). A CT scan (D) was used to build a FE model of the subject’s femur (F). The gait
analysis (B) perfomed on the same subject was used (C) to estimate the muscle forces (MF) and
joint reaction forces (HJF: hip joint force, KJF: knee joint force) applied to the FE model, together
with isostatic boundary conditions. The mechanical properties of the bone were estimated from
the density, which was estimated, in turn, from the CT scan (E). The FE simulation of the gait cycle
yielded the temporal evolution of stresses and strains (G) throughout the cycle. A set of variables
(I) were derived from those temporal evolutions. Finally, these variables were correlated (H) to the
bone apparent density in order to evaluate a good predictor of density for bone remodelling models.

The recorded experimental data were processed using OpenSim software [17]. The
biomechanical model implemented was the Gait2392, available in the OpenSim library. This
model was developed to perform 3D gait analysis and consists of 23 degrees of freedom and
92 actuators that simulate the action of muscle forces. However, for the sake of simplicity,
the subtalar and metatarsophalangeal joints were blocked in this work, so that the foot
was considered a single biomechanical segment. The model was scaled to fit the subject’s
morphology from the recorded experimental data. The mass ratio of each segment was
assumed constant during scaling. In this model, muscle attachment points were placed
where OpenSim locate them by default, using numerical approximation [18] of cadavers’
data [19,20].

The forces applied to the FE model were obtained in two steps. First, the inverse dy-
namic problem was solved using the kinetics experimental data recorded in the laboratory.
From these results, the time evolutions of the muscle forces were calculated solving a force-
sharing problem through a static optimisation algorithm that considered the dynamics
of muscle contraction and activation [17,21]. The results were collected for those muscles
inserted in the femur and are provided in the Supplementary Materials. Additionally,
joint reaction forces at the hip and knee were estimated using the algorithm proposed by
Steele et al. [22]. A detailed description of this procedure is included in Appendix B.
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2.2. CT Scan of the Femur, FE Model and Density Distribution

A CT scanner (LightSpeed16, GE Medical Systems, Milwaukee, WI, USA; 120 kVp,
reconstructed with bone Plus kernel, 1.25 mm slice thickness) was used to estimate bone
density on the right femur of the same individual on which the gait analysis was conducted.
The software Abaqus (version 2020, SIMULIA, Dassault Systémes, Madrid, España) was
used to run FE analysis. The 3D geometry of the femur was reconstructed from the CT scan
and meshed with 4-node linear tetrahedral elements (C3D4 in Abaqus element library).
The final mesh consisted in 339,168 elements and 64,757 nodes. In order to check the
convergence of the FE solution, we compared the results with a different mesh, built
with 10-node quadratic tetrahedral elements (C3D10). This new mesh was obtained from
the previous one by simply placing mid-side nodes in the edges of the former elements,
resulting—obviously—in the same number of elements and 480,480 nodes.

To assign a value of density to each element of the mesh, a linear relationship between
the greyscale value and the bone apparent density was used, as in [23–26]:

ρe = A + B · ge, (3)

where ge and ρe are the greyscale value and the density estimated for element e, respectively.
Two pairs of greyscale–density values are needed to define the linear relationship (constants
A and B). These points are usually obtained through calibration of the CT scan. However,
this calibration was not available in our case, and therefore, we needed to make two
assumptions. Thus, as the first pair, an apparent density value of 2.1 g/cm3 [4] was assigned
to the maximum greyscale value of the CT scan (255), i.e., to the densest cortical bone.
The second point chosen was that corresponding to a null bone apparent density, which is
sometimes called a grey level (or greyscale) threshold (GLT). It can be seen in Equation (4)
that ρe = 0 for ge = GLT. This lower limit is usually made to correspond to bone marrow,
which was assumed here to be placed inside the diaphyseal canal. However, the greyscale
value inside the canal varied in the range 70–90, thus, making it impossible to assign a
unique and reliable value to GLT. For this reason, three cases were studied, assuming
different values for GLT, namely: 70, 80 and 90. This uncertainty in the choice of GLT affects
the slope of the linear relationship, which is then:

ρe = 2.1 · ge − GLT
255 − GLT

. (4)

The greyscale distribution was mapped from the CT scan to the FE mesh using the
software Bonemat, and Equation (3) was used to convert the greyscale value into bone
apparent density. Those elements with a greyscale value below GLT were assigned a very
small density (0.001 g/cm3), thus, yielding a negligible—although, not null—stiffness,
something necessary to avoid convergence problems. Figure 2 shows the distributions of
density obtained for the three GLT. It can be seen that those three GLT led to distributions
of the estimated density which are similar, in general, with the exception of the proximal
region and the thickness of the cortical layer in the diaphysis. As GLT rises, the volume
identified as marrow increases, and this makes GLT = 90 produce a thinner cortical layer
and a slightly underestimated density in the proximal region. Nonetheless, it can be noted
in Figure 2 that the uncertainty introduced in the density distribution by GLT is not too
important, in the range of 70–90. Moreover, we will show later that the conclusions of this
study are the same regardless of the choice of GLT.

The external boundary of the bone was not perfectly defined in some slices of the
CT scan where the cortex was too thin, since the average greyscale value between the
background and the periosteum produced a cortex of intermediate density. For this reason,
the model was covered with a layer of shell elements to simulate the cortex, with a thickness
of 1 mm, a Young’s modulus equal to 19 GPa [27] and a Poisson’s ratio ν = 0.32 [28].
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Figure 2. Distribution of bone density estimated from Equation (3) for three GLT: in the whole femur
(left), in a diaphyseal cross-section (right).

2.3. Estimation of the Stiffness Tensor

Isotropic and anisotropic models were considered. In the former, the stiffness tensor
of bone at each material point can be estimated through the density obtained from the
CT scan, by using one of the numerous correlations between the elastic constants and the
apparent density that can be found in the literature. For example, Jacobs proposed the
following [28]:

EJacobs (MPa) =
{

2014 ρ2.5 if ρ ≤ 1.2 g/cm3

1763 ρ3.2 if ρ > 1.2 g/cm3 (5a)

ν =

{
0.2 if ρ ≤ 1.2 g/cm3

0.32 if ρ > 1.2 g/cm3 . (5b)

Hernandez et al. [29] proposed another correlation for E, based on the ash fraction,
α (a variable used to measure the mineral content of bone tissue), and on the bone volume
fraction (or bone volume per total volume), BV/TV. If we express BV/TV = ρ

ρ̂ , with
ρ and ρ̂ being the apparent density and the tissue density, respectively, then the correlation
proposed by Hernandez et al. reads:

E(MPa) = 84,370
(

ρ

ρ̂

)2.58
α2.74. (6)

If typical values of ash fraction α = 0.68 and tissue density ρ̂ = 2.31 g/cm3 [29] are
used, Equation (6) becomes:

EHernandez(MPa) = 3388 ρ2.58, (7)
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which produces an estimation of the Young’s modulus up to 70% higher than Equation (5a)
depending on the density (see Figure 3). Each correlation was used in the corresponding
isotropic model, named, respectively, IsoJ (Equation (5a)) and IsoH (Equation (7)) after
Jacobs and Hernandez. A constant Poisson’s ratio ν = 0.3 was used in conjunction with
Equation (7) in model IsoH.

Figure 3. Comparison of the correlation provided by Jacobs [28] and the one derived from the
correlation of Hernandez et al. [29] for the Young’s modulus as a function of bone apparent density.

Bone is actually an anisotropic material with a dependence of the mechanical proper-
ties on the direction and the type of tissue. Particularly, cortical bone is usually modelled
as a transversely isotropic material [30] and trabecular bone as an orthotropic material [31].
Consequently, its anisotropy must be taken into account in the estimation of the stiffness
tensor, and so was carried out in the anisotropic model, named here AnisoH (note that the
H refers to the fact that the anisotropic model relies on Hernandez correlation, as explained
later in Section 2.4).

Some bone remodelling models have been proposed to predict not only the adap-
tation of bone apparent density but also of its anisotropy [4,5]. The model developed
by Doblaré and García [4] was also used to predict the distribution of anisotropy in the
same manner as DPTBR simulations are used to predict the distribution of bone density.
In fact, these authors predicted both distributions simultaneously. The starting point was
an isotropic material with a uniform distribution of density. Their BRM adapted bone
density and anisotropy, the latter through the fabric tensor, and both variables were used
to update the stiffness tensor. Convergence was deemed when both density and anisotropy
remained constant between simulations. A brief summary of this model is provided next,
in Section 2.4.

Given that DPTBR simulations were shown to be path-dependent [11], we estimated
the density distribution from the CT scan and used the bone remodelling model developed
by Doblaré and García [4] to estimate the anisotropy. This required a slight variation of the
original model, explained in Section 2.5. Besides, another variation of the original model
was used to account for time-varying loads, such as walking. This variation was introduced
by Ojeda [32] and is presented in Section 2.6.

The objective of comparing the three models referred to above (IsoJ, IsoH and AnisoH)
was to rule out that the assumption made for the constitutive model is forcing a certain
correlation between the density and the predictors.

2.4. Anisotropic Bone Remodelling Model Based on Continuum Damage Mechanics—Model by
Doblaré and García

A brief description of the anisotropic bone remodelling model developed by Doblaré
and García [4] is given next. Consulting the original paper is advised for a more detailed
description of the model. This model is an extension to the anisotropic case of the model
developed by Beaupré et al. [3]. It applies the Mechanostat Theory by defining a stepwise
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linear relationship between the mechanical stimulus, Ψt, and the bone formation/resorption
rate, ṙ (see Figure 4). The reference value of the stimulus, Ψ∗

t defines a region of width
2w called lazy zone (analogous to the “adapted-window” of the Mechanostat Theory),
where no net change of bone density is produced. The value of ṙ determines the temporal
evolution of apparent density, ρ̇. In turn, apparent density determines the variation of the
Young’s modulus through correlations such as (5a) or (7).

Figure 4. The Mechanostat Theory as interpreted by Beaupré et al. [3]. This law establishes a stepwise
linear relationship between the bone formation/resorption rate, ṙ, and the difference between the
mechanical stimulus, Ψt, and a reference value of that stimulus, Ψ∗

t .

The model developed by Doblaré and García was based on the theory of Continuum
Damage Mechanics (CDM), where the stiffness tensor of the damaged material, C, is
obtained from the tensor of the the non-damaged material, C0, and damage:

C = (1 − D)C0, (8)

where D is the damage variable, null for an intact material and equal to 1 for a completely
damaged or failed material. In the extension of CDM to the anisotropic case introduced by
Cordebois and Sideroff [33], the scalar damage D is replaced with a damage tensor D and
the resulting material is orthotropic, with the principal directions of orthotropy aligning
with the principal axes of the damage tensor D. Damage is understood as a measure of
porosity and the directionality of that porosity and both are incorporated into the model
jointly, by following the idea suggested by Cowin [34] for the fabric tensor, H. Therefore,
the undamaged material is an ideal situation of a perfectly isotropic bone with null porosity.
The damage and fabric tensors are related by:

D = 1 − H2, (9)

with 1 being the second order identity tensor. Equation (9) leads to the following relation-
ship between the components of the compliance tensor in the principal directions and the
eigenvalues of the fabric tensor, hi:
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Ê
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(10)

where Ê and ν̂ are, respectively, the Young’s modulus and Poisson’s ratio of the bone
with no porosity. These values can be obtained through correlations (5) or (7) for an
apparent density ρ equal to the density of the bone matrix, ρ̂, which is assumed constant.
In this particular modelAnisoH, we assumed ρ̂ = 2.1 g/cm3 and chose the Hernandez
correlation (7), together with ν = 0.3. The influence of porosity and directionality are
factorised in this model by redefining the fabric tensor as follows:

H =

(
ρ

ρ̂

)β/4
A1/4 Ĥ1/2, (11)

where Ĥ is the normalised fabric tensor. This tensor is normalised by imposing det(Ĥ) = 1
in order to account only for the directionality of the pores. Additionally, β is the exponent
of the apparent density in the correlations (5a) or (7) and A is a parameter introduced to
ensure that the formulation reproduces the isotropic bone remodelling model developed
by Beaupré et al. [3] if it is applied to an isotropic case. A can here be considered a constant.
As stated before, the quotient ρ/ρ̂ in Equation (11) is equal to the bone volume fraction,
BV/TV = 1 − p, with p as the porosity. The mechanical stimulus is defined in this model
through the tensor, Y:

Y = 2
{

2Ĝ sym
[
(HεH)(Hε)

]
+ λ̂ tr(H2ε) sym(Hε)

}
, (12)

where Ĝ and λ̂ are the Lamé constants corresponding to the cortical bone with no porosity
and tr(•) and sym(•) represent the trace and symmetric part of a tensor, respectively.
Doblaré and García defined another tensor, J, to quantify the relative influence of the
spherical and deviatoric parts of the stimulus:

J =
1 − ω

3
tr(Y)1 + ω dev(Y), (13)

where 1 is the identity tensor, dev(•) represents the deviatoric part of a tensor and the
anisotropy factor, ω, weights the importance of the anisotropy of the stimulus in the model.
This factor ranges from ω = 0, which means that the model only depends on the isotropic
component of the stimulus, to ω = 1, which produces the maximum level of anisotropy.
The same value used by Doblaré and García [4] was used here (ω = 0.1). Two functions
gr and g f are proposed to establish the remodelling criteria. These functions depend on
the stimulus J and are allowed to distinguish the formation, resorption and lazy zones,
as carried out in Figure 4. For that reason, those functions also depend on the reference
value of the stimulus, Ψ∗

t , and the width of the lazy zone, through w. Their expressions
are quite complex and can be consulted in [4]. The remodelling criteria are given by the
following conditions:

g f (J, Ψ∗
t , w) ≤ 0 gr(J, Ψ∗

t , w) > 0 resorption;
gr(J, Ψ∗

t , w) ≤ 0 g f (J, Ψ∗
t , w) > 0 formation;

g f (J, Ψ∗
t , w) ≤ 0 gr(J, Ψ∗

t , w) ≤ 0 lazy zone.
(14)
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Based on the fulfilment of the corresponding criterion, the variation of the fabric
tensor H, that accounts for the variation of anisotropy (through tensor Ĥ) and porosity
(see Equation (11)), is provided by:

Ḣ = k1
ρ̂

ρ
J−3 ω̂ resorption;

Ḣ = k2
ρ̂

ρ
Jω̂ formation;

Ḣ = 0 lazy zone;

(15)

where the tensor ω̂ is introduced to simplify the expression, as follows:

ω̂ =
1 − 2ω

3
1 ⊗ 1 + ωI (16)

with I being the fourth-order identity tensor. The factors k1 and k2 in Equation (15) de-
pended on several parameters in the original model. One of those parameters is ṙ, so that
the amount of formed or resorbed tissue modifies the fabric tensor through porosity.

2.5. Modification of the BRM to Maintain Density Constant

In the original model, Doblaré and García used Ḣ to assess the variation of porosity
and anisotropy, but in this work, since the density is known from the CT scan, we have
forced it to remain constant and that is the reason why k1 and k2 can be assumed as
constants. In such case, by deriving Equation (11):

Ḣ =
1
2

(
ρ

ρ̂

)β/4
A1/4 Ĥ−1/2 ˙̂H (17)

and given that Ĥ must remain normalised (det(Ĥ) = 1), we finally adopted:

˙̂H = c Ĥ1/2 Ḣ, (18)

where c is a constant. This expression can be used in an Euler forward integration algorithm
to yield:

Ĥ(tj+1) = Ĥ(tj) + c Ĥ1/2(tj) Ḣ(tj)Δt, (19)

where tj+1 and tj are two consecutive integration steps, the time step Δt = 1 is chosen and
c is the constant necessary to enforce the condition det Ĥ(tj+1) = 1. The simulation started
from an initially isotropic material (Ĥ(t1) equal to the identity tensor) and was stopped
when the norm of the fabric tensor averaged for all the elements was almost invariable
between iterations, i.e.:

∑n
e=1 Ĥe(tj+1) : Ĥe(tj+1)− ∑n

e=1 Ĥe(tj) : Ĥe(tj)

∑n
e=1 Ĥe(tj) : Ĥe(tj)

< 0.001. (20)

2.6. Modification of the BRM to Consider Time-Varying Loads

Doblaré and García [4] and Beaupré et al. [6] applied their models to estimate the
bone density distribution in a human femur by applying the normal walking loads. These
authors considered three instants of the gait cycle and treated those instants as independent
loads. This procedure does not seem very plausible as they are not independent but part
of the same load. For that reason, the procedure was modified by Ojeda [32] to treat the
gait cycle as a single load. Moreover, the particularity of time-varying loads is taken into
account with this modification.

As stated by Carter et al. [35], bone remodelling depends on the maximum stresses that
the bone withstands throughout its load history. Thus, the peaks of mechanical stimulus
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reached in time-varying loads would control the bone remodelling response, and it is
important to note that these peaks can be reached at different instants at each bone site.
Let us consider, for example, the temporal evolution of the mechanical stimulus shown in
Figure 5, with three different activities. The remodelling response is assumed to depend on
the maximum stimulus representative of each activity (black dots in Figure 5). The cycles
are grouped by the level of stimulus and an average cycle must be chosen as representative
of a certain activity. In Figure 5, A1, A2 and A3 represent, respectively, a high, medium
and low intensity load. The mechanical stimulus must be obtained by superimposing the
effect of all activities [35], but let us consider for a moment that only one of those loads is
applied. In such case, A1 would stimulate formation, A3 resorption and A2 would produce
no net change of bone mass.

Figure 5. Remodelling criteria with different loads. The horizontal lines limit the zones of formation
(top line) and resorption (bottom line). If the peak is over the top line, then gM

f > 0 and gm
r < 0

and formation occurs. If the peak is below the bottom line, then gM
f < 0 and gm

r > 0 and resorption

occurs. If the peak lies between both lines, gM
f < 0 and gm

r < 0 and neither formation nor resorption
occurs (lazy zone).

The peaks of the stimulus coincide with the maximum of the formation criterion
function, g f , which is proportional to the stimulus. Those peaks are termed here, gM

f . Since
the resorption criterion function, gr, is inversely proportional to the stimulus [4], the local
minimum of this function, gm

r , also coincides with the peaks of the stimulus (it must be
noted that gM

f and gm
r do not necessarily coincide. They are simply reached at the same

instant). Analogously, the valleys of the stimulus coincide with the minimum of g f and the
maximum of gr, termed here gm

f and gM
r , respectively (red dots in Figure 5).

The procedure to analyse the bone remodelling process for time-varying loads begins
with the calculation of the stimulus (and thus, of g f and gr) at every point of the FE mesh
throughout the cycle, in order to capture the peaks gM

f and gm
r for each element. Based on

the ideas of Carter et al. [35], Ojeda assumed that only the peaks are important from the
bone remodelling perspective. Therefore, the activities plotted in solid and dashed lines
in Figure 5 would lead to the same bone remodelling response, regardless of the valleys.
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The criterion must identify the peaks and place them in one of the three regions: formation,
resorption or lazy zone. Thus, the remodelling criteria (14) are replaced by:

gM
f > 0 formation;

gm
r ≤ 0 gM

f ≤ 0 lazy zone;
gM

f ≤ 0 gm
r > 0 resorption.

(21)

It is important to highlight that gM
f and gm

r are not necessarily reached at the same
instant for all the elements. This is the reason why a detailed description of the cycle
is required in the modification proposed by Ojeda, as the remodelling response at each
element could be driven by the stress-state reached at a different time point. For the
same reason, the simplification consisting in considering three instants of the cycle as
independent loads is not valid.

2.7. FE Simulation of the Gait Cycle—Temporal Evolution of Stresses and Strains in the Femur

The temporal evolution of stresses and strains in the femur during the gait cycle can
be obtained by solving an elastic problem. Let Ω ⊂ R3 be an open bounded domain
and Γ = ∂Ω be its boundary, assumed to be Lipschitz continuous and divided into two
disjoint parts ΓD and ΓN where Dirichlet and Neumann boundary conditions are applied,
respectively. We denote, by x = xi ei, a generic point of Ω and n(x) = ni ei as the outward
unit normal vector to Γ at a point x. The Einstein summation notation was adopted and a
Cartesian basis ei (i = 1, 2, 3) can be used without loss of generality.

Let u = ui ei, σσσ = σij ei ⊗ ej and εεε(u) = εij ei ⊗ ej denote the displacement field,
the stress tensor and the linearised strain tensor, respectively. ei ⊗ ej (i, j = 1, 2, 3) represents
the Cartesian tensorial basis. Let b = bi ei denote the known vector of body forces, t = ti ei
the known vector of surface traction forces at ΓN and δδδ = δi ei the known displacements
at ΓD.

The Momentum Conservation Principle states:

σij,j + bi = ρ üi, (22)

where , j denotes the partial derivative ∂/∂xj and ¨(•) denotes the second derivative with
respect to time. The right-hand side of Equation (22) represents the inertial force per unit
volume. Linearised strains are related to displacements by:

εij(u) =
1
2
(
ui,j + uj,i

)
i, j = 1, 2, 3 (23)

and finally, strains and stresses are related by the constitutive equation, which for linear
elastic materials reads:

σij = Cijkl εkl i, j, k, l = 1, 2, 3, (24)

where Cijkl are the components of the fourth-rank stiffness tensor C. In the case of an
isotropic material, this tensor is completely defined by the Young’s modulus, E, and the
Poisson’s ratio, ν, which are expressed as the functions of the density in the case of bone
(see Equation (5)). In general anisotropic materials, this tensor has 21 independent elastic
constants. In our anisotropic case, bone is assumed to be an orthotropic material, and the
compliance tensor (inverse of the stiffness tensor) is given as a function of the fabric tensor
(recall Equation (10)). The elastic problem is completed with the Dirichlet and Neumann
boundary conditions, respectively, applied at ΓD and ΓN :

u = δδδ at ΓD (25a)

σij nj = ti at ΓN . (25b)
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This boundary value problem rarely has an analytical solution, and hence, it is usually
solved by means of the FEM, as carried out here.

At this point, the FE model of the femur had a complete definition of density, and
consequently, of stiffness. Next, the muscle loads and joint reaction forces, estimated in the
gait analysis, were applied as external forces. Muscle loads were applied as concentrated
loads at the insertion points and with the direction defined by the insertion and origin
points (taken from OpenSim [22]). The joint reaction forces were applied as concentrated
loads on the corresponding articular surfaces, i.e., the hip reaction force on the surface of
the femoral head and the knee reaction force on the surface of the epicondyles or of the
epicondylar fossa. In both cases, the node of application at each instant was calculated as
follows: A line was defined as passing through the corresponding joint centre (defined
in OpenSim [22]) and with the direction of the reaction force at that instant. The reaction
force was applied at the node closest to the intersection of the articular surface with that
line. Furthermore, the minimum number of displacement boundary conditions (isostatic)
was applied to restrain the rigid body motion of the FE model. The loads were varied
over time, as a result from the gait analysis, but a quasi-static analysis was performed by
disregarding the inertial forces in the FE simulation (ρ üi in Equation (22)). Nonetheless,
we must note that the loads estimated with OpenSim arise from enforcing the equilibrium
of all the external forces, including the inertial ones. For that reason, these inertial forces
were indirectly considered in the simulations. The FE model, including the loads and the
boundary conditions, is provided in the Supplementary Materials.

This pseudo-static analysis provided the temporal evolution of stresses and strains at
each element e of the mesh (in fact, it is obtained at each integration point in full integration
elements. In our case, C3D4 elements have only one integration point, which can be,
therefore, identified with the element. In the case of C3D10 elements, the variables were
evaluated at the centroid of the element) and at every instant i of the gait cycle. Several
variables were derived from the stress and strain tensors (see Section 2.9). For a certain
variable proposed as stimulus S, its value was calculated at each instant i and for each
element, e, thus, yielding Si

e. Then, the following maximum, minimum and amplitude were
defined to represent its evolution throughout the gait cycle:

SM
e = Max

i
(Si

e) (26a)

Sm
e = Min

i
(Si

e) (26b)

SA
e = SM

e − Sm
e . (26c)

Note that the definition of SM
e is related to the aforementioned hypothesis of Carter,

according to which the local remodelling response would depend on the peak of stress that
a bone site withstands throughout its load history [35]. As stated before, the peaks of stress
do not necessarily occur at the same time for all bone sites. Therefore, considering only
the loads of a single instant of the cycle is not enough to analyse the remodelling response
of the whole bone. Even considering three instants of the cycle, as carried out in [4,6], is
not enough. A detailed description of the gait cycle is required and the modification of
the BRM presented in Section 2.6 is related to this idea. The variable, SM

e , generalises this
concept of the peak of stress to the peak of stimulus. As an alternative to the maximum of
the stimulus throughout the cycle, the amplitude is considered in SA

e .

2.8. Correlation Coefficients

The Spearman and Pearson correlation coefficients were used to assess the statistical
dependence between the bone density and the variables defined later in Section 2.9. Based
on the definitions made in Equation (26), the following coefficients were calculated, taking
each element as a point of the sample:

• RM
j , between the maximum throughout the cycle SM

e and the apparent density ρe.
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• RA
j , between the amplitude throughout the cycle SA

e and the apparent density ρe.

where j stands for P (Pearson) or S (Spearman). Weighted coefficients were calculated
to account for the relative importance of a sample point based on the volume of the
element. The expressions of the weighted correlation coefficients are given in Appendix A.
The Spearman correlation coefficient is a non-parametric measure of rank correlation
and it assesses how well the relationship between two variables can be described by
a monotonic function. In particular, it evaluates if there is a concordance between the
highest density and the highest values of a predictor variable. The Pearson coefficient is a
parametric measure of correlation between two variables that assesses if they are related by
a specific function. In particular, the linear, quadratic and power correlation coefficients
were calculated for those variables that yielded a high Spearman coefficient, in order to
confirm a strong correlation and to evaluate the best function relating the variable to bone
density. Despite that strain energy density (SED) did not yield a high Spearman coefficient,
it was also correlated with bone density through the Pearson coefficient and using those
three functions, for reasons that will be explained later.

It is important to note that concentrated loads or displacement boundary conditions
can produce spurious stress concentrations in the FE model. For this reason, the elements
closest to the nodes where loads or displacement boundary conditions were applied up to
a distance of two elements in all directions were removed from the correlations.

2.9. Evolution of Stresses and Strains—Definition of Predictor Variables

The set of predictor variables analysed in this work includes some variables that
measure the magnitude of the stress or the strain tensor and the SED that accounts for
the magnitude of both tensors in a single variable. The principal stresses are named here,
σ1 ≥ σ2 ≥ σ3, and analogously, ε1 ≥ ε2 ≥ ε3. The maximum and minimum principal
stresses (σ1, σ3) and strains (ε1, ε3) are proposed as predictor variables. The maximum
tensile stress is defined as:

σt =

{
σ1 if σ1 ≥ 0
0 if σ1 < 0

(27)

and the maximum compressive stress as:

σc =

{ −σ3 if σ3 < 0
0 if σ3 ≥ 0

. (28)

The fluctuations of stresses throughout the cycle can be measured by the variable:

σf = σM
1 − σm

3 , (29)

where the superscripts M and m follow the definition given in Equation (26). The absolute
maximum principal stress (AMPσ) and strain (AMPε) are defined analogously as:

AMPσ = Max
{
|σ1|, |σ3|

}
(30a)

AMPε = Max
{
|ε1|, |ε3|

}
. (30b)

The von Mises (σvonMises) and Tresca (σTresca) stresses (in metallic materials, these
variables are used in yielding criteria, which are not applicable to bone, but they can be
regarded as well as a measure of the stress intensity) as well as the hydrostatic stress (σo)
and volumetric strain (εo) are also proposed as predictor variables:

σvonMises =

√
(σ1 − σ2)2 + (σ1 − σ3)2 + (σ2 − σ3)2

2
(31a)

σTresca =
σ1 − σ3

2
(31b)

σo =
σ1 + σ2 + σ3

3
(31c)
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εo = ε1 + ε2 + ε3. (31d)

Finally, the SED, which has been extensively used as a mechanical stimulus in bone
remodelling algorithms, is also proposed as a predictor. SED is given by the following
expression in terms of the stress (σσσ) and strain (εεε) tensors or their components (σij, εij):

SED =
1
2

σσσ : εεε =
1
2

σij εij. (32)

Beaupré et al. [3] defined the mechanical stimulus that drives bone remodelling, Ψ, as a
combination of two factors: the SED and the number of cycles of each activity. Furthermore,
these authors proposed to superimpose the effect of all the activities, i, performed by
the individual during one day, by weighting the SED of each activity, SEDi, with the
corresponding number of cycles, ni. The interested reader can consult the details in [3].
In the following, we will assume that only the most representative activity is carried out
daily and that the number of cycles is constant. In that case, there is a linear relationship
between Ψ and SED [3]:

Ψ = k · SED. (33)

In other words, we can identify Ψ and SED for correlation purposes. More importantly,
Beaupré et al. proposed to take into account the porosity of the tissue to redefine the
mechanical stimulus. Thus, Ψ represents the mechanical stimulus at the continuum
(or macroscopic) level. SED can be calculated through FEM and if the constant k in
Equation (33) is known, the mechanical stimulus at the continuum level, Ψ, can also be
evaluated for each element of the mesh. Beaupré et al. hypothesized that this mechanical
stimulus must be sensed by the existing tissue within the element in order to produce a
remodelling response. Therefore, Ψ can be distributed among the tissue existing in the
element through porosity, analogously to what localisation procedures do in multiscale
approaches, i.e., allowing to move from the macro to the micro scale. To this end, those
authors proposed the following mechanical stimulus at the tissue (or microscopic) level [3]:

Ψt =
Ψ

(1 − p)n , (34)

where p ∈ [0, 1] is the porosity and n=2 is the exponent they used [3]. In this way, if the
porosity of one element is close to 1, the mechanical stimulus must be distributed among the
little existing tissue and this will be heavily overloaded. Later, we will analyse the effect of
the exponent n. As stated before, the linear, quadratic and power Pearson coefficients were
also evaluated for the SED. The rationale for this is based on the theoretical dependence of
SED upon density, which can be deduced from previous works found in the literature [2,35].
In the particular case of a uniaxial stress-state, the stress tensor is σσσ = σ eeei ⊗ eeei, with eeei being
the loading direction and σ the applied stress. In such case, and assuming a linearly elastic
and isotropic behaviour for bone, the SED can be calculated through Equation (32) as:

SED∗ =
1
2

σ ε =
1
2

E ε2, (35)

where εεε is the strain tensor and ε is the strain in the loading direction. The asterisk has
been added to highlight that this expression corresponds to a particular case. Additionally,
a typical power correlation between the Young’s modulus and the apparent bone density
can be assumed, for example Equations (5a) and (7), which would read:

E = B ρβ, (36)

where B and β are constants. In this case, Ψ can be rewritten using Equations (33) and (35) as:

Ψ∗ = k
1
2

B ε2 ρβ = K ρβ, (37)
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where the constants preceding the factor ρβ were grouped in a new constant K. The right-
hand side of Equation (37) is only valid if bone is subjected to a constant strain, which
would be in accordance with the Mechanostat Theory. Under all these assumptions, Ψ
could be related to the bone apparent density through a power law. Recalling Equation (34)
and given that (1 − p) is equal to the bone volume fraction, which is proportional to the
bone density, the mechanical stimulus at the tissue level, Ψt, could also be related to bone
density through a power law. For this reason, we will check if such a power correlation
between apparent density and Ψ (or equivalently SED) or Ψt is suitable.

3. Results

The weighted Spearman correlation coefficients between bone density and the predic-
tors proposed here are shown in Table 1 for the constitutive model AnisoH. As stated before,
three different values were used for the grey level threshold (GLT) used in Equation (4),
thus, leading to three different FE models (see Figure 2). The correlation coefficients are
given in the three cases for comparison.

The fact that the Spearman correlation coefficient is non-parametric makes it more
appropriate to evaluate the correlation between density and the variables, as it implies
no assumption on the type of relationship. It simply establishes if there is a concordance
between those points having the highest density and those having the highest values of a
certain predictor.

Table 1. Weighted Spearman correlation coefficients obtained with the constitutive model, AnisoH,
using C3D4 elements and for different values of GLT: for the maximum variable throughout the cycle,
RM

S , and for the amplitude throughout the cycle, RA
S . The predictors analysed are: the maximum

principal stress (σ1), the minimum principal stress (σ3), the absolute maximum principal stress
(AMPσ), the corresponding strains (ε1, ε3 and AMPε), the strain energy density (SED or mechanical
stimulus at the continuum level Ψ), the mechanical stimulus at the tissue level (Ψt), the maximum
tensile and compressive stresses (σt and σc, respectively), the fluctuation of stresses (σf ), the von
Mises and Tresca stresses, the hydrostatic stress (σo) and the volumetric strain (εo). Values higher
than 0.9 are highlighted in boldface; negative values are in red.

Predictor
GLT = 70 GLT = 80 GLT = 90

RM
S RA

S RM
S RA

S RM
S RA

S

σ1 0.871 0.880 0.905 0.912 0.936 0.942
σ3 −0.040 0.872 −0.047 0.897 −0.045 0.926
σt 0.871 0.871 0.905 0.905 0.936 0.936
σc 0.868 0.868 0.894 0.894 0.923 0.923
σf 0.904 0.904 0.927 0.927 0.951 0.951

AMPσ 0.896 0.896 0.921 0.920 0.945 0.944
σvonMises 0.898 0.898 0.922 0.922 0.948 0.948

σTresca 0.898 0.898 0.922 0.922 0.948 0.947
σo 0.701 0.886 0.739 0.911 0.782 0.938

ε1 −0.344 −0.340 −0.431 −0.429 −0.503 −0.502
ε3 0.410 −0.355 0.432 −0.445 0.457 −0.504

AMPε −0.328 −0.325 −0.427 −0.425 −0.499 −0.498
Ψ 0.698 0.698 0.721 0.721 0.772 0.772

Ψt for n=2 −0.048 −0.048 −0.092 −0.092 −0.097 −0.099
εo −0.202 −0.303 −0.255 −0.468 −0.327 −0.571

It can be seen that most of the stress magnitudes are highly correlated with the density
except for the peak of the minimum principal stress, σM

3 , for obvious reasons, as the sign
of σ3 (usually negative) is considered in the calculus of this peak. Therefore, σM

3 usually
corresponds to the lowest absolute value throughout the cycle. The amplitude, σA

3 , is better
correlated with the density as it usually measures the range of the compressive stress.
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The strain magnitudes are poorly correlated with the density, in some cases with
negative coefficients. SED (or Ψ) is only moderately correlated with the density and not
correlated at all if it is corrected to account for the porosity (Ψt).

Regarding the influence of GLT, it can be seen that though the values of R are different,
the same trend is observed in the three cases. In fact, if we ordered the predictors based on
R, the same order would result for the three GLT.

The weighted Pearson correlation coefficients are shown in Table 2 for the constitutive
model, AnisoH. Only some of the variables previously analysed in Table 1—those that are
considered more interesting—are studied here; in particular, some of the stress variables
that had a higher Spearman coefficient together with the SED at the continuum and at the
tissue level for n = 1 and n = 2 (see Equation (34)). The Pearson coefficients are parametric
and presuppose a certain relationship between the variables being correlated. Thus, we
have tried linear, quadratic and power functions (see Appendix A for details).

Compared to the Spearman, the Pearson correlations have worsened notably as we are
forcing them to fit a certain function which is probably not the most appropriate to relate
the density with the predictor. Among the three types of functions tested, the quadratic is
slightly better, followed by the power and the linear function. The low correlation between
SED and density stands out—something that does not improve in the case of SED at the
tissue level—for which even negative correlation coefficients were obtained, as in the case
of the Spearman coefficients.

Table 2. Weighted Pearson correlation coefficients obtained with the constitutive model, AnisoH,
using C3D4 elements and for different values of GLT: for the maximum variable throughout the
cycle, RM

P , and for the amplitude throughout the cycle, RA
P . The predictors analysed in this case are:

the absolute maximum principal stress (AMPσ), the maximum tensile and compressive stresses
(σt and σc, respectively), the fluctuation of stresses (σf ) and the mechanical stimulus at the continuum
level (Ψ) and at the tissue level (Ψt) for two values of n. Values higher than 0.8 are highlighted in
boldface; negative values are in red.

Predictor Type
GLT = 70 GLT = 80 GLT = 90

RM
P RA

P RM
P RA

P RM
P RA

P

AMPσ Linear 0.773 0.772 0.793 0.791 0.808 0.806
σt Linear 0.746 0.745 0.761 0.760 0.770 0.769
σc Linear 0.671 0.672 0.684 0.684 0.695 0.695
σf Linear 0.810 0.810 0.825 0.825 0.838 0.838

Ψ Linear 0.012 0.012 0.012 0.012 0.012 0.012
Ψt for n = 1 Linear −0.016 −0.016 −0.016 −0.016 −0.013 −0.013
Ψt for n = 2 Linear −0.023 −0.023 −0.026 −0.026 −0.023 −0.023

AMPσ Quadratic 0.784 0.782 0.804 0.803 0.818 0.817
σt Quadratic 0.762 0.761 0.778 0.778 0.787 0.786
σc Quadratic 0.678 0.679 0.690 0.691 0.700 0.700
σf Quadratic 0.823 0.823 0.839 0.839 0.850 0.850

Ψ Quadratic 0.026 0.026 0.026 0.026 0.029 0.029
Ψt for n = 1 Quadratic 0.017 0.017 0.017 0.017 0.018 0.018
Ψt for n = 2 Quadratic 0.021 0.021 0.026 0.026 0.023 0.023

AMPσ Power 0.780 0.778 0.799 0.798 0.813 0.811
σt Power 0.761 0.760 0.777 0.776 0.785 0.784
σc Power 0.674 0.675 0.683 0.684 0.690 0.691
σf Power 0.820 0.820 0.835 0.835 0.845 0.845

Ψ Power 0.006 0.006 0.005 0.005 0.005 0.005
Ψt for n = 1 Power −0.016 −0.016 −0.017 −0.017 −0.015 −0.015
Ψt for n = 2 Power −0.019 −0.019 −0.022 −0.020 −0.015 −0.015

Tables 3 and 4 compare, respectively, the Spearman and Pearson coefficients obtained
using the three constitutive models analysed in this work: AnisoH, IsoH and IsoJ. As in-
dicated above, the effect of GLT was not important, and hence, only one case (GLT = 80)
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was studied. It can be noted that the effect of the constitutive model is negligible on the
Spearman correlations and small on the Pearson correlations, at least for the three cases
tested here. The biggest difference is obtained for the power fit between the IsoH and IsoJ
models, which, in turn, follow a different power correlation between the density and the
Young’s modulus, but is not greater than 0.03.

Table 3. Weighted Spearman correlation coefficients obtained for GLT = 80, constitutive models
AnisoH, IsoH and IsoJ and using C3D4 elements: for the maximum variable throughout the cycle,
RM

S , and for the amplitude throughout the cycle, RA
S . The predictors analysed are: the maximum

principal stress (σ1), the minimum principal stress (σ3), the absolute maximum principal stress
(AMPσ), the corresponding strains (ε1, ε3 and AMPε), the strain energy density (SED or mechanical
stimulus at the continuum level Ψ), the mechanical stimulus at the tissue level (Ψt), the maximum
tensile and compressive stresses (σt and σc, respectively), the fluctuation of stresses (σf ), the von
Mises and Tresca stresses, the hydrostatic stress (σo) and the volumetric strain (εo). Values higher
than 0.9 are highlighted in boldface; negative values are in red.

Predictor
AnisoH IsoH IsoJ

RM
S RA

S RM
S RA

S RM
S RA

S

σ1 0.905 0.912 0.906 0.913 0.905 0.913
σ3 −0.047 0.897 −0.058 0.899 −0.059 0.895
σt 0.905 0.905 0.906 0.906 0.905 0.905
σc 0.894 0.894 0.895 0.895 0.892 0.892
σf 0.927 0.927 0.928 0.928 0.925 0.925

AMPσ 0.921 0.920 0.922 0.921 0.920 0.920
σvonMises 0.922 0.922 0.924 0.924 0.921 0.920
σTresca 0.922 0.922 0.923 0.923 0.920 0.920
σo 0.739 0.911 0.742 0.913 0.739 0.911

ε1 −0.431 −0.429 −0.431 −0.429 −0.443 −0.441
ε3 0.432 −0.445 0.431 −0.443 0.429 −0.458
AMPε −0.427 −0.425 −0.425 −0.423 −0.440 −0.438
Ψ 0.721 0.721 0.722 0.721 0.708 0.708
Ψt for n = 2 −0.092 −0.092 −0.092 −0.092 −0.114 −0.114
εo −0.255 −0.468 −0.254 −0.464 −0.247 −0.489

We have also analysed the spatial distribution of the correlations, in particular of the
Pearson coefficients (power fit), by assessing separately the correlations for the elements of
the proximal, distal and diaphyseal thirds (see Table 5). The aim of this comparison was to
investigate if there are regions of the femur where the density is better to the predictors.
Given the limited influence of GLT and the constitutive model, we only show the case
GLT = 80 and IsoH. Besides, we only compare some of the variables that show a higher
correlation (σf , AMPσ) and only the coefficients for the maximum variable throughout the
cycle, RM

S . The other stress variables follow the same trend, as well as RA
S . The comparison

of the strain variables is meaningless since they are not correlated with density, as shown
previously. It can be noted that the correlation coefficients are high in the diaphysis,
significantly worse in the proximal and especially worse in the distal third, influenced
by the simplified way the joint reaction forces were modelled. They were applied as
concentrated nodal forces, as explained in Section 2.7, rather than as a load distributed over
the articular surface, as it actually occurs. This simplification affects the stresses near the
articular region and, therefore, the correlations. The hip joint force can be more plausibly
applied as a concentrated nodal force since the pressure on that joint spans a narrower
region than that on the knee joint. Probably, this makes the correlations be slightly better in
the proximal third than in the distal one.
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Table 4. Weighted Pearson correlation coefficients obtained for GLT = 80, constitutive models
AnisoH, IsoH and IsoJ and using C3D4 elements: for the maximum variable throughout the cycle,
RM

P , and for the amplitude throughout the cycle, RA
P . The predictors analysed in this case are: the

absolute maximum principal stress (AMPσ), the maximum tensile and compressive stresses (σt and
σc, respectively), the fluctuation of stresses (σf ), the mechanical stimulus at the continuum level (Ψ)
and at the tissue level (Ψt) for two values of n. Values higher than 0.8 are highlighted in boldface;
negative values are in red.

Predictor
Type of AnisoH IsoH IsoJ

Correlation RM
P RA

P RM
P RA

P RM
P RA

P

AMPσ Linear 0.793 0.791 0.802 0.800 0.814 0.813
σt Linear 0.761 0.760 0.767 0.766 0.771 0.770
σc Linear 0.684 0.684 0.692 0.692 0.707 0.708
σf Linear 0.825 0.825 0.832 0.832 0.840 0.840

Ψ Linear 0.012 0.012 0.012 0.012 0.015 0.015
Ψt for n = 1 Linear −0.016 −0.016 −0.016 −0.016 −0.017 −0.017
Ψt for n = 2 Linear −0.026 −0.026 −0.026 −0.026 −0.029 −0.029

AMPσ Quadratic 0.804 0.803 0.814 0.812 0.834 0.833
σt Quadratic 0.778 0.778 0.785 0.784 0.797 0.796
σc Quadratic 0.690 0.691 0.698 0.699 0.719 0.720
σf Quadratic 0.839 0.839 0.846 0.846 0.861 0.861

Ψ Quadratic 0.026 0.026 0.026 0.026 0.030 0.030
Ψt for n = 1 Quadratic 0.017 0.017 0.017 0.017 0.020 0.020
Ψt for n = 2 Quadratic 0.026 0.026 0.026 0.026 0.029 0.029

AMPσ Power 0.799 0.798 0.809 0.808 0.833 0.832
σt Power 0.777 0.776 0.783 0.783 0.797 0.796
σc Power 0.683 0.684 0.692 0.693 0.717 0.718
σf Power 0.835 0.835 0.842 0.842 0.861 0.861

Ψ Power 0.005 0.005 0.006 0.006 0.008 0.008
Ψt for n = 1 Power −0.017 −0.017 −0.017 −0.017 −0.018 −0.018
Ψt for n = 2 Power −0.022 −0.022 −0.022 −0.022 −0.023 −0.023

Table 5. Weighted Pearson correlation coefficients (power fit) obtained for the maximum variable
throughout the cycle, RM

S , for GLT = 80, constitutive model IsoH and using C3D4 elements. The predic-
tors analysed are: the fluctuation of stresses (σf ) and the absolute maximum principal stress (AMPσ).
Values higher than 0.8 are highlighted in boldface.

Proximal Diaphysis Distal Global

σf 0.718 0.879 0.660 0.844

AMPσ 0.694 0.862 0.640 0.813

The influence of the mesh (C3D4 vs. C3D10) was analysed by comparing the correla-
tion coefficients in Table 6; in particular, the Spearman and the power Pearson coefficients in
the case GLT = 80 and using the constitutive model IsoH. The Pearson coefficients improved
moderately with the use of quadratic elements (C3D10), but only for the good predictors,
i.e., those variables that are highly correlated with density. The rest of variables, such as Ψ
and the strain magnitudes (not shown), did not improve their correlations. The other types
of fit (linear and quadratic) also improved with C3D10, although to a lesser extent. It is
noteworthy that the Spearman coefficients were almost identical in both meshes.
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Table 6. Influence of the FE mesh (C3D4 vs. C3D10) on the weighted Spearman and Pearson
(power) correlation coefficients obtained for GLT = 80 and constitutive model IsoH: for the maximum
variable throughout the cycle, RM

P , and for the amplitude throughout the cycle, RA
P . The same

predictors analysed for Spearman and Pearson coefficients are compared here. Values higher than 0.9
(in Spearman) or 0.8 (in Pearson) are highlighted in boldface; negative values are in red.

Predictor
Type of C3D4 C3D10

Correlation RM
P RA

P RM
P RA

P

σ1 Spearman 0.906 0.913 0.904 0.912
σ3 Spearman −0.058 0.899 −0.236 0.896
σt Spearman 0.906 0.906 0.904 0.904
σc Spearman 0.895 0.895 0.893 0.894
σf Spearman 0.928 0.928 0.930 0.930

AMPσ Spearman 0.922 0.921 0.923 0.922
σvonMises Spearman 0.924 0.924 0.925 0.925
σTresca Spearman 0.923 0.923 0.925 0.924
σo Spearman 0.742 0.913 0.734 0.911

ε1 Spearman −0.431 −0.429 −0.499 −0.496
ε3 Spearman 0.431 −0.443 0.484 −0.495
AMPε Spearman −0.425 −0.423 −0.482 −0.480
Ψ Spearman 0.722 0.721 0.709 0.709
Ψt for n = 2 Spearman −0.092 −0.092 −0.182 −0.182
εo Spearman −0.254 −0.464 −0.287 −0.499

AMPσ Pearson (Power) 0.809 0.808 0.874 0.874
σt Pearson (Power) 0.783 0.783 0.818 0.818
σc Pearson (Power) 0.692 0.693 0.741 0.742
σf Pearson (Power) 0.842 0.842 0.902 0.902

Ψ Pearson (Power) 0.006 0.006 0.011 0.011
Ψt for n = 1 Pearson (Power) −0.017 −0.017 −0.019 −0.019
Ψt for n = 2 Pearson (Power) −0.022 −0.022 −0.025 −0.025

Histograms

There are so many points involved in the correlations that the plots of density against
the different variables are very difficult to distinguish. Instead, histograms are used to
show the percentage of volume occupied by those elements whose values of AMPσ or
AMPε are within a given range. The elements of cortical (ρ > 1.2 g/cm3) and trabecular
bone (ρ ≤ 1.2 g/cm3) have been separated into two different histograms and the results for
the three constitutive models were plotted jointly (see Figure 6). Thus, for example, in the
model AnisoH, the elements of trabecular bone whose AMPε is in the range [200,600] με
occupy 30% of the total volume of trabecular bone (ρ ≤ 1.2 g/cm3).

It can be seen that while the strain range is similar for cortical and trabecular bone,
the stresses are completely different, with trabecular bone having stresses several orders
of magnitude lower than cortical bone. In general, strains are found in a very narrow
range, especially in the cortical bone, for which 87% of the volume has AMPε in the range
of 200–600 με. This is not so evident in trabecular bone, though 51% is still within the
range of 200–1000 με and 65% is in the range of 200–1400 με. This is still a narrow range, as
overload strains are up to 4000 με [36,37].
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AMPε trabecular AMPε cortical

AMPσ trabecular AMPσ cortical

Figure 6. Distribution of the absolute maximum principal stress (AMPσ) and strain (AMPε) for the
elements of trabecular (ρ ≤ 1.2 g/cm3) and cortical bone (ρ < 1.2 g/cm3). The Y axis shows the
percentage of the total volume occupied by the elements, whose AMPσ or AMPε are in a given range.

4. Discussion

A linear function (Equation (3)) was used here to estimate the bone apparent density
from the grey level of the CT scan [23–26]. As in these previous works, the CT scan could not
be calibrated, and thus, a threshold was set by identifying the grey level of the diaphyseal
canal with bone marrow, that is, with null bone density. Notwithstanding, the greyscale
value inside the canal was found to vary in the range of 70–90 and, thus, three different
grey level thresholds (GLT) were used and their effect was investigated. The same trend
was observed in R for the three values of GLT. Therefore, we can state that the choice of
GLT had no effect on the correlation coefficients (see Tables 1 and 2), and hence, on the
overall conclusions of this study. For that reason, the rest of results were compared only for
the intermediate GLT = 80.

In general, the variables derived from the strain tensor has a low correlation with
density and this can be due to the fact that the strains are concentrated in a narrow range,
as deduced from the histograms. On the contrary, the stress-related variables are distributed
over a much wider range and they are very closely related to density as the correlation
coefficients showed. The high correlation found between density and the von Mises,
Tresca, absolute maximum principal stress (AMPσ) and the fluctuation of stresses (σf )
are noteworthy.

On the other hand, SED is only modestly correlated with density, probably because it
depends on the strains, which are very poorly correlated with ρ. Since SED also depends
on the stress level, the histograms of SED (not shown) are as spread as the histograms of
stress; however, in view of the correlations, its variation does not seem to be as coupled
to density as the mere variation of stress is. However, if SED seems a modest predictor of
density, the mechanical stimulus at the tissue level proposed by Beaupré (Ψt) is even worse,
as it yields negative correlation coefficients.
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The Spearman coefficient is probably the most simple indicator that two variables are
correlated by a monotonic function, since it does not assume any specific relationship as
does the Pearson coefficient. If RS is positive and high for a certain variable, this means that
density increases with that variable, and that a large part of that increase can be explained
by the variable, without assessing what specific relationship exists. Hence, that variable
can serve as a good predictor of density in a bone remodelling model, though the particular
relationship between the density and the specific variable should be further investigated.
In this regard, the linear, quadratic or power functions tried for the Pearson coefficients
worked only moderately well. Only σf and AMPσ showed a value of RP slightly over 0.8
(up to 0.861 for σf in the IsoJ model). This means that R2 >∼ 0.64, i.e., around 64% of the
variation of the density, can be explained by σf (up to 74% in the IsoJ model).

Only some of the variables appearing in Table 1 were chosen for assessing its Pearson
coefficient, those having a high Spearman coefficient plus SED and its related variables
(Ψt), for its common use as a mechanical stimulus in many models of bone remodelling.
Obviously, if the Spearman coefficients of SED and its related variables were low, the re-
spective Pearson coefficients could not improve them, but it is worth noting the very
low values of RP obtained for SED compared to RS. This would mean that Equation (37)
was not very appropriate, probably because of the many assumptions involved in it, viz:
uniaxial stress-state, isotropic material and power correlation between Young’s modulus
and density.

The distribution of two variables, one representing the stress-state (AMPσ) and one
representing the strain-state (AMPε), was analysed by means of histograms (see Figure 6)
that distinguish between cortical (ρ > 1.2 g/cm3) and trabecular bone (ρ ≤ 1.2 g/cm3).
These histograms showed that the strains are concentrated in a relatively narrow range in
the case of trabecular bone. Around 65% of the volume of trabecular bone was found to be
within the range AMPε ∈ [200–1400] με in the AnisoH model, 62% in IsoH and 53% in the
IsoJ. The range was particularly narrow in the case of cortical bone, as about 85% of its total
volume was found in the range AMPε ∈ [200–600] με for all constitutive models.

It is noteworthy that the range of strains obtained here was low compared with
the normal strains indicated by the Mechanostat Theory (between 800 and 1200 με [10]).
Nonetheless, other authors have established a different range of normal strains in the
so-called “adapted-window” of the Mechanostat, between 200 and 1500 με [36,37]. Yet,
the strains seem relatively low for models, AnisoH and IsoH, which are likely overestimating
the bone stiffness. The correlation, (5a), used by model IsoJ, is probably more adequate in
view of the strains it produces.

In contrast to strains, the stresses are more uniformly distributed and over a much
wider range, with the stresses of trabecular bone being one or two orders of magnitude
lower than those of cortical bone. This strong relationship between bone density and
stress is confirmed by the high Spearman correlation coefficients of most stress variables
(see Table 1).

The distributions and correlations of strain and stress variables would confirm that
bone is adapted to withstand a constant strain, or at least a strain within a narrow range,
in accordance with the Mechanostat Theory, while the local stress-state seems to determine
the bone density. This would suggest the use of a strain variable as the mechanical stimulus
S in evolutionary BRM (see Equation (1)), such that bone density changes if the strain is
out of the normal or adapted range. On the contrary, a stress variable would be more
appropriate for the stimulus in a non-evolutionary BRM (see Equation (2)), such that the
stress would determine the bone density at a given location. In the case of cyclic loads, such
as the one applied here, a variable measuring the fluctuations of stresses throughout the
cycle seems the more appropriate mechanical stimulus among those tested here, though the
specific relationship between density and stress is yet to be determined. In no case does the
SED seem a suitable variable to be used as the mechanical stimulus in BRM.

We have compared three constitutive models (AnisoH, IsoH and IsoJ) in order to check
whether the correlation between predictors and density, S − ρ, is being forced by the rela-
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tionship between stiffness and density, E = F(ρ), in particular for those predictors derived
from the stress tensor (for the sake of generality, we should write C = F(ρ), with C being
the stiffness tensor, in order to account for anisotropic materials. However, the rationale
provided is independent of this distinction and we will continue with E = F(ρ)) . It is well
known from the literature that F is a monotonically increasing function and given that the
stiffer elements tend to withstand higher stress levels, we should expect a function such as
σ = H(E) to be monotonically increasing as well. Thus, if we write:

σ = H
(

F(ρ)
)
, (38)

we can expect a monotonically increasing function relating σ and ρ, in other words, a posi-
tive correlation S − ρ for the predictors derived from the stress tensor. Therefore, it could
seem that the function E = F(ρ) is forcing S − ρ and it is so to some extent, especially for
the Spearman correlation coefficients. However, if E = F(ρ) were the only determinants
of the correlation S − ρ, this correlation should depend on the constitutive model and it
does not—significantly, at least. Indeed, the increase in stiffness from IsoJ to IsoH is quite
remarkable (up to 70%, see Figure 3, left) and yet the Pearson correlations do not change
much from one model to the other (see Table 4). Moreover, since the ratio of stiffness is
non-uniform (see Figure 3, right), a redistribution of stresses could be expected that would
cause the stress patterns of the two models not to coincide. The same could be said of
the comparison between models AnisoH and IsoH. Such redistribution of stresses would,
therefore, affect the Spearman correlation coefficients or the AMPσ histograms, but both
are almost identical for the three models (see Table 3 and Figure 6). Hence, we can conclude
that the assumed constitutive model has no significant effect on the correlations.

However, there is another argument to support that S − ρ is not completely forced by
the constitutive behaviour, but only to some extent. Certainly, Equation (38) is incomplete
as the stress-state also depends on the loads and boundary conditions:

σ = H
(

F(ρ), F
)
, (39)

where F stands for the set of loads applied to the domain, including the body forces,
the surface tractions applied on the boundaries (i.e., Neumann boundary conditions) and
the reaction forces (and consequently the Dirichlet boundary conditions). Apart from that,
the predictors, S, are obtained as a function of the stress tensor, that we can denote as
S = G(σ), thus leading to:

S = G
(

H
(

F(ρ), F
))

. (40)

In view of Equation (40) the predictors, S, need not be predetermined only by the
function F(ρ), not even the Spearman correlation coefficients, as the function G is not
necessarily monotonic. This is confirmed by the different Spearman coefficients obtained
for different predictors (see Tables 1 and 3). It should be noted that the same concepts that
are behind the G functions can be applied to the predictors derived from the strain tensor
or the SED-based predictors.

An example can serve to illustrate the key role played by the loads on the correlations
S − ρ. We have obtained these correlations for every instant of the gait cycle separately.
The stress and strain tensors obtained at each instant i were used to assess Si

e (recall
Section 2.7) and these variables were correlated with ρe to give Ri

P, a weighted Pearson
correlation coefficient for each instant i. The worst coefficient between AMPσ and den-
sity throughout the cycle was Ri

P = 0.48 (for the quadratic fit and in the case GLT = 80,
constitutive model IsoH and C3D4 elements), which is far from RM

P = 0.804. The former
is a very poor correlation. (Ri

P)
2 = 0.23, i.e., only about 25% of the variance of density

can be explained by AMPσi and this is probably because the loads at that instant are not
representative of the gait cycle. In fact, the loads at a single instant cannot be representative
of the entire cycle on a general basis.
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In summary, the function E = F(ρ) is contributing to obtain the correlations S − ρ,
at least for stress-based predictors, but only to some extent. There are other factors, not
influenced by that function, that play an important role in the correlations; an accurate
estimation of the loads is crucial, taking into account the variation of stresses throughout
the cycle is also important and an appropriate choice of S (funtion G) is key to predict-
ing density.

The type of element (C3D4 vs. C3D10) had a relative importance on the results,
as the linear elements (C3D4) are stiffer than the quadratic ones (C3D10). The latter
yielded moderately higher stresses and strains, which were slightly better correlated
with density through a power law than those obtained with C3D4 elements (see Table 6).
The linear and quadratic fits (not shown) also improved with C3D10, but to a lesser extent.
Notwithstanding, the C3D4 mesh had a sufficient element density and was accurate enough
as evidenced by the fact that the stress and strain patterns are almost identical in both
meshes. Consequently, the Spearman correlation coefficients derived from both are also
almost identical. For that reason, the use of C3D4 elements was justified, at least for the
mesh density employed in our model.

Among the limitations of this study we must note that only one activity (walking)
has been considered, among the many activities that a person can carry out in a normal
day. Other activities can load the femur in a different way than walking, thus, affecting the
local bone density. This could partially explain the variance of density not explained by
our correlations. However, walking is by far the most common activity affecting the lower
limb and the most common activity performed by the subject under study. Hence, little
influence of other activities can be expected.

The joint loads were applied in a simplified way, as nodal-concentrated loads instead
of loads distributed over the articular surface. This approximation is especially significant
in the knee reaction force and this could explain the lower correlation coefficients found in
the distal third of the femur. Another limitation is that the CT scan could not be calibrated,
but we have shown that this fact did not influence the conclusions drawn. Finally, it must
be noted that only one individual, a male healthy subject, was studied. As future work,
it would be interesting to repeat the study in other cases, including different bones, age,
gender, health status, bone pathologies, etc., in order to confirm whether these variables or
others alter the dependence of bone density on the proposed predictors.

5. Conclusions

In view of the results of this study we can conclude the following:

• Stresses are highly variable in the femur and very different in cortical and trabecu-
lar sites.

• Stresses are strongly correlated with density and seem to determine it. Therefore,
certain variables derived from the stress tensor could be good candidates for the
mechanical stimulus in non-evolutionary BRM that can be used in DPTBR problems.

• In the case of cyclic loads, the fluctuation of stresses throughout the cycle is the best
predictor of density among those tested in this work.

• In contrast to the above, strains are relatively uniform across the femur and remain
within the “adapted-window” established by the Mechanostat Theory.

• Strains are very poorly correlated with density and all indications are that bone
tends to keep them approximately constant. Therefore, variables derived from the
strain tensor could be good candidates as mechanical stimulus in evolutionary BRM,
in which density would be forced to change in order to maintain strains within the
“adapted-window”.

• Strain energy density does not seem to be a good variable to measure the mechanical
stimulus in any case, and even less so if this variable is evaluated at the tissue level by
using the porosity correction factor.
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Appendix A. Weighted Pearson and Spearman Correlation Coefficients

In the case of a linear correlation, the Pearson coefficient between the bone apparent
density ρ and the predictor var is weighted with the volume of the finite elements, which are
the sample points. The weighted Pearson coefficient is defined as the weighted covariance
divided by the weighted variances of both variables and determines the proportion of
variance explained by the weighted linear fit of the point cloud (ρe , vare):

RP =

n

∑
e=1

[Ve (ρe − ρ)(vare − var)]
√

n

∑
e=1

[Ve (ρe − ρ)2] ·
n

∑
e=1

[Ve (vare − var)2]

(A1)
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with the weighted averages being •, for example, in the case of the predictor var:

var =

n

∑
e=1

vare Ve

n

∑
j=1

Ve

(A2)

and with an analogous expresion for the weighted average of density, ρ. Ve is the volume
of the element e, used to weight the variable vare.

The weighted Spearman correlation coefficient, RS, is obtained through
Equations (A1) and (A2) by simply replacing the pairs (ρe , vare) with the pairs composed
of their respective ranks, i.e.,

(
rank(ρe) , rank(vare)

)
.

The weighted Pearson correlation coefficient was also obtained for both a quadratic
and a power fit of the point cloud (ρe , vare). In the first case, the following function was
fitted to the point cloud in the least squares sense, after being weighted with the element
volume, using the polyfitweighted library of MATLAB:

˜var(ρ) = A ρ2 + B ρ + C. (A3)

In least squares fitting the Pearson coefficient is defined as the quotient between the
covariance of the fitted and raw variables divided by the variances of both. In weighted
fittings Equation (A1) is modified as follows:

RP =

n

∑
e=1

[Ve ( ˜var(ρe)− ˜var)(vare − var)]
√

n

∑
e=1

[Ve ( ˜var(ρe)− ˜var)2] ·
n

∑
e=1

[Ve (vare − var)2]

. (A4)

In the case of a power fit, the function to be fitted (var = K ρβ) is transformed into a
linear function by taking logarithms of both sides:

log var = K + β log ρ. (A5)

Then, the Pearson coefficient of a linear fit (Equation (A1)) is used by replacing the
pairs (ρe , vare) with (log ρe , log vare).

Appendix B. Inverse Dynamic Problem Methodology

The forces applied to the FE model were obtained solving an inverse dynamics prob-
lem, which is briefly described next (a more detailed description can be found for example
in [38,39]). All the simulations were run in OpenSim. First, the inverse kinematics problem
was solved. The input data in this problem are the trajectories of the markers, xext, obtained
experimentally for the gait cycle by using a Vicon®system. The output is the temporal
evolution of the generalized coordinates, q. The inverse kinematics problem was solved
using a least square pose estimator:

min
q

(
∑

i∈markers
wi ‖x

exp
i − xi(q)‖2

)
, (A6)

where xi(q) is the position of the virtual marker i, which depends on the coordinates
values, and wi is a marker weight taken from [17,21]. The results of the inverse kinematics
problem were used as input to solve the inverse dynamics problem, by means of the
classical equations of motion:

M(q)q̈ + C(q, q̇) + G(q) = ø, (A7)
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where q, q̇ and q̈ are the vectors of generalized positions, velocities and accelerations,
respectively; M is the mass matrix; C is the vector of quadratic velocities; G is the vector of
external forces including gravitational forces and ground reaction forces and ø is the vector
of generalized forces regarding motor tasks. Finally, muscle forces (Fmus) were estimated
solving the following optimization problem:

min

(
J =

n

∑
m=1

(am)
p

)

s.t.
n

∑
m=1

[am · f (F0
m, lm, vm)] · rm,j = τj

, (A8)

where n is the number of muscles in the model; am is the activation level of muscle m
at a given time step; F0

m its maximum isometric force; lm its length; vm its shortening
velocity; f (F0

m, lm, vm) its force-length-velocity relation; rm,j its moment arm about the jth
joint axis and τj is the generalized force acting about the jth joint axis. The cost function J
of Equation (A8) minimizes the sum of muscle activation squared (p = 2) as in [17]. As an
example, Figure A1 shows the temporal evolution of the forces exerted by the iliacus and
the lateral gastrocnemius obtained following this procedure. The temporal evolutions of all
the muscles considered in the analysis are included in the Supplementary Materials.

Figure A1. Temporal evolution of the components of the forces exerted by the iliacus and
the lateral gastrocnemius throughout the gait cycle. AP: antero-posterior. CC: Cranio-caudal.
LM: Lateral-medial.

Finally, the bone-on-bone forces on the hip and the knee were calculated using the
algorithm proposed by Steele [22].

Ri = Mi(y)ÿi − (∑ Fmuscles + ∑ Fexternal + Ri−1) (A9)

In this equation, vector Ri contains the resultant forces and moments at joint i or
bone-on-bone forces. The body distal to joint i, Bi, is treated as an independent body with
known kinematics in a global reference frame. Thus, ÿi represents the six dimensional
vector of known angular and linear accelerations of Bi, while Mi(q) is the 6 × 6 mass
matrix of Bi. Fexternal and Fmuscles represent the previously calculated forces and moments
produced by external loads and musculotendon actuators, respectively. R(i−1) represents
the joint reaction load applied at the distal joint and was calculated in the previous recursive
step. Our aim was to study bone-on-bone forces only at the hip and the knee joints, thus,
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the generic name Ri will be replaced by HJF and KJF (acronyms for hip and knee joint
forces, respectively) and expressed in the local frame attached to the femur. Figure A2
shows the temporal evolution of HJF and KJF throughout the gait cycle. These data are
included in the Supplementary Materials.

Figure A2. Temporal evolution of the HJF and KJF throughout the gait cycle. AP: Antero-posterior.
CC: Cranio-caudal. LM: Lateral-medial. BW: Body weight.
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Abstract: One of the aims of successful total knee arthroplasty (TKA) is to restore the natural range of
motion of the infected joint. The operated leg motion highly depends on the coordinate systems that
have been used to prepare the bone surfaces for an implant. Assigning a perfect coordinate system to
the knee joint is a considerable challenge. Various commercially available knee arthroplasty devices
use different methods to assign the coordinate system at the distal femur. Transepicondylar axis
(TEA) and Whiteside’s line are commonly used anatomical axes for defining a femoral coordinate
system (FCS). However, choosing a perfect TEA for FCS is trickier, even for experienced surgeons,
and a small error in marking Whiteside’s line leads to a misaligned knee joint. This work proposes a
modified Whiteside’s line method for the selection of TEA. The Whiteside’s line, along with the knee
center and femur head center, define two independent central planes. Multiple prominent points
on the lateral and medial sides of epicondyles are marked. Based on the lengths of perpendicular
distances between the multiple points and central planes, the most prominent epicondyle points are
chosen to define an optimal TEA. Compared to conventional techniques, the modified Whiteside’s
line defines a repeatable TEA

Keywords: imageless navigator; knee alignment device; total knee arthroplasty; repeatable
transepicondylar axis; femoral coordinate system; modified Whiteside’s line

MSC: 92B05

1. Introduction

The knee joint is the largest joint in the human body. Osteoarthritis-induced wear and
tear of the articulating surfaces of the knee causes discomfort to the patient [1]. Arthroplasty
is considered to be the permanent solution to treat the most severe knee arthritis [2].
Surgeons perform total knee arthroplasty (TKA) relying either on an imaging technique like
ultrasound [3] or an imageless computer-based technique [4]. The computer-assisted TKA
is becoming popular, because most of the alignment work is done by computers; hence,
the transplanted joint is expected to be accurately aligned, with quicker recovery time, due
to minimal incision [5]. The computer-assisted TKA device consists of software that takes
some anatomical points as input. The marking system of these anatomical points usually
relies on an infrared, laser, or electromagnetic pulses emitter, and reflectors paired with an
optical camera to obtain the real-time position of the marked point [6–8].

The software constructs a virtual coordinate system for the knee to undergo arthro-
plasty, and based on the coordinate system, it guides the surgeon to prepare the bone
surface for implant. The coordinate system can be assigned by different methodologies,
for example, the transverse axis at the distal femur for assigning a femoral coordinate
system (FCS) can be obtained by fitting a circle, a sphere, or a cylinder in the articulating
surfaces of the distal femur, and using the center of the fitted geometry, the transverse axis
is assigned [9,10]. Another approach is to join the most prominent points on the lateral and
medial epicondyles to construct an anatomical transepicondylar axis (aTEA) [11]. Similarly,
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a surgical transepicondylar axis (sTEA) can be defined by joining the lateral epicondyle
and medial sulcus [12]. In some cases, the posterior condylar axis (PCA) being in front of
the surgeon can be easily used to define the transverse axis [13]. PCA and sTEA are parallel
to each other, and perpendicular to the anterior posterior axis (AP axis) or Whiteside’s
line [14,15]. Whiteside’s line is defined by using the deepest part of the patella groove (PG)
anteriorly and the center of intercondylar notch (N) posteriorly [16]. sTEA is considered to
be a standard to set the rotational alignment for TKA [17,18]. However, some studies have
compared the sTEA and aTEA for their ability to be chosen as a transverse axis for FCS. For
example, Tanavalee et al. studied the CT scans of 55 osteoarthritic knees considering both
sTEA and aTEA, and they concluded that aTEA is near perpendicular to the AP axis and
more reliable for rotation alignment compared to sTEA [19]. In the same year, Yoshino et al.
examined 48 patients eligible for TKA and found that the medial sulcus was detectable
in only one-fifth of the severe osteoarthritis cases; for less severe cases, it was detectable
in half of the cases [20]. Hence, it was concluded that the chances of detecting the medial
sulcus decrease with an increase in the severity of osteoarthritis.

Deterioration of PCA in severe osteoarthritis makes it less favorable for the selection of
the transverse axis [20]. Whiteside’s line being a smaller landmark leads to rotational error
of up to 10◦, even for small uncertainties [21]. It is a well-known fact that alignment error
>3◦ from the natural alignment of the knee leads to quick wear and discomfort of the patient,
and finite element analysis can accurately predict initial stability of an implant; however,
the computational cost increases [15,22,23]. The sTEA, being an inconsistent landmark [24],
leaves only aTEA to be a reliable choice for assigning the FCS and setting the rotational
alignment of the implant [19,25]. Malrotation alignment leads to instability of implant, the
discomfort of the patient, patella maltracking, and quick wear of inserted polyethylene [26].
So, the TKA is sometimes required to be revised. Fehring et al. summarized the 15-year data
of revised TKA cases and found that 41% of the cases showed conditions related to rotational
malalignment [27]. Another similar case study of 1632 revised TKA cases showed that
42% of the cases were linked with wear of the insertion and instability of the implant [28].
Dalury et al. also investigated the reasons why TKAs are revised, based on the analysis,
48% of the cases were linked with the symptoms attached to rotational malalignment [29].
Choosing a perfect aTEA is not always possible, which leads to rotational malalignment.
Stoeckl et al. invited a team of four experienced surgeons to mark six cadaveric human legs.
Skin and soft tissues were removed, and surgeons had to pick the most prominent point on
lateral and medial epicondyles using an optical navigation system under perfect laboratory
conditions. Each surgeon marked aTEA for three consecutive days; 144 points were marked
by all the surgeons. Excluding extreme values, the selected points were distributed in an
area of 298 mm2 on the medial and 278 mm2 on the lateral side of the bone. Using the
extreme values of the marked area, a maximum of 8◦ of internal rotation was calculated
(3◦ allowed) [30]. Another study investigating the reproducibility of aTEA, where eight
surgeons marked lateral and medial epicondyles on Thiel-embalmed cadaver specimens,
shows the distribution of lateral and medial epicondyles on an area of 116 and 102 mm2,
respectively [31]. A team of another five surgeons studied the effect of errors in registering
anatomical points on five cadavers for five days. Key anatomical points, including lateral
and medial epicondyles, were intentionally marked wrong. The wrong registration of
lateral and medial epicondyles led to an error in rotational alignment ranging from 11.1◦

external to 6.3◦ internal rotation [32]. Similarly, there are various studies in which the errors
are either intentionally added, or induced due to human error, by the repetitive marking of
points during a course of time. The objective of such studies is to show the effect of errors
on the rotational alignment of TKA [32–36].

To reduce the errors caused by choosing a single point, bone morphing or selection
of multiple points on the landmark have been reported in the literature. For example,
Liu et al. marked a group of points and fitted an algorithm to choose the optimal point
for defining TEA [37]. Perrin et al. studied the reproducibility of implant positioning in
TKA using both morphing and conventional single-point selection techniques, and found
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the bone morphing technique to be more repeatable [38]. A system using bone morphing
relies on a database gathered by CT scans from a large number of patients supplied by
the device manufacturers. Once multiple anatomical points are registered by the surgeon,
the algorithm finds the bone model that best fits the marked points [39]. Instead of model
fitting, statistical shape models of the bone can be fitted in a marked cloud of points. The
bone morphing requires the surgeon to carefully mark the entire distal femur. This is a
time-consuming job, and error at this stage can lead to the failure of TKA [40]. This is
because bone morphing requires model fitting, which increases the computational cost,
and hence, the cost of TKA.

From the above literature review, it can be concluded that, since the beginning of
computer-based TKA, researchers have relied on an individual anatomical axis to set the
transverse axis of FCS. However, the reported outcomes are not repeatable and certain.
Thus, it is necessary to investigate the repeatability and accuracy of a transverse axis defined
by the combination of more than one anatomical axis. Currently, the aTEA is the most
reliable transverse axis for FCS; however, it is not a repeatable axis. This work proposes
a modified Whiteside’s line, which combines the Whiteside’s line and aTEA to define a
repeatable transverse axis. Moreover, this method can also be added to the existing TKA
devices just by their software upgradation. The rest of the paper is organized as follows:
Section 2 reviews the generalized method to define FCS, the tibial coordinate system (TCS),
and presents the proposed modified Whiteside’s line. Section 3 describes the CAD and
experimental setup. Section 4 presents and interprets the results, while Section 5 concludes
the work.

2. Methodology

The imageless TKA device consists of two components: (a) a sensing system containing
a pair of optical sensors coupled with an infrared camera, to capture anatomical points
marked by the surgeon; and (b) an algorithm to utilize the surgeon-marked points for the
construction of a coordinate system to prepare the bone surfaces for implant placement.
The coordinate systems developed virtually at the distal femur and proximal tibia are
referred to as FCS and TCS, respectively. The nomenclature of anatomical points to perform
an imageless TKA is marked on open-source bone models, as shown in Figure 1 [41]. In
the following section, a generalized procedure adopted to create FCS and TCS is explained
first. Later, the modified Whiteside’s line technique is developed.

Figure 1. Anatomical points required for TKA [41]: femur and tibia.

2.1. Defining the Procedure for a Coordinate System

The algorithm to assign FCS and TCS is programmed in MATLAB. The anatomical
points shown in Figure 1 are the required inputs for this algorithm. FCS and TCS are
independent of each other.

2.1.1. Femoral Coordinate System

Assignment of FCS requires the identification of a knee center (KC), which becomes
the origin of FCS. For this work, the femur mechanical axis is taken as the y-axis. The z-axis
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is marked between the lateral and medial sides. The x-axis is obtained by the cross product
of the earlier marked axes and lies between the anterior and posterior of the body. Figure 2
shows a generalized four-step approach defined on an open-source [42] model.

Figure 2. Generalized methodology to assign FCS using key anatomical points [41,42]. (a) FHC,
(b) Mechanical axis and virtual plane, (c) Transverse axis, (d) Cross product.

Step 1: A fixed sensor is attached at the distal femur. Keeping the hip stationary, the
circular motion of the femur allows the attached sensor to capture the surface of a sphere.
A sphere-fitting algorithm fits an approximate sphere to the marked surface. The center of
the sphere is the femur head center (FHC), as shown in Figure 2a. For the proposed work,
a fast geometric fit algorithm for sphere is used because of its computational efficiency [43].

Step 2: During surgery, KC is marked by the surgeon. Currently, KC is taken above
the center of the intramedullary canal hole, which is approximately 3 mm medial to the
center of the femoral groove and 10 mm anterior to the posterior condylar ligament [44].
Figure 2b shows the process where FHC and KC define the femur mechanical axis and
y-axis for FCS. A virtual plane parallel to a sagittal plane is created using Equation (1) for
the projection of the transverse axis to be defined in step 3 [45]:

ax + by + cz + d = 0 (1)

where, a, b, and c are the coefficients of the femur mechanical axis, and d is the distance
between origin and plane.

Step 3: The transverse axis can be marked in several ways, for example by aTEA,
Whiteside’s line, and sphere fitting [9–11]. Once anatomical points on the distal femur
are finalized by the surgeon, these points are projected onto the defined virtual plane, as
shown in Figure 2c [46]. This projection ensures the orthogonality of the mechanical and
transverse axes. Equations (2)–(4) represents the generalized equation for point projection:

x′ = x0 + at (2)

y′ = y0 + bt (3)

z′ = z0 + ct (4)

where (x0, y0, z0) are the coordinates of the point to be projected on the plane; (x′, y′, z′)
are the coordinates of a projected point; a, b, and c are the components of the normal vector
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of plane calculated in Equation (1); and t is the parameter such that the projected point is
on the plane and line at the same time.

In the case that the anatomical points to accurately mark the transverse axis have
deteriorated, the third axis is marked by Whiteside’s line, since it is almost perpendicular
to the epicondylar axis as calculated by Middleton and Palmer [15]; the average angle
between Whiteside’s line and the epicondylar axis is 91◦.

Step 4: Once two axes are finalized, the cross product between the femur mechanical
axis and the transverse axis or Whiteside’s line completes the assignment of FCS, as shown
in Figure 2d:

→
x =

→
y ×→

z (5)

where ‘×’ represents the cross product.

2.1.2. Tibial Coordinate System

The contribution of this work is related to the FCS only. The generalized method to
assign TCS is explained because the algorithm used to define FCS can also define TCS, with
change in only the first step. Figure 3 shows the steps carried out to define TCS [47]:

Figure 3. Generalized method to define TCS using anatomical points [41].

Step 1: The center of the malleoli/ankles is obtained by marking the lateral and medial
malleoli. The midpoint of the axis defined by the coordinates of the lateral malleolus (LM)
and medial malleolus (MM) is the center of malleoli (CM), which is not an exact average of
LM and MM, but can be calculated by the following formula [48]:

(x, y, z)CM = 0.57 × (x, y, z)MM + 0.46 × (x, y, z)LM (6)

The tibia center (TC) is obtained by fitting a circle in the outer surfaces of the lateral
tibial plateau (LTP) and medial tibial plateau (MTP); the midpoint of the line joining the
centers of circles will define the TC. Then, TC and CM define the mechanical axis (y-axis)
for TCS. For orthogonality of TCS, a plane is defined using TC and CM for the projection of
MTP and LTP, using Equations (2)–(5).

Step 2: The centers of circles fitted in LTP and MTP define the z-axis. These centers
are projected onto the virtual plane to create a z-axis orthogonal to the y-axis.

Step 3: The cross product between the z-axis and y-axis completes the definition of TCS.
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2.2. Modified Whiteside’s Line

Whiteside’s line and aTEA are the most common transverse axes being used in com-
mercial TKA devices because these anatomical axes are reported in clinical studies to be
(almost) perpendicular to each other [15]. However, due to the small length of the White-
side’s line, a minute registration error leads to a large orientation error [21]. On the other
hand, choosing an exact bony point to define an aTEA is nearly impossible, even under
ideal conditions [30,31]. Utilizing the anatomical properties of the Whiteside’s line and
aTEA, a modified Whiteside’s line method can be applied to define the transverse axis for
FCS in a novel way. This method relies on the orthogonality of the Whiteside’s line and
aTEA, and the fact that the distance between the boniest points and a plane defined by the
Whiteside’s line will be the largest perpendicular distance among all points on the lateral
and medial epicondyles.

The modified Whiteside’s line requires marking multiple points on the lateral and
medial sides of the epicondyle, referred to as a cloud of points. Figure 4a shows the position
of clouds, N, and PG. This proposed algorithm is programmed in MATLAB. Within the
algorithm, the center of N, KC, and FHC and PG, KC, and FHC defines two independent
central planes CN and CPG, respectively, as shown in Figure 4b. The perpendicular distance
between each point of the lateral cloud and CN plane is calculated using Equation (7) [49].

Distance =
|axo + byo + czo + d|√

a2 + b2 + c2
(7)

where (xo, yo, zo) are the coordinates of the point and (a, b, c) are the components of the
normal vector.

Figure 4. (a) N, PG, and multiple lateral and medial points for the modified Whiteside’s line.
(b) Central planes defined using (PG, KC, FHC) and (N, KC, FHC).

Similarly, the perpendicular distance between each medial point and CPG is calculated.
The points corresponding to the largest perpendicular distances on each side are selected
to define the aTEA. The chosen points define a repeatable aTEA, because the highest point
will always have the largest perpendicular distance. Algorithm 1 and Figure 5 describe the
working principle of the MATLAB algorithm. The remaining procedure to define FCS is
carried out as usual.
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Algorithm 1: Modified Whiteside’s line for FCS

Input: KC, FHC // Chosen be probe sensor
MPoints, LPoints // A cloud of points on the lateral and medial sides
Output: xaxis, yaxis, zaxis // FCS
yaxis := (FHC – KC)
// A plane normal to the y-axis and passing through KC
VP := ∏ (yaxis, KC)
CN := ∏ (N, KC, FHC)
CPG := ∏ (PG, KC, FHC)
// Function 1: Selection of prominent point from MPoints
ME := Function 1 (CPG, MPoints)
LE := Function 1 (CN, LPoints)
// Function 2: Projection of prominent point on the virtual plane
MEProjected := Function 2 (ME, VP)
LEProjected := Function 2 (LE, VP)
zaxis := (MEProjected – LEProjected)
xaxis := yaxis x zaxis

chosen point := Function 1 (plane equation, cloud points)
for i := 1 to # cloud points

ith cloud point := (x, y, z)
ith cloud point, 4th column := |ax+by+cz+d|/sqrt(a2 + b2 + c2)

endfor

j := find indices of max(ith cloud point, 4th column)
chosen point := jth cloud point
endFunction 1

Projected point := Function 2 (point, plane)
point := (xo, yo, zo)
x := xo + at; y := yo + bt; z := zo + ct;
substitute (x, y, z) in plane and solve for “t”
Projected point := substitute “t” in (x, y, z)
endFunction2

 
Figure 5. Working principle of the modified Whiteside’s line.

3. Experimental Setup

3.1. CAD Model

During the actual surgery, all the anatomical points are recorded via either fixed or
movable sensors. For this work, an open-source CT scan of a 44-year-old human bone is
used. The weight and height of the patient are 85 kg and 185 cm, respectively [42]. All the
anatomical points, including KC, Whiteside’s line, and the highest points on the lateral
and medial epicondyles (LE and ME) are marked in CAD. An alternative for this work, in
contrast to real surgery, is that during surgery, FHC is obtained by the circular motion of
the femur with a fixed sensor attached to the distal femur; however, for this experiment,
FHC is obtained in commercial CAD software (Solidworks). Once all the points are marked,
the bone model is printed, and anatomical points are captured, using a sensing system for
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experimental verification. During 3D printing, the bone model was linearly scaled down
by 10% to print within the printing bed size of the 3D printer. Due to this downscaling, the
size of the CAD model is larger than that of the printed bone. This change in size will not
affect the results, as each axis of the FCS will be normalized. Figure 6 shows the marked
CAD and 3D-printed models.

 

Figure 6. Printed bone model and CAD bone model.

3.2. Sensing System

The sensing system consists of a pair of OptiTrack Flex 3 cameras coupled with Motive
2.0 software (OptiTrack, Corvallis, OR, United States). This software requires a CS−200
calibration square and a probe sensor to capture the coordinates of different anatomical
points. Figure 7 shows the experimental setup including infrared (IR) camera (OptiTrack
Flex-3), fixed tracker (CS−200), 3D-printed bone model, bone fixture, and probe sensor.
This passive system relies on the IR beam emitted by the OptiTrack camera. The spherical
markers attached to the fixed and probe sensors reflect the IR beam. Motive 2.0 processes
the reflected beam to provide the instantaneous position of the probe sensor with respect to
the CS−200.

 

Figure 7. Experimental setup.

The CS−200 acts as a global coordinate system (GCS) for the probe sensor measure-
ments. In this work, the data from the sensing system will be validated with CAD data.
Since the GCS for the CAD model and sensing system are different, the CAD global co-
ordinate system (CAD−GCS) is shifted to FCS in CAD, and the CAD-femoral coordinate
system (CAD−FCS) acts as a common coordinate system (C−CS). To check the accuracy
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of the sensor measurement, FCS is defined on the 3D-printed bone, and a homogeneous
transformation matrix (HTM) is created using Equation (8) [50].

ATB =

⎡
⎣(ARB

)
0 0 0

∣∣∣∣∣∣
(

APBorg

)
1

⎤
⎦ (8)

where “A” represents a base frame with respect to which frame “B” is defined. ARB is
a 3 × 3 rotation matrix to express the orientation of “B”, and APBorg is a position vector
between the origin of “A” and “B”. Once the sensor-measured anatomical points are
transformed into the sensor-femoral coordinate system (S−FCS) frames using Equation (9),
the accuracy of the sensing system can be checked against CAD-measured anatomical
points [51]:

BP = BT A ∗ PA (9)

where BT A is the inverse HTM. PA represents the position of any anatomical point in
the sensor-global coordinate system (S−GCS) that is to be transformed into S−FCS. The
coordinates of anatomical points in CAD−FCS can either be obtained directly in Solidworks
or by repeating the procedure used to obtain the anatomical points in S−FCS by defining
an HTM.

4. Results and Discussion

This section is divided into three parts. First, the results of the sensing system are
compared with the CAD results to verify the authenticity of the experimental setup. The
repeatability of current techniques to assign transverse axis is checked in Solidworks. In
the end, the proposed technique is verified in the CAD and experimental environments.

4.1. Validation of the Sensing System with CAD Results

The points used to define the anatomical axes for FCS are marked on the CAD model
before 3D printing, as shown in Figure 6. Table 1 gives each anatomical point in CAD−GCS.
These points include KC, FHC, ME, and LE to define the HTM, and N and PG to define the
two central planes CN and CPG, respectively. The unit vectors of CAD−FCS in CAD−GCS
construct the rotation part, and the position of KC in GCS completes the HTM given in
Equation (10):

CAD−GCSTCAD−FCS =

⎡
⎢⎢⎣
−0.1546 0.2435 0.9575 −44.64
0.0714 −0.9639 0.2566 345.84
0.9854 0.1080 0.1317 −40.47

0 0 0 1

⎤
⎥⎥⎦ (10)

Table 1. Anatomical points marked on CAD model in Solidworks.

Anatomical Point CAD−GCS CAD−GCS → CAD−FCS

KC [−44.64, 345.84, −40.47] [~0, ~0, ~0]
FHC [49.95, −28.66, 1.51] [0, 388.54, 0]
ME [−9.53, 341.24, −45.05] [−10.27, 12.49, 31.83]
LE [−74.88, 324.47, −54.09] [−10.27, 11.76, −36.23]
PG [−44.82, 331.51, −24.65] [14.60, 15.48, −1.77]
N [−42.30, 332.39, −52.65] [−13.32, 12.22, −2.81]

Equation (9) and CAD−GCSTCAD−FCS transform CAD−GCS anatomical points into
CAD−FCS. Table 1 gives the transformed anatomical points.

Similarly, an HTM from S−GCS to S−FCS is defined following the same procedure as
for CAD−GCS to CAD−FCS. Table 2 shows the S−GCS coordinates of each anatomical
points being used to define an HTM given in Equation (10). Additionally, N and PG will be
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used for defining CN and CPG planes, respectively. Furthermore, by using Equations (9)
and (10), S−GCS anatomical points transformed into S−FCS are also shown in Table 2.

S−GCSTS−FCS =

⎡
⎢⎢⎣
−0.5978 −0.2584 −0.7589 519.526
0.7186 −0.5923 −0.3644 271.440
−0.3553 −0.7631 0.5398 41.1153

0 0 0 1

⎤
⎥⎥⎦ (11)

Table 2. Anatomical points marked on the printed bone model with probe sensor.

Anatomical Point S−GCS S−GCS → S−FCS

KC [519.53, 271.44, 41.12] [~0, ~0, ~0]
FHC [428.93, 63.77, −226.45] [0, 350.61, 0]
ME [500.89, 246.93, 51.80] [−10.27, 11.19, 28.83]
LE [547.84, 269.21, 17.85] [−10.26, 11.75, −33.23]
PG [522.99, 251.59, 35.60] [14.37, 15.07, −1.63]
N [506.83, 272.67, 28.73] [−12.87, 12.00, −2.50]

4.2. Repeatability Challenge in Conventional Techniques

To verify the limitations of Whiteside’s line, aTEA, and sphere fitting as reported in the
literature, FCS is developed using each axis one at a time. Each anatomical axis is marked
five times by viewing the distal femur from a different view. For example, LE and ME are
marked by viewing the distal femur from top, bottom, anterior, posterior, and isometric
views. In each view, the apparent highest points on the lateral and medial sides of the
epicondyle are marked to define aTEA. Similarly, the sphere-fitting curve and Whiteside’s
line are marked to define the “test-FCSs”. Figure 8 shows the orientation error between
CAD−FCS and each test–FCS for five measurements of each method. It is observed that a
small change in marking Whiteside’s line led to large changes in orientation, and aTEA is
close to CAD−FCS for two of the measurements. Similar results were observed by Victor
et al. during a study of 12 cadaveric specimens [21]. Whiteside’s was concluded to be
the least consistent axis, with errors up to 11.67◦. Similarly, the maximum error for aTEA
was 6.16◦.

Figure 8. Repeatability of the current techniques to mark the transverse axis for FCS.

The results of the sphere-fitting line in between the aTEA and Whiteside’s method are
discussed. Sphere or cylinder fitting defines an accurate axis only when a fitting is done
between (10 and 110)◦ of flexion [52,53]. For this experiment, the sphere is fitted between
a full articulating surface, (0 to 110)◦, (10 to 100)◦, (0 to 100)◦, and (10 to 110)◦ of flexion.
Overall, it is observed that the conventional methods are not repeatable.
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4.3. Modified Whiteside’s Line—CAD Results

First, the proposed technique is tested using CAD data. Multiple points on the lateral
and medial sides of the epicondyle are marked. The algorithm will choose the highest LE
and ME points from the marked points. A total of 141 points were marked on the lateral
side, and 145 points were marked on the medial point. Around the apparent highest lateral
and medial points, the points that are also printed on the 3D bone model, dense points
were marked with their surface-to-surface distance of no more than 0.25 mm, as shown
in Figure 9. The spread of the cloud was 8.27 mm on the lateral side and 7.62 mm on the
medial side. Similarly, 66 points in PG and 63 points in N with cloud spread of 4.15 mm
and 5.35 mm, respectively, were marked for an algorithm to define CPG and CN, using one
point at a time.

Figure 9. Clouds of lateral and medical points on epicondyle.

Based on the marked points, the algorithm defined FCS using each point, and com-
pared its orientation with FCS defined by aTEA. For example, first, a constant LE marked
on the bone is used while calculating ME by the proposed method. To get a new ME, each
point marked in PG along with KC and FHC is used to define the CPG plane. Based on
the largest perpendicular distance, ME is chosen from the medial cloud. FCS is defined
using the obtained points, and its orientation is compared with reference FCS defined using
the marked aTEA, as described in Figure 6. Since the y-axis is the same in both FCSs, the
angle between the z-axis is measured to obtain the orientation error. Once all points are
used to define CPG, ME is kept constant, and points marked in N are used to define CN,
to find the LE from the lateral cloud. Table 3 compares the orientation error between the
FCSs obtained by Whiteside’s line, aTEA, and the proposed modified Whiteside’s line. The
orientation error is measured by defining an anatomical point 3 mm away from its ideal
position. To measure the error, first FCS is defined using an ideal anatomical point, then
the anatomical point is marked with 3 mm of error in a lateral or medial direction to define
a second FCS. Finally, the orientation between the first and second FCSs is measured to
check the effect of 3 mm error on that anatomical axis.
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Table 3. Comparison of orientation errors of each method depending on 3 mm registration error.

Method Direction Orientation Error (deg)

Whiteside’s line
Anterior

Lateral 6.73
Medial 5.77

Posterior
Lateral 3.36
Medial 5.50

aTEA
Lateral

Anterior 2.33
Posterior 2.49

Medial
Anterior 2.37
Posterior 2.47

Modified Whiteside’s line Anterior
Lateral 0.72

Medial 1.33

For the Whiteside’s line, it is observed that 3 mm error in PG in the lateral direction
caused a 6.73◦ deviation of FCS, while in the medial direction, 5.77◦ error was observed.
For N in the lateral and medial directions, 3.36◦ and 5.50◦ error was observed, respectively.
For an aTEA lateral side, 3 mm in anterior and posterior directions caused 2.33◦ and
2.49◦ deviation, respectively. Similarly, for the medial side, 2.37◦ and 2.47◦ deviations
were observed. Before testing the modified Whiteside’s line, it was made sure that the
anatomical point coordinates used for testing aTEA are included in lateral and medial
clouds; also, the CN and CPG were defined using the same points that were used to define
the Whiteside’s line. With the proposed method for 3 mm off of the marked PG position,
0.72◦ and 1.33◦ deviations were observed on the lateral and medial sides, respectively.
For N, it was 0.64◦ and 2.06◦ on the lateral and medial sides, respectively. The maximum
orientation error using the proposed method is 3.22◦ when PG is marked 19.80 mm away
in a lateral direction and 5.54◦ when PG is 8.73 mm in the medial direction. Similarly, for N,
maximum orientation error of 2.50◦ was observed at 19.20 mm in a lateral direction and
5.48◦ when N moved 12.75 mm in the medial direction. It is also observed that within the
radius of 2.1 mm around the actual N, the mean orientation error was 0.4197◦. The mean
orientation error around 1.76 mm radius of PG was 0.3566◦.

4.4. Modified Whiteside’s Line—Experimental Results

For experimental validation, five points were marked in N and five points in PG using
the probe sensor. The probe sensor captures 30 frames per second. For lateral and medial
clouds, epicondyles were painted with a probe sensor for five seconds on each side to
obtain 150 points in each cloud. The number of points added in the medial and lateral
clouds are directly proportional to both the accuracy of the femoral implant and the surgery
time. Figure 10 shows the sensor-marked PG and N points. While marking the N points,
it was observed that marking the N point is easy compared to PG, as the N lies inside
the notch, and is easy to identify. On the other hand, PG lies inside the curve with large
curvature, so it needs to be marked carefully. However, during surgery, PG lies in front of
the surgeon, so it can be accurately marked by an experienced surgeon. For experimental
validation, the FCS is defined using the printed LE and ME points, as shown in Figure 6.
Another FCS is defined by keeping LE the same as printed on the bone, and ME is defined
using the modified Whiteside’s line method. The error is a measure of the difference in
orientation of both FCSs. Similarly, once all PG points are used to find ME, LE is chosen
from the lateral cloud using all N points, one at a time.
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Figure 10. Coordinates of N and PG points in S–GCS.

Table 4 shows the orientation error for different points. PG and N points were marked
around the marked PG and N points in all directions. With the modified Whiteside’s
line for the PG case, a minimum error of 0.3441◦ and a maximum error of 1.9197◦ were
observed. The mean error and standard deviation for five measurements were 0.8481◦ and
0.6414◦, respectively. For the N case, the minimum and maximum errors were 0.4586◦ and
0.9684◦, respectively. The mean error and standard deviation for five measurements were
0.7566◦ and 0.1848◦, respectively. These results show that the modified Whiteside’s line
produces near repeatable aTEA. Additionally, for conventional methods, as the error in the
registration of anatomical points increases, the orientation error increases proportionally.
On the other hand, the proposed method picks LE and ME from cloud points, so it defines
a more reliable and repeatable TEA.

Table 4. The modified Whiteside’s line experiment.

Modified Whiteside’s Line Orientation Error (deg)

PG → ME
LE → Printed

PG-P1 0.9268
PG-P2 0.6428
PG-P3 0.3441
PG-P4 0.4069
PG-P5 1.9197

N → LE
ME → Printed

N-P1 0.4586
N-P2 0.7948
N-P3 0.9684
N-P4 0.7948
N-P5 0.7663

5. Conclusions

The accuracy of imageless TKA relies on the anatomical points used to develop the
FCS and TCS, as these coordinates are used to prepare the bone surfaces for an implant.
Currently, imageless TKA devices use the femur mechanical axis as one of the axes of the
FCS. The assignment of a transverse axis between lateral and medial sides is a critical task.
The aTEA, Whiteside’s line, and sphere-fitting line approach in articulating surfaces are
three popular methods to assign the transverse axis; however, with a change in viewing
angle, the repeatability of each of these anatomical axes is disturbed. In this work, a
modified Whiteside’s line approach is proposed that provides an adaptable technique to
choose a near repeatable aTEA. This technique requires a cloud of points on the lateral and
medial sides of epicondyles, and two central planes: CN—defined using N, KC, and FHC;
and CPG—defined by PG, KC, and FHC. Based on the perpendicular distances between
cloud points and CN and CPG, the highest points on the lateral and medial epicondyles
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are selected to define the aTEA. The proposed technique has been verified in Solidworks
software, and experimentally by using the OptiTrack sensing system. Around 140 points
were marked for each cloud, and 60 points were respectively marked for PG and N. FCS is
defined using each PG and N point one at a time. The repeatability of the proposed method
is verified by measuring the orientation of each developed FCS against a standard FCS.

Furthermore, the repeatability of the modified Whiteside’s line, aTEA, and Whiteside’s
line are compared at 3 mm registration error. It is observed that the Whiteside’s line is
the most unrepeatable axis, with orientation error up to 6.73◦; with a 3 mm error in an
aTEA axis, the maximum orientation error was 2.49◦. The modified Whiteside’s line
produced repeatable results with a maximum orientation error of 1.33◦ on PG and 2.06◦

on N sides. Additionally, with the conventional techniques, increase in registration error
always increases the orientation error; however, with the proposed method, for PG with
19.80 mm and 8.73 mm errors in the lateral and medial directions caused only 3.22◦ and
5.54◦ orientation errors, respectively. For N cases, 2.50◦ and 5.48◦ of error were observed
with registration errors of 19.20 mm and 12.75 mm in the lateral and medial directions,
respectively. Additionally, within the radius of 2.01 mm around N and 1.76 mm around
PG, the mean orientation error was 0.4197◦ and 0.3566◦, respectively. Hence, the modified
Whiteside’s line has removed the sensitivity of the Whiteside’s line and the uncertainty
of aTEA by providing a repeatable transverse axis for FCS. In the future, a surface-fitting
algorithm will be applied on the marked lateral and medial cloud points to avoid the
malrotation error that could be caused in case the surgeon misses to register the optimal
point to define the transepicondylar axis. Finally, the proposed model will be validated by
a cadaveric study.
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Nomenclature

ATB Transformation matrix from frame A to B
APBorg Distance between origins of frame B w.r.t frame A
ARB Rotation matrix defining the orientation of frame B w.r.t frame A
AP axis Anteroposterior axis
aTEA anatomical Transepicondylar axis
CAD−GCS CAD global coordinate system
CAD−FCS CAD femoral coordinate system

C−CS
Common coordinate system: a common coordinate system between
sensor and CAD system for validation of sensing system

CM Center of malleoli
FCS Femoral coordinate system
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FHC Femur head center
GCS Global coordinate system
HTM Homogeneous transformation matrix
KC Knee center
LE Lateral epicondylar
LM Lateral malleoli
LTP Lateral tibial plateau
CN Central plane defined by KC, FHC, and N
CPG Central plane defined by KC, FHC, and PG

Test-FCSs
Femoral coordinate systems defined using conventional methods to
check their repeatability

Standard-FCS
Femoral coordinate system marked by anatomical points printed on
the bone

ME Medial epicondylar
MM Medial malleoli
MTP Medial tibial plateau
N Intercondylar notch
PG Patella groove
PCA Posterior condylar axis
S−GCS Sensor−global coordinate system
S−FCS Sensor−femoral coordinate system
sTEA surgical Transepicondylar axis
TC Tibia center
TCS Tibial coordinate system
TEA Transepicondylar axis
TKA Total knee arthroplasty
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Abstract: Background: Atherosclerotic plaque detection is a clinical and technological problem that
has been approached by different studies. Nowadays, intravascular ultrasound (IVUS) is the standard
used to capture images of the coronary walls and to detect plaques. However, IVUS images are diffi-
cult to segment, which complicates obtaining geometric measurements of the plaque. Objective: IVUS,
in combination with new techniques, allows estimation of strains in the coronary section. In this study,
we have proposed the use of estimated strains to develop a methodology for plaque segmentation.
Methods: The process is based on the representation of strain gradients and the combination of the
Watershed and Gradient Vector Flow algorithms. Since it is a theoretical framework, the methodology
was tested with idealized and real IVUS geometries. Results: We achieved measurements of the lipid
area and fibrous cap thickness, which are essential clinical information, with promising results. The
success of the segmentation depends on the plaque geometry and the strain gradient variable (SGV)
that was selected. However, there are some SGV combinations that yield good results regardless
of plaque geometry such as |�εvMises|+ |�εrθ |,

∣∣�εyy
∣∣+ |�εrr| or |�εmin|+ |�εTresca|. These com-

binations of SGVs achieve good segmentations, with an accuracy between 97.10% and 94.39% in
the best pairs. Conclusions: The new methodology provides fast segmentation from different strain
variables, without an optimization step.

Keywords: atherosclerosis; fibrous cap thickness; finite element model; intravascular ultrasound;
segmentation method; strain gradient

MSC: 74S05

1. Introduction

Cardiovascular diseases are the leading cause of death worldwide, with 17.9 million
deaths per year, which represent 31% of the demises [1]. The majority of the coronary events
are related to heart attack or cerebral strokes, which are commonly trigged by atherosclerotic
plaque rupture [2]. The atherosclerotic plaque is the result of lipid deposition in the artery
wall, which creates a lipid core surrounded by fibrotic tissue. The fibrotic tissue that
separates the lipid core from the lumen is called the fibrous cap [3]. The rupture of the
fibrous cap induces a thrombus in the artery that obstructs the blood flow, leading to an
acute coronary event [4]. The vulnerability of the plaque is related to the risk of fibrous
cap rupture and the thrombus formation. There are some geometrical parameters that
are important for the vulnerability characterization. Some studies have suggested that
atherosclerotic plaques with fibrous cap thicknesses (FCT) thinner than 65 μm and lipid
cores with a large area are vulnerable and prone to rupture [3,5]. On the other hand, a
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large FCT usually indicates that the plaque is stable. However, the prediction of the plaque
rupture is not only based on geometrical features, but also on the mechanical properties of
the tissues [6,7]. Nowadays, intravascular ultrasound (IVUS) images are the gold standard
for clinical diagnosis of atherosclerotic plaques in coronary arteries. IVUS images show a
cross section of the artery wall in greyscale, and the segmentation usually depends on the
cardiologist’s experience. Each plaque tissue has different echo reflectivity characteristics,
so its appearance within an IVUS image can be distinguished [8]. The segmentation can
be performed manually; nevertheless, it requires clinical expertise, a high amount of time
and, therefore, cost, and it depends on the image quality [9]. In order to solve this problem,
new clinical techniques such as virtual histology intravascular ultrasound (VH-IVUS) have
emerged. VH-IVUS is a clinical method for visualizing color-coded tissue maps, which
provides an automated plaque characterization [10]. However, there are some limitations
to this technique: first, it has a poor recognition of the FCT due to false detection of lipid
core tissue and limitations in the plaque type classification (thin FCT, calcified plaque, or
stable plaque) [11]. Second, only one computation can be performed per cardiac cycle,
which reduces the number of IVUS frames used to characterize the plaque [12]. Third, the
clinics have to be equipped with VH software.

That is why new techniques, mostly based on machine learning, have been devel-
oped to segment or characterize the atherosclerotic plaque tissues from IVUS images [9].
Methods based on Random Forest were used to classify IVUS image pixels into different
tissues (dense calcium, necrotic, fibrotic tissue, and fibrofatty tissue) [12,13]. Although
these strategies have achieved high classification accuracy (70–85%), the validation was
performed with VH-IVUS and the results were unstable [13]. Other techniques, such as
the the Neuro Fuzzy classifier, showed potential results in detecting fibrotic, lipidic and
calcified tissues by classifying different pixels of the IVUS image [14]. Supporting vector
machines have been used with IVUS and VH-IVUS images to classify the vulnerability
of the plaques depending on the FCT (thin FCT vs. normal/stable FCT) [11,15] or to de-
tect calcifications [16,17]. Recently, convolutional neural networks (CNN) have emerged
strongly as a good classifier. CNN has also been used to classify plaque into thin or stable
FCT [18], to detect calcifications in the IVUS frames [19,20], or to segment the lumen and
outer contours [21,22]. Newer studies presented CNNs that detect different tissues of the
atherosclerotic plaque with high accuracy [8,23]. However, the accuracy of the majority of
the machine learning methods does not include the actual measure of the FCT, which plays
a key role in the plaque vulnerability. Although some studies analyzed the FCT, they only
used it as a classifier to characterize the plaque as thin or normal FCT [11,15,18]. The main
limitation of these machine learning techniques arises from on the lack of a large public
database to train and test the models [9]. This entails that, usually, each study proved the
efficiency of their technique with less than 12 patients [8,11–13,15,20] and human plaque
geometries vary greatly in each patient.

These machine learning methodologies give morphological information of the com-
position of the atherosclerotic plaque; however, the vulnerability also depends on the
mechanical properties of the tissues. For this reason, another line of research focuses
on segmentation by using mechanical properties such as strain or elasticity maps. For
vulnerability characterizations, elastography is commonly used to obtain the elasticity
map of the arterial wall [24–27]. Therefore, the main objective of many studies was to
segment and characterize the mechanical properties of the different plaque tissues at the
same time [25,28,29]. Different speckle estimators or optical flow methods can be used to
track the pixels’ motion or estimate the strains in IVUS images [27,30]. Then, the segmenta-
tion and mechanical property estimation procedures are linked and usually consist of an
iterative optimization problem. Segmentation results depend on the number of inclusions
evaluated at each iteration [28,29,31]. With this optimization process it is possible to esti-
mate the mechanical properties of the arterial wall and, furthermore, the segmentation of
the plaque geometry. This methodology allows to take measurements of the FCT, lipid area,
and the stiffness of the tissues. These types of processes have been tested in silico with finite
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element (FE) models [25,28,32], in vitro with polyvinyl acetate (PVA) phantoms [24], and in
vivo with IVUS images from patients. The main disadvantages of these techniques are the
high computational cost and the fact that the result depends on the number of inclusions
evaluated.

Our work continues the study of the state-of-the-art of atherosclerotic plaque vulner-
ability by separating the segmentation procedure from the estimation of the mechanical
properties. The main contribution of this paper is the definition of a new intuitive segmen-
tation tool to segment the atherosclerotic plaque tissues without iterative or optimization
steps, thus reducing computational costs. In addition, the method allows segmentation
based on the representation of a large number of variables. By knowing the exact number
of tissues, this technique opens the opportunity to obtain mechanical properties in future
studies. This is a theoretical framework to lay the groundwork for future research; therefore,
the methodology was developed and validated with in silico data. We have simulated the
estimated strains that could be obtained from IVUS images with speckle estimators, with
FE models, and adding some noise to the strain fields. We have defined this process as sim-
ulated IVUS data, as we are recreating the type of data that could be extracted from IVUS
images. Our segmentation process is based on the representation of the modulus of the
strain gradients and Watershed and Gradient Vector Flow (W-GVF) algorithms. The results
are mainly focused on the lipid core segmentation, because of the importance of measuring
the FCT and the lipid area for plaque vulnerability. This methodology was studied by using
different strain variables in the segmentation process with different geometries. We have
modeled three idealized geometries to analyze the FCT influence on the segmentation and
three real IVUS patient geometries. In all of the analyzed cases, the proposed method was
able to segment the lipid core and to measure the lipid area and FCT with enough accuracy.

2. Materials and Methods

The structure of the methodology was divided into five steps and it is schematized in
Figure 1. The first step was to simulate IVUS data by computing different FE models, and
then the FE results were analyzed mimicking two consecutive pictures taken by an IVUS.
In the second step, some noise was added to the FE strains to mimic the intrinsic noise of
the IVUS images. After that, the different strain gradient variables (SGVs) were computed
in order to use them for the lipid segmentation process. Finally, after the segmentation we
analyzed the performance of the results.

Figure 1. Scheme of the five steps that define the methodology.

2.1. Simulating IVUS Data
2.1.1. Geometries

As this was a theoretical study, the IVUS data were simulated by using FE models
with idealized and real patient geometries. The idealized geometries consisted of a 3D
geometry with a 13 mm long atheroma plaque and with a lipid core length of 6.5 mm
and different FCTs [33]. We analyzed three different FCTs, trying to cover the different
geometric possibilities. A FCT of 65 μm was considered to represent a vulnerable case [5],
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300 μm represented a stable plaque, and finally, 150 μm was an intermediate value between
the two extremes. The geometry was reconstructed following the Glagov results [34] and
the Finet law [6]. The model was constructed with symmetric conditions, so only a quarter
of the geometry is shown in Figure 2a. The model had different tissues: adventitia, healthy
media and intima, fibrotic tissue, and lipid core. As one of the aims of this study was to
check the influence of the FCT on the segmentation process, three thicknesses, 65, 150,
and 300 μm, were considered, and they are represented in Figure 2b–d. Despite the use
of a 3D model, we only analyzed the section of maximum stenosis with the plane strain
assumption in order to reproduce the IVUS technique. On the other hand, the real patient
geometries were obtained from three IVUS images of human coronary plaques that were
manually segmented by an expert cardiologist in a previous study [35]. Both IVUS images
and the cardiologist segmentation of the three plaques are shown in Figure 3. When there
was lack of information in the axial direction, in these cases the FE models were 2D. In two
IVUS geometries, only the fibrotic tissue and the lipid core were considered, and on the
third plaque a calcification was also included.

b.

6.5 3.25

a . b . c . d .

Adventitia

Intima
Fibrotic Tissue

Media

Lipid Core

65
 μ

m

15
0 
μm

30
0 
μm

Figure 2. (a) 3D Idealized geometry; (b) fibrous cap thickness of 65 microns; (c) fibrous cap thickness
of 150 microns; (d) fibrous cap thickness of 300 microns.
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Figure 3. The first column presents IVUS images [35] of the three different plaques; the second
column is the manual segmentation performed by a cardiologist [35]; the third column is the IVUS
reconstruction in Abaqus of the pressurized geometry; the fourth column shows the plaque models
with zero-pressure geometry in Abaqus. These geometries were used to initiate the FE simulations.
The fifth column is the final FE model after applying an internal pressure of 115 mmHg to the previous
geometry.

2.1.2. Modeling of Tissue Behavior

All tissues were modeled as hyperelastic, non-lineal, and incompressible with the
constitutive model proposed by Gasser et al. [36]. The healthy tissues (adventitia, media,
and intima) were modeled as anisotropic with two families of fibers. Conversely, the
unhealthy tissues (fibrotic tissue and lipid core) were considered as an isotropic behavior
model by the use of parameter κ = 1/3 in the Gasser model. All tissue was assumed to
be fully incompressible (D = 0) in the idealized geometries and quasi-incompressible (D
= 0.49) in the real IVUS geometries. The material parameters of the equation in (1) were
fitted from experimental curves obtained from the bibliography [37,38] using the software
Hyperfit [39]. All the parameters of (1) are reflected in Table 1, where α is the angle of
the fibers with respect to the circumferential direction. The calcification of the third IVUS
plaque was modeled with an isotropic neo-Hookean material model [35].

Ψ =
1
D

· [J − 1]2 + μ[I1 − 3] +
k1

2k2
∑

i=4,6

(
exp
(

k2[κ[I1 − 3] + [1 − 3κ][Ii − 1]]2
)
− 1
)

, (1)

Table 1. Fitted parameters for the hyperelastic model.

Tissue μ [kPa] k1 [kPa] k2 [-] κ[-] α[º]

Adventitia 4.22 547.67 568.01 0.26 ±61.80
Media 0.7 206.16 58.55 0.29 ±28.35
Intima 3.41 109.10 101.04 0.21 ±52.72

Fibrotic 4.79 17,654.91 0.51 1/3 -
Lipid Core 0.025 956.76 70 1/3 -

Calcification 1875 - - - -
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2.1.3. FE Models

The FE models were created in the commercial software Abaqus [40], where the
boundary conditions and loads were imposed. In the 3D idealized FE models, not only
were the symmetrical conditions imposed, but also the contact with the heart was mimicked
by avoiding displacement in a contour line on the outside of the adventitia [33]. The blood
pressure imposed inside the artery was 115 mmHg, which is the average pressure in
patients with high normal pressure and grade 1 hypertension [41]. On the other hand,
the FE models of real IVUS geometries were 2D, so they were solved following the plain
strain assumption and the rigid body motion was constrained by two contour points with
zero displacements. Furthermore, the IVUS geometry was previously reconstructed from
pressurized images (third column in Figure 3). Therefore, it was necessary to obtain the
zero-pressure geometry to be used as the initial geometry. For this purpose, we assumed
that IVUS images were taken with an internal blood pressure of 110 mmHg, and the zero-
pressure geometry was recovered using the pull back algorithm defined by Raghavan
et al. [42]. After applying the pull back method, the resulted geometry was extracted as the
initial geometry (fourth column in Figure 3). Finally, it was possible to impose the pressure
of 115 mmHg in the lumen and achieve the final pressurized geometry (fifth column in
Figure 3). In all of the FE models (idealized and real IVUS geometries), the origin of the
coordinate system was located in the center of the lumen in order to simulate the position
of the IVUS catheter.

A sensitivity mesh analysis was performed to assure good precision and low compu-
tational cost. In the 3D idealized geometries, the maximum stenosis section, which was
the most important part of the study, was meshed with small-sized elements. The fibrous
cap between the lipid and the lumen had a smaller size depending on the thickness (e.g.,
0.02 mm in the thickness of 65 microns that is on the order of IVUS technique precision).
The rest of the 3D model had larger-sized elements, because of the lack of importance
in the segmentation process. The element type selected for 3D was the hybrid quadratic
tetrahedral elements with hybrid formulation to avoid numerical problems due to incom-
pressibility (C3D10H), with at least three elements in the FCT in each case. In the 2D IVUS
models, the element type was the plain strain hybrid three-node linear element (CPE3H)
with additionaly, at least, three elements between the lumen and the lipid core.

2.1.4. Strain Variables

After simulating all of the FE models, the post-processing of the data was performed
in Matlab 2021b [43]. The nodal coordinates (X and Y) and displacements (ux and uy) of the
steps at 110 mmHg and 115 mmHg were collected. Then, the relative node displacements
between both pressure steps were computed, as we can see in the example of Equation (2).
This data processing attempted to simulate the data obtained by speckle estimators on
two consecutive pictures taken by an IVUS in a 5 mmHg pressure increment [24,25,28,31].
Afterwards, the strains were calculated under the infinitesimal strain theory. Despite
having the displacement field through the entire idealized 3D FE models, we analyzed
the maximum stenosis section with the hypothesis of plane strain to obtain results that
are closer to what happens in the IVUS. Different strain variables were computed: strains
referring to Cartesian coordinates (εxx, εyy and εxy); strains in cylindrical coordinates (εrr, εθθ

and εrθ); principal strains (εmax and εmin), and equivalent strains of the von Mises, Tresca,
and Anisotropic index (FA) [44], defined in Equation (3). Some variables, such as principal
strains [45] or equivalent strains, do not depend on the coordinate system. Thus, their
value will be the same regardless of the positions of the IVUS catheter.

ux = u115mmHg
x − u110mmHg

x , (2)
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FA =

√
3√
2
·

√
(λ1 − λ)2 + (λ2 − λ)2 + (λ3 − λ)2√

λ2
1 + λ2

2 + λ2
3

,

λ =
λ1 + λ2 + λ3

3
, λi = (εmax or εmed or εmin) + 1,

(3)

Sumi et al. [46] developed a method to obtain a relationship between the vector gradi-
ent of the Young modulus and the strain tensor components for the plane stress approach.
This criterion was adapted by Le Floc’h et al. [28] under the plane strain assumption,
and they developed the elastic gradient of the material (dWsimpli f ied) by neglecting the
shear strains and computing only with the radial strains; Equation (4). This variable was
selected due to the good results when marking the lipid core contour shown in different
studies [28,29].

dWsimpli f ied = − 1
εrr

(
∂εrr

∂r
+

2εrr

r

)
dr − 1

εrr

∂εrr

∂θ
dθ, (4)

In this work, the parameter dW was also calculated without any type of simplification,
and it is developed in Equations (5)–(7). Furthermore, the absolute value of this parameter
was computed for segmentation purposes, and it was represented as |dW|.

Hr =
−1

ε2
rr + ε2

rθ

·
[

εrr ·
(

∂εrr

∂r
+

1
r
· ∂εrθ

∂θ
+

2 · εrr

r

)
+ εrθ ·

(
∂εrθ

∂r
− 1

r
· ∂εr

∂θ
+

2 · εrθ

r

)]
, (5)

Hθ =
−1

ε2
rr + ε2

rθ

·
[

εrθ ·
(

∂εrr

∂r
+

1
r
· ∂εrθ

∂θ
+

2 · εrr

r

)
− εrr ·

(
∂εrθ

∂rr
− 1

r
· ∂εrr

∂θ
+

2 · εrθ

r

)]
, (6)

dW = �H · �dx = [Hr Hθ ] ·
[

dr
r · dθ

]
, (7)

2.2. Adding Noise

The strain information was obtained from the FE models (clean strains). Nevertheless,
the in vivo IVUS images have some noise and the speckle estimated strains will also contain
that noise. Therefore, to reproduce more realistic strains we added white Gaussian noise to
the different FE strain fields. We used an SNR of 20 dB in the FE strains [24] . However,
the segmentation procedure was studied in all geometries with and without noise so as to
analyze the robustness of the process.

2.3. Computing SGVs

Once all of the strain variables were obtained (with and without noise), the next step
was to obtain the modulus of their gradient. For instance, |�εrr| represents the modulus
of the gradient of the radial strains. These SGVs allowed to highlight the contours of the
different tissues of the plaque. Each SGV marked different parts of the tissue contours;
this is why the segmentation procedure could use one or two combined SGVs to extract
the entire lipid contour. We computed the modulus of the gradient of all strain variables,
except for dW. By definition, dW showed the contours of the areas with different stiffness.
The use of this single variable marked the tissue contours. At the end, there were 14 single
SGVs and 91 possible combinations of two SGVs.

2.4. Segmentation Process

The methodology was based on the representation of two combined SGVs or a single
SGV and image segmentation algorithms. The W-GVF processes were imposed on the
SGVs representation to extract the lipid core. The watershed process used the contour
and the grayscale representation to treat a set of pixels as a topography separating the
lipid core. The W-GVF algorithm allowed to segment different tissues as the lipid core
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or the calcifications. In this work, only the results of the lipid core are presented due to
their relevance to FCT measurements and plaque vulnerability. After the segmentation, the
lipid was smoothed in order to reduce the sharp areas of the segmentation. The method
was tested in all geometries (three idealized and three real geometries) with all of the
105 SGVs. A sensitivity analysis of different relevant variables in the segmentation process
was performed. For this analysis only the idealized geometry with 150 μm of FCT was
considered. These variables were related to the plaque morphology or related to the IVUS
technology:

• Plaque-related variables: We analyzed the influence of considering the fibrotic tissue
as fully incompressible or with different degrees of quasi-incompressibility. We have
also considered four different fibrotic tissues (default, stiff, medium, and soft tissues).
Furthermore, some inclusions were added to the FE model, mimicking the presence
of micro calcifications. These inclusions were simplified as spheres with calcification
properties presented in Table 1, and four diameters were studied (10, 50, 150, and 300
μm).

• IVUS-related variables: The influence of the catheter position was studied by changing
the origin and orientation of the coordinate system in the FE models. It was also im-
portant to check if the segmentation methodology was affected by the blood pressure.
In addition, the pressure increment between both steps was also studied.

Although the methodology was mainly focused on the lipid core segmentation, dif-
ferent areas were segmented as well. Lumen was segmented using the W-GVF technique
in each geometry in order to measure the FCT. Large calcifications, such as the one in the
third real IVUS geometry, were segmented by using the same segmentation process. On the
other hand, fibrotic tissue could be easily segmented as the difference of the whole plaque
minus the segmented lipid and lumen. Finally, adventitia and media could be segmented
with the W-GVF technique; however, this segmentation has no clinical application due to
the fact that IVUS images provide little information on the outermost tissues.

2.5. Geometrical Measures

After the lipid and the lumen were segmented, it was possible to assess the FCT as
the minimum distance between them. The area of the lipid core was also computed. Both
measurements are closely related to the risk of plaque rupture [5]. The indices I1, I2, and
I3 were defined in order to quantify the accuracy of the segmentation for each SGV or
combination of two SGVs. The first index (I1) in Equation (8) is the relative error between the
real and the measured FCT (treal and tmeasure). The second index (I2) in Equation (9) defines
the percentage of the lipid area that was correctly segmented (true positive area). This index
could be represented as the white area in Figure 4. The third index (I3) in Equation (10)
corresponds to the extra lipid area that was segmented (false positive area). It could be
represented as the green area in Figure 4. The second and third indices were defined to
quantify not only the lipid area value, but also the correct segmentation of its shape. In
order to quantify the segmentation using only one index, we defined the Segmentation
Index (SI) as a linear combination of the previous indices. The final SI parameter was
defined in Equation (11) and its value was directly related to the performance of the
segmentation. SGV combinations with an SI ≥ 90% provided measurements of the lipid
area and the fibrous cap thickness with high precision. An SI between 90–85% meant
that the segmentation had trouble with one measure, normally the fibrous cap thickness.
SI values in the range of 85–75% indicated a poor lipid segmentation. Finally, values of
SI ≤ 75% were for those SGVs with a high measurement error or those that could not
segment the lipid.

I1 =

∣∣∣∣ tmeasure − treal
treal

∣∣∣∣ · 100, (8)

I2 =
AreaRealSegmented

AreaReal
· 100, (9)
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I3 =
AreaFalseSegmented

AreaReal
· 100, (10)

SI =
(100 − I1) + I2 + (100 − I3)

3
, (11)

Figure 4. Comparison between the real and the segmented lipid core. The lumen is represented in
gray color, the true positive area in white, the false negative area in green, the actual area that was
not segmented in purple, and the measure of the FCT is the red line.

3. Results

This section presents the results of the lipid segmentation. It is divided into the results
in idealized geometries, results in real IVUS geometries, and an analysis of the best SGVs
after considering all of the geometries.The results were analyzed with the FE strains and
the strains with 20 dB of SNR.

3.1. Idealized Geometries

The process is summarized in Figure 5, where the idealized geometries with 65, 150,
and 300 μm of fibrous cap thickness are represented. A combination of the SGVs |�εmin|
and |�FA| was chosen due to its high segmentation performance. Both SGV variables are
shown in each idealized geometry in Figure 5a,b, respectively. The combination of both is
represented in Figure 5c and it was used as an input for the W-GVF process. The final result
is shown in Figure 5d, where every segmented part has a different color. The segmented
lipid core is represented before and after the smooth treatment in Figure 5e, and it is shown
as an overlap between the actual and segmented lipid core. In this representation, the
white area displays the well-segmented area, the purple one is the actual lipid that is
not segmented, and inversely, the green area is the extra area wrongly segmented by the
procedure.

In the idealized geometries, the lipid area was similar in all scenarios, so the number
of successful SGV combinations depended only on the fibrous cap thickness. The box-plot
in Figure 6 represents the SI distribution of the 105 SGV combinations in each geometry.
The geometries were segmented using the FE strains (clean strains) and the strains with
20 dB of noise. By analyzing only the influence of the FCT, the results show that the
mean (represented by an asterisk) and the median of the SI value increased with the
FCT. In addition, the interquartile range decreased with greater thicknesses. This fact
can be observed in Figure 6 for the segmentation with or without noise. On the other
hand, the noise addition led to an increase of the outliers and the interquartile range.
The mean and median decreased after considering the noise. Despite having different SI
results in each geometry, there were some combinations of SGVs with proper results for
all thicknesses. This was the case of

∣∣�εyy
∣∣+ |�εθθ |, |�εvMises|+ |�εrθ |, |�FA|+ |�εθθ |

or |�εmax|+ |�εrr|. It was also possible to yield good results with only one variable such
as
∣∣�εyy

∣∣, |�FA|, dW, |�εTresca| and
∣∣�εxy

∣∣. However, there were variables with low SI
values for all cases, such as dWsimpli f ied, |�εrθ |, so they were discarded.
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Figure 5. Influence of the FCT on the segmentation procedure analyzed with clean strains. The rows
represent the segmentation process with the geometries of 65, 150, and 300 μm of FCT. The segmentation
process consists of the combination of two SGVs, in these cases |�εmin| and |�FA| in (a,b), respectively.
The combination of both is represented in (c). This representation is the input for the W-GVF and its
results are represented in (d); finally, the overlap between the actual and the segmented lipid core before
and after the smooth treatment is represented in (e), where the true positive area is in white, the false
negative area in green and the actual area that is not segmented in purple.
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Figure 6. Box-plots of the SI values of the idealized geometries. From left to right: 65, 150, and 300
μm of fibrous cap thickness. Each geometry was analyzed with clean strains and with 20 dB of SNR.
The median values were represented with a horizontal line. The median values were 93% and 90.14%
for the idealized geometry with 65 μm FCT with and without noise; 94.88% and 93.42% for geometry
of 150 μm FCT; and 95.23% and 94.17% for 300 μm. Mean values are represented with asterisks.
Outliers are represented with circles. Some outliers were below 65% but are not shown.
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3.2. Real IVUS Geometries

The proposed methodology was tested with the three real IVUS plaque geometries.
The lipid cores had different shapes, areas (1.65, 5.53, and 1.93 mm2), and FCTs (330, 175,
and 209 μm). Figure 7 is an example of lipid segmentation with the SGV combination of
the invariants |�εmin| and |�FA| for the case of clean strains. The performance of the
segmentation is represented in the box-plot shown in Figure 8, where the segmentation was
not only affected by the FCT, but also by the lipid core area. In all cases, the noise addition
increased the interquartile range and decreased the mean and the median (except in the
first plaque, where the median increased after the 20 dB). A single SGV such as |�εmin| ,
|dW|, |�εrr|, dW, |�εTresca| or combinations such as

∣∣�εyy
∣∣+ |�εrr|,

∣∣�εyy
∣∣+ |�εmin|, or

|�εmin|+ |�εMises| still had promising results for these geometries. As what happened in
the idealized cases, the SGV |�εrθ | did not show any adequate SI for any plaque.

Figure 7. Segmentation procedure in the IVUS geometries with clean strains. The rows represent the
segmentation process with the plaques 1, 2, and 3; (a) representation of |�εmin|; (b) representation
of |�FA|; (c) the combination of |�εmin|+|�FA|; (d) W-GVF results; and (e) segmented lipid before
and after the smooth treatment, where the true positive area is in white, the false negative area in
green and the actual area that is not segmented in purple.
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Figure 8. Box-plots of the SI values of the real IVUS geometries. The three plaques were analyzed
with clean strains and with 20 dB of SNR. The median values are represented with a horizontal line.
The median values were 92.02% and 93.74% for the first IVUS geometry, with and without noise;
92.60% and 88.82% for the second IVUS geometry; and 94.30% 91.84% for third IVUS geometry,
respectively. Mean values are represented with asterisks. Outliers are represented with circles. Some
outliers were below 65% but are not shown.

3.3. SGV Candidates

Finally, the mean SI value (S̄I) was computed by considering all of the geometries
together. All of the SGVs from FE strains, alone or in combination with others, were
analyzed, and the best five single SGVs and fifteen SGV combinations were collected
in Table 2. This table shows the SGVs or SGV combinations with better performance in
the segmentation process, allowing to have good accuracy not only in the area, but also
in the FCT. The mean SI value of those combinations with 20 dB of noise was included
( ¯SInoise) to visualize the noise influence. Single SGVs, such as dW or |�εrr|, presented good
segmentation results. Furthermore, |�εvMises| or |�εmin| had good performance as well,
and in these cases they had the advantage of being invariants, so they will be not affected by
the catheter position or coordinate system. However, the invariants have the disadvantage
of needing the entire strain tensor. On the other hand, there were a great number of SGV
combinations with high segmentation accuracy regardless of the analyzed case, such as
|�εvMises|+|�εrθ |, or

∣∣�εyy
∣∣+|�εrr|. Additionally, combination of invariants appeared

to have good results, such as |�εmin|+|�εTresca|. Table 2 shows that SGV combinations
achieved higher SI values than single SGVs.
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Table 2. Summary of the results for the best five single SGVs and fifteen SGV combinations for
the lipid segmentation of all of the 105 possible combinations based on the results of the idealized
and IVUS geometries with FE strains. The SGVs with the SI value in dark green mean a perfect
segmentation; light green stands for good segmentations; yellow for SGV indicates some problems in
segmenting the fibrous cap or the lipid area. S̄I and ¯SInoise represent the mean SI value without and
with noise, respectively.

Segmentation Index (SI)

Idealized Geometry Real IVUS Geometry

65 μm 150 μm 300 μm Plaque 1 Plaque 2 Plaque 3
S̄I ¯SInoise

dW 95.20 97.13 94.31 96.98 92.06 92.50 94.70 90.62
|dW| 92.33 94.55 96.02 93.99 94.66 96.23 94.63 86.04

|�εvMises| 93.49 93.60 97.65 90.74 94.99 97.08 94.59 94.47
|�εrr| 97.65 94.40 93.07 98.48 86.78 96.32 94.45 92.27

O
n

e
S

G
V

|�εmin| 86.07 93.77 97.86 97.73 93.43 97.46 94.39 93.29
|�εvMises|+ |�εrθ | 95.87 97.63 97.09 98.61 96.14 97.28 97.10 95.22∣∣�εyy

∣∣+ |�εrr| 95.74 97.93 94.79 98.53 97.51 96.76 96.88 95.68∣∣�εyy
∣∣+ |�εmin| 95.74 98.21 94.23 98.53 95.55 98.28 96.75 94.28

|�εmin|+ |�εTresca| 96.97 96.32 96.09 97.36 95.98 97.43 96.69 93.67
|�εmax|+ |�εrr| 97.73 94.08 98.58 97.76 92.33 98.03 96.42 92.88
|�εmin|+ |�FA| 97.85 93.01 96.17 97.46 95.24 97.47 96.20 94.76

|�εmin|+ |�εvMises| 95.17 93.28 96.87 97.43 95.98 98.37 96.18 95.10
|�εrr|+ |�εrθ | 92.81 97.49 97.95 98.94 93.13 96.43 96.13 88.68

|�εTresca|+ |�εrr| 93.30 96.25 95.81 97.34 96.12 97.77 96.10 93.67∣∣�εyy
∣∣+ |�εTresca| 93.06 97.64 95.17 98.41 93.55 97.94 95.96 93.09

|�FA|+ |�εrr| 92.87 94.88 96.53 97.51 95.96 97.49 95.87 92.88
|�εmax|+ |�εmin| 97.53 94.46 92.74 96.34 95.40 97.96 95.74 93.65
|�FA|+ |�εrθ | 93.68 97.40 95.04 98.56 90.99 97.53 95.53 92.69
|�εxx|+ |�FA| 95.93 95.79 95.51 92.44 95.29 98.23 95.53 92.03

C
o

m
b

in
a

ti
o

n
o

f
tw

o
S

G
V

s

∣∣�εxy
∣∣+ |�FA| 94.32 94.21 94.84 96.49 95.12 97.16 95.36 93.04

The elastic gradient of the material (dW) was calculated in a simplified way, following
Le Floc’h et al. [29] and with the whole 2D strain tensor. In order to have the lipid contour
marked and to achieve a better combination with other SGVs, the absolute value |dW| was
computed. These variables are shown in Figure 9. The variable dWSimpli f ied had a mean SI
value of 32.13% in the six geometries without noise and 28.48% with noise, whereas dW
without simplifications achieved a mean SI value of 94.70% without noise and 90.62% with
20 dB of noise and |dW| 94.63% and 86.04% without and with noise, respectively.

Figure 9. Idealized geometry with 150 μm thickness with the different dW represented without noise.
(a) dWsimpli f ied, (b) dW computed with the 2D strain tensor, and (c) |dW|.
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3.4. Sensitivity Analysis

Once the SGV candidates were analyzed, we selected the best four SGV combinations
and the best single SGV of Table 2 to evaluate the robustness of the proposed segmentation
methodology. For this purpose, we studied the influence of plaque and IVUS variables in
the segmentation results only within the idealized geometry with 150 μm of FCT. Figure 10
shows all of the results of the sensitivity study. Each SGV had seven variables to analyze
(incompressibility, different material behavior of fibrotic tissues, addition of inclusions,
different catheter positions, total pressures and pressure increments, and noise addition),
and all are color-coded in Figure 10. The SI values obtained with the FE strains were taken
as a reference. In this reference case, the model was analyzed as fully incompressible, with
a stiffer tissue, the catheter placed in the center of the lumen, with a pressure analysis of
110–115 mmHg and without noise. The SI values achieved with that model are represented
in Figure 10 with a horizontal dotted line.
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Figure 10. Graphic summary of the influence of incompressibility, changing fibrotic tissues, addition
of inclusions, different catheter positions, different pressures and pressure increments, and noise
addition on the segmentation process. The considered SGVs are |�εMises|+|�εrθ | ,

∣∣�εyy
∣∣+|�εrr| ,∣∣�εyy

∣∣+|�εmin| , |�εmin|+|�εTresca|, and dW. Each SGV has different variables to analyze, divided
by colors. Each plaque- or IVUS-related variable had different cases that were differentiated by shape
markers.

4. Discussion

The clinical detection and segmentation of the atherosclerotic plaque is still a chal-
lenging step for an early diagnosis. Machine learning techniques are mainly focused
either on the segmentation of the lumen and outer contours [21] or on the detection of
calcifications [16,17] or vulnerable FCT [15]. However, it is difficult to find a quantitative
study of FCT or the lipid area. Other techniques based on IVUS allow to estimate the 2D
strain field in the arterial wall [27,30]. From the strain map, with iterative optimization
tools, it is possible to estimate the mechanical properties and the segmentation of the
plaque [28,29,31]. However, these cases had high computational cost and depended on the
inclusions evaluated. The most difficult issue was to obtain an accurate segmentation of the
plaque that could provide good estimations of the FCT. In this paper, we have presented the
theoretical basis to segment the tissues of the atherosclerotic plaque from the representation
of different strain variables without any iteration or the need for a large database to train
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the methodology. The segmentation procedure was based on the Watershed and Gradient
Vector Flow algorithms that extract the tissues. In this article, we focused on the lipid core
segmentation due to its role in plaque vulnerability [5]. The accuracy of the results depends
on the represented SGVs. This approach allowed us to obtain measurements of the lipid
area and FCT and it achieved promising results with many different SGV combinations.
The methodology was developed and validated with computational models designed
from idealized and real IVUS geometries. The aim was to check if the strain map method
was able to segment the lipid and also to know which are the best SGVs to achieve it.
Furthermore, the process was performed with different morphological and IVUS technical
variations to prove the versatility of the proposed method.

4.1. Segmentation Analysis
4.1.1. Idealized Geometries

Using idealized geometries, the results show that as the FCT was smaller, there were
less SGVs available to obtain a proper segmentation. The box-plot of Figure 6 shows
that the variability of SI values decreases with larger thicknesses, while the segmentation
performance increases. The explanation is that the amount of data available on the fibrous
cap is lower and the SGVs in low thicknesses; it marked the lipid contour close to the
lumen and it was more difficult for the segmentation process to track the lipid. Therefore,
the measure of the FCT presents higher errors. Consequently, the precision of the IVUS
technology will delimit the amount of strain information in the fibrous cap and thus the
segmentation performance. After analyzing the 105 possible SGV combinations in each
geometry with clean FE strains, the median SI value was always above 93% in all cases.
That highlights the strong segmentation capacity of the proposed methodology. Previous
studies also showed a decrease in the FCT segmentation at lower thicknesses, increasing the
relative error of the segmented FCT [28,31]. However, this proposed methodology opened
the possibility of using a large number of SGVs for segmentation. Some combinations
of SGV, such as dW, |�εvMises|+ |�εrθ | or

∣∣�εyy
∣∣+ |�εrr|, had errors close to zero and

with negligible variation between thicknesses. After adding a 20 dB SNR to the FE strains,
the SGVs were not as smooth as in the previous cases; however, the median SI of each
group decreased by most 3%, but all of them were above 90%. Hence, the segmentation
method proved that there were large amounts of SGVs that allowed to extract the lipid core
regardless of the FCT or the noise addition. Furthermore, the areas of the lumen and the
complete plaque were automatically segmented with the proposed method. This provided
results similar to those obtained with machine learning [21,22] but without the need to
train a neural network.

4.1.2. IVUS Geometries

The IVUS geometries allowed testing the segmentation procedure on real human
atherosclerotic coronary plaque geometries with distinct lipid core areas and FCT. The
results showed that the W-GVF process relied not only on the fibrous cap thickness, but
also on the lipid area and stenosis degree, showing a strong dependency on the real IVUS
plaques. The segmentation performance varied greatly in each geometry due to their
differences. In all cases the median of the SI value was above 88% (with or without noise).
The noise addition slightly reduced the segmentation except for the first IVUS plaque,
where noisy strains improved the median SI value by 1.87%. The noise addition also
increases the variability of the performance. The third IVUS plaque had a calcification
that was segmented using the W-GVF technique with a relative error smaller than a 5%.
Nevertheless, the study showed that the segmentation procedure was able to track lipids
with different areas and morphologies. Since these geometries were analyzed in other
studies [28,32], it was possible to compare the segmentation results with those of previous
studies. Previous work reached a relative FCT error of between 1.4 and 15.5% depending
on the geometry [28]. Other methodologies obtained a mean error above 16% by measuring
the FCT on other real geometries [31,47]. In this work, the FCT measure depended on the
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chosen SGV. For the SGVs analyzed in Table 2, the mean relative error was 3.11% in the
IVUS geometries.

4.2. SGV Candidates

Different studies rate the segmentation performance with a qualitative index, such as
thin vs. stable FCT [11,15,18], or by detecting the calcified plaques [16,17]. Those studies
that used quantitative values only considered the error of the segmented FCT and lipid
area [28,31,47]. Our SI included values to consider the relative error of the FCT, the value
of the segmented lipid and its shape, which facilitates the comparison of segmentations
between geometries. Studies that used a strain variable for segmenting only used a single
strain variable (commonly the modified Sumi’s transformation (dWSimpli f ied) [28,46,47] or
von Mises strains [31]). On the contrary, this methodology made it possible to use 105
different strain variables (single SGVs or combinations of SGVs).

The combination of idealized and real IVUS results showed that the segmentation
results depended mainly on the FCT and the lipid core area. Nevertheless, there were
some variables with a high SI by itself regardless of the geometry case. That was the case
of SGVs such as dW, |�εmin| or |�εrr|, which obtained an overall SI value of more than
90% with or without noise. By the combination of different SGV, some variables with low
accuracy increased the results. That was the case of |�εrθ |, which had a mean SI value of
67.24% and in combination with |�εvMises| was the best pair, achieving a mean SI of 97.1%
(95.22% with noise). SGV combinations reached higher precision than single SGVs. Some
examples were

∣∣�εyy
∣∣+|�εrr| or |�εmin|+|�εTresca| with SI mean values of 96.88–95.68%

and 96.69–93.67%, respectively (with clean strains–with 20 dB of SNR, repsectively). All of
the SGV combinations presented in Table 2 allowed for a very precise segmentation of the
lipid in all scenarios with different SGV options.

On the other hand, after analyzing the elastic gradient of the material (dW), all dW
SGVs had a similar representation; however, the dWsimpli f ied proposed by Le Floc’h et al. [28]
had more trouble marking the shoulder of the lipid core and obtained worse segmentation
results than dW and |dW|. The variable dW marked the whole lipid contour, and alone
proved to be the best SGV for the lipid segmentation. Its absolute value, |dW|, was
computed in order to obtain better results in combination with the others SGVs; however,
it showed similar SI values to dW and it was the second-best single SGV option.

4.3. Sensitivity analysis

The best single SGVs and SGV combinations were analyzed in a sensitivity analysis
to study the influence of different variables (plaque- and IVUS-related variables). We
concluded that the incompressibility of the materials did not affect the segmentation
performance in the five selected SGVs. By changing the material behavior of the fibrotic
tissue, the SI values remained above 92%, except in one case for dW. This parameter was
related to the different stiffness between tissues, and it would fail if the lipid and fibrotic
tissue had similar stiffness. The addition of inclusions could affect the lipid segmentation
if they were placed close to the lipid contour. Nonetheless, the methodology appeared to
obtain similar results. Principal strains are widely used because of their non-dependence on
the coordinate system [45]; however, the catheter position seemed to have no influence on
the process, since the worst SI value obtained was 93.23%. Finally, the pressure and pressure
increments did not affect the method due to the fact that the tool is based on gradients of the
strains, and they had a similar representation regardless of the modification of pressures.
Overall, the results suggest that the proposed methodology had no dependency on the
analyzed cases, showing a strong robustness.

4.4. Relevance for Clinical Applications

The new developed technology is an intuitive segmentation tool that could provide
morphological information on the atherosclerotic plaque. It could help to reduce segmen-
tation human errors and it could assist clinicians with a new accurate diagnosis support.
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From IVUS images and the use of a strain estimator, we can use the representation of
different moduli of the gradient of variables to detect the lipid or inclusions contours in
a fast way. After that, with the W-GVF segmentation procedure it is possible to extract
the lipid core or other tissues and take measurements, which are directly involved with
plaque vulnerability. The results show that the performance of certain SGV combinations
depended on plaque morphology; however, the SGV combination between |�εmin| and
|�εvMises| presented good segmentation performances for the lipid core, regardless of the
plaque geometry. Additionally, other combinations showed in Table 2 appear to be accurate
enough for good clinical diagnosis. Single SGVs such as |�εrr| or dW provided accurate
segmentations. In addition, εrr is the strain variable that can be extracted from IVUS with
the highest accuracy, so it will be one of the main candidates for clinical application.

The highlights of this work are presented in the following list in order to summarize
the results of the research.

i. A segmentation process based on strain representation was presented to extract
the different tissues of an atherosclerotic plaque. This methodology achieved high
accuracy in measuring FCT and the lipid core area. These measurements play a key
role in the vulnerability of the plaque.

ii. Unlike other segmentation processes, this method does not require a database to be
trained or an optimization process, as it relies on image processing rather than machine
learning or analysis of the mechanical properties of the tissues. In addition, it could
be performed with many different strain variables instead of a single one [27,28,31,47].
Thus, there are different possibilities to obtain the segmentation using only one
variable or combining different SGVs.

iii. The results show that the performance of the segmentation was linked to the plaque
geometry and the selected SGVs. However, there were some SGVs with good results
regardless of the geometry. The method also showed good robustness in sensitivity
analysis, providing accurate results with different catheter positions, pressures, and
noise addition.

4.5. Limitations

This study has two main limitations that have to be mentioned:

• Since this work was a theoretical framework, the methodology was only tested with
computational models of in silico data. Therefore, the next step would be to prove the
segmentation methodology with in vitro and in vivo IVUS data from patients with
coronary atherosclerotic plaques. After analyzing the methodology with noise, which
simulates the intrinsic noise of IVUS data, the results for segmentation are expected to
be valid on real IVUS data.

• In the finite element analysis we only have considered the load of the blood pressure.
We have disregarded the residual stress and the influence of heart motion. As the
methodology is based on gradients and not on absolute strain/stress values, we could
expect a minimum influence of the residual stress on this segmentation methodology.

5. Conclusions

In this paper we have proposed a new method to segment the atheroma plaque based
on strain measurements with low computational and time costs. This work is a theoretical
framework and has been developed and tested with FE models with idealized and real IVUS
geometries. The representation of the SGVs opens the possibility of segmenting the lipid
core with different strain variables. This representation is used in the W-GVF segmentation
to extract the tissues and measure the FCT and lipid area for the clinical diagnosis. We made
an extensive study of the strain variables used for the W-GVF segmentation and selected
only those who detect the lipid core and other tissues. The method had good results in all
scenarios, showing an SI value higher than 94% (with noise). There are strain variables
such as |�εvMises| in combination with |�εrθ | or

∣∣�εyy
∣∣ + |�εrr| that achieved accurate

results regardless of the geometry, morphological changes, or noise addition. Furthermore,
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single SGVs such as dW or |�εmin| could provide the lipid segmentation. Although the
methodology has to be tested with in vivo data, it has promising preliminary results.
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Abstract: Computational fluid dynamics techniques are increasingly used to computer simulate
radioembolization, a transcatheter intraarterial treatment for patients with inoperable tumors, and
analyze the influence of treatment parameters on the microsphere distribution. Ongoing clinical
research studies are exploring the influence of the microsphere density in tumors on the treatment
outcome. In this preliminary study, we computationally analyzed the influence of the microsphere
concentration in the vial on the microsphere concentration in the blood. A patient-specific case
was used to simulate the blood flow and the microsphere transport during three radioembolization
procedures in which the only parameter varied was the concentration of microspheres in the vial
and the span of injection, resulting in three simulations with the same number of microspheres
injected. Results showed that a time-varying microsphere concentration in the blood at the outlets
of the computational domain can be analyzed using CFD, and also showed that there was a direct
relationship between the variation of microsphere concentration in the vial and the variation of
microsphere concentration in the blood. Future research will focus on elucidating the relationship
between the microsphere concentration in the vial, the microsphere concentration in the blood, and
the final microsphere distribution in the tissue.

Keywords: computational fluid dynamics; hemodynamics; liver cancer; dosimetry; drug delivery;
tumor targeting; patient-specific; treatment planning

MSC: 76Z05

1. Introduction

Radioembolization is a treatment for patients with inoperable malignant liver tumors,
one of the deadliest types of cancer worldwide [1]. The treatment is carried out using a
microcatheter placed in the hepatic artery to infuse radiolabeled microspheres into the
hepatic arterial bloodstream, which carries the microspheres to the tumoral bed, where
they get lodged and irradiate tumoricidal doses of radiation [2]. The treatment outcome
depends on the dose absorbed by tumors, meaning that it depends on the final distribution
of microspheres in tumors. The absorbed tumoricidal dose to be achieved depends on
the types of microspheres, which can be resin or glass microspheres loaded with isotope
yttrium-90 or with isotope holmium-166 [3].

In the last decade, many computational fluid dynamics (CFD) studies have analyzed
the microsphere distribution in hepatic arterial trees during radioembolization by analyzing
the hepatic artery hemodynamics and microsphere transport, and assessed the influence
of various parameters (e.g., injection velocity [4,5], microcatheter location [6–9], catheter
type [10], etc.) on the microsphere distribution at the outlets of the trees. However, to date,
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no study has focused on the analysis of the microsphere concentration in the blood (i.e.,
the number of microspheres per unit blood volume) as these microspheres exit the hepatic
arteries under study. The analysis of this parameter could be included when developing an
integrated software package to provide clinicians with practical recommendations about
the optimal treatment parameters based on CFD simulations [11].

We hypothesize that the microsphere concentration in the blood could play a role in
the distal penetration of microspheres and tumor microsphere coverage, and therefore
in the final microsphere deposition in tumors. Indeed, recent publications have stressed
the importance of glass microsphere density in tumors (i.e., the number of microspheres
per unit tumor volume) [12,13], the number of microspheres injected based on the vas-
cularity of tumors [14], and the method of administration [15] on the treatment outcome.
Additionally, the microsphere volume fraction, which is directly related to the microsphere
concentration in the blood, could play a role in the penetration of microspheres because
the probability of clogging distal arterioles with vessel-to-microsphere diameter ratios
below 3 depends on the microsphere volume fraction [16]. Such clogging may occur when
microspheres would group together before reaching distal vessels with diameters below
the microsphere diameter.

In addition to studying the microsphere distribution at the outlets of the arterial trees,
CFD simulations allow for analyzing the microsphere concentration in the blood at such
outlets. In order to explore this parameter, the aim of the present study was to analyze
the influence of injection conditions on the microsphere concentration in the blood at the
outlets of a patient-specific hepatic artery tree using CFD.

2. Materials and Methods

2.1. Patient Data

This study was based on a patient-specific case. To conduct the present study, the protocol
186/2018 was approved by the ethics committee of the University of Navarra and informed
consent was signed by the patient. This patient was a 69-year-old male with multinodular
hepatocellular carcinoma (HCC) involving liver segments S2, S3, S6, S7, and S8.

For CFD simulations, the geometries of the hepatic artery and microcatheter, and
boundary conditions, were needed. The hepatic artery geometry and boundary conditions
were extracted or derived from the information provided by MeVis (MeVis Medical So-
lutions AG, Bremen, Germany), that is, the three-dimensional hepatic artery, the healthy
and tumor tissue volumes per liver segment, and information regarding the specific artery
branches that feed each liver segment. In this case, the geometry of the hepatic artery starts
at a 4.5 mm diameter proper hepatic artery (PHA) level and bifurcates until 43 outlets are
obtained. Figure 1a shows the liver geometry, with the locations of tumors and the hepatic
artery tree, and Figure 1b shows a model of the hepatic artery with the microcatheter, the
location of which is indicated with an arrowhead. The hemodynamic conditions were
derived based on volumetry analysis (volumes of normal and tumor tissue per segment)
and perfusion-CT analysis (arterial perfusion of normal and tumor tissue), which were
used to calculate the blood flow rate at the inlet of the PHA and the flow distribution in the
43 outlets [17]. This patient also participated in a previous study by the authors to validate
the simulation methodology by comparing the microsphere distributions measured in vivo
with the microsphere distributions calculated based on the results of CFD simulations that
reproduced the actual treatments [18]. The segment-to-segment tissue volumes and arterial
blood flow rates are tabulated in Table 1. Even though, previously, three microsphere injec-
tions were administered to the patient, in this study, only one injection was simulated, with
the microcatheter placed in the PHA, 20 mm away from the bifurcation. The microcatheter
was modeled as a standard end-hole microcatheter with an inner diameter of 0.65 mm and
outer diameter of 0.9 mm.
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Figure 1. (a) MeVis study showing the liver, hepatic arterial tree, and tumor nodules. (b) Hepatic
artery tree model with the microcatheter tip indicated by an arrowhead. PHA: proper hepatic artery;
LHA: left hepatic artery; RHA: right hepatic artery.

Table 1. Patient’s liver mass volumes and blood flow rates per segment.

Segment
Healthy Tissue
Volume (mL)

Tumor Volume (mL)
Volumetric Flow
Rate (mL/min)

S1 62.0 3.2
S2 127.2 0.8 6.8
S3 170.2 10.8 15.3

S4a 73.0 3.8
S4b 11.0 0.6
S5 124.0 6.4
S6 169.0 8.9
S7 349.6 23.4 32.3
S8 200.0 4.0 11.8

2.2. Simulation of Radioembolization

The geometry of the hepatic artery was imported into the software package SpaceClaim
(Ansys Inc., Canonsburg, PA, USA), where the microcatheter geometry was also added.
The geometries were discretized in Fluent Meshing 2021R1 (Ansys Inc.) using poly-hexcore
elements, yielding a sufficiently fine mesh of 2.5 million elements.

Regarding the governing equations and boundary conditions, the model used by
Aramburu et al. [6] was used: blood flow was simulated using the conservation of mass
and the conservation of linear momentum in a laminar regime for an incompressible
(1050 kg/m3) and non-Newtonian fluid with the viscosity modeled using a modified
Quemada model. Microspheres were modeled as 32 μm, 1600 kg/m3 spheres and their
dynamics were modeled with Newton’s second law of motion. Four forces were considered
to be acting on the microspheres: virtual mass force, gravitational force, pressure gradient
force, and drag force. The interaction of blood flow with microspheres was modeled as
bidirectional, but the interaction between microspheres was neglected. As for the boundary
conditions, a periodic pulsatile fully-developed velocity profile with a period of one second
representing one cardiac cycle was prescribed at the inlet, flow fractions at the outlets,
and the no-slip condition at the walls. Microspheres were injected through the inlet of the
microcatheter and elastic collisions were assumed at the walls.

The equations of the model were solved numerically using Fluent 2021R1 (Ansys Inc.).
The SIMPLE scheme (i.e., Semi-Implicit Method for Pressure Linked Equations) was used
for the pressure and velocity coupling, the least squares cell-based algorithm for the com-
putation of gradients, and second-order schemes to interpolate pressure and momentum.
The convergence criterion was to attain scaled residuals of 10−5. The time step was fixed at
a value of 2 milliseconds with a maximum of 80 iterations per time step. A total of seven
cardiac cycles were simulated: the first cycle, i.e., one second, was for flow convergence
(from t = −1 s to t = 0 s), during the second cycle the microspheres were injected (from t = 0
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s to t = 1 s), and the remaining five cycles ensured that the majority of the injected micro-
spheres exited the domain (from t = 1 s to t = 6 s). Simulation results were analyzed from
t = 0 s onward. In this study, depending on the simulation, the injection of microspheres
sometimes lasted more than one cycle, in which cases the remaining cycles for microsphere
exiting were fewer than five cycles.

2.3. Study Design and Postprocessing

The objective of this study was to analyze the influence of injection conditions on the
microsphere concentration in the blood at the outlets. The number of injected microspheres
can be calculated using Equation (1):

N = CvialUinj AcT, (1)

where N (microspheres, hereafter MS) is the total number of microspheres injected in the
simulation, Cvial (MS/mL) is the number of microspheres per unit milliliter in the vial, Uinj

(cm/s) is the injection velocity, Ac (cm2) is the cross-sectional area of the microcatheter, and
T is the injection span (s).

In this study, three simulations were run. In these simulations, N was kept constant,
meaning that the same number of microspheres was injected, and Uinj was also kept
constant, so Cvial and T were modified, as shown in Table 2.

Table 2. Characteristics of the simulations of the study. In all simulations, the number of injected
microspheres and injection velocity were kept constant; in Simulation #2, the injection span and
the concentration of microspheres in the vial were twice and half of the injection span and the
concentration of microspheres in the vial in Simulation #1, respectively; in Simulation #3, the injection
span and the concentration of microspheres in the vial were three times and one-third of the injection
span and the concentration of microspheres in the vial in Simulation #1, respectively.

Case N (MS) Cvial (MS/mL) Uinj (cm/s) T (s)

Simulation #1 4.45 × 105 6.9 × 106 19 1
Simulation #2 4.45 × 105 3.45 × 106 19 2
Simulation #3 4.45 × 105 2.3 × 106 19 3

Regarding the postprocessing of simulation results, the overall outlet-to-outlet and
segment-to-segment microsphere distributions were extracted, as well as the concentration
of microspheres in the blood in the PHA and at the outlets over time. To calculate the
concentration of microspheres in the blood in the PHA, Equation (2) was used:

CPHA =
NPHA

VPHA
, (2)

where CPHA (MS/mL) is the concentration of microspheres in the blood in the PHA calcu-
lated for a given span, NPHA (MS) is the number of microspheres that were infused into
the PHA during the same span, and VPHA (mL) is the volume of blood and the volume
of injection fluid that flowed through the PHA during the same span. To calculate the
concentration of microspheres in blood at the outlets Equation (3) was used:

Ci =
Ni

Vblood,i
, (3)

where Ci (MS/mL) is the concentration of microspheres in the blood for outlet i (with i
from 1 to 43), calculated for a given span, Ni (MS) is the number of microspheres that exited
through outlet i during the same span, and Vblood,i (mL) is the volume of blood that flowed
through outlet i during the same span. In this study, a span of 20 milliseconds was selected.
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3. Results

First, the segment-to-segment microsphere distribution was analyzed. The total num-
ber of microspheres injected was the same in all simulations (4.45 × 105 MS), so the results
were normalized with respect to the total number of microspheres injected. For example, a
value of 50% for a given segment means that half of the injected microspheres reached that
segment. When analyzing the differences between simulations, the absolute differences
were computed, i.e., the differences in percent (%). These results are shown in Figure 2a,
where the blood flow distribution and segment-to-segment microsphere distribution are
shown. Despite the disease being bilobar (present in segments S2, S3, S6, S7, and S8), almost
no microspheres reached the left lobe, and those which did reach the left lobe reached
segments S1 and S4. Therefore, the injection point used in this study did not produce an
effective microsphere distribution. In fact, three injections were given to this patient. It
can be noted that for the segments of the right lobe (S5, S6, S7, and S8), the microsphere
distribution followed a trend where the greater the blood flow rate to a given segment, the
greater the number of microspheres exiting toward that segment. Moreover, differences can
be seen between simulations. For example, microspheres flowed toward segments S1 and
S4 in simulations #2 and #3, while no microsphere flowed toward the left lobe in simulation
#1. In all simulations, the segment receiving the most microspheres was segment S7, which
is the segment with the biggest nodule (a 23 mL nodule). It can also be noted that even
though segment S3 received 17% of the total blood flow, no microspheres reached that
segment. Additionally, the microsphere distributions were different in the simulations,
with an absolute difference of 16 percent between simulations #1 and #3 for segment S7.
The average absolute difference between simulations in all segments was 5 percent.

Second, the concentration of microspheres in the blood over time in the PHA and at
each outlet was studied. In this study, the concentration of microspheres in the vial was
of the order of 106 MS/mL, which was reduced to a concentration of microspheres in the
blood of the order of 105 MS/mL in the PHA, and was further reduced to a concentration of
microspheres in the blood of the order of 104 MS/mL (and below that value) in segmental
arteries, meaning that the concentration decreased as microspheres flowed toward distal
vessels. Figure 2b shows the microsphere concentration in blood at the PHA level over time.
A constant injection flow and microsphere injection rate resulted in a microsphere concen-
tration in the blood with a minimum value during systole and a maximum value during
diastole. The geometry had 43 outlets, but only the outlets with a flow fraction greater than
1% and a concentration of microspheres in the blood greater than 40,000 MS/mL are re-
ported, resulting in an analysis of eight outlets: outlet 21 feeding segment S6, outlets 26, 27,
29, 32, and 33 feeding segment S7, and outlets 34 and 38 feeding segment S8. These results
are shown in Figure 2c–j. In each panel, the time-dependent microsphere concentration
in the blood is plotted for simulations #1, #2, and #3. Additionally, the shape of the blood
flow rate is plotted in dotted lines, and the percentage of blood flow feeding that outlet and
the percentage of microspheres exiting that outlet are indicated. Figure A1 in Appendix A
shows the same information as in Figure 2 for the outlets that had a flow of microspheres
but did not meet the criteria of having a flow fraction greater than 1% and a concentration
of microspheres in the blood greater than 40,000 MS/mL.

Regarding the percentage of microspheres exiting the eight outlets of Figure 2, this
value was, in general, different from the blood flow percentage, but it also differed slightly
among simulations. The mean value of the difference in microsphere distributions in these
outlets was 3 percent, with the greatest difference being 8 percent for outlet 29 between
simulations #1 and #3 (see Figure 2f).
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Figure 2. (a) Segment-to-segment blood flow and microsphere distributions. (b) Concentration of
microspheres in the blood at the PHA level. (c–j) Concentration of microspheres in the blood reaching
outlets 21, 26, 27, 29, 32, 33, 34, and 38 over time. These outlets feed tumor-bearing segments S6, S7,
and S8. In each panel (b–j), the shape of the blood flow is in a dotted red line and the percentages
indicate the percentage of blood, and percentage of microspheres exiting through those outlets.
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As for the microsphere concentration in the blood over time, the following trend was
seen for the outlets in Figure 2c–j for a periodic flow and a constant microsphere infusion:
(i) the greater the concentration of microspheres in the vial, the greater the microsphere
concentration in the blood at the outlets, and (ii) the concentration of microspheres in the
blood was periodic-like, meaning that the same shape was repeated over the cardiac cycles
with a period similar to that of the cardiac cycle. In this case, for simulations #1, #2, and
#3 (with microspheres injected during one, two, and three cardiac cycles, respectively),
one-cycle, two-cycle, and three-cycle outlet-specific patterns were observed. This trend was
not seen at the outlets shown in Figure A1.

It is also important to note that the peaks of the periodic-like patterns did not coincide
with any specific moment of the cardiac cycle (e.g., the systole or diastole) (see Figure 2c–j).
Microspheres were injected at a constant rate, and their velocity matched the blood flow
velocity shortly after they were incorporated into the bloodstream. If the microspheres
had traveled through straight streamlines, the concentration of microspheres in the blood
at the outlet should have had the same pattern as that in the PHA (Figure 2b). However,
the tortuosity of arteries made the blood flow and microsphere trajectories intricate, and
this fact made the concentration of microspheres inconstant. Likewise, there were some
non-periodic peaks for outlets 34 and 38 at the beginning of microsphere crossing (see
Figure 2i,j), which could be due to transient effects. When analyzing the peak values, if the
outlets of Figure 2 were considered, on average, the concentration values were reduced by
52% from simulation #1 to simulation #2, and by 69% from simulation #1 to simulation #3.
These values were similar to the decrease in the concentration of microspheres in the vial
between simulations #1 and #2 and simulations #1 and #3 (50% and 67%, respectively). If
all the outlets were considered, these average peak values decreased to 27% for simulation
#2 and 45% for simulation #3.

4. Discussion

The objective of this study was to analyze the influence of the microsphere concen-
tration in the vial on the microsphere distribution in the blood using CFD techniques.
The concentration of microspheres in the blood depends on the injection conditions (e.g.,
the microsphere concentration in the vial and injection velocity) and the hemodynamic
characteristics of patients. This concentration could play a role in the final distribution of
microspheres within tumors because of potential microsphere aggregation, distal vessel
clogging, and hemodynamic redistributions in the microvasculature. Indeed, the study of
the microsphere density in tumors is an active area of ongoing research. Recent studies
have shown that the resin microsphere distribution in tumors determines the treatment
outcome [12,13], and that the number of microspheres injected and the method of adminis-
tration play a role in the microsphere distribution [14,15].

Regarding segment-to-segment microsphere distributions, our results showed that the
microsphere dynamics’ and hemodynamics’ interaction could play a role in microsphere
transport and therefore should be considered. Indeed, a difference of 16 percent was
obtained between simulations #1 and #3 in segment S7, and no microspheres targeted the
left lobe in simulation #1, with microspheres targeting the left lobe only in simulations #2
and #3; the only difference between simulations was the concentration of microspheres in
the vial, and therefore the rate at which microspheres were injected.

With regard to the microsphere concentration in the blood, periodic patterns were
observed. As for the specific patterns, no relationship was observed between the concen-
tration of microspheres in the blood in the PHA and the microsphere concentration in the
blood at the outlets, nor between the shape of the microsphere distribution in the blood
and the shape of the blood flow. The microsphere concentration decreased as the flow
reached distal vessels of the hepatic artery tree studied, from 105 MS/mL in the PHA to
104 MS/mL or lower values. However, these results showed a relationship between the
microsphere concentration in the vial and the peak value of the microsphere concentration
in the blood. In fact, the concentration of microspheres in the vial was reduced by 50%

91



Mathematics 2022, 10, 4280

between simulations #1 and #2, and on average the peak of microsphere concentrations
in the blood was reduced by 52%. Between simulations #1 and #3, the concentration of
microspheres in the vial was reduced by 67%, and on average the peak of microsphere
concentrations in the blood was reduced by 69%. This relationship could be of interest
for future research. Additionally, the influence of the microsphere concentration in the
blood in distal arterioles and capillaries needs to be assessed. As the ratio of the vessel
diameter to the microsphere diameter approaches a value of 3, the probability of clogging
depends on the microsphere volume fraction [16], which is similar to the microsphere
concentration in the blood. Microspheres could become clogged before reaching the distal
arterioles and capillaries with diameters similar to that of the microsphere, influencing the
final microsphere distribution in tissues.

5. Conclusions

This study showed the potential impact of the microsphere concentration in the vial
on the microsphere concentration in the blood during radioembolization. A relationship
between the concentration of microspheres in the vial and the peak of the microsphere
concentration in the blood was observed. Further research on the influence of injection
characteristics (i.e., injection velocity and concentration of microspheres in the vial) is
needed to confirm the relationship observed in this study, in addition to studying the effects
of the microsphere concentration in the blood on the microsphere distribution in tumors.
The results of this and future studies could be of use for planning optimal patient-specific
radioembolization procedures.
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Appendix A

This appendix consists of Figure A1, which complements Figure 2 in showing the
results of the study.
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Figure A1. (a–r) Concentration of microspheres in the blood reaching outlets 18, 19, 20, 22, 23, 24, 25,
28, 30, 31, 35, 36, 37, 39, 40, 41, 42, and 43 over time. In each panel, the shape of the blood flow is a
dotted red line and the percentages indicate the percentage of blood and percentage of microspheres
exiting through those outlets.
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Abstract: The blood–brain barrier is a unique physiological structure acting as a filter for every
molecule reaching the brain through the blood. For this reason, an effective pharmacologic treatment
supplied to a patient by systemic circulation should first be capable of crossing the barrier. Standard
cell cultures (or those based on microfluidic devices) and animal models have been used to study
the human blood–brain barrier. Unfortunately, these tools have not yet reached a state of maturity
because of the complexity of this physiological process aggravated by a high heterogeneity that is
not easily recapitulated experimentally. In fact, the extensive research that has been performed and
the preclinical trials carried out provided sometimes contradictory results, and the functionality of
the barrier function is still not fully understood. In this study, we have combined tissue clarification,
advanced microscopy and image analysis to develop a one-dimensional computational model of the
microvasculature hemodynamics inside the mouse brain. This model can provide information about
the flow regime, the pressure field and the wall shear stress among other fluid dynamics variables
inside the barrier. Although it is a simplified model of the cerebral microvasculature, it allows a first
insight on into the blood–brain barrier hemodynamics and offers several additional possibilities to
systematically study the barrier microcirculatory processes.

Keywords: blood–brain barrier microvasculature; cortical capillary network; tissue clarification;
imaging technique; numerical model; microvascular hemodynamics

MSC: 76-10; 92C55; 68U10; 92C10

1. Introduction

The increase of performances of the medical imaging technique in the last decades
has allowed non-invasive information of geometries and associated morphologies of large
cerebral arteries. In biomedical engineering, this information can be further used for gener-
ating 1D to 3D computational models to shed light on cerebrovascular hemodynamics [1,2].
Unfortunately, this process becomes more and more complicated once the vascular scale is
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becoming smaller, reaching the blood–brain barrier capillaries (BBB), whose number is huge
(more than 10 billion) [3].

In recent years, extensive research has been oriented toward the microcirculatory flow
proposing complex mathematical models based on cerebrovascular images [3–8]. However,
image segmentation has inherently several challenges. First of all, patient-specific human
images are difficult to be obtained. The acquisition of the images with the necessary
resolution in vivo is not feasible at the micro-scale. Furthermore, the use of cadavers
for obtaining useful images also affects as the capillaries tend to collapse once the blood
flow and pressure reduce after death [9]. For this reason, murine and rodent images have
been utilized as baseline geometry for studying BBB microcirculation [10–16]. Other works
have presented imaging-driven modeling for hemodynamics in zebrafish microvasculature
and mammalian hearts [17–20]. Models oriented to the vascular topology and transport
efficiency have been presented by Katifori and coworkers [21,22].

Nowadays, a wide range of imaging techniques are available. In the literature, cor-
rosion casting [23], confocal microscopy [4], computerized tomography angiography and
quantitative magnetic resonance angiography [2], two-photon imaging [8,24,25] and syn-
chrotron radiation-based X-ray tomographic microscopy [26–28] have been mostly adopted
depending on the specific necessities of the researchers. A combination of some of these
methods can thus be of advantage for limiting the weakness of each method and it is
applied in the reconstruction protocols of the microvasculature. In this sense, a recent study
by Waelchli et al. [29] provides a detailed visualization and quantification of the 3D brain
vasculature using resin-based vascular corrosion casting, scanning electron microscopy,
synchrotron radiation and desktop microcomputed tomography imaging. These imaging
modalities can provide a large field of view of the vascular network but at the same time
low resolution. On the contrary, high resolutions are associated with a smaller field [9,30].
Micro-computerized tomography (micro-CT) is a powerful tool for visualizing large vessels
but, as aforementioned, it is not capable of imaging properly the microvasculature due
to the lack of resolution [31]. For this reason, its use for the microvasculature needs to be
modified using additional techniques. With the aim of improving micro-CT performances,
Hlushchuk et al. [32] for instance presented an innovative high-resolution micro-CT imag-
ing of animal brain vasculature. Ghanavati et al. [33] proposed a surgical protocol for
improving the surgical perfusion of cerebral blood vessels throughout the murine brain
and thus obtaining more consistent cerebrovascular images by X-ray micro-CT.

An additional issue is that the cerebral tissue is opaque so that conventional light
microscopy is inefficient due to the light scattering provoked by lipids [34,35]. To solve this
problem and allow microscopic light to penetrate the brain tissue, several optical techniques
have recently been developed. All of them are based on clearing the tissue using chemical
procedures. Dodt and coworkers [36] used a mixture of benzyl alcohol and benzyl benzoate
to match the refractive index of fixed tissue. However, this protocol only permitted a partial
tissue clarification as the clearing solutions led to the rapid loss of fluorescent signals. In a
later study, using a so-called 3D Imaging of Solvent Cleared Organs approach (3DISCO),
they found that a fast optical clearing can be obtained [37]. Further studies [38,39], using
different chemical approaches also achieved rapid tissue clearing encountering similar
instability issues.

Tissue-clearing techniques emerged in the last decade to allow high-resolution 3D
imaging of biological tissues. Numerous tissue clearing methods are currently avail-
able such as DISCO (iDISCO, uDISCO and 3DISCO) [37,40,41], CLARITY [34,42–47],
and seeDB [39], among others. Most of these protocols reduce the light scattering pro-
voked by the presence of the lipid and homogenize the RI, obtaining more transparent
tissues [48]. Susaki and coworkers [35] developed a whole-brain clearing and imaging
method called CUBIC (Clear, Unobstructed Brain Imaging Cocktails and Computational
analysis). CUBIC is a comprehensive experimental method involving the immersion of
brain samples in chemical cocktails containing aminoalcohols, which enables rapid whole-
brain imaging with single-photon excitation microscopy. In parallel, they also improved
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their methodology developing the so-called Advanced CUBIC clearing method. This im-
provement was based on hydration and extended the clearing process to several organs
of a mouse, allowing high-resolution 3D imaging [49,50]. Advanced CUBIC was time
consuming, had a limited efficiency for clearing organs with high pigment content and
adopted the same time for different samples. For these reasons, Res et al. [48] introduced a
new ultrasound processing to reduce the clearing time and proposed a new decolorization
cocktail to remove pigments. With this optimization method, also called CUBIC-Plus, they
enable a considerable shortening of the time acquisition of high-resolution 3D images of
the lung. Pinheiro et al. [51] developed an improved clearing protocol, called CUBIC-f,
for optimizing fragile samples. Hasegawa et al. [52] introduced CUBIC-kidney for kidney
research applications. Based on the CUBIC methodology, Murakami et al. [53] proposed
a fluorescent-protein-compatible clearing and homogeneous expansion protocol based
on an aqueous chemical solution (CUBIC-X). The expansion of the brain sample allowed
the construction of a point-based mouse brain atlas that allows the analysis of numerous
samples providing a platform for different organs in the biomedical research, the so-called
CUBIC-Atlas [54].

Notwithstanding that imaging techniques are continuously progressing, there are no
specific techniques that alone are capable of providing the entire cerebral blood vessels
for further reconstruction of comprehensive 3D models [9]. In general, the data obtained
after the medical imaging techniques require considerable additional work before these
can be treated by computer-aided design programs and computational software. An im-
portant pre-processing is for instance necessary for closing all the gaps of the acquired
data, simplifying and smoothing the segments of the network that represent the ves-
sels, avoiding noise and generating surfaces that form the limits of the computational
domain [3,5,8,9,11,12]. For this reason, in the literature, idealized synthetic computational
models based on mathematical algorithms are considered a valuable way to study the
cerebral microvasculature. They avoid some of the limitations affecting images-based
methods due to the considered microscale [9]. It is about the binary branching trees or
networks that mimic the vascular bed morphology. However, the cerebral microvasculature
presents for instance loops and anastomoses that cannot be taken into account using simple
fractal networks [9]. Hence, simplified binary fractal trees [55–57] have been progressively
more and more replaced by complex networks. These models are useful tools for different
purposes. In the literature, computer methods have been often based on brain animal
images due to the impossibility of invasive experimentation in humans [4,6]. Some studies
have been used for interpreting optical measurements acquired in rodents [58,59]. Others
were oriented to the analysis of intracellular transport phenomena on length scales not
accessible to imaging methods [60,61]. Sherwin et al. [62] introduced a 1D model of a
vascular network in space-time variables. Boas et al. [63] presented a symmetric binary
vascular network composed by 190 segments to investigate the steady-state or transient re-
sponse to specific diameter variations of the arteriolar region. Reichold et al. [28] proposed
a computational methodology based on anatomical data obtained by synchrotron radiation
X-Ray Tomography for simulating rat cerebral blood flow. They presented qualitative re-
sults of a fully three-dimensional intra-cortical vasculature structure modeled as a vascular
graph. Lorthois and coworkers [3–6,64,65] have provided a large quantitative data focused
on the microcirculation of the human cerebral cortex. Recently, they have introduced
an analytical model capable of describing the coupling between arteriolar and venular
trees, which were modeled using a vascular network approach and the capillary tree,
modeled as a continuum porous medium. The research group of Linninger, Hartung and
coworkers [2,9,13,14,16,24,66–68] has extensively worked in the microvascular architecture
hemodynamics obtaining detailed information on the cerebral microcirculation inside the
cerebral cortex by means of vascular networks and numerical algorithms. They analyzed
the tissue metabolism coupled to micro-hemodynamics [66], and latterly, they introduced
an alternative method to the binary tree for obtaining a more realistic microcirculatory
network. This model was generated using Voronoi tessellation first and was later improved
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by introducing novel closed networks. It finally includes an arterial and a venous tree
with capillary connection synthesized with a single algorithm that allows reducing the
computational costs [9].

To the best of our knowledge, there are no studies in the literature that combine
tissue clearing, advanced microscopy with images treatment, geometrical reconstruction
and numerical simulations. In this study, we aimed to introduce a novel protocol that
combines all these techniques for obtaining detailed information about cerebrovascular
cortical microcirculation. Concretely, we propose the combination of tissue clearing and
advanced microscopy techniques with image treatment, geometrical reconstruction and
numerical simulations. With the proposed protocol, we provided a 1D image-based compu-
tational model of the cerebral murine microvasculature that allows solving instantaneously
the associated hemodynamics. Blood flow features and a quantitative evaluation of the
microvascular morphology at the brain cortical territory can be predicted. In particular,
different regions and depths of the BBB were considered and investigated with the aim of
helping understand its microvascular functionalities and characteristics.

2. Materials and Methods

As described in the previous section, the cerebral tissue is opaque due to the presence
of lipids, so conventional light microscopy is inefficient [34,35]. Hence, the lipids need
firstly to be removed from this tissue for allowing the light passage without scattering or
absorption, matching the refraction index (RI) between the tissue and medium. The tissue
clarification is a chemical process of delipidation, decoloring and RI matching.
In this work, the mouse brain samples were treated as follows:

1. Fixation: Samples were fixed using paraformaldehyde (PFA) after transcardiacally
mice perfusion and dissection before post-fixation with PFA.

2. Sectioning: Here, 500 μm thick brain slices were sectioned using a vibratome.
3. Clearing: Sections were cleared using the CUBIC protocol.
4. Staining: Delipidated sections were stained with FITC-Lectin and an arteriole-specific

dye Alexa Fluor 633 hydrazide.
5. Imaging: Here, 500 μm slices were analyzed using an advanced two-photon mi-

croscopy.

Figure 1 shows the step-by-step the process followed. In the next subsections, each
step is described.

Transcardiac 
perfusion 4% PFA 

Postfixation 
4% PFA 

Sectioning 
 

Clarification 
(delipidation) 

Staining 
 

Clarification 
(RI matching) 

Endothelium:Lectin 
Arterioles: AF 633 
E d th li L ti

Figure 1. From mouse transcardiac perfusion to staining and cleared tissue.
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2.1. Fixation, Sectioning and Tissue Optical Clearing

Specifically, all animal procedures of this study followed European and Spanish
legal regulations and were performed under an ethical protocol approved by the Univer-
sity of Navarra Committee for Ethical Use of Laboratory Animal (076-19). Concretely,
C57B6 mice were euthanized and transcardiacally perfused with PBS (pH = 7.4) and
10 mL of 4% paraformaldehyde in PBS. Mice’s brains were dissected, post-fixed overnight
in 4% PFA and washed with PBS. Then, 500 μm thick brain slices were sectioned us-
ing a vibratome (VT1000S, Leica, Leica Biosystems Technologies, Danaher Corporation,
Washington, DC, USA) and kept in PBS solution at 4 ◦C. Sections were cleared following
the CUBIC protocol [50]. The method consists of two phases: delipidation with ScaleCUBIC
Reagent-1 (urea 25 wt %, Quadrol 25 wt %, Triton X-100 15 wt % and dH2O) and refractive
index matching with ScaleCUBIC Reagent 2 (urea 25 wt %, sucrose 50 wt %, triethanolamine
10 wt % and dH2O). The brain slices were first incubated with ScaleCUBIC Reagent-1 for
4 days at 37 ◦C while gentle shaking, which was followed by PBS washing for 16 h at room
temperature. After that, the tissue staining was performed, and the slices were immersed
in ScaleCUBIC Reagent 2 until their visualization in the microscope.

2.2. Tissue Staining

Staining of the endothelium in the brain tissue sections was performed between the
first and second phases of the clearing process. To this end, delipidated sections immersed
in PBS were blocked with BSA 4% and incubated with a 50 μg/mL solution of FITC-
Lectin (Sigma-Aldrich, Merck KGaA, Darmstadt, Germany, USA) during 24 h at room
temperature. Finally, the sections were incubated with arteriole-specific dye Alexa Fluor 633
hydrazide solution (Thermofisher Scientific, Waltham, MA, USA) (2 μm) for 1 h. Following
the arterioles down to the capillaries in the acquired 3D volumes, we determined the areas
of connection between the arterial and venous system. This allowed establishing the inlets
and outlets of the computational model and hence obtaining later the correct flow direction
in the simulations.

2.3. Two-Photon Excitation Microscopy

Image stacks (1 mm × 1 mm × 0.5 mm in size) were collected using a Zeiss LSM
880 (Carl Zeiss, Jena, Germany) equipped with a two-photon femtosecond pulsed laser
(MaiTai DeepSee, Spectra-Physics, Milpitas, CA, USA), tuned to a central wavelength of
800 nm, using a 25×/1.8 objective (LD LCI Plan-Apochromat 25×/0.8, Carl Zeiss). Tiles of
z-stack scan from 500 μm sections were acquired in the non-descanned mode after spectral
separation and emission re-filtering using 500–550 nm and 645–685 nm BP filters for Lectin
and Alexa 633 signals, respectively. In Figure 2, a lectin-stained vessels region is shown
with a close-up view to a cubic sample.

(a) (b) (c) 

500 μm 

Figure 2. Tissue staining: The tissue was divided in cubic samples of 500 μm: (a) endothelial labeling
with lectin; (b) cubic samples; (c) close-up view of the single cubic sample box in red in (b).

From the cubic samples represented in Figure 2b (a single region is highlighted in red),
five cortical regions were selected and further used for images acquisition, geometrical
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reconstruction and computational simulation, as it will be shown in the next sections. The
reason why these specific regions were chosen is related to the aim of the study. The cortical
regions are areas of the brain located in the cerebral cortex where the BBB is localized and
thus are the target of our study because the associated microvasculature is the main filter
to pharmacologic drugs. Hence, these cortical regions are of particular interest versus other
brain internal areas where there is hardly any capillary network (for example, white matter
situated in subcortical regions).

2.4. Image Analysis

The following procedure was applied to each vessel region obtained from the previ-
ous steps. All the image treatment was performed in MaTLaB (The MathWorks, Natick,
MA, USA), using an appropriate in-house code.

Each volume was first filtered with a 3D Gaussian filter (size: 3× 3× 3 voxels, standard
deviation: σ = 0.5). Even this could lead to a possible loss of information, and the images
of the present study are mainly dominated by Poisson noise; thus, we cannot neglect the
presence of Gaussian noise that needs to be filtered. Then, a non-local means filter was
applied to each slice [69] in the volume to reduce the Poisson noise [70] resulting from the
acquisition procedure in the microscope. The vessel-like patterns were enhanced by using
morphological filters with linear structuring elements, Li, as it was performed in [71], as
an adaptation of the top-hat method. In a first stage, an opening is carried out using the
previously filtered volume, named as S f , with structuring elements of varying orientation,
Li. In this way, each Li was composed by a length of 51 voxels and a width of 1 voxel. Eight
different orientations were defined in the xy-plane, i.e., horizontal plane (angular variation
was π/8, i.e., 22.5◦) to which eight additional angular variations were added in the z-axis
direction, resulting in 64 possible structuring elements, i.e., Li with i = 1, . . . , 64.

For each one of the Li, a volume was obtained as result of an opening operation. A
new volume, named S0, was constructed assigning to each voxel the maximum value voxel
from the 64 opened volumes previously calculated, as shown in Equation (1):

S0 = maxi=1,...,64

{
γLi

(
S f

)}
(1)

where γ is the opening operator. This step was finished by means of a geodesic reconstruc-
tion using S f as a mask, obtaining the opened volume Sop, as shown in Equation (2):

Sop = Γrec
S f
(S0) (2)

where Γ is the geodesic reconstruction (opening) operator. The next step was to open S f
with the different Li and subtract to Sop. Then, we added every volume calculated.

Ssum =
64

∑
i=1

(
Sop − γLi

(
S f

))
(3)

Once the vascular structure was enhanced, the binarizing of the volume was performed
by using an adaptive threshold [72] of size 71 and a Gaussian statistic (Figure 3a,b). Finally,
the biggest connected region was selected and cleaned with a morphological closing
(3 × 3 × 3) and a 3D hole-filling approach [73] (Figure 3c).

Vessel Measurements

Once the volumes were binarized (Figure 3), the main geometrical features were
extracted from each region. As first step, the vessel structures were skeletonized using the
corresponding morphological operator by obtaining the medial axis [74,75]. In this manner,
we could easily define the voxels corresponding to the vessels. Those voxels with only
one neighborhood were considered as endpoints, while those others with two neighbors
were treated as vessel points. Lastly, those voxels with more than two neighbors were
labeled as branchpoints (usually three neighbors, but can be more). The parametrization
of our vasculature structure permits breaking our vessel set into individual segments by
eliminating the branchpoints that can be more easily analyzed.
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(a) 

(b) (c) (d) 

Figure 3. Image treatment: (a) Original images (left) and result of filtering (right). (b) Zoomed
versions extracted from (a). Original slice (up), filtered slice (down). (c) Segmented volumen.
(d) Result after artifacts erasing.

Regarding each segment, knowing the voxel size, it was possible to calculate some
shape-related characteristics such as the longitude, the curvature or the tortuosity of the
segment. Using the vessel set volume and the medial axis voxels data, we also calculated
the radius for every skeleton voxel and then computed the mean radius for each segment.
Once all the structures were parameterized, we straightforwardly constructed 1D models
of the five vessel regions in which each voxel and segment are characterized for further
analyses. A final representative model is depicted in the Figure 3d).

2.5. One-Dimensional (1D) Modeling
2.5.1. Governing Equations

The computational models of the previously created geometries were programmed in
MaTLaB, and they were based on the hemodynamic network developed by A. R. Pries and
T. W. Secomb [76]. In the literature, it is worldwide known that in microvascular networks,
the velocities achieved by plasma and red blood cells (RBCs) are very low (60–1 mm/s) [77],
translating into a very low Reynolds number (Re < 0.001 for all the analyzed regions) and
leading to a laminar capillary flow. Hence, inertial forces have less influence than viscous
forces. This fact, in addition with a low Womersley number (Wo < 0.01) indicating that
the flow can be considered as no pulsatile, enabled a simplification of the Navier–Stokes
equation into the Stokes equations (Equation (4)). As a result, we simplified the flow in the
capillary bed as a ratio of the pressure drop in every capillary and its hydraulic resistivity:

μ∇2v +∇p = 0 (4)

The model handled in this study, after its processing, became a 3D network built from
nodes and cylindrical segments in which all the constitutive equations were solved. This
model was composed by a collection of interconnected nodes and segments of the BBB
microvascular geometry. In this vascular network, the nodes represented locations where
vessels bifurcated or ended, and the segments represented the vessels. Each node was
defined by coordinates and each segment was defined by nodes and diameters. Every
segment was then divided into several intermediate segments, making possible the use
of tortuous vessel length instead of simplifying the vessels as straight lines between two
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end points (Figure 4). Hence, the total length of the vessel was obtained as the sum of the
lengths of consecutive intermediate segments (Equation (5), Figure 4).

Figure 4. Schematic representation of the segments subdivisions.

Ltotal
ij =

k

∑
i

Lij,k (5)

where Lij was the total segment length divided by k intermediate segments. Initially, the
mass flow entering a node was the same as the outflow of this node, fulfilling the continuity
equation in every geometry node (Equation (6)).

∇ · v = 0 ⇒ ṁin = ∑ ṁout (6)

On the other hand, the blood flow (Q) in every capillary segment was calculated as
shown in Equation (7):

Qij =
Δpij

Rij
(7)

where Δp represented the pressure drop between the defining nodes of the segment ij
and R represented the flow resistance of segment ij, given a cylindrical shape, which was
calculated using the Hagen–Poiseuille Law (Equation (8)):

Rij =
128μijLij

πD4
ij

(8)

The flow resistance of a segment Rij depends on the diameter of the segment Dij and
on its length Lij. In this study, the tortuous length of each vessel was taken into account
instead considering only straight segments adding the tortuosity evaluated during the
images’ treatment. The flow resistance depends on the blood viscosity of the segment μij,
which varies considerably between segments due to the Fahraeus–Lindqvist effect. As
known, the latter is caused by the biphasic nature of the blood and the small dimensions of
the capillaries [78]. The effective viscosity μe f f was calculated using the in vivo empirical
description made by A. R. Pries [78]. This set of empirical equations takes into account the
effects of the biphasic nature of the blood in the capillary bed and calculates its effective
viscosity given a vessel diameter D, velocity and hematocrit HD as follows:

μij = μrel
ij · μplasma (9)

μrel
ij =

[
1 + (μ0.45 − 1) · (1 − HD)

C − 1
(1 − 0.45)C − 1

(
D

D − 1.1

)2
]
·
(

D
D − 1.1

)2
(10)

μ0.45 = 6 · e−0.085D + 3.2 − 2.44 · e−0.06D0.045
(11)

C = 0.8 + e−0.075D ·
(
−1 +

1
1 + 10−11 · D12

)
+

1
1 + 10−11 · D12 (12)

The hematocrit distribution in the bifurcations of the geometry was calculated using
the phase separation law established by A. R. Pries and T. W. Secomb [76]. This law contains
a set of empirical equations that define the hematocrit distribution in a bifurcation knowing
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the hematocrit in the mother branch and the flow and diameters of the daughter branches
(Equations (13)–(15)):

FQE = 0, i f FQB ≤ X0 (13)

logitFQE = A + Blogit
[

FQB − X0

1 − 2X0

]
, i f X0 ≤ FQB ≤ 1 − X0 (14)

FQE = 1, i f 1 − X0 ≤ FQB (15)

where FQB was the fractional blood flow in the daughter branch (ratio of the blood flow
of the daughter branch and the mother branch) and FQE was the fractional erythrocyte
flow in the daughter branch (ratio of the erythrocyte flow of the daughter branch and the
mother branch). The relationship between erythrocyte flow, blood flow and the segment
hematocrit was obtained using the following equation:

QE = QB · HD (16)

The parameters A, B and X0 were obtained as follows:

A = −13.29 ·

⎛
⎜⎝

D2
A

D2
B
− 1

D2
A

D2
B
+ 1

⎞
⎟⎠ · 1 − HD

DF
(17)

B = 1 +
6.98(1 − HD)

DF
(18)

X0 =
0.964(1 − HD)

DF
(19)

where DA and DB were the diameters of the daughter branches and DF and HD were the
diameter and hematocrit of the mother branch.

2.5.2. Boundary Conditions

It is widely known that one of the most challenging parts in simulating microvascular
networks is to establish the conditions in all the in/outflows that appear in the limits of the
computational domain. These conditions are necessary for the solution of the 1D equations
that describe the blood flow inside the microvasculature. In particular, flow, pressure
and hematocrit conditions must be set and, depending on their values, the calculations
predict accurate (or less accurate) physiologically meaningful results. In this work, as
experimental measurements were not possible in murine brains, some approximations were
taken, and literature data were adopted. Different authors used various solutions to this
problem [5,24,76,77]. In this work, the solution presented by Lorthois et al. [5] was chosen,
as it was simple and fast to implement and achieved valid predictions, comparing the
obtained results. The used set of boundary conditions are taken from [77,79] and are
described below:

(a) Pressures were imposed at the inlet and outlets. With that, there was no need to know
the flow direction in all in- and outflows respectively, as the flow direction in the
segments adjusted to fulfill the pressure boundary conditions.

(b) Boundary nodes (1 segment nodes) inside the geometries limits were assigned with
a zero flow condition and with zero hematocrit. These nodes show the presence of
broken vessels inside the geometry that could be produced during the segmentation.
It is important to notice that these vessels have no physiological meaning but need to
be treated.

(c) Three different sets of pressure boundary conditions were assigned depending on the
segment to which the boundary node was attached to: venule, arteriole or capillary:

1. At the arterial inflow, a pressure of 50 mmHg was given. The arterial pressure
outflow was set to 40 or 45 mmHg depending on its nearness to the inflow. With
that, the risk of a short circuit was eliminated.

103



Mathematics 2022, 10, 4593

2. At the venular outflows, a pressure of 10 mmHg was given.
3. In the capillary in/outflows, two cases were studied, following Lorthois and

coworkers [5]:

Case 1: Zero flow condition: Flow is set to zero in all the capillary outflows. In
this case, the flow goes from the arterial inlet passing through the whole
geometry until it reaches a venular outlet. As reported [5], this condition
would underestimate the flow in the geometry as it isolates it from its
virtual neighbors.

Case 2: Constant pressure condition: A constant capillary boundary pressure
was calculated so that the net capillary flow (the sum of the flow in all
the inlets and outlets) was zero; thus, everything that enters through
the arterioles exits through the venules. In other words, this pressure
was adjusted such that the total flow entering the arteriolar network
was the same as the total flow entering the venular network. In this
way, the net flux to all the boundary capillary segments was zero. As
a consequence, the net flux leaving the studied brain region through
capillaries to supply neighboring areas was exactly compensated by the
net flux arriving from neighboring areas through capillaries. As shown
in the literature, this condition forces the flux lines to be perpendicular to
the ends of the computational domain, maximizing the exchanges of fluid
with the neighboring region. For this reason, this condition overestimates
the flow in the geometry as it maximizes the flow exchange between the
region itself and its virtual neighbors. [64].

(d) The boundary hematocrits values were set 0.45 at the arterial inlets, 0.4 at the arterial
outlets, 0.2 at the venular outlets and a random value between 0.2 and 0.6 for the rest
of the capillary boundary nodes, mimicking the chaotic and haeterogenic nature of
this variable in the capillary beds [5,64].

The influence of imposing zero flow or a constant pressure at the capillary outlets
was found to be limited. Similar results were found also by [5]. Finally, we chose the
second option (constant pressure condition), as the first one (zero flow) tended to isolate
the volume of the considered capillary regions.

3. Results

This paper focuses on the image-based circulatory network of the BBB and shows the
versatility of the presented methodology for analyzing up to five cortical regions of the
murine brain vasculature. The main purpose of the framework is to introduce a consistent
methodology for elucidating the murine microvascular hemodynamics and other functions
related to the BBB. The presented synthetic anatomical networks are easy to be treated
using 1D hemodynamics. In this section, we illustrate some computational results in terms
of flow, pressure, hematocrit and endothelial shear stress. The results took a few CPU
minutes to be obtained and required around 20 GB of memory in serial execution on a HP
Z440 Intel Xeon computer.

The network geometries are represented in Figure 5 and are colored by the values
of the vessels diameter. These regions considered one inlet each but a different number
of outlets, different vessel densities, mean diameters, curvatures and tortuosities and
the number of bifurcations among other morphological differences. As visible from the
figure, the morphology of the five regions is widely different. Of course, these topologies
strongly influence the flow patterns and the associated nutrient transport in the surrounding
tissue. For these reasons, it is relevant to show the different statistics associated to the
flow simulations of the five cerebral regions. Frequency distributions of vessel diameters,
length, surface area and volume that characterize the five networks reconstructed using the
presented algorithm are shown in Figure 6. The geometries show a very good correlation
in terms of segment diameters (in (μm)) and lengths (in (μm)), surface area (in (μm2)) and
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total vascular volume (in (μm3)) distributions, as shown in Figure 6 where the cumulative
distribution function (CDF) of these variables is depicted. The presented curves match
well the shape and order of magnitude of those presented by Linninger and coworkers [9]
which were obtained using a mathematical synthesis of the cortical circulation for a whole
mouse brain. The obtained relations between the frequency of appearance and diameters,
lengths, surfaces and volumes are in agreement also with those found by other authors,
showing that the used geometries are suitable for further use in the numerical simulations
of the microvascular blood flow. This comparison ensures that our image-based modeling
presents anatomically consistent microvasculature.
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Figure 5. Morphology of the 5 cerebrovascular regions of the murine cortex considered in this
study. The heat map represents by color the distribution of the value of the diameters within the
microcirculatory synthetic network.

Additionally, the framework is capable of controlling the number of arteries and
bifurcations and all the associated geometrical features that are quantified in the image data
and included in the synthetic model. Previously published capillary networks use only
straight segments with cylindrical shape for describing the microvasculature. However,
real networks present curvature and tortuosity. Both variables were measured here directly
from the images. In particular, the tortuosity was computed using the metric SOAM
described by Bullit et al. [80]. We imposed the tortuosity measured directly from the
images for mimicking imaged networks. Its CDF is depicted in the Figure 6e). Moreover,
we provided a venous connection between arteriolar and capillary regions thanks to the
double staining. Previous studies habitually neglected curvature and tortuosity, presenting
straight vessel instead, and only a few consider venous drainage [9].

The five different geometries that have been analyzed in this work and depicted in
Figure 5 are defined by the parameters summarized in Table 1.
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Table 1. Morphological properties of the 5 considered cortical regions.

Region Nodes Boundary Nodes Segments Dimensions (μm)

#1 1250 210 1561 698 × 459 × 310
#2 751 136 932 466 × 432 × 207
#3 968 134 1265 559 × 365 × 318
#4 948 198 1164 517 × 532 × 220
#5 999 72 1292 508 × 383 × 345

(a) CDFs of the diameters (μm) (b) CDFs of the lengths (μm)

(c) CDFs of the surface area (μm2) (d) CDFs of the volume (μm3)

(e) CDFs of the tortuosity

Figure 6. Statistical analysis of the considered regions: cumulative distribution functions of diameters (a),
lengths (b), surface areas (c), volumes (d) and tortuosity (e).
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The blood flow distributions of the five regions is depicted in Figure 7 in logarithmic
scale for enhancing differences within the vessel segments. As the regions are of different
size and present important morphological differences, the maximum and minimum of
the scale is different for each geometry. The results of the simulations showed that a peak
blood flow of 437.33 nL/min was found in Geometry #4, while the minimum blood flow
was 99.65 nL/min and belonged to Geometry #3. Summarizing, we found a mean blood
flow of 268.49 ± 168.84 nL/min. This value differed from the values by Hurtung and
coworkers [24]. However, even though they have found a maximum blood flow of around
780 nLmin, they considered wider regions and scales than the ones used in this work. Of
course, the comparison can be only performed qualitatively because it is about different
samples with variable morphologies. The important variability of the blood flows found in
the present work can be explained by the geometrical differences presented by the 5 regions.
In some of them, the feeding arteriolar branch present ’shortcuts’ to the outlets, having
a preferential flow path of little resistance and increasing the blood flow. This happens,
for example, in Geometries #4 and #5, indicated in Figure 7. Furthermore, there are slight
differences in the feeding arteriolar trunk diameters, varying from 17.24 μm in Geometry
#1 to 22.62 μm in Geometry #5, for instance. This causes less flow resistance for the same
pressure loss between inflow and outflow, leading again to an increase of the blood flow.

(a) #1 (b) #2 (c) #3

(d) #4 (e) #5

Figure 7. Computed blood flow (in [nL/min]) within the 5 cerebrovascular regions of the murine
cortex. The heat map (in logarithmic scale) represents by colors the average blood flow distribution
within the microcirculatory synthetic network.

Figure 8 shows the hematocrit distribution within the five regions. Initially, a max-
imum hematocrit of 80% has been set for any segment. The obtained distributions, as
visible in the figure tend to be chaotic in all the regions. This happens because of the
used geometries, as this distribution mostly depends on the asymmetry of the bifurcations
inside the models due to the nature of the blood. As can be found in the literature, the
hematocrit distribution differs from realistic to synthetic, symmetric, binary tree geometries.
In these geometries, the hematocrit distribution is in fact mostly homogeneous [24]. The
variations seen in Figure 8 are the result of the morphology of the five considered regions.
The position of the venous drainage in the geometries can affect hugely the hematocrit
distribution, as this is the location where the flow exits and where convergent bifurcations
appear. Additionally, there are also some locations in the geometries where divergent
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bifurcations appear, leading to a decrease of the hematocrit in the segments until it reduces
even to 0%, as seen for instance in Geometry #1. On the other hand, in all geometries, some
vessels with slightly high hematocrit values can be seen. These increases of hematocrit
depends both on the segment diameter and on the feeding segment hematocrit, being
usually convergent bifurcations.

(a) #1 (b) #2 (c) #3

(d) #4 (e) #5

Figure 8. Computed hematocrit (in [%]) within the 5 cerebrovascular regions of the murine cortex.
The heat map represents by colors the hematocrit percentage per segment within the microcirculatory
synthetic network.

4. Discussion

The brain is the most complex organ of humans, but despite the extensive work dedi-
cated in recent decades, still little is known about its functionalities, including the anatomy
and the hemodynamics of its vasculature in comparison with all the other organs [81].
Several studies have attempted to describe the microvasculature structure and anatomical
variations in the cerebral surface region often comparing humans and rats that present
many similarities but also differences [82]. We have proposed a comprehensive framework
based on tissue clarification, advanced microscopy and image treatment aimed at the
analysis of the murine microvasculature that is feasible to be applied to humans. Through a
mathematical algorithm, specific regions or even the entire murine brain geometry can the-
oretically be created for the analysis of its hemodynamics. The reconstruction of the entire
anatomy from image data is difficult to be obtained as patient-specific data have a limited
spatial resolution [9]. For this reason, the combination of anatomical images, from the tissue
clarification to the obtention of 3D geometries, and mathematical modeling using advanced
algorithms that allow the analysis of a consistent circulatory network is an efficient strategy,
and it is the standard methodology in the literature. The advantage of the synthetic network
is that it can be used for different purposes, for example for the simulation of blood flow
and nutrients transport phenomena that can mimic the 3D vasculature. These simulations
can cover regions of the in vivo data sets where imaging data are not consistent, as we
have discussed in the Section 2.5.1 or regions not reconstructed [9]. Alternatively, the
use of mathematical networks could also be capable of complementing real anatomical
data serving as boundary conditions for 3D realistic anatomical microcirculatory models.
The 1D modeling can be attached to 3D models replacing the limits of the computational
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vascular domains and can be used for applying the boundary conditions as elucidated by
Linninger and coworkers [9]. Fractal networks have been often used in this sense for large
and small arteries as well as for the cerebral vasculature [83–85].

In the past decade, synthetic vascular models have offered more and more an alter-
native to purely image-based approaches [65,81,86,87]. Unfortunately, binary trees can
only approximate the real microvasculature because they only bifurcate in one direction
and cannot take into account loops. For this reason, more recently, other authors start
creating more complex vascular structures that could include anastomoses improving
previous findings [9]. Our work demonstrated that the presented methodology offers such
morphological structures as the obtained synthetic models faithfully represent the imaged
cortical regions.

At the same time, researchers have progressively proposed improved mathematical
algorithms providing increased models complexity yet providing accurate brain data-
based networks. An example is the synthetic model introduced by Linninger et al., which
simulates the cortical blood supply in a section of the human cortex. They provided a
computational method for building realistic microcirculatory beds using Voronoi tessel-
lation [66]. Due to the high computational costs, they later further extended this model
using a single algorithm including arterial and venous trees with capillary connection [9].
Another example is the algorithm developed by Su et al. for creating a set of networks based
on experimental statistics to bypass the complexities to reconstruct a cerebral microvascular
network from real brain tissue data [81].

The principles of the modeling proposed in the present work are similar to those intro-
duced by other studies in the literature [63]. The cerebral vasculature is represented by a
network of bifurcating cylinders that provide a resistance to flow according to the Stokes equa-
tions. The proposed mathematical model was further used for studying the hemodynamic in
the brain for showing the application of the developed methodology. Some computational
results regarding the blood flow, the hematocrit and the endothelial shear stress distribu-
tion have been presented (see Figures 7–9) and demonstrate the feasibility, the utility and
versatility of the presented framework. With the proposed framework, it is also possible to
have a consistent quantification of the vascular morphology, providing data of the number
of bifurcations, tortuosity, surface, vessel length and diameter, volume and volume density
that can be used for characterizing the vascular structure and its functionality (see Figure 6).
It is widely known that the neuronal tissue varies with the depth of the cerebral cortex so
that the presented results may be used to help elucidate the relationship of the flow, pressure
and shear stress characteristics with the depth in 1D realistic vascular networks as studied by
other authors but still not yet fully understood [77]. The computational results support the
hypothesis already diffused in the literature that the flow field and the hematocrit distribution
are highly heterogenous in the microvasculature, suggesting that the oxygen and nutrients
brain regulations depend on the cortical layer [25,77].

The presented simulations are based on a real anatomical data so that reconstructed
geometries are controllable. However, the results leads to 1D flow and average values of
velocity, WSS and other variables that approximate the real cerebrovascular hemodynamics.
Of course, synthetic models are based on simplified geometries and simplified hemody-
namic constraints as a boundary condition so that the resulting hemodynamic features are
simplified as well [9]. For this reason, the results obtained in this study were compared
with published results for demonstrating the consistency and robustness of the presented
tool. Unfortunately, currently, an in vitro or an experimental validation is not feasible.
Nevertheless, as stated in the literature [9], simplified hemodynamic models used in combi-
nation with synthetic vascular networks do not preclude rigorous blood flow simulations.
In this sense, the advantage of the presented model is that one can control all geometrical
parameters and preview the results in real time. Additionally, as explained before, the
presented framework is feasible to be more and more complicated adding or improving
model details and additional specific conditions. In conclusion, although it includes some
simplifications, the presented mathematical model which incorporates anatomic-based
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morphometric properties can potentially be used for addressing open questions regarding
healthy and diseased cortical blood flow in the cerebral microvasculature.

(a) #1 (b) #2 (c) #3

(d) #4 (e) #5

Figure 9. Computed endothelial shear stress of the 5 cerebrovascular regions of the murine cortex.
The heat map represents by colors the average value of the shear stress per segment within the
microcirculatory synthetic network.

5. Conclusions

We presented a comprehensive numerical tool for the generation and analysis of image-
based artificial vascular networks. This novel methodology is based on tissue clearing,
two-photons microscopy, image acquisition and treatment and 1D computational modeling.
We have analyzed five cortical regions showing that the framework is capable of correctly
synthesizing the cortex microvasculature from a morphological and hemodynamical point
of view. Furthermore, the tissue clearing-based methodology is flexible and it can be
applied to human brains that have bigger sizes. In contrast with previous studies, the
methodology includes a physiological connection to the venous drainage and some mor-
phological features such as curvature and tortuosity. The obtained results are in line with
the literature so that the presented mathematical model allows studying the healthy cere-
bral microvasculature for computing the hemodynamics of the BBB. Lastly, the presented
methodology is feasible to be applied as well to pathological cerebral microvasculature
helping understanding the role of the hemodynamics in neurodegenerative diseases.
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Abstract: Analysis of the properties of the aorta was carried out by numerous researchers using
several parameters. However, the general laws of change in the dynamic geometry of the aortic
flow channel in connection with the hydrodynamics of the swirling blood flow have not been
studied properly. Therefore, at present, attempts to correct various diseases are carried out based
on the location of the aneurysm, and not in accordance with the general patterns of changes in
the dynamic geometry of the entire aortic channel. For a proper understanding of the aortic flow
channel remodeling mechanisms, it is necessary to determine the quantitative parameters that
formalize the geometry of this channel. The geometric shape of the aorta primarily depends on the
hydrodynamics of the flow inside the aortic flow channel, which is the only source of force impact on
its walls. The main result of the present study was that we obtained the new quantitative parameters
that characterize the normal aorta and the degree of its shape deviations caused by pathological
changes of the aortic duct. These parameters were calculated based on the software processing of the
three-dimensional aortic reconstruction in normal conditions and in the case of differently localized
aortic aneurysm.

Keywords: potential swirling flow; navier-stokes equations; unsteady swirling flow; tornado-like jets

MSC: 76Z05

1. Introduction

Any perturbations in the blood stream, which is a biologically active fluid flowing
in a channel with biologically active walls, inevitably lead to the activation of the body’s
defense systems and/or damage to the walls of the flow channel. Therefore, the main
hypothesis is that the blood flow in the central parts of the circulatory system (heart and
great vessels) is carried out without the formation of separation and stagnant zones, that is,
it is a potential flow. In such a flow, by definition, any types of interaction are minimized
both in the flow core and on the walls of the flow channel.

The cellular composition of the walls [1,2], their biomechanical properties [1], the
distribution of velocities and shear stresses [3,4], and metabolism [5,6] were studied. Many
model studies of the aorta have been carried out [7]. However, by present days there
are no proper quantitative criterions that allow one to formalize the degree of aortic duct
pathological remodeling. In the present study these parameters have been obtained by
considering analytical solutions for the velocity vector of swirling blood flow in the heart
and great vessels.

2. Materials and Methods

In previously published works [8–10], it has been shown that the dynamic geometry
of the heart and great vessels corresponds with a high degree of accuracy to the direction
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of streamlines of swirling flows described by exact solutions of the Navier-Stokes and
continuity equations for a class of self-organizing tornado-like flows of a viscous fluid.
These solutions were obtained in 1986 by G.I. Kiknadze and Yu.K. Krasnov [11] and are
generally expressed by relation (1).

⎧⎪⎨
⎪⎩

ur = C0(t)r +
C1
r

uz = −2C0(t)z + C2(t)
uϕ(r, t) = 1

r ∗
(

A1 + A2Γ
(

1 + C1
2υ , α(0) ∗ r2

))
,

(1)

Here C0(t) and C2(t) are time-dependent functions, A1, A2, and C1 are constants, and
α(t) is a function that has the following form:

α(t) =
e−2

∫ t
0 C0(τ1)dτ1

B1 − A
∫ t

0 e−2
∫ τ

0 C0(τ2)dτ2 dτ1

Here B1—is the arbitrary constant.
In the steady state, the swirling flow under consideration can be described by the

relations for the Burgers vortex [12]:

⎧⎪⎪⎨
⎪⎪⎩

ur = −C0 ∗ r
uz = 2C0 ∗ z

uϕ = Γ0
2πr ∗

(
1 − e−

C2
0∗r
2ν

) (2.1)

However, it is known that the blood flow is roughly unsteady and occurs in a pulsating
regime. Previously, it has been shown [13,14] that the geometry of the flow channel during
the entire cardiac cycle corresponds to the direction of the streamlines described by these
solutions. Therefore, we used these solutions as quasi-stationary, if only C0(t) and Γ0(t)
depend on time. In this case, relation (2.1) may be transformed as follows:

⎧⎪⎪⎨
⎪⎪⎩

ur = −C0(t) ∗ r
uz = 2C0(t) ∗ z

uϕ = Γ0(t)
2πr ∗

(
1 − e−

C2
0 (t)∗r

2ν

) (2.2)

Here, only the azimuthal velocity component depends on the viscosity; therefore, the
modulus of this component decreases with the evolution of the flow.

The geometry of the flow channel must correspond to the direction of the streamlines
of the swirling flow inside. Expression (2.2) includes two functions of time—C0(t) and
Γ0(t). To use these solutions as quasi-stationary in a non-stationary pulsating flow, the
cardiac cycle was considered as a sequence of discrete states, in each of which the flow is
described by relations (2.1). In this case, the instantaneous values of C0(t) and Γ0(t) are
described by the measured geometric characteristics of the flow channel.

The instantaneous position of the streamlines of the considered flow in the longitudinal-
radial projection is described by the following relation:

zr2 = β(t) (3)

β(t)—a time-dependent function, the instantaneous value of which is determined by
the choice of values C0 and Γ0 at a given time.
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Streamlines in a fixed position of the flow channel of the heart and aorta in the axial-
radial projection are described by the following expression:

ϕ =
Γ0

2πC0
∗

⎛
⎜⎜⎝1

r
+

√
πC0

2υ
∗

√
C0
2υ r∫

0

e−t2
dt − 1

r
∗ e−

C0r2

2υ

⎞
⎟⎟⎠+ ϕ0 (4)

As has been shown already, the aorta retains the shape of a converging canal through-
out the entire cardiac cycle [13]. According to our assumptions, the pulse oscillations of
the aortic wall are much less than the geometric transformations that occur in the process
of remodeling. Therefore, the aortic flow channel was normally considered as a tube with
almost constant geometric characteristics. As a result, fluctuations in the values of the
characteristics C0 and Γ0 were considered negligible.

Since the streamlines are an evolution of the hyperbolic helix (4), continuous flow
along such streamlines is possible only in a channel that has the form of a lower order
hyperbolic right-handed helix (with fewer turns per aortic length). To approximate the
shape of the aortic flow channel, a flat hyperbolic spiral of the following form was used:

r =
(

a
ϕ

)power
+ bias

Here (r, φ) are the radial and longitudinal coordinates, and (a, power, bias) are the
parameters by which the approximation is carried out.

As a result, the obtained quantitative characteristics of the shape of the aorta are
composed of two components, which are the values taken by the constants C0 and Γ0 and
the parameters describing the helical properties of the aortic flow channel.

Let us consider 2 sections of the aortic flow channel outlying at a distance z1 and z2
respectively from the plane of the aortic valve. The corresponding aortic radiuses on these
sections are r1 and r2. For z1 < z2 it follows that r1 > r2 due to the convergence of the flow
channel. Since the specific spatial location of the point of origin of the cylindrical coordinate
system in which the parameters of the aortic flow channel were calculated is unclear, a
fictitious point of origin was introduced into consideration, which is located at a distance
z0 from the plane of the aortic valve inside the cavity of the left ventricle. This point can
change its position during the entire cardiac cycle, however, within the framework of this
work, it was assumed to be immobile. It can be considered as the point of origin of the
swirling blood flow. Then relation (3) for the sections under consideration can be written
as follows:

(z0 + z1) ∗ r2
1 = (z0 + z2) ∗ r2

2 ⇔ z0 =
z2r2

2 − z1r2
1

r2
1 − r2

2
(5)

From (2.2) it can be derived that the contribution of the azimuthal component in the
total swirling flow velocity vector decreases with the distance from the origin point. Thus, if
a certain section of the aortic flow channel S1 is closer to the point of origin than the section
S2, the corresponding value of the modulus of the azimuth component can be expressed as
follows: uφ,1 > uφ,2. Accordingly, the minimum value of

∣∣uφ

∣∣ occurs near the end of the
aorta. For simplicity it can be stated as

∣∣uφ

∣∣ = 0. Then the total velocity vector through the
section S2 at the end of the aorta will be written as follows:

u2 =
√

u2
z + u2

r = C0

√
4(z0 + z2)

2 + r2
2 ⇔ C0 =

u2√
4(z0 + z2)

2 + r2
2

(6)
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Considering the section S1, the derived expression for the linear velocity of the swirling
flow through this section can be written as follows:

u1 =
√

u2
z + u2

r + u2
ϕ ⇔ u2

ϕ = u2
1 − u2

z − u2
r ⇔

(
Γ0

2πr ∗
(

1 − e−
C2

0∗r1
2ν

))2

= u2
1 − 4C2

0(z0 + z1)
2 − C2

0r2
1

Expanding the brackets and simplifying the expression above, we get:

Γ0 =

√
4πr2

1u2
1 − 4πr2

1C2
0

(
4(z0 + z1)

2 + r2
1

)
(

1 − e−
C2

0∗r1
2ν

) (7)

For the correct reconstruction of a parametric spatial curve approximating the shape
of the aortic flow channel, it is necessary to reconstruct the central line of the aorta first.

The central line is a spatial curve drawn between two planes cutting through an
extended cavity in such a way that the distance from this line to the boundaries of the
cavity is the maximum.

To construct the central line, 2 planes were used that cut the aortic flow channel
perpendicular to the direction of the swirling blood flow. For all studied aortas, one of
these planes is the plane that includes the aortic valve. The algorithm for choosing another
plane depends on the type of aorta. For a relatively healthy aorta, the second plane should
coincide with the section of the aorta in a bifurcation zone; for an aorta with a pathological
disorder of the vascular bed, the plane was chosen approximately at the level of 2/3 of
the aorta length, counting from the aortic valve. This is due to a large distortion of the
geometry of the aortic flow channel in the abdominal region, which is associated with
serious errors in the reconstruction of the required central line. Then, points were fixed on
the selected planes in the central region of the cutting planes (one for each plane). These
points (labeled as p1 and p2) were used to construct the required center line.

To determine the central line, it is necessary to determine the trajectory C = C(s)
connecting the selected points p1 and p2. This trajectory should ensure the minimization of
the value of the following functional:

Icenterline(C) =
∫ C−1(p2)

C−1(p1)
F(C(s))ds (8)

In the written expression, F(x) is a certain scalar field, the value of which at points
lying closer to the center of the cavity is less than at points far from the center. The simplest
example is a function whose value at a point is inversely proportional to the distance from
this point to the boundary of the cavity. Such a function can be represented by the following
relation:

DT(x) = min
y∈dΩ

(|x, y|) (9)

In this relation, |(x, y)| is the Euclidean distance from the point x to the point y, dΩ
is the boundary of the cavity Ω, corresponding to the radius of the channel at this point.
Choosing the scalar field F(x) = DT−1(x) defined by expression (8), the central lines
will need to be located on the medial axis of the given cavity Ω. The medial axis of the
cavity is defined as the set of ball centers inscribed in a given cavity, where the size of the
inscribed ball will be the maximum only if it in turn is not inscribed in another such ball.
The construction of such a medial axis and the central line associated with it is carried
out using the Voronoi diagram [15]. In the three-dimensional case, the Voronoi diagram is
a surface composed of convex polygons whose vertices are the centers of the maximum
inscribed balls.
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The construction of the Voronoi diagram was performed by Delaunay triangula-
tion [16], which was accompanied by the removal of polygons that partially fell out of the
given cavity. This method allowed us to reformulate the problem described by expression
(6) in the form of an eikonal equation, a non-linear partial differential equation:

|∇T(x) = F(x)| (10)

The boundary condition for the written equation is T(p1) = 0. Such an equation
can be solved using the fast sweep method. As soon as the solution of equation (8) was
obtained for the entire Voronoi diagram, the backpropagation method was used to construct
a trajectory from point p1 to point p2 in the direction of the maximum decrease in the value
of the scalar field (i.e., in the direction of the medial axis of the cavity).

Central lines have been constructed using The Vascular Modelling Toolkit (vmtk).
All required data engineering and math computations has been done using standard

python packages—pandas, numpy, scipy, scikit-learn and vmtk.

3. Results

3.1. Computation of C0 and Γ0

Eighteen aortic conditions were studied in 14 patients, of which 4 had normal aortas, 6
had lesions located in the proximal regions, and 4 had lesions localized in the distal regions.
Three-dimensional reconstructions of the aortas were obtained using MSCT.

Each reconstruction is a surface in STL format. The surfaces presented in this format
are a set of conjugated triangles with indication of the normal to them. The following
algorithm was used to calculate the C0 and Γ0 values for these reconstructions:

1. The initial matrix with the coordinates of the triangles that make up the surface of
the aortic duct was presented as a matrix A with dimensions [num_rows, num_features].
Here num_rows is the total number of triangles that make up the surface, and num_features
is the number of points representing each such triangle (num_features = 9 for 3D space).

2. The computed matrix A was projected onto a plane by the PCA method (there was
a decrease in the dimension from 9 to 2). Next, the length of the 2d-projection of the aortic
flow channel was measured, and on the distance from the beginning of the aorta by 10%
and 90% of the entire length of the aorta, the aortic radius was measured. Thus, two pairs of
values (z1, r1) and (z2, r2) were obtained, which are important for C0 and Γ0 computation
according to expressions (5) and (6).

Normally, for patients without obvious aortic pathology, the streamlines can be plotted
as follows (Figure 1a,b).

Figure 1. Cont.
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Figure 1. (a) Streamlines of the swirling flow in the normal aorta in longitudinal-radial projection.
(b) Streamlines of the swirling flow in the normal aorta in the axial-radial projection.

Figure 1b shows a plot of C0 and Γ0 values depending on the location of aortic
pathology. Table 1 shows the corresponding values of the parameters C0 and Γ0.

Table 1. Values of constants C0 and Γ0 for the studied aortas, ‘loc’—localization of aortic lesion
(down—distal aneurysm, up—proximal aneurysm, norm—no pathology).

Name C0 (s−1) Γ0 (m2/s) loc

lar_s 0.301 0.046 up

hom_a 0.357 0.058 up

are_d 0.537 0.073 down

ino_d 0.407 0.070 down

mir_s 0.460 0.037 norm

lar_d 0.307 0.048 up

she_a 0.243 0.071 down

mal_a 0.135 0.076 down

zag_a 0.368 0.041 norm

mir_d 0.427 0.037 norm

are_s 0.378 0.068 down

pav_a 0.218 0.071 down

bor_a 0.545 0.089 down

gor_d 0.314 0.041 norm

poz_a 0.255 0.044 norm

bar_a 0.564 0.039 up

ino_s 0.396 0.072 down

bru_a 0.484 0.052 up

As can be seen in Figure 2, a pair of C0 and Γ0 values can serve as a quantitative
criterion for identifying aortic pathology. All three considered cases (pathology in the
descending aorta, pathology in the ascending aorta and the norm) are linearly separable.
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Figure 2. Comparison of C0 and Γ0 values for aortas from Table 1. Blue triangles indicate aortas with
pathology in the proximal sections, orange triangles—aortas with pathology in the distal sections,
and green circles—aortas without severe pathology.

In the case of a pathological disturbance of the vascular bed in the descending section,
the value of the circulation Γ0 of the swirling flow increases significantly. At the same time,
a C0 raising can be observed followed by the increase in the transverse gradients of the
blood flow velocity. Fluctuations of C0 and Γ0 values may reflect the action of compensatory
and regulatory mechanisms of the cardiovascular system. However, the actions of these
mechanisms are inevitably associated with excessive energy consumption to maintain the
flow structure and can also lead to an increased force impact on the aortic wall.

In the case of pathology in the ascending region, one can observe a slight increase in
the Γ0 value and a relatively small (compared with the pathology of the descending region)
increase in C0 value.

However, the parameters C0 and Γ0 do not unequivocally allow the establishment of
the fact of pathological remodeling of the aortic duct. In Figure 1a,b, the dots representing
aortas with distal damage lie very close to the dots corresponding to the normal aorta.

3.2. Approximation of the Aorta Flow Channel by a Parametric Spiral

Figure 3a,b show the result of plotting the central line for an aorta with no obvious
pathological disorders and an aorta with pathology, respectively.
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Figure 3. (a) Three-dimensional STL—reconstruction of the flow channel of the aorta without severe
pathology. A central line is built inside the flow channel. (b) Three-dimensional STL—reconstruction
of the flow channel of the aorta with severe pathology of the distal sections. A central line is built
inside the flow channel.

Each center line is a matrix with dimensions [num_points, 3], where num_points is
the number of points in the center line, and 3 is the number of spatial dimensions in the
Cartesian coordinate system. The resulting lines must be approximated by some spiral
curves to obtain the characteristic parameters. The search for spirals was carried out in
the class of hyperbolic spirals described by the following relation in the polar coordinate
system:

r =
(

a
ϕ

)power
+ bias (11)

In relation (11), the unknown parameters are (a, power, bias).
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The hyperbolic class of spirals was chosen since the streamlines of the swirling blood
flow in the aorta in the radial-axial projection are described by a hyperbolic spiral, and the
similarity principle indicates that the flow channel, in which the flow evolves without the
formation of separation and stagnant zones, must have similar geometry.

For each central line, an approximating spiral was constructed in accordance with the
following algorithm:

1. The original [num_points, 3] centerline was projected onto a plane using the PCA
method to obtain a [num_points, 2] matrix, where 2 is the (x, y) coordinates. The
resulting projection is labeled centerline_proj.

2. The coordinates of the resulting line centerline_proj were converted to the polar
coordinate system (r, ϕ) using the following expressions:

r =
√

x2 + y2

ϕ = atan2(y, x)

Here atan2(y, x)—2-argument arctangent used to translate Cartesian coordinates into
polar coordinates. This arctangent can be stated as follows:

atan2(y, x) =

⎧⎪⎪⎨
⎪⎪⎩

2arctan
(

y√
x2+y2+x

)
, i f x > 0 and y �= 0,

π, i f x < 0 and y = 0,
unde f ined, i f x = 0 and y = 0

Using the least squares method, the parameters (a, power, bias) from expression (11)
were selected in such a way that the polar representation of the centerline_proj line is most
accurately described by the parametric hyperbolic spiral (11).

The obtained parameters of the approximating spiral (a, power, bias), the coefficient
of determination R2, and the standard deviation (mae) of the real line centerline_proj from
the approximating spiral were entered in the resulting table.

Based on the calculated five parameters
(
a, power, bias, R2, mae

)
. 2 synthetic pa-

rameters were calculated by the PCA method (feature_1, feature_2). These parameters
store all the necessary information about the quantitative differences in the parameters(

a, power, bias, R2, mae
)

for the normal aorta and in the presence of a pathological change
in the vascular bed and allow visual interpretation of these differences.

The application of the formulated algorithm for one central line looks like this:
The plotting of the initial three-dimensional central line centerline (white line) is

performed in Figure 4.

Figure 4. STL-reconstruction of the aortic flow channel for a patient without severe pathology and
the central line inside the channel.
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The graph of the line centerline_proj was plotted, with the projection of the central
line onto the plane in Cartesian and polar coordinate systems (Figure 5).

Figure 5. On the left—the projection of the central line in the Cartesian coordinate system, on the
right—in the polar coordinate system.

Using the least squares method, the parameters of the approximating spiral were
calculated. In Figure 6, the original curve and its approximation are plotted in the polar
coordinate system.

Figure 6. Comparison of a flat projection of the central line of the aorta and its approximation by a
spiral in polar coordinates. The orange line is the projection of the central line, the blue line is the
fitting curve.
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Approximating spirals for all central lines were constructed using an identical algo-
rithm. The results obtained are shown in Table 2.

Table 2. Comparison of the geometric characteristics of the approximation of the central line of the
aorta.

Name a Power bias mae R2 loc feature_1 feature_2

are_s 2.896 7.893 −16.042 14.877 0.885 down 8.541 1.131

ino_s 4.008 5.256 −3.502 22.912 0.798 down −3.933 9.622

ino_d 3.894 5.215 1.000 23.025 0.779 down −8.834 9.775

she_a 3.125 6.702 0.993 15.979 0.894 down −8.471 2.855

are_d 2.579 9.392 1.000 14.694 0.881 down −8.522 0.384

bor_a 2.703 8.728 −131.587 14.359 0.925 down 124.059 −0.879

mal_a 3.009 7.190 1.000 13.648 0.892 down −8.493 0.580

pav_a 0.426 17.357 1.000 18.678 0.810 down −8.627 −0.195

mir_s 2.509 11.196 1.000 8.989 0.973 norm −8.566 −5.461

bar_a 2.276 12.468 3.263 7.553 0.968 norm −10.852 −7.325

zag_a 2.626 9.523 1.000 8.622 0.973 norm −8.543 −4.959

mir_d 2.470 11.583 7.610 9.403 0.971 norm −15.179 −5.227

gor_d 2.097 17.613 1.000 10.575 0.951 norm −8.654 −7.230

poz_a 2.735 9.002 0.931 14.640 0.908 up −8.447 0.539

hom_a 2.790 8.040 1.270 18.492 0.806 up −8.760 4.365

lar_s 2.441 11.655 1.034 17.337 0.908 up −8.580 1.574

lar_d 2.475 10.675 1.000 15.498 0.918 up −8.538 0.452

(a, power, bias)—parameters of the approximating hyperbolic spiral for the projection of the central line from
expression (11), mae—the value of the standard deviation of the approximating curve from the projection of
the central line, R2—coefficient of determination for a specific approximation, feature_1, feature_2—derived

parameters, obtained from
(

a, power, bias, R2, mae
)

by PCA method.

As can be seen from the table, the value of the coefficient of determination R2 for
aortas without noticeable remodeling is higher, and the value of the standard deviation of
the approximation mae is lower than for aortas with pathological disorders of the vascular
bed. For normal aortas, the coefficient of determination exceeds 0.95, which indicates
high approximation accuracy. For aortas with severe pathology of the vascular bed, the
coefficient of determination exceeds 0.77, which indicates the significance of the chosen
approximation method.

In Figure 6 was depicted approximation for normal aorta denoted as mir_s in Table 2.
Other approximations are depicted on Figures 7–22 The notations and lines color are the
same, as on Figure 6.
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Figure 7. Approximation for are_s.

Figure 8. Approximations for ino_s.
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Figure 9. Approximation for ino_d.

Figure 10. Approximations for she_a.
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Figure 11. Approximation for are_d.

Figure 12. Approximations for bor_a.
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Figure 13. Approximation for mal_a.

Figure 14. Approximations for pav_a.
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Figure 15. Approximation for bar_a.

Figure 16. Approximations for zag_a.
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Figure 17. Approximation for mir_d.

Figure 18. Approximations for gor_d.
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Figure 19. Approximation for poz_a.

Figure 20. Approximations for hom_a.

132



Mathematics 2022, 10, 4773

Figure 21. Approximation for lar_s.

Figure 22. Approximations for lar_d.

The values of the derived quantitative features feature_1 and feature_2 make it possible
to unambiguously separate aortas without a noticeable pathological disorder and aortas
with a violation of the geometry of the vascular bed (Figure 23).

The values of quantitative features (feature_1, feature_2), which were calculated by
approximating the central line of the aortic flow channel with a hyperbolic spiral, make it
possible to clearly separate the aorta without pronounced pathological remodeling and the
aorta with pathological disturbance of the vascular bed. However, the obtained parameters
do not allow one to reliably divide aortas according to the type of pathological remodeling
(lesion in the proximal or distal sections).
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As one can see, there is one obvious outlier on a plot from Figure 23. It is caused by
a severely damaged aortic duct in the distal regions. As a result, the proposed algorithm
can’t properly handle such altered geometry and issues biased values for features.

Figure 23. Comparison of quantitative characteristics of geometry for aortas. Blue triangles indicate
aortas with pathology in the proximal sections, green triangles—aortas with pathology in the distal
sections, and orange circles—aortas without severe pathology.

With a pathological violation of the geometry of the flow channel of the aorta, an area
is formed in the local section of the channel, the radius of which significantly exceeds the
radius of the same section in the norm. As follows from relations (2.1), for the volume of
the swirling flow that fills this additional “pathological” region, at constant values of C0
and Γ0 the radial and azimuthal velocity components will be higher than in the normal
case. An increase in the total linear velocity vector in the presence of severe pathological
remodeling of the aortic duct was experimentally confirmed. However, if we assume that
the parameters C0 and Γ0 for a pathological case normally coincide, the increase in the
total vector of blood flow velocity in pathology will exceed the experimentally observed
changes. Therefore, the value of Γ0 in case of a pathological violation of the geometry of
the flow channel will exceed the normal values to compensate for the increase in the radial
size of the area with the aneurysm. The value of C0 with pathology will increase slightly.
This will lead to an insignificant increase in the radial and longitudinal departure velocity,
which will cause an increase in the energy spent to maintain the evolution of the swirling
flow. However, at the same time, an increase in the value of C0 leads to a decrease in the
viscous radius of the swirling flow (the region in which the influence of viscosity is strong).
This will inevitably lead to a decrease in the energy spent on maintaining the twist. As a
result, in case of a pathological violation of the geometry of the flow channel, we will get a
small increase in the energy spent on maintaining the swirling blood flow; however, this
value lies within the limits that approximately correspond to indirect observations.

4. Discussion

The geometric configuration of the aorta undergoes significant changes in various
pathological conditions, such as hypertension, atherosclerosis, some infectious diseases, etc.
At the same time, it is difficult to determine the stage at which changes in the geometry of the
aortic flow channel are still compensatory in nature, and at which they are a manifestation of
decompensation. There is no formal approach to the analysis of the geometric configuration
of the aorta because the fields of force impact on the aortic wall, both in normal conditions
and in the development of pathology, have not been sufficiently studied. The only source of
force can be the flow of blood in the lumen of the aorta. However, there is still a discussion
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about the structure of this flow. Previously published papers have argued that the swirling
flow pattern is of fundamental importance for adequate unseparated blood flow along
the aorta. The shape of the lumen (longitudinal-radial size and distribution of elasticity
along the aorta) corresponds with high accuracy to the directions of streamlines of the
swirling flow described earlier using quasi-stationary equations (2.2). In the present study,
an analysis of the spatial geometric configuration of the aorta in normal conditions and in
lesions of predominantly proximal or distal sections was carried out. This analysis showed
that the factors of the flow structure (C0 and Γ0) and the parameters of approximation of
the projection of the aorta on the frontal plane of the human body by a hyperbolic spiral
together make it possible to separate these states according to a formal feature.

As a result, new quantitative parameters characterizing the degree of pathological
remodeling of the aortic duct and a method for their calculation were proposed. This
method is based on a complex analysis of the geometry of the aortic flow channel. This
analysis makes it possible to determine the hydrodynamic parameters of the swirling blood
flow inside the aortic flow channel, the geometric correspondence of the shape of the flow
channel to the direction of the swirling flow streamlines, and to formalize the geometry of
the flow channel itself.

The field of shear stresses arising on the channel walls in a swirling flow regime
differs significantly from the stresses arising in a fluid flow in laminar or turbulent regimes.
Therefore, to analyze the impact of the flow on the walls of blood vessels, it is necessary to
consider the twisted structure of the flow and to analyze the shape of the aorta parameters
characterizing the degree of this twist—C0 and Γ0. The shape of the aorta is also determined
by the nature of the swirling blood flow, so the channel geometry was approximated to a
hyperbolic spiral. Only in a channel whose shape corresponds to a hyperbolic spiral is it
possible to preserve the potentiality of the flow.

In this work, we used the geometric characteristics of the canal associated with the
swirling blood flow in the canal lumen (C0 and Γ0), which made it possible to divide the
aortas into 2 groups: the first group included normal aortas and aortas with pathology
localized in the distal sections, and the second group included aorta with localization of
pathology in the proximal sections. The construction of the central line and the approxi-
mation of this line to a hyperbolic spiral made it possible to further divide the aorta into 2
groups—the first included normal aorta, the second—aorta with lesions in the proximal
and distal sections. At the same time, the error of the results does not exceed the threshold
value adopted in experimental medicine (5%). The registered shifts in the values of the
given parameters may reflect the type and severity of the pathology and may be considered
predictors of critical conditions leading to the formation of aneurysms, dissections, and
ruptures of the aortic wall.

5. Conclusions

New quantitative parameters were obtained, reflecting the degree of pathological
remodeling of the aortic duct, as well a method for their calculation. These parameters can
be useful for analyzing the mechanisms of aortic remodeling, determining the limits of
compensatory changes in its geometry, and assessing the risks of decompensation leading
to the formation of an aneurysm, dissection, or rupture of the aortic wall.
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Abstract: Deterministic and stochastic models of Brownian motion in ferrofluids are of interest to
researchers, especially those related to drug delivery systems. The Brownian motion of nanoparticles
in a ferrofluid environment was theoretically analyzed in this research. The state of the art in
clinical drug delivery systems using ferromagnetic particles is briefly presented. The motion of the
nanoparticles in an external field and as a random variable is elaborated by presenting a theoretical
model. We analyzed the theoretical model and performed computer simulation by using Maple
software. We used simple low-dimensional deterministic systems that can exhibit diffusive behavior.
The ferrofluid in the gravitational field without the presence of an external magnetic field in the xy
plane was observed. Control parameter p was mapped as related to the fluid viscosity. Computer
simulation showed that nanoparticles can exhibit deterministic patterns in a chaotic model for certain
values of the control parameter p. Linear motion of the particles was observed for certain values of
the parameter p, and for other values of p, the particles move randomly without any rule. Based on
our numerical simulation, it can be concluded that the motion of nanoparticles could be controlled by
inherent material properties and properties of the surrounding media, meaning that the delivery of
drugs could possibly be executed by a ferrofluid without an exogenous power propulsion strategy.
However, further studies are still needed.

Keywords: Brownian motion; chaotic model; ferrofluid; targeted drug delivery; exogenous power
propulsion strategy

MSC: 62P10; 62P30; 62P35

1. Introduction

Models of Brownian motion, both stochastic and deterministic, have been of interest
to researchers for a long time [1]. Lucretius considered in 60 BC that the movement of
dust particles in the air is caused by the movement of small invisible particles. The chaotic
movements of coal particles in alcohol were described by Ingenhousz in 1785. In 1827,
the botanist Brown observed the movement of pollen in water under a microscope. A
mathematical description of Brown’s movement was given in 1880 by Thiele and in 1900 by
Bachelier. In 1905, Einstein developed a stochastic theory of Brownian motion [2], which
Perrin experimentally proved in 1909. Langevin in 1908 used a stochastic differential
equation to describe changes in macroscopic variables. In 1965, Mori described transport,
collective motion and Brownian motion within statistical-mechanical theory [3]. Saffman
and Delbruck investigated Brownian motion in 1975 in biological membranes. Caldeira
and Legget investigated the quantum Brownian motion of 1983 [4].

Fujisaka, Grossmann, Thomae and Geisel from 1982 to 1985 wanted to form a dynamic
theory of Brownian motion [5]. In 1998, Gaspard and his associates experimentally proved
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microscopic chaos [6]. In 2005, Cecconi attempted to determine the microscopic nature
of diffusion by data analysis [7]. Since 2011, Brownian motion in superfluids has been
considered. There are various studies of Brownian motion and stochastic and chaotic
models are observed, and the nature of this movement is a difficult question and the
answer is not determined by the character of the model [8,9].

The first definition of Brownian motion was related to stochastic process [10], in rela-
tion to a wide range of different real stochastic processes, and represented by the Wiener
process, which describes continuous-time stochastic process with real values [11]. Brownian
motion can be observed as stochastic or deterministic in chaos theory, based on the deter-
ministic equations that describe stochastic phenomena [11], but the governing parameters
that might provide a full replication of the experiment are difficult to determine or define.
Recent computer simulation experiments have shown the possibility to model the chaotic
system as a stochastic one, by controlling simulation parameters and initial conditions [11].
Such an approach has enabled research on how to govern the chaotic system (and determine
governing parameters) through the study of particle trajectories that have random motion,
that is, by using deterministic equations to reproduce random behavior [11].

The generation of deterministic Brownian motion is possible through additional
degrees of freedom in the Langevin equation of the phenomenological system of particle
mixing and agitation in fluids [12]. Another study [13] replicated Brownian motion by
using a fully deterministic set of differential equations and applied it to a real problem of
electronic circuit implementation. Their deterministic model showed that some variables
within the model can enable modeling of the circuit dynamics as a stochastic Brownian
behavior [13]. There are numerous real systems that exhibit Brownian behavior, and
modeling such systems by deterministic systems (without random components) is an
important area in recent research, including drug delivery systems [13]. An analysis of
126 different combinations of governing parameters is given in [13], and around 10%
of those cases involved deterministic Brownian-like motion. They obtained stochastic
or deterministic Brownian motion based on the initial setup conditions (assigned initial
parameters values for circuit implementation) [13].

Ferrofluids are a suspension of small particles of 10 nm, each of which contains one
permanent ferromagnetic domain [14]; thus, each particle is a permanent magnet, which,
in the absence of an external magnetic field, rotates randomly under the action of Brown’s
forces, which are strong due to the small particle size [15]. In ferrofluids, dipoles exist
without fields and rotate randomly by Brownian motion [16]. Ferrofluids are interesting
magnetic fluids that can be controlled by an external magnetic field [17]. There are several
applications for ferrofluids in industrial as well as technological fields such as magnetic
memory, inkjet printers, magnetic seals, etc. [18]. They are known for their biomedical
applications such as magnetic resonance contrast agents [19], hyperthermia [20], targeted
drug delivery to tumor and cancer cells, antibacterial activity, etc. [21,22].

Numerical computational simulations have emerged in the past decade as powerful
tools for the analysis and prediction of the material physical behavior at macro/micro and
nano scales, with extensive research on applied models and software solutions. Thermal
conductivity of fluids is the most influential factor for the fluid behavior, and different
approaches to estimate or predict it for novel nanofluids have been studied using mathe-
matical models [23–25] or experimentally based models [26]. For example, models related
to the rheological properties of hybrid non-Newtonian nanofluids are important, since it is
proven that with the increase in volume fractions of nanoparticles, the effect of temperature
increase is more influential, leading to the non-Newtonian behavior of the nanofluid and
also having a strong effect on viscosity [26].

A mathematical model was developed, using SigmaPlot software, to study the thermal
conductivity of nanofluids, through the study of different volume fractions of ternary
hybrid nanofluids and mono and binary hybrid nanofluids [23]. This model correlated
volume fractions of different nanofluids and resulting thermal conductivity in order to
provide a tool for the estimation of thermal conductivity of a ternary hybrid nanofluid [23].
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Thermal properties of DNA structure in water fluid were estimated by using equilib-
rium and non-equilibrium molecular dynamics approaches and LAMMPS (Large-scale
Atomic/Molecular Massively Parallel Simulator) software [24]. Another work on the pre-
diction of the thermal conductivity of hybrid Newtonian nanofluid proposed an algorithm
to solve the problem in the Artificial Neural Network (ANN) [25] that considered the
volume fraction of nanoparticles and temperature.

This paper studies the possibility to use and influence Brownian motion to produce
patterned trajectories of particles in a diffusive motion of the ferrofluid, aiming to assist
in more efficient drug delivery nanofluid systems. A chaotic model of Brownian motion
was theoretically analyzed and simulated by using Maple software. The chaotic model was
mapped with an introduced control parameter, p, which depends on the viscosity coefficient
and particle mass and size, in analogy with the Langevin equation. The ferrofluid in the
gravitational field without the presence of an external magnetic field in a two-dimensional
model was observed.

2. Materials and Methods

2.1. Brownian Motion

Numerous experiments show that there is a constant internal movement in every
substance. This internal movement is in fact the movement of the molecules that make
up the observed substance. This movement of molecules is unregulated, never stops and
depends only on temperature. The phenomenon discovered by Brown directly indicates
the stochastic nature of the movement of molecules, where the same initial condition will
not replicate the resulting motion (the same trajectory in time). Using a microscope, it
was observed that very small particles floating in a liquid are in a state of continuous
stochastic motion, and the smaller the particles, the faster they move [27]. This motion,
called Brownian motion, never stops, does not depend on any external cause and is a
manifestation of the particles’ motion due to colliding with surrounding molecules of
fluid and internal energy of matter: the potential energy of all the particles and thermal
energy of moving particles (kinetic energy), which is correlated to the temperature and
number of particles (mass). When they collide with a solid body, liquid molecules, which
are constantly moving, are subjected to a certain amount of movement. If the body is in
a liquid and has larger dimensions, the number of molecules that come across it from all
sides is also very large, and their shocks are compensated at any time and the body remains
practically motionless [28].

If the body is small, such compensation may be incomplete: it can accidentally hit one
side of the body with a much larger number of molecules than the other, causing the body
to move [28]. It is a movement performed by Brown’s particles under the action of chaotic
blows of molecules. Brown’s particles have several billion times the mass of individual
molecules and their velocities are very low compared to the speeds of molecules, but their
movement can be observed with a microscope. In this way, too, a substance not only has a
granular structure—that is, it consists of individual separate parts—but it also consists of
particles that are constantly moving.

2.2. Ferrofluid

A magnetic colloidal particle, also known as a ferrofluid, is a colloidal suspension
of single-domain magnetic particles, typically about 10 nm in size, dispersed in a liquid
carrier [15,16]. The liquid carrier can be polar or non-polar [14]. Since the 1960s, when
ferrofluid was initially synthesized, its technical and medical applications have not stopped
growing [18]. Ferrofluid differs from ordinary magnetorheological fluids used for shock
absorbers, brakes and clutches, formed by micron-sized particles dispersed in oil [18]. In
magnetorheological fluid, the application of a magnetic field increases the viscosity, so
that for a sufficiently strong field, it can behave like a solid [16,18]. On the other hand,
ferrofluid retains its fluidity even if it is exposed to a strong magnetic field. Ferrofluids are
optically isotropic, but in the presence of an external magnetic field, they show induced
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birefringence [29]. Wetting of certain substrates can also cause bifurcation in thin ferrofluid
layers. To avoid agglomeration, the magnetic particle should be coated with a shell of a suit-
able material [30,31]. In relation to the coating, ferrofluid is divided into two main groups:
surfactant, if the coating is a surfactant molecule, and ionic, if it is an electric shell [30,31].

Colloidal suspensions of magnetic particles in liquids that have the ability to magnetize
in an external magnetic field are called ferrofluids [32]. These are magnetic materials in
liquid form. The liquid can be water or an organic solution in which ferromagnetic or
ferrimagnetic particles are dispersed. The particles are most often hematite, Fe2O3, or
magnetite, Fe3O4, and they need to be stabilized due to high surface energy by adding a
polymer or ionic component (surfactant). Usually, such stable particles are about 10 nm
in diameter, and their surface energy is reduced by long-chain surfactants which, thanks
to the long chains, prevent agglomeration, or the same charge on the surface of magnetic
particles leads to a mutual repulsion, preventing agglomeration [30]. Ferrofluid particles
do not precipitate even for a long time, they do not agglomerate and they do not separate
from liquids even by applying an extremely strong magnetic field. The combination of
the liquid phase and the magnetic behavior makes it possible to manipulate the fluid by
changing its position using an external magnetic field [32].

To avoid agglomeration, ferrofluid particles are coated [30,31]. Depending on the
coating, ferrofluids are divided into two groups: surfactant-coated ferrofluids and electro-
statically stabilized ferrofluids [31]. Surfactant-coated ferrofluids contain magnetic particles
coated with amphiphilic molecules such as oleate to prevent aggregation. Spherical repul-
sion between particles acts as a physical barrier that keeps the particles in solution and
stabilizes the colloid. If the particles are dispersed in a nonpolar phase, such as oil, the
polar head of the surfactant is attached to the surface of the particles, and the hydrophobic
chain is in contact with the liquid (Figure 1a). If the particles are dispersed in the polar
phase such as water, a two-layer coating of the particles is required to form a hydrophilic
layer around them (Figure 1b).

Figure 1. Single layer (a) Two-layer. (b) Coated magnetic particles.

One of the fastest developed areas of research is one in which nanotechnology, biology
and medicine intertwine. According to many experts, the application of nanotechnology in
medicine, better known as nanomedicine, will lead to a revolution in the field of targeted
drug delivery systems [33,34], disease diagnosis, bioengineering and the improvement of
contrast agents in magnetic resonance imaging. The term “teragnostics” is usually used
in this context, which, as the name itself implies, is a synthesis of diagnostics and therapy.
The localization of ferrofluids by the applied magnetic field gives an interesting application
of ferrofluids in medicine. A lot of research has been dedicated to the use of ferrofluids
as a system for targeted delivery of drugs used in chemotherapy [35]. A drug is injected
into tumor carcinomas and retained there for some time by a magnetic field. The amount
of medicine needed is much less than the amount of medicine that would be needed to
distribute the medicine throughout the body. After turning off the magnetic field, the drug
will disperse in the body, but since it is a much smaller amount, there are practically no
side effects.

The ability of ferrofluid to absorb the energy of electromagnetic waves at a frequency
different from the frequency at which water absorbs energy allows heating of the localized
part of the tissue where the ferrofluid is injected (for example, tumors) without heating the
surrounding tissues. This phenomenon is called hyperthermia. Hyperthermia is one of the

140



Mathematics 2022, 10, 4791

methods used in cancer therapy that is based on increasing the temperature of tumor tissue
above 41 ◦C. As a result, the function of tumor cells is disturbed and they die. Magnetic
hyperthermia is based on the effect of releasing heat when magnetic nanoparticles are found
in a changing magnetic field. Magnetic nanoparticles can be successfully localized in tumor
tissue, which allows heating only in the desired place. In therapy, these particles are most
often used in colloidal form. It is possible to bind chemotherapy drugs or radionuclides to
these particles and thus achieve a combined effect.

2.3. State of the Art in Clinical Drug Delivery Systems Using Ferromagnetic Particles

Drug delivery systems based on nanotechnology have improved the delivery of drugs
due to their changes in pharmacokinetics, enabling a longer half-life of the drug in the
bloodstream and reducing toxicity [36]. Magnetic nanoparticles play an important role in
the diagnosis and treatment of diseases such as cancer, heart and neurological diseases [37].
These particles are often used in the targeted delivery of medically active substances
because they deliver the drug to the desired place via tissue magnetic absorption or strong
ligand–receptor interaction [38].

The drug–carrier complex can be administered intravenously or by arterial injec-
tion [39]. It can also be administered orally, but the main problem with such administration
is the delivery of peptides and proteins due to their breakdown in gastric acid, low absorp-
tion and first-pass metabolism through the liver [40].

If a drug is delivered by a magnetic field, the gradient of the external magnetic field
associated with the magnetic field within human tissues enables the transfer and accu-
mulation of magnetic nanoparticles in the body [41]. However, there are a number of
intracellular and extracellular barriers that can be limiting factors. One of the possible
solutions is covering the surface of nanoparticles with biocompatible materials (different
organic and inorganic compounds) [37]. Coating the surface of nanoparticles increases the
half-life of the drug by delaying clearance [38]. Macrophages take up uncoated nanopar-
ticles at a rate that depends on their functional surface, size and hydrophilicity, followed
by clearance in the liver and spleen. Plasma proteins bind to the surface of nanoparticles,
accelerating phagocytosis. Coatings enable the slowing down of detection by macrophages
and thus reduce clearance. For this purpose, the most often used is polyethylene glycol
(PEG), the attachment of which provides a “stealth” protective effect. PEG is suitable for
this purpose because it shows low toxicity and immunogenicity and is excreted by the
kidneys [42]. In addition, surface coating enables covalent binding of biomolecules such as
antibodies and proteins and their transport to the target tissue. It is necessary that these
coatings be sensitive to the change in pH value, which would enable the controlled release
of the drug [43]. Drug release can be stimulated by chemical radiation, mechanical forces
and magnetic hyperthermia [38].

Figure 2 shows the structure of a magnetic nanoparticle carrying the active molecule
on the surface.

The most important characteristics of nanoparticles used for drug delivery are intrinsic
magnetic properties, the shape and size of nanoparticles, non-toxicity, stability in water,
surface charge and coating. Many magnetic materials with ideal magnetic properties, such
as cobalt or chromium, are very toxic and cannot be used in medicine, while materials
based on iron oxide (magnetite or maghemite) are safe. In addition to low toxicity, these
nanoparticles show high stability against degradation [38]. The size of the particles is such
that they allow entry into biological structures, and it varies from 3 to 30 nm [41].

This method can be applied to solid tumor mass, neoplasms with metastases and
tumors that are in the early phase of cell growth. Treatment would involve the application
of particles that specifically recognize clusters of cancer cells, carrying a medically active
substance that will act [44].

141



Mathematics 2022, 10, 4791

 
Figure 2. Structure of a magnetic nanoparticle with active molecule on the surface (drug-carrying
nanoparticle) and the influential factors on its behavior within a drug delivery system, including
stimuli for drug release and cell structure that interact with such nanoparticles.

2.4. Motion of Particles in an External Field and as a Random Variable

Nanoparticles move after collision with smaller water molecules. Smaller water
molecules come across the nanoparticle from all directions and collide with it, thus impart-
ing their momentum to it. When at some point after such a collision a particle receives
a momentum in that direction, it starts to move in that direction, until another water
molecule collides with it and gives it its momentum by collision. If in the field of classical
mechanics, this mode of motion is, in principle, deterministic and there is a corresponding
Hamiltonian [45]. In reality, due to the large number of water molecules that interact with
each other and with the nanoparticle, and due to the unknown initial conditions, such a
system cannot be described using the Hamiltonian in practice, i.e., it is impossible to say
with certainty how much and in which direction the particle will move in at some point. On
the contrary, a shift in any direction is equally probable (this can be seen intuitively from
the symmetry of the system). That is why the tool of statistical physics is used to study such
a system. Due to the large number of water molecules that make up the system, instead
of observing the microscopic effect on the nanoparticle of each of them, one can observe
their “total” macroscopic effect after some time. After repeating such an experiment several
times with the same initial conditions (as much as it can be controlled, e.g., placing a
nanoparticle with the same physical values in the same place), a different value is obtained
for the total macroscopic displacement of the nanoparticle after a certain time. This gives
an empirical distribution of the probability of the total movement of a nanoparticle, and
therefore, instead of looking at exactly how much a nanoparticle will move at a given
moment, one can look at the probability that the particle will move by a certain value at a
given moment.

A fluid containing a large number of particles (Brownian particles) and moving in one
dimension is observed. The density is given by n(x, t), where n is the particle density, x is
the position coordinate and t is the time. Brownian motion over time makes the density
uniform. The flow of particles during diffusion jd is defined by:

jd(x, t) = −D
∂n(x, t)

∂x
(1)

The flow of particles causes a change in density in time according to the continuity equation:

∂n(x, t)
∂t

= −∂jd(x, t)
∂x

= D
∂2n(x, t)

∂x2 (2)
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In the equation, D [m2/s] is the diffusion constant (it depends on the type of particle
material), and the given equation is the diffusion equation. The flow of particles is opposite
to the direction of the density gradient and the flow direction is from the area of higher
density to the area of lower density.

A uniform force field (gravitational field) acts on the Brownian particles. The stated
field accelerates the particles until the velocity reaches a certain limiting velocity, ug, and
where the sum of the forces acting on the particle, the force field, F, and the friction force
is equal to zero, F = mγug, where m is the mass of the particle and γ [1/s] is the velocity
gradient. Now, the particle moves with a velocity ug, which is determined by the force F
and the friction that the fluid acts on the particles. Now, the flux of particles is jF in the
gravitational field:

jF(x, t) = n(x, t)ug =
nF
mγ

(3)

where m is the mass of the particle and mγ is the mass flux [kg/s] and n is the density,
while F is the strength of the force field. The total flow of particles is written:

j = jd + jF (4)

Now, the diffusion equation is:

∂n(x, t)
∂t

= −∂j(x, t)
∂x

= D
∂2n(x, t)

∂x2 − F
mγ

∂n(x, t)
∂x

(5)

For the diffusion coefficient, Einstein finds that the Brownian particle is related to its
mobility μ [s/kg] via the equation:

D = μkT (6)

where k is the Boltzmann constant and T is the temperature. This equation is derived as
follows. For an arbitrary distribution of the density of Brownian particles after a long time,
the flow of particles will equalize and an equilibrium state is obtained (it does not change
with time), n(x, t) = n(x). This is the sedimentation equilibrium, which is independent of
time t0, and then the particle density is where the position coordinate is x0:

n(x) = n(x0)e
F(x−x0)

kT (7)

Now, the first and second derivatives of the particle flow are performed and the total
flow is zero and is obtained as:

D
kT

=
1

mγ
(8)

Accordingly, Einstein’s relation is obtained as:

D =
kT
mγ

= μkT, (9)

where μ = 1/mγ is the mobility of the particles, which is equal to the ratio of the force F
and the limiting velocity ug. The force field can also be of electric potential if the Brownian
particle is charged.

If the density is high, then the interaction of Brownian particles is ignored and the
density is defined as follows. The probability that a Brownian particle is located at the
position coordinate x at time t is defined if it was at time t0 at x0 with V(x, tIx0, t0). Now,
the density is n(x, t), the integral of the product n(x0,t0) and the probability of passing over
all possible values of x0. Moreover, since there are many Brownian particles of density at

143



Mathematics 2022, 10, 4791

some x, there is a certain probability that the Brownian particles arrived at a certain x in
some time t − t0 from all other particles of the liquid as:

n(x, t) =
∫

n(x0, t0)V(x, t/x0, t0)dx0, (10)

where V(x,t/x0,t0) is conditional probability.
The given equation is included in the diffusion equation as:

∫
n(x0, t0)

∂V(x, t/x0, t0)

∂t
dx0 = D

∫
n(x0, t0)

∂2V(x, t/x0, t0)

∂x2 dx0, (11)

where V is the probability of the position x of the particle at time t.
Both equations are shifted to one side and equalized to zero:

∫ [
n(x0, t0)

(
∂V(x, t/x0, t0)

∂t
− D

∂2V(x, t/x0, t0)

∂x2

)]
dx0 = 0 (12)

The equation will be correct regardless of the value of dx0, which is the derivative
of the position coordinate. Accordingly, the probability V (x, tIx0, t0) fulfills the diffusion
equation as:

∂V(x, t/x0, t0)

∂t
= D

∂2V(x, t/x0, t0)

∂x2 (13)

Since the equation is valid regardless of the selected initial position coordinate x0 and
initial time t0, it is written further as:

∂V(x, t)
∂t

= D
∂2V(x, t)

∂x2 (14)

It is assumed that the initial condition is that at the initial time t0, all particles are at
the same coordinate position x0, and the following can be stated:

V(x0, t0) = δ(x – x0), (15)

where the right side of the equation is the Dirac delta function.
So, the solution for conditional probability, V, is:

V(x0, t0/x, t) =
1√

4πD(t − t0)
e
− (x−x0)

2

4D(t−t0) (16)

The resulting solution is a Gaussian distribution with expected value x0 and variance
4D(t − t0), and the resulting equation is the Green’s function [46].

Now, the time interval within which Brownian motion is observed can be divided
into t0, . . . ,ti, . . . ,tN. ΔX(ti) is the displacement of the Brownian particle between time ti
− 1 and ti. Next, X(ti) is the position of the particle at time ti, and we put X(t0 = 0) = 0.
The Brownian particle is surrounded on all sides by an average equal number of particles
(which is shown by the symmetry of the system), and since there is no total flow of water
in which the particles are located (the average total velocity of water molecules is zero),
the expected probability of the Brownian particle motion is zero because it is equally likely
that it can be hit by a particle from any direction. Accordingly, it can be stated:

〈ΔX(ti)〉 = 0 (17)

Now, the position of the particle is:

X(tN) =
N

∑
i=0

ΔX(ti) (18)
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The probability of the position is zero:

〈X(tN)〉 = 〈
N

∑
i=0

ΔX(ti)〉 =
N

∑
i=0

〈ΔX(ti)〉 = 0 (19)

The autocovariance of the displacement of the Brownian motion is:

〈ΔX(ti)ΔX
(
tj
)
〉 = 0, i �= j (20)

So, the covariance between two variables is observed. Autocovariance is a measure
of the covariance between the value of a stochastic variable at some time t and its value
at some other time. Correlation is the covariance divided by the product of the variances
of both variables (normalized to the interval from −1 to 1). The correlation between two
variables measures how much one variable changes as the other variable changes, and it
is a measure of their mutual linear dependence. Two variables with a correlation of −1
change exactly the opposite (when one increases, the other always decreases); when the
correlation is 0, there is no linear dependence of one variable on the other; and when the
correlation is 1, when one increases, the other always increases. Furthermore, it is valid for
the variance if there is no autocorrelation between the shifts:

〈X2〉 =
N

∑
i=0

〈ΔX(ti)
2〉 (21)

It is assumed that they are all 〈ΔX(ti)
2〉 equal and their value is ΔX2, so:

〈X2〉 = N〈ΔX2〉 = t
ΔX2

Δt
(22)

The time Δt is the time between collisions between water molecules and Brownian
particles, where a water molecule hits a Brownian particle and then it moves by ±ΔX.
When the time Δt has passed, the Brownian particle collides with the water molecule again
and moves by ±ΔX, and so on. The speed of all particles has been replaced with the
average speed, which is the most probable in thermal equilibrium. The displacement of the
Brownian particle Δx = x(t) − x(0) is related to the diffusion coefficient, as:

D =
1

2Δt
, (23)

and in the following way:
〈X2〉 = 2Dt (24)

Based on the obtained equation and Einstein’s relation [2], it is concluded that the
collision time between two molecules is inversely proportional to the friction constant and
temperature. A higher friction constant (viscosity coefficient) actually means that collisions
with a Brownian particle are more frequent, and a higher speed (temperature) of the particle
leads to more frequent collisions.

2.5. Maple

Maple, a computer algebra software, is general purpose software for symbolism, nu-
meric, graphics and simulation. The symbolic approach implies the exact treatment of
numbers, symbols, expressions and formulas. The numerical approach involves approxi-
mating decimal numbers (the number of digits can be large).

Maple’s library contains over three thousand functions: calculation of derivatives,
solving algebraic and differential equations, operations with matrices, factorization of
polynomials, data processing, creation of FORTRAN or C-code, Fourier transform. Maple’s
document combines text, commands for calculation, results and graphics, and can be
translated into LATEX code. An integral part of Maple is a high-level programming
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language that allows the users to work with their own procedures. They also have packages
of special functions for linear algebra, statistics, geometry and combinatorics.

Maple is used to perform a computer experiment (simulation) when performing an
imaginary experiment. Computer simulation is complementary to theory and experiment.
The model of a system is complex and no analytical solution can be found, so the numerical
method and simulation are used. The computer experiment is based on equations. In the
dynamic model, there is a connection between applied mathematics, computer science
and applied science. One way to explain the motion of ferrofluids in a gravitational field
without the presence of an external magnetic field is:

1. Within the theory, a mathematical model is constructed.
2. Applied mathematics itself provides basic algorithms, computer science provides a

scientific program and computer science provides system software.
3. A computer prediction is obtained which is experimentally verified.

The motion of a ferrofluid in the gravitational field is observed, with the modeling
concept based on the previously elaborated theoretical model. Its chaotic and deterministic
behavior in the system is studied.

3. Results

3.1. Dynamic Model

We analyzed the theoretical model as previously presented and used Maple software
to perform the computational experiment. The ferrofluid in the gravitational field without
the presence of an external magnetic field in the xy plane was observed and the initial
condition on the x and y axes for the ferrofluid is given. It performs 400 collisions with
fluid molecules. For the values of the control parameter p that depend on the viscosity
coefficient and particle mass and size (in analogy with β coefficient in Equation (26), as
shown in the following equations), we obtained a path on the basis of which the movement
can be characterized. The character of the movement itself depends on the value of the
control parameter. The numerical model can conduct a large number of different computer
simulations in a short time. We started with simple low-dimensional deterministic systems
that can exhibit diffusive behavior. Chaotic behavior is possible to be associated with
diffusion in simple low-dimensional models, supporting the idea that chaos was at the
very origin of diffusion [47].

Deterministic diffusion is a phenomenon also present in chaotic maps on the line.
Many researchers are dealing with this phenomenon [5]. In 1908, Langevin used a stochastic
differential equation to describe slow changes in macroscopic variables. A Stokes viscous
force and a fluctuating random force with a Gaussian distribution act on the particle.
Einstein views Brownian motion as diffusion. The Langevin equations are defined as
stochastic equations [48]. Fujisaka and Grossmann worked on the dynamical theory of
Brownian motion [5]. A one-dimensional discrete-time dynamical system example can be
given by Equation (25):

x(t + 1) = [x(t)] + F(x(t)− [x(t)]), (25)

where x (t) is the position of the particle x as a function of time t that is performed by the
diffusion in the real axis. The brackets [ ] denote an integer number of arguments. F(u)
is a map defined at interval [0, 1]. Based on the Langevin equation, we can observe the
Brownian motion of a particle of mass m in a two-dimensional model as follows:

d2ξ

dt2 = −β
dξ

dt
+ fξ , (26)

where:

β =
6πηr

m
, fξ =

Fξ

m
, ξ = x, y, (27)
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where η is fluid viscosity, r is particle radius and m is particle mass. In Equation (26), the
Stokes viscous force and a fluctuating random force with a Gaussian distribution act on
the particle [12].

3.2. Chaotic Model

Considering the equations given in a previous section, the chaotic model can be
mapped as given in Equation (28). Equation (28) is derived from Equation (25) and
describes the Brownian motion of particles in a two-dimensional chaotic model, where
variable t is substituted by ξ = x, y.

ξ(t + 1) = [ξ(t)] + F(ξ(t) − [ξ (t)]); ξ = x, y, (28)

where [ξ] is the integer part of ξ while

F(u) =
{

2(1 + q)u, 0 ≤ u ≤ 1
2

2(1 + q)(u − 1) + 1, 1
2 ≤ u ≤ 1

, (29)

where F(u) is a map defined on the interval [0, 1] that fulfills the following properties:

(i). The map, u(t + 1) = F (u(t)) (mod 1) is chaotic.
(ii). F(u) must be larger than 1 and smaller than 0 for some values of u, so there exists a

non-vanishing probability to escape from each unit cell (a unit cell of real axis is every
interval C� ≡ [�, � + 1], with � ∈ Z); � is a number from the group of integer numbers
Z.

(iii). Fr(u) = 1 − Fl(1 − u), where Fl and Fr define the map in u ∈ [0, 1
2 ] and u ∈ [ 1

2 , 1],
respectively. This anti-symmetry condition with respect to u = 1/2 is introduced to
avoid a net drift.

If the theoretical model presented in our study is mapped by the chaotic model, it can
be stated as in Equation (30). With the introduction of the previous F(u) sinusoidal function,
Equation (28) can be accordingly stated as Equation (30).

ξ(t+1)=ξ(t)+psin(2πξ(t)), (30)

where ξ = x, y is a time-dependent coordinate t and p is a control parameter that depends
on the viscosity coefficient of the fluid.

When a series of computer experiments are performed where the parameter p changes,
it is observed that the Brownian particle can be in a stochastic or chaotic motion. Legitimacy
can be derived from the following. The particle motion has deterministic patterns for the
following values of the parameter p:

p = N +
1
2

, N = 0,
1
2

, 1,
3
2

, 2,
5
2

. . . (31)

Computer experiments showed that the ferrofluid can exhibit different modes of
deterministic dynamics within the two-dimensional model, depending on the initial value
of the parameter p, as shown in Figures 3–8. Figure 3 shows the linear trajectory of
the ferrofluid. Figures 4 and 5 are classic examples of the chaotic motion of a particle.
Figures 6–8 show the transition from a deterministic to chaotic state of the system. This is
demonstrated by the computer experiment where for the same initial condition (input value
of the parameter p), the same patterns were obtained each time the computer simulation
was repeated.
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Figure 3. The linear trajectory of the particle in a two-dimensional chaotic model for the value of
parameter p = 1.0.

Figure 4. The trajectory of the particle in a two-dimensional chaotic model for the value of parameter,
p = 0.9.

Figure 5. Trajectory of the particle in a two-dimensional chaotic model for the value of parameter,
p = 0.8.
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Figure 6. Trajectory of the particle in a two-dimensional chaotic model for the value of parameter,
p = 0.7.

Figure 7. Trajectory of the particle in a two-dimensional chaotic model for the value of parameter,
p = 0.6.

Figure 8. The trajectory of the particle in a two-dimensional chaotic model for the value of parameter,
p = 0.5.

The condition of the system is described by the vector ξ(t) of d dimension—Equation (30).
The trajectory is discretized in time where the discretization step is τ and the vector of
dimension d is introduced in Equation (32) with the associated string (of m length) given in
Equation (33).

Ξm(t) = (ξ(t), ξ(t + τ), . . . , ξ(t + mτ − τ)) (32)
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Wm(ε, t) = (i(ε, t), i(ε, t + τ), . . . , i(ε, t + mτ − τ)) (33)

where i(ε,t + jτ) denotes the cell of ξ(t + jτ), with a length of ε.
The value of 0.3060 for Kolmogorov–Sinai entropy (equal to the sum of positive

Lyapunov exponents) was obtained, calculated according to the following equations:

hKS = lim
ε→0

h(ε, τ) (34)

h(ε, τ) =
1
τ

lim
m→∞

1
m

Hm(ε, τ) (35)

Hm(ε, τ) = − ∑
Wm(ε)

P(Wm(ε)) ln P(Wm(ε)) (36)

Variable hKS has a value between zero and infinity, thus proving that the system
is chaotic.

4. Discussion

The behavior of a particle (ferrofluid) moving in a fluid under the influence of a
gravitational field without the presence of an external magnetic field is observed. Likewise,
the delivery of drugs to the body could be possible without the presence of any electric
or magnetic field, but only under the influence of the gravitational field. Accordingly,
Brownian motion is studied, which, under the influence of the gravitational field, can be
stochastic, deterministic or chaotic. Different models of the aforementioned movement
have been observed, showing stochastic and chaotic movement [10–13]. Based on the
model in our study, it can be observed that the particle moves randomly for certain values
of the control parameter p and exhibits linearity in motion for other values of the parameter.
The control parameter affects the movement of the particle. Linear motion of the parti-
cles was observed for certain values of the parameter p (as shown in Equation (31) and
Figure 3). For other values of the parameter p, the particles move randomly without any
rule (Figures 4 and 5). It can be noticed from Figures 4–8 that even the chaotic motion can
exhibit patterns of a deterministic movement for certain material properties of the particles
(and the surrounding fluid, as well as their interrelated properties) that will result in the
desired nanofluid behavior.

The control parameter, p, is related to the friction constant and viscosity coefficient.
Friction constant in a fluid motion has a direct relation with Reynolds number that further
determines whether the laminar or turbulent flow of fluid will occur. Parameter p can be
further correlated to the Peclet number in a microfluidic setup, thus indicating advectively
dominated distribution or diffuse fluid flow. Changes in the parameter p are associated with
changes in the viscosity coefficient and particle mass and size. The rheological behavior of
nanofluids is complex because the increase in volume fractions of nanoparticles in a fluid
may result in non-Newtonian nanofluid, with more pronounced temperature effects on
viscosity changes [26].

If we compare Figures 3–8, it can be seen that trajectory shapes were significantly
changed for slight changes in parameter p: a value of 1 resulted in a fully linear trajectory,
while a value of 0.9 produced a fully random path. A further decrease in p to the lowest
value, 0.5, again introduced patterns of linearity within chaotic motion. Since parameter
p is related to the viscosity and particle radius and mass, it could be assumed that such
transitional behavior with changes in p can be attributed to a complex phenomenon
underlining dependencies between viscosity and volume fractions of particles in nanofluids,
consistent with [26]. The rheological behavior of nanofluids is dramatically different for
Newtonian and non-Newtonian nanofluids and dynamic transitions among these two
modes, as influenced by the changes in viscosity are still not fully clarified. Figure 3 (with
the highest p value) and Figure 8 (with the lowest p value) exhibit certain similarities in
trajectory pattern, since both of these have fully linear parts of trajectories, in accordance
with values in Equation (31). For values of p in between these numbers (Equation (31)),
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fully random trajectories were generated by simulation. However, for both of these regimes
(random and linear trajectories), a decrease in p value produced a closer path (denser
total trajectory), in accordance with the fact that viscosity decreases with the decrease in
parameter p.

Accordingly, we could tailor the trajectory path of the particle in the liquid, regardless
of the exogenous power propulsion strategy (e.g., external magnetic field), by tailoring the
values of the parameter p which is related to viscosity and volume fractions of nanopar-
ticles in a fluid. This means that it could be possible to realize targeted drug delivery by
designing the system of nanoparticles in a fluid media at certain temperatures, consistent
with recent research articles [49]. Research showed that there is dependence between
the motility of particles and the density of neighbors, which has been a foundation for
designing self-organizing nanofluids for drug delivery by tailoring the active Brownian
motion of the particle [50]. The density of trajectories in our simulation significantly
changed with changes in parameter p (Figures 3–8), in accordance with research [50] that
showed a different size, density and shape of nano-cluster aggregates due to changes in
Brownian motion.

Fine tailoring of the Brownian motion can produce different desired effects, including
tailoring of the time and amount of the drug release [51]. On the other hand, drug delivery
systems based on micro/nanomotors have been designed to overcome the influence of the
Brownian motion through the control of nanoparticles’ motion by some exogenous force
(like external magnetic field) [49]. If the immobilization of nanoparticles increases, heating
efficiency decreases [51]. How is this related to the confinement of the space within which
the particles’ trajectories can appear (as in the case of path shown at Figure 8) has not been
the study yet, even though there are some studies related to the nanoparticle motion in a
cylindrical tube and associated effects of the boundaries, curvature, size and density of the
particle, including the influence of the Brownian dynamics [52] and transport phenomena
in confined flows of nanoparticles [53]. Tuning of polymer amphiphilicity can increase the
efficiency of drug delivery systems [54]. Amphiphilicity has direct influence on the particle
collision modes, thus indicating that chaotic models of Brownian motion might exhibit
patterns in particle trajectories for certain conditions.

Néel relaxation of magnetic nanoparticles has been studied, but the study on the cor-
relation of Brownian motion to another magnetic relaxation mechanism is recent, showing
the influence of Brownian relaxation on nanocage size [55]. There are complex interactions
in the coupling of Brownian and Néel relaxation processes [56], which produces a highly
nonlinear field-dependent magnetization response, including the pronounced influence of
the size of nanoparticles clusters [57].

There is a correlation between the magnetization curve of the ferromagnetic particles
system and Langevin curve [58]. If we observe single-domain ferromagnetic particles, their
magnetic behavior at elevated temperatures can be correlated to the atomistic Langevin
paramagnetism [59]. On the other hand, changes in temperature result in viscosity changes;
thus, it is reasonable to expect that we could apply our model to a colloidal suspension
of single-domain magnetic particles—ferrofluid, as described in previous chapters. The
magnitude of the uniform magnetization vector for a single-domain ferromagnetic particle
is proven to be constant with the direction of fluctuation based on a random motion of
particles due to the heat changes (thermal agitation) [60]. Accordingly, the deterministic
stochastic processes might be representative of such a process, meaning that the Langevin
equation is relevant [60]. In the case of our model, we assume that parameter p has a corre-
lation to the viscosity coefficient, particle radius and its mass, which further influences the
degree of deterministic behavior of the chaotic system, as shown in Figures 3–8. However,
further study is needed in relation to additional parameters that describe the magnetic
behavior of ferrofluids.

Based on the above results, it can be concluded that the delivery of drugs could
be executed without the presence of an external magnetic or electric field. Patterns of
deterministic trajectories can be designed by predefined values of the parameter p in a
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computer simulation, which can further lead to the design of the nanoparticle system
for targeted drug delivery without an exogenous power propulsion strategy. However,
complex relations between different influential factors need further study, including further
development of the theoretical model for the motion of nanoparticles in an external field
and fluid environment. The significance of such a dynamic model for the development
of drug delivery systems is related to the possibility to control the motion of the drug-
containing nanoparticles, through the design of the inherent material properties of the
particles and surrounding media. The possibility to use and influence Brownian motion
to produce patterned particles’ trajectories in diffusive motion of the ferrofluid aiming to
assist in more efficient drug delivery systems of ferromagnetic nanofluids would support
significant advancements in medical treatments.

5. Conclusions

A chaotic model of Brownian motion was theoretically analyzed and simulated using
Maple software. The chaotic model was mapped and control parameter p was introduced,
which depends on the viscosity coefficient and particle mass and size, in analogy with
the Langevin equation. The ferrofluid in the gravitational field without the presence of
an external magnetic field in a two-dimensional mathematical model was observed. It
performed 400 collisions with fluid molecules.

Computer simulation showed that nanoparticles can exhibit deterministic patterns in a
chaotic model for certain material properties of the particles (and the surrounding fluid, as
well as their interrelated properties) that could result in the controlled nanofluid behavior.
Trajectory shapes were significantly changed for slight changes in the parameter p: a value
of 1 resulted in a fully linear trajectory, while a value of 0.9 produced a fully random path.
The lowest value of p (0.5) introduced patterns of linearity within chaotic motion, with
noticed changes in the shape and density of trajectories. Since parameter p is related to
the fluid viscosity and particle radius and mass, it could be assumed that such transitional
behavior with changes in the parameter p can be attributed to a complex phenomenon
underlining dependencies between viscosity and volume fractions of particles in nanofluids.
For values of p in between the designated numbers (Equation (31)), fully random trajectories
were generated by simulation. Accordingly, we could tailor the trajectory path of the
particle in the liquid, regardless of the exogenous power propulsion strategy (e.g., external
magnetic field), by tailoring the values of the parameter p, which is related to viscosity and
volume fractions of nanoparticles in a fluid.

Fine tailoring of the Brownian motion can produce different desired effects, including
tailoring of the time and amount of the drug release. Patterns of deterministic trajectories
can be designed by predefined values of the parameter p in a computer simulation, which
can further lead to the design of the nanoparticle system for targeted drug delivery without
an exogenous power propulsion strategy (e.g., external magnetic field). However, complex
relations between different influential factors need further study, including further devel-
opment of the theoretical model that will consider magnetic properties of the nanoparticles
in a ferrofluid.
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Abstract: In this work, we analyse the influence of the parameters of a mathematical model, pre-
viously proposed by the authors, for reproducing atheroma plaque in arteries. The model uses
Navier–Stokes equations to calculate the blood flow along the lumen in a transient mode. It also
uses Darcy’s law, Kedem–Katchalsky equations, and the three-pore model to simulate plasma and
substance flows across the endothelium. The behaviours of all substances in the arterial wall are
modelled with convection–diffusion–reaction equations, and finally, plaque growth is calculated. We
consider a 2D geometry of a carotid artery, but the model can be extrapolated to other geometries
or arteries, such as the coronaries or the aorta. A mono-variant sensitivity analysis of the model
parameters was performed, with values of ±25% and ±10%, with respect to the values of the previ-
ous model. The results were analysed with respect to the volume in the plaque of foam cells (FC),
synthetic smooth muscle cells (SSMC), and collagen fibre. It was observed that the volume in the
plaque of the different substances (FC, SSMC, and collagen) has a strong influence on the results,
so it could be used to analyse the vulnerability of plaque. The stenosis ratio of the plaque was also
analysed, showing a strong influence on the results as well. Parameters that influence all the results
considered when ranged ±10% are the rate of LDL degradation and the diffusion coefficients of LDL
and monocytes in the arterial wall. Furthermore, it was observed that the change in the volume of
foam cells in the plaque has a greater influence on the stenosis ratio than the change of synthetic
smooth muscle cells or collagen fibre.

Keywords: atherosclerosis; mechanobiological model; parameter analysis; carotid artery

MSC: 92-08

1. Introduction

Cardiovascular diseases, including atherosclerosis, are some of the main causes of
mortality in developed countries [1]. They consist of the development of atheroma plaque
in the arterial wall, which is caused by lipid deposition. This leads to an increase in the
thickness of the arterial wall and, therefore, to a decrease in the area where blood flows,
called the lumen. In addition, plaque can break and cause a blood clot that can travel
through the circulatory system. For these reasons, it can lead to several consequences
that are dependent on the artery affected, e.g., myocardial attacks, ischaemia, or ictus,
among others.

The process of atheroma plaque formation begins with the deposition of low-density
lipoproteins (LDLs) in the arterial wall and, once there, oxidise. Then, monocytes are
deposited from the lumen into the arterial wall and differentiate into macrophages, which
ingest oxidised LDL. Once they cannot ingest more oxidised LDL, they become foam cells.
These foam cells compose the lipid core of the atheroma plaque. Concurrently, at the
beginning of the inflammatory process, all muscular cells in the arterial wall are contractile,
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i.e., they cannot move or react with any other substance. However, due to the presence of
cytokines in the arterial wall (segregated by macrophages), these muscle cells change their
phenotype and become synthetic smooth muscle cells, which can move and interact with
other substances in the arterial wall. Then synthetic smooth muscle cells surround foam
cells, macrophages, and oxidised LDL, and segregate collagen fibre to isolate the lipid core,
forming the fibrous layer of the plaque [2–4].

Therefore, atheroma plaques are developed as a consequence of an increase in en-
dothelial permeability. This variation in permeability was accepted to be due to a change in
the shape of endothelial cells, depending on some mechanical stimuli caused by blood flow
[5]. These mechanical stimuli could be, among others, the wall shear stress of blood with
the endothelium (WSS), time-averaged wall shear stress (TAWSS), and oscillatory shear
index (OSI) in a cardiac cycle [6,7], or a combination of some of them [8].

There are some studies in the literature related to the influence of blood hemodynamics
on the location of atheroma plaque for patient-specific geometries. Malvè et al. [9] modelled
a carotid artery bifurcation and analysed the influence of TAWSS and OSI on the shape
index (SI) of endothelial cells. Sáez et al. [6] analysed WSS on eight different geometries of
coronary bifurcations. Alimohammadi et al. [7] analysed TAWSS, OSI, and a new index
that they previously proposed [10], Highly Oscillatory Low Magnitude Shear (HOLMES),
in the bifurcation of the abdominal aorta.

Some continuum mathematical models of the development of atherosclerosis have
been developed. There is a huge quantity of these models developed as two-dimensional
axisymmetric models. Olgac et al. [11] consider the LDL flow from the lumen to the arterial
wall with the three-pore model, depending on the WSS, while Tomaso et al. [12] considered
the flow of monocytes as well as LDL flow. Calvez et al. [13] used a two-dimensional model
which, in addition to LDL and monocytes, also considered macrophages, cytokines, and
foam cells. Finally, they modelled the fluid–structure interaction between the mesh displace-
ment due to plaque formation and blood flow. Cilla et al. [4] modelled a two-dimensional
axisymmetric geometry with LDL and monocyte flows into the arterial wall depending on
WSS and the three-pore model, and the interactions between all the substances commented
on before, as well as smooth muscle cells and collagen fibre. In addition, Shahzad et al. [14]
studied the influence of hemodynamics in a two-dimensional geometry of an artery bi-
furcation with an obstacle plaque that disturbs blood flow. They used the fluid–structure
interaction (FSI) with an elastic wall and computational fluid dynamics (CFD) considering
a rigid wall.

There are also mechanobiological models with patient-specific geometries, such as by
Siogkas et al. [15], who consider LDL that becomes oxidised, monocytes that differentiate
into macrophages, and cytokines in the arterial wall. Filipovic et al. [16] modelled oxidised
LDL, macrophages, and cytokines, depending on the WSS on coronary arteries, and
adjusted the parameters of their model in order to obtain results based on experimental
data. Hernández-López et al. [8] included also foam cells, smooth muscle cells, and collagen
fibre, and analysed the effect of mechanical stimuli on the growth of atheroma plaque in
carotid arteries. Kenjereš and De Loor [17] developed a computational model to simulate
the flow of LDL through the arterial wall in a realistic geometry of a carotid bifurcation
with a multilayered wall.

On the other hand, there are some agent-based models that study plaque development
in the arteries [18–20]. The main advantage of continuum models against agent-based mod-
els is that they allow the simulation of plaque development in real geometries, whereas the
advantage of agent-based models is that they can take into account the random behaviour of
cells, which is not possible with continuum models. Olivares et al. [18] developed a model
for early-stage atherosclerosis, in which they considered substances such as LDL, oxidised
LDL, macrophage, foam cells, smooth muscle cells, endothelial cells, and autoantibodies.
Bhui and Hayenga [19] developed a three-dimensional model of transendothelial migration
during atherogenesis, in which they modelled endothelial cells, monocyte, macrophage,
lymphocyte, neutrophil, and foam cells. In addition, Corti et al. [20] modelled atheroma
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plaque growth depending on WSS in three-dimensional geometry. They considered a
multilayered wall, composed of the intima, media, and adventitia layers, modelling also
the internal and external elastic laminae.

There is a large number of substances and parameters involved in the process of
formation of atheroma plaque, so it is important to understand how each substance and
parameter influences plaque growth.

There are also some studies focused on parameter influence in previous related models,
such as Tomaso et al. [12], who analysed the influence of different LDL concentrations in
blood to determine how it affects plaque growth. Olivares et al. [18] analysed, in 8 cases,
the influence in the plaque of the oxidation rate of LDL, migration speed of agents, and
auto-antibodies maximum concentration. Cilla et al. [21] analysed the effect of transmural
transport properties on atheroma plaque formation, attending to LDL and oxidised LDL
diffusion coefficient anisotropy. Finally, Corti et al. [20] made both, mono-parametric and
multi-parametric sensitivity analyses to evaluate the changes in their results caused by
changes in the parameters of an agent-based model of plaque growth.

The aim of this study is to analyse the influence of the parameters of a previous
computational model on the formation of atheroma plaque in the arteries [8], to determine
the effect of these parameters on the growth and composition of atheroma plaque.

The mathematical model used has a total of 52 parameters, which come from different
studies and can be related to experimental or computational analysis. Among the exper-
imental ones, there are some differences between the analysis conditions. For example,
some of the parameters have been determined from in vitro tests, while others are from in
vivo tests. Moreover, they come from studies of different species and arteries (coronary,
carotid, or aorta). Finally, some of them have been estimated based on computational
results. Therefore, the values of the parameters can have a large variation, so it is relevant
to perform a sensitivity analysis of the parameters of the model.

Although the study of parameter variation was performed in a geometry of a carotid
artery, the influence of the parameters in the model would be the same in the case of other
arteries or geometries.

2. Geometry

Due to the high computational requirements of the model and because the objective of
this study was to analyse the influences of the different parameters on plaque growth, a 2D
axisymmetric approximation was considered enough for this study.

The geometry was developed based on that of Olgac et al. [11] as it reproduces the
mechanical stimuli to which real patients are subjected, leading to the appearance of
plaque (TAWSS and OSI). The geometry was adapted to carotid arteries by modifying
the diameter and thickness of the vessel to the corresponding values for carotid arteries:
3.63 mm and 0.7 mm, respectively [22]. Figure 1 shows the geometry, which is composed
of the lumen and the arterial wall, considered a monolayer. It also has an obstacle plaque
that disturbs blood flow, causing low TAWSS and high OSI downstream and favouring
the appearance of a new plaque in that area. It is a phenomenon that was observed in real
patients [23,24]. This second plaque is the one that is going to be analysed.

The model was discretised using the finite element method. A sensitivity analysis
of the length of the geometry and the mesh was developed, obtaining that the minimal
length of the artery to ensure a fully developed blood flow is 90 mm. The domains of the
model were meshed using quadrilateral elements, with three boundary layers in the lumen
near the endothelium. A sensitivity analysis of the mesh was performed in both lumen
and arterial wall meshes, in order to determine the most suitable mesh to solve the model
with minimal computational costs, but without affecting the results. The total number of
elements is equal to 36,731 for the lumen and 36,036 for the arterial wall, resulting in a
total number of elements in the geometry of 72,767. A discretisation with P1-P1 elements
was made for the calculation of blood flow. Therefore, linear interpolation was considered
for both the velocity and pressure of blood flow in the lumen of the artery. To perform
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the sensitivity analysis of the mesh, a coarse mesh was selected in the first place and
progressively refined, until the results obtained did not vary more than 5%. The same
procedure was done with the number of boundary layers of the lumen mesh. In addition,
linear and quadratic serendipity elements were used for the inflammatory process in the
arterial wall and for plasma flow through the endothelium and the growth of the plaque,
respectively. Two details of the selected mesh are shown in Figure 1. The solution to
the transient problems was obtained using the Backwards differentiation formula (BDF)
method, which is implicit, following Newton’s method for nonlinear problems.

Figure 1. Two-dimensional axisymmetric geometry composed of lumen (in red), the arterial wall,
and obstacle plaque (both in white color). Details (A,B) show the mesh near the endothelium at both
sides (lumen and arterial wall) for the area near the obstacle plaque (A) and the area of development
of the new plaque (B).

The total number of degrees of freedom of the lumen can be determined by multiplying
the components of the velocity of blood and the number of elements in the lumen mesh.
For the case of the arterial wall, the number of degrees of freedom would be equal to the
multiplication of the components of the plasma flow velocity, the number of substance
concentrations that we calculate and the number of elements of the arterial wall mesh.

3. Mathematical Model

In this section, the mathematical model is described, showing the equations in different
subsections, referring to blood flow in the lumen, plasma flow across the endothelium, the
inflammatory process in the arterial wall, and plaque growth.

3.1. Blood Flow in the Lumen

Blood flow along the arterial lumen is considered laminar due to the Reynolds number
in the arteries under physiological conditions (Re ≈ 950 for the mean diameter of the
considered artery) [25]. Furthermore, blood is modelled as a Newtonian incompressible
fluid, since the diameter of the lumen in the arteries is greater than 0.5 mm [26,27]. Moreover,
it is modelled as a homogeneous fluid due to the small size of the particles with respect to
the lumen diameter of the arteries [25].

The Navier–Stokes and continuity equations govern blood flow along the lumen:

ρb(ul · ∇)ul = ∇ · [−Pl I + μb(∇ul + (∇ul)
T)] + Fl (1)

ρb∇ · ul = 0, (2)
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where subscripts b and l refer to blood and lumen, respectively. The parameters ρb and
μb are, respectively, the density and dynamic viscosity of blood, while ul and Pl are the
velocity and pressure of blood flow. Fl is the internal force of blood, which is negligible
compared to the friction of blood flow with the arterial wall. All parameters referring to
blood flow along the lumen are in Table 1.

Table 1. Parameters to calculate blood flow.

Blood Flow Parameters

Parameter Description Value Reference

ρb Blood density 1050 kg
m3 Milnor [28]

μb Blood viscosity 0.0035 Pa · s Milnor [28]
T Cardiac cycle period 0.85 s Malvè et al. [25]

Blood flow is modelled in a transient step. An analysis of the number of cardiac cycles
needed to model blood flow was performed, determining that three cardiac cycles are
enough to develop blood flow in the lumen.

Transient mass flow and pressure are imposed, respectively, at the inlet and outlet
of the geometry as boundary conditions [25], as can be seen in Figure 2. These boundary
conditions influence the location and size of the generated plaque as they directly affect the
recirculation that the obstacle plaque produces downstream. Therefore, they directly affect
the mechanical stimuli that initiate plaque growth. For example, when increasing the inlet
mass flow, the recirculation is bigger and, therefore, the areas with the mechanical stimuli
that initiate plaque growth move to the end of the geometry. Finally, a no-slip condition is
imposed at the endothelium.

Figure 2. Mass flow (black line) and pressure (blue line) imposed as boundary conditions at the inlet
and outlet of the geometry, respectively [25].

3.2. Plasma Flow across the Endothelium

As a result of the porous nature of the arterial wall, plasma can enter the bloodstream,
causing a plasma flow through the endothelium. Plasma flow across the arterial wall is
modelled with Darcy’s law and continuity equations [11,29–33]. Darcy’s law relates the
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velocity of the plasma flow with the pressure drop in the arterial wall and considers some
parameters related to the porous nature of the arterial wall (permeability and porosity).

uw = − kw

μp
∇pw, (3)

∂(ρpεw)

∂t
+ ρp∇ · uw = Jv (4)

Parameters related to the arterial wall are uw, kw, εw, and ∇pw, and represent the
velocity of the plasma flow, the permeability and porosity of the arterial wall, and the
pressure gradient, respectively. ρp and μp are the dynamic viscosity and density of the
plasma. Finally, Jv is the plasma flow across the endothelium, which is calculated with the
Kedem–Katchalsky equations [34] and the three-pore model [11]:

Jv = Jvnj + Jvlj +���Jvvp (5)

As can be seen in Equation (5), the three-pore model considers three different types
of plasma flow through the endothelium: plasma flow through normal junctions (Jvnj),
leaky junctions (Jvlj), and vesicular pathways (Jvvp). Nevertheless, vesicular transport
is intended for molecular transport, so plasma flow is negligible, relative to that across
normal and leaky junctions.

Plasma flow through normal and vesicular pathways can be defined as:

Jvnj = Lpnj · ΔPEnd · (1 − Φl j) (6)

Jvlj = Lplj · ΔPEnd (7)

Lpnj and Lplj depend on the considered artery and are the hydraulic conductivity of
normal and leaky junctions [35], while ΔP is the pressure drop across the endothelium,
which depends on the intraluminal pressure [35]. Finally, Φl j is the endothelial fraction
occupied by leaky cells [36–38].

The hydraulic conductivity of leaky junctions can be calculated as [38,39]:

Lplj =
Ap
S

· Lpslj, (8)

with Ap
S being the fraction of the total area occupied by leaky junctions, and Lpslj being

the hydraulic conductivity of a single leaky junction. To determine these parameters, we
considered that leaky cells are enclosed by leaky junctions, which have ring shapes and are
randomly distributed with a distance equal to εl j, being 2εl j of the permeability of a leaky
junction. Moreover, the spaces between endothelial cells are cylindrical [38,39]. Therefore,
Ap
S can be calculated as:

Ap

S
=

Aslj

π · εl j
2 , (9)

where π · εl j
2 is the total area occupied by leaky junctions, and Aslj is the area of a single

leaky junction that can be calculated, assuming reduced thickness, as:

Aslj = 2π · Rcell · 2wl , (10)

where Rcell is the radius of endothelial cells and wl is the half-width of a leaky junction [36,38,39].
On the other hand, Φl j can be defined as [36,38]:

Φl j =
Rcell

2

εl j
2 (11)

162



Mathematics 2023, 11, 829

Combining Equations (9)–(11), the fraction of area occupied by leaky junctions can be
rewritten as (12):

Ap

S
=

4wl
Rcell

· Φl j (12)

The ratio Φl j is known to be a function of some mechanical stimuli, such as the wall
shear stress (WSS), the time-averaged wall shear stress (TAWSS), and the oscillation shear
index (OSI) [40]. As blood flow is modelled in transient mode, WSS was not considered
due to its changes according to the cardiac cycle. Instead of WSS, TAWSS was defined. This
variable takes into account the tangential stresses that blood produces in the endothelium
during a cardiac cycle and that causes changes in the shape index of the endothelial cells.
Therefore, in areas with low TAWSS, endothelial cells will be rounder, allowing plasma
and substances to flow between their pores [16,40–42]:

TAWSS =
1
T

∫ T

o
|τ(t)| · dt, (13)

where T is the period of a cardiac cycle and |τ(t)| the magnitude of WSS dependent on
time. On the other hand, high values of OSI imply that blood is highly oscillatory there.
Thus, the tangential stresses of blood flow in the endothelium are also oscillatory and, due
to their variation, they cause a change in the shape index of the endothelial cells, making
them rounder and allowing the flow of plasma and substances through the endothelium,
being areas of high OSI considered as atheroprones [8,40]. OSI is defined as:

OSI = 0.5 ·
(

1 − | 1
T
∫ T

o τ(t) · dt|
TAWSS

)
(14)

Moreover, the ratio Φl j, TAWSS, and OSI are related by experimental
correlations [6–8,11,40]. The first correlation is a parameter named shape index (SI), which
can be calculated as:

SI =
4π · Area

Perimeter2 , (15)

where Area and Perimeter correspond to a single endothelial cell.
To determine the behaviour of endothelial cells with TAWSS and OSI, we proposed

in a previous work [8] a numerical correlation based on the experimental results of
Levesque et al. [40].

SI = 0.0264 · e5.647·OSI + 0.5513 · e−0.1815·(TAWSS)2
(16)

The total number of mitotic cells (MC) in the endothelium depends on the SI [43], so
the next experimental correlation was developed, with a unit area of 0.64 mm2:

MC = 0.003797 · e(14.75·SI) (17)

Finally, the number of leaky cells (LC) and mitotic cells (MC) is correlated by the
following empirical equation [11,44]:

LC = 0.307 +
0.805 · MC

0.453
(18)

On the other hand, Φl j can be defined as the ratio between the area of leaky cells and
the total area of cells. It can be calculated as:

Φl j =
LC · π · R2

cell
Aunit

, (19)
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considering Aunit equal to the unit area in all the experimental correlations before (0.64 mm2).
By calculating blood flow in the model, it is now possible to determine Φl j and therefore Ap

S .
Finally, the hydraulic conductivity of a single leaky junction, Lpslj, is defined according

to Olgac et al. [11]:

Lpslj =
w2

l
3 · μp · ll j

, (20)

where wl and ll j are, respectively, the width and the length of a leaky junction.
So, the plasma flow across the endothelium is completely defined, and the parameters

needed to calculate it are shown in Table 2.
The boundary conditions of the plasma flow across the endothelium are the normal

velocity of the plasma flow (Jv), which has already been defined, and the pressure in the
adventitia, which [11] must be defined. Both an increase in the normal velocity of the
plasma flow and a decrease in pressure at the adventitia would produce an increase in
plasma flow, which will also cause an increase in substances flow, with the consequent
increase in plaque size [8].

Table 2. Parameters to model plasma flow across the endothelium.

Plasma Flow Parameters

Param. Description Value Reference

Rcell Endothelial cell radius 15 μm Weinbaum et al. [38]
wl Half-width of a leaky junction 20 nm Weinbaum et al. [38]
ll j Leaky junction length 2 μm Weinbaum et al. [38]
ρp Plasma density 1050 kg

m3 Milnor [28]
μp Plasma viscosity 0.001 Pa · s Milnor [28]

kw Darcian artery permeability 1.2 · 10−18 m2 Huang et al. [36], Prosi et al.
[45]

εp Intima porosity 0.96 Ai and Vafai [46]
Lp,nj Normal junction conductivity 1.984 · 10−12 m

s·Pa Tedgui and Lever [35]
ΔPEnd Endothelial pressure difference 20.727 mmHg Tedgui and Lever [35]
Aunit Unit area for the exp. correlations 0.64 mm2 Chien [43]
Padv Pressure of the adventitia 17.5 mmHg Olgac et al. [11]

3.3. Inflammatory Process in the Arterial Wall

There are many substances involved in the inflammatory process of the arterial wall.
In the model, we consider molecules, such as low-density lipoproteins (LDL) and oxidised
LDL (oxLDL). We also consider cells, such as monocytes (m), macrophages (M), foam cells
(FC), and contractile and synthetic smooth muscle cells (CSMC and SSMC). We also model
cytokines (C) and collagen fibre (Cg).

All of these substances can have convection and diffusion and interact with the others,
so the inflammatory process of the arterial wall can be described with convection–diffusion–
reaction equations.

In addition, the flow of substances across the arterial wall can be defined as:

N = −DXi∇Xi + uwXi, (21)

where DXi , Xi, and uw are the diffusion coefficient of the considered substance, its concen-
tration and its convection velocity in the arterial wall. Due to the structure of the arterial
wall, the diffusion is anisotropic, as the longitudinal diffusion is 3 times higher than radial
diffusion [39].

At the beginning of the process, in the healthy artery, all muscle cells in the arterial
wall are contractile. Thus, the only substance that has an initial concentration in the arterial
wall is CSMC.

A high level of LDL concentration in blood is considered, according to a pathological
model (2.7 mg

ml [47], which corresponds to 6.98 mol
m3 ). Moreover, we impose a physiological
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monocyte inlet concentration in the lumen of 550 · 10−9 cells
m3 [48]. An increase in both inlet

concentrations would cause an increase in the growth of the resultant plaque.

3.3.1. LDL

Once the LDL molecules cross the endothelial barrier, they can suffer both convection
and diffusion, because of their small sizes. When an LDL molecule enters the arterial wall,
it is oxidised. Therefore, the reactive term of LDL molecules represents their oxidation.

∂CLDL,w

∂t
+∇ · (−DCLDL,w∇CLDL,w) + Klag · uw · ∇CLDL,w = −dLDLCLDL,w (22)

dLDL is the degradation ratio of LDL in the arterial wall and CLDL,w is its concentration
at each time.

It is necessary to define as a boundary condition the LDL concentration in the adven-
titia (CLDL,adv) [49]. The Kedem–Katchalsky equation is used to determine the LDL flow
across the endothelium [11]:

JS,LDL = CLDL,l · LDLdep · Papp, (23)

where CLDL,l is the LDL concentration in blood and LDLdep is the amount of LDL molecules
that are deposited from the lumen to the arterial wall. Finally, Papp is the apparent per-
meability of the arterial wall. LDL can flow from the lumen to the arterial wall through
normal and leaky junctions and vesicular pathways, so the apparent permeability of the
arterial wall is composed of three types of permeabilities [50,51]:

Papp = Papp,l j +���Papp,nj + Papp,vp, (24)

with Papp,nj, Papp,l j, and Papp,vp being the permeabilities of normal and leaky junctions and
vesicular pathways, respectively.

The transport of molecules through the endothelium is dependent on the size of the
particles. For the case of LDL, which has a radius of 11 nm [50]), transport across normal
junctions is not possible due to their small size. Therefore, LDL transport through the
endothelium can only occur through leaky junctions and vesicular pathways [52].

In addition, LDL transport through vesicular pathways is 10% of the flux through
leaky junctions [11]:

Papp,vp = 0.1 · Papp,l j (25)

The apparent permeability of leaky junctions can be defined as:

Papp,l j = PljZlj + Jv,l j · (1 − σf ,l j), (26)

where Plj, Zlj, and σf ,l j are the diffusive permeabilities of the leaky junctions, factors of
reduction of the LDL concentration gradient at the inlet of the flow and the solvent-drag
coefficient of leaky junctions. So, the LDL flux across the endothelium can be written as:

JS,LDL = 1.1 · CLDL,l · LDLdep · (PljZlj + Jv,l j(1 − σf ,l j)) (27)

The diffusive permeability of leaky junctions is defined as:

Plj =
Ap

S
χPslj, (28)

where χ is the difference between the total area of endothelial cells and the area of cells
separated by leaky junctions:

χ = 1 − αl j, (29)
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with αl j being the ratio between the radius of an LDL molecule (am) and the half-width of a
leaky junction (wl):

αl j =
am

wl
(30)

Pslj is the permeability of a single leaky junction, and can be determined by knowing
the LDL diffusion coefficient in a leaky junction (Dlj) and the length of a leaky junction (ll j):

Pslj =
Dlj

llj
(31)

LDL diffusion coefficient in a leaky junction is related to the LDL diffusion coefficient
by [11]:

Dlj

Dl
= F
(

αl j

)
= 1 − 1.004αl j + 0.418α3

l j − 0.16α5
l j (32)

On the other hand, Zlj depends on a modified Péclet number:

Zlj =
Pelj

e(Pelj) − 1
(33)

This modified Péclet number can be defined as:

Pelj =
Jv, l j · (1 − σf ,l j)

Plj
(34)

Finally, the solvent-drag coefficient of leaky junctions is given by [11]:

σf ,l j = 1 − 2
3

α2
l j(1 − αl j) · F(αl j)− (1 − αl j)

(
2
3
+

2αl j

3
−

7α2
l j

12

)
(35)

3.3.2. Oxidised LDL

Once LDL is oxidised, it is considered to not experience convection [4]. However,
due to its similar size to LDL, oxidised LDL shows diffusion in the arterial wall. Once
LDL enters the arterial wall, it becomes oxidised, so one of its reactive terms refers to
this oxidation. On the other hand, oxidised LDL is phagocytosed by macrophages, which
corresponds to its second reactive term.

∂CoxLDL,w

∂t
+∇ · (−DCoxLDL,w∇CoxLDL,w) = dLDLCLDL,w − LDLox,rCoxLDLw CM,w, (36)

where CoxLDLw and CM,w are the oxidised LDL and macrophage concentrations in the arte-
rial wall. In addition, LDLox,r is a ratio of the quantity of oxidised LDL that a macrophage
can ingest.

3.3.3. Monocytes

Due to their sizes, we hypothesise that monocytes do not have convection, but they
experience diffusion in the arterial wall. Once monocytes are in the arterial wall, they
differentiate into macrophages, and also, they suffer apoptosis. These two phenomena are
represented by their reactive terms.

∂Cm,w

∂t
+∇ · (−DCm,w∇Cm,w) = −dmCm,w − mdCm,w, (37)

where Cm,w is the monocyte concentration in the arterial wall. dm is the rate of monocytes
that differentiate into macrophages and md is the apoptosis rate of monocytes.

In addition, a physiological monocyte inlet concentration in the lumen of
550 · 10−9 Monocyte

m3 is imposed [48].
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Monocyte flow through the endothelium is dependent on hemodynamics. Areas of
low TAWSS are known to be atheroprone; particularly for carotid arteries, areas of TAWSS
lower than 2 Pa can develop atheroma plaque [16,41,42]. For the case of OSI, according
to our previous work [8], it can be determined that areas of OSI greater than 0.1910 are
atheroprones. Monocyte flow across the endothelium can be defined as [8]:

Js,m(TAWSS, OSI) = mr · (0.8588 · e−0.6301·TAWSS + 0.1295 · e3.963·OSI) · CLDL,ox,wCm,l , (38)

with mr being the monocyte recruitments from the lumen.

3.3.4. Macrophages

Similar to monocytes, we hypothesise that macrophages experience diffusion but not
convection. Once monocytes are in the arterial wall, they differentiate into macrophages.
Furthermore, macrophage phagocytes oxidised LDL, and once they cannot ingest a greater
amount of oxidised LDL, they suffer apoptosis and become foam cells. These two phenom-
ena are represented in the macrophage reactive terms:

∂CM,w

∂t
+∇ · (−DCM,w∇CM,w) = dmCm,w − LDLox,r

nFC
· CoxLDLw CM,w, (39)

In Equation (39), LDLox,r is the constant rate of oxidised LDL uptaken by macrophages,
and nFC is the maximum amount of oxidised LDL that a single macrophage must ingest to
transform into a foam cell.

3.3.5. Cytokines

Due to their sizes, cytokines do not have convection. In addition, they are enclosed
by macrophages, so they do not have diffusion either. Cytokines in the arterial wall are
segregated by macrophages and also experience degradation, phenomena that can be seen
in their reactive terms:

∂Cc,w

∂t
= CrCoxLDLw CM,w − dcCc,w, (40)

where Cc,w is cytokine concentration in the arterial wall. Cr and dc are, respectively, the
ratios of production and degradation of cytokines.

3.3.6. Contractile Smooth Muscle Cells

They have neither convection nor diffusion because of their large size. At the beginning
of the process, all smooth muscle cells of the arterial wall have a contractile phenotype.
Then, due to the presence of cytokines, they experience a change of phenotype into synthetic
smooth muscle cells, which is represented in their reactive term:

∂CCSMC,w

∂t
= −CCSMC,w · Sr ·

(
Cc,w

kc · Cth
c,w + Cc,w

)
(41)

CCSMC,w is CSMC concentration in the arterial wall. Sr is the CSMC differentiation
rate into SSMC and Cth

c,w is the maximum cytokine concentration allowed in the arterial
wall. Finally, kc is a constant for the saturation equation.

3.3.7. Synthetic Smooth Muscle Cells

Equal to CSMC and because of their sizes, SSMCs neither have convection nor diffu-
sion. CSMCs change their phenotypes into SSMCs due to the presence of cytokines in the
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arterial wall. They also experience proliferation and apoptosis. These three phenomena are
represented in their reactive terms:

∂CSSMC,w

∂t
= CCSMC,w · Sr ·

(
Cc,w

kc · Cth
c,w + Cc,w

)
+

(
pssCc,w

Cth
c,w/2 + Cc,w

)
CSSMC,w − rApop · CSSMC,w (42)

CSSMC,w represents the SSMC concentration in the arterial wall. In addition, pss is the
SSMC proliferation rate and rApop is the SSMC apoptosis rate.

3.3.8. Foam Cells

Due to their large sizes, foam cells neither have convection nor diffusion. Once a
macrophage cannot ingest a greater quantity of oxidised LDL, it becomes a foam cell, which
is represented in the reactive term of foam cells:

∂CFC,w

∂t
=

LDLox,r

nFC
· CLDLoxw CM,w (43)

3.3.9. Collagen Fibre

Collagen fibre do not experience convection or diffusion because they are composed
of many molecules. Collagen fibre experience segregation by SSMC, which can be seen in
its reactive term.

∂CCg,w

∂t
= Gr · CSSMC,w, (44)

where CCg,w is collagen concentration in the arterial wall, and Gr is its secretion rate due
to plaque formation. Natural segregation and degradation of collagen in the arterial wall
were not considered, as they occur in healthy areas of the arterial wall, not related to plaque
generation.

Table 3 contains all the parameters to calculate the inflammatory process in the
arterial wall.

Table 3. Parameters to calculate the inflammatory process in the arterial wall.

Inflammatory Process Parameters

Parameter Description Value Reference

DrLDL,w LDL radial diff. coeff. 8 · 10−13 m2

s Prosi et al. [45]
Drm,w Monocyte radial diff. coeff. 8 · 10−15 m2

s Cilla et al. [4]
DroxLDL,w Ox. LDL radial diff. coeff. 8 · 10−13 m2

s Prosi et al. [45]
DrM,w Macroph. radial diff. coeff. 8 · 10−15 m2

s Cilla et al. [4]
dLDL LDL oxidation 2.85 · 10−4 s−1 Ai and Vafai [46]

dm Monocyte differentiation 1.15 · 10−6 s−1 Bulelzai and Dubbel-
dam [53]

md Monocyte natural death 1
60 d−1 Krstic [54]

LDLox,r OxLDL uptake 2.45 · 10−23 m3

Macrophage·s Zhao et al. [55]

nFC Max. oxLDL uptake 2.72 · 10−11 moloxLDL
Macrophage

Hernández-López et
al. [8]

Cr Cytokine production 3 · 10−10 molC ·m3

moloxLDL ·Macrophage·s Cilla et al. [4]
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Table 3. Cont.

Inflammatory Process Parameters

Parameter Description Value Reference

dc Cytokine degradation 2.3148 · 10−5 s−1 Zhao et al. [56]
Sr SMC’s differentiation 0.0036 d−1 Cilla et al. [4]

pss SSMC’s proliferation 0.0202 d−1 Budu-Grajdeanu et al.
[57]

Gr Collagen production 2.49 · 10−21 kgCg
SSMC·s

Zahedmanesh et al.
[58]

wl Half-width of a leaky junct. 20 nm Weinbaum et al. [38]
ll j Leaky junction length 2 μm Weinbaum et al. [38]
RLDL LDL radius 11 nm Tarbell [50]

Cth
c,w Cytokine threshold 1.235 · 1013 molC

m3

Hernández-López et
al. [8]

C0,LDL LDL initial conc. 6.98 molLDL
m3 Cilla [47]

C0,m Monocyte initial conc. 550 · 109 Monocytes
m3 Khan [48]

C0,CSMC CSMC initial conc. 3.16 · 1013 CSMC
m3 Escuer et al. [59]

CLDL,adv LDL conc. at adventitia 11.6‰ ·CLDL,l Meyer et al. [49]

kc Cytokine threshold factor 0.65093 Hernández-López et
al. [8]

LDLdep LDL at the endothelium 10−2 · CLDL,l Meyer et al. [49]
mr Monocyte recruitment 6.636 · 10−4 m4

moloxLDL ·day Steinberg et al. [60]

rapop SSMC apoptosis rate 8.011 · 10−8s−1 Kockx et al. [61]
ρLDL LDL density 1063 kg

m3 Ivanova et al. [62]
MwLDL LDL molecular weight 386.65 g

molLDL
Cilla [47]

klag Solute lag coefficient of LDL 0.893 Dabagh et al. [63]

3.4. Plaque Growth

Finally, with Equation (45), it is possible to calculate the growth of plaque in the arterial
wall. We consider plaque to be composed of a lipid nucleus of foam cells and a fibrous layer
of synthetic smooth muscle cells and collagen fibre. Therefore, considering the isotropic
growth of plaque, it is possible to determine the change in volume in the arterial wall due
to plaque appearance:

∇ · v =
∂CFC,w

∂t
· VolFC +

∂ΔCSSMC,w

∂t
· VolSSMC +

∂CCg,w

∂t
· 1

ρCg
, (45)

where ∂Ci,w
∂t is the variation of concentration with respect to the initial concentration of the

considered substance. VolFC and VolSSMC are the volumes of a foam cell and a synthetic
smooth muscle cell, respectively. Finally, ρCg is the collagen density.

To calculate the volume of foam cells, they have been approximated as spherical
geometries, while synthetic smooth muscle cells are modelled as ellipsoids, so their volumes
can be calculated with Equations (46) and (47).

VolFC =
4
3

πRFC
3 (46)

VolSSMC =
4
3

πRSSMC
2 · lSSMC, (47)

with RFC and RSSMC being foam cells and the synthetic smooth muscle cell radius, and
lSSMC being the lengths of synthetic smooth muscle cells. Parameters for calculating plaque
growth in the arterial wall are given in Table 4.
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Table 4. Parameters to calculate plaque growth in the arterial wall.

Plaque Growth Parameters

Parameter Description Value Reference

RFC Foam cell radius 15.264 μm Krombach et al. [64], Cannon and Swanson
[65]

RSSMC SMC radius 3.75 μm Cilla et al. [4]
lSSMC SMC length 115 μm Cilla et al. [4]
ρCg Collagen density 1000 kg

m3 Sáez et al. [66]

4. Numerical Methods

The software COMSOL Multiphysics (COMSOL AB, Burlington, MA, USA) was used
to computationally solve the model. It was modelled using four consecutive steps, which
can be seen in Figure 3. In the first step, three cardiac cycles and hemodynamic stimuli
were calculated in a transient step, determining the values of TAWSS and OSI for the third
cardiac cycle. Then, in the second step, which is stationary, the plasma flow through the
endothelium is calculated. In the third step, the inflammatory process is calculated in a
transient mode, determining the concentrations of all substances in the arterial wall for a
total of 30 years. Finally, a last stationary step was developed to calculate the growth of the
plaque, knowing the concentrations of all substances for a period of 30 years.

Figure 3. Pathline of the computational model.

A direct solver (multi-frontal massively parallel sparse direct solver, MUMPS) was
used to calculate transient blood flow along the lumen, as well as plasma flow across
the endothelium, the inflammatory process in the arterial wall, and plaque growth. The
inflammatory process was calculated iteratively, using groups of segregated steps for the
different substances.

5. Sensitivity Analysis

As can be seen in Section 3, the computational model has a large number of param-
eters that can affect the composition and growth of the plaque. There is a wide range
of values of these parameters in the literature that also come from studies under differ-
ent conditions, such as in vivo or in vitro experiments, or different species or arteries.
Therefore, a sensitivity analysis can help to understand the role of every parameter in the
generated plaque.

The objective of this study is to analyse plaque growth and its composition. To do so, a
previous selection of the parameters to analyse was made. Therefore, geometric parameters,
initial concentrations, material properties, flow properties, and other factors that are well
known have not been considered in the analysis because their influence on the model seems
to be clear (for example, an increase in the radius of foam cells would result in an increase
in the stenosis ratio due to an increase in the volume of the plaque). Thus, in this study, only
the parameters related to the reactive terms of the convection–diffusion–reaction equations
of the inflammatory process are analysed, as well as the diffusion coefficients of substances
in the arterial wall.

Table 5 contains all the parameters whose variation was analysed and their descrip-
tions. The analysed parameters have been increased and reduced by 25 % and 10 % in 61
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different simulations in a mono-variant sensitivity analysis. The values of the parameters
for the case of ± 10% variation are included in Table 5, as an example:

Table 5. Analysed parameters and values.

Parameter Description Value −10% Mean Value Value +10%

DLDL,w = DLDLox,w (m2

s ) LDL and oxLDL diff. coeff. 7.2 · 10−13 8 · 10−13 8.8 · 10−13

Dm,w = DM,w (m2

s )
Monocyte and macrophage
diff. coeff. 7.2 · 10−15 8 · 10−15 8.8 · 10−15

dLDL (s−1) LDL oxidation 2.565 · 10−4 2.85 · 10−4 3.135 · 10−4

dm (s−1) Monocyte differentiation 1.035 · 10−6 1.15 · 10−6 1.265 · 10−6

md (d−1) Monocyte death 0.015 0.016 0.018
LDLox,r (

m3

Macrophage·s ) OxLDL uptake 2.205 · 10−23 2.45 · 10−23 2.695 · 10−23

nFC ( moloxLDL
Macrophage ) Max. oxLDL uptake 2.448 · 10−11 2.72 · 10−11 2.992 · 10−11

Cr (
molC ·m3

moloxLDL ·Macrophage·s ) Cytokine production 2.7 · 10−10 3 · 10−10 3.3 · 10−10

dc (s−1) Cytokine degradation 2.082 · 10−5 2.314 · 10−5 2.545 · 10−5

Sr (d−1) SMC differentiation 3.24 · 10−3 3.6 · 10−3 3.96 · 10−3

pss (d−1) SSMC proliferation 0.01818 0.0202 0.0199

Gr (
kgCg

SSMC·s ) Collagen production 2.241 · 10−21 2.49 · 10−21 2.739 · 10−21

Cth
c,w (molC

m3 ) Cytokine threshold 1.111 · 1013 1.235 · 1013 1.358 · 1013

mr (
m4

moloxLDL ·day ) Monocyte recruitment 5.972 · 10−4 6.636 · 10−4 7.299 · 10−4

rapop (s−1) SSMC apoptosis rate 7.209 · 10−8 8.011 · 10−8 8.812 · 10−8

The percentage change in the volume of the plaque due to each of the substances
involved in its growth (foam cells that compose the lipidic core of the plaque, and synthetic
smooth muscle cells and collagen fibre, which correspond to the fibrous layer of the plaque)
was analysed, as well as the variation in the stenosis ratio, which is defined as:

SR(%) =

(
1 − Area o f lumen with plaque

Area o f healthy lumen

)
· 100 (48)

6. Results

Tables 6 and 7 show the results obtained by increasing and decreasing the selected
parameters by 25% and 10%, respectively.

Table 6. Results of foam cells, synthetic smooth muscle cells, and collagen volume variations (second,
third, and fourth columns, respectively), and stenosis ratio variation (fifth column), by reducing and
increasing the values of the parameters of the first column by 25%.

Parameter

FC Volume
Variation (%)

SSMC Volume
Variation (%)

Cg Volume
Variation (%)

SR
Variation (%)

−25% +25% −25% +25% −25% +25% −25% +25%

DLDL,w =
DLDLox,w

7.35 −5.65 >100 −92.81 >100 −74.38 - −36.61

Dm,w
= DM,w

4.82 −4.07 >100 −43.43 >100 −39.57 - −19.71

dLDL −20.29 18.51 −99.89 >100 −93.98 >100 −82.68 -
dm −0.98 0.63 −42.43 21.00 −31.32 15.33 −7.28 4.69
md 0.23 −1.09 15.32 −34.09 12.95 −29.32 7.90 −8.16

LDLox,r −3.73 2.90 >100 −99.89 >100 −93.27 - −12.99
nFC 48.43 −36.00 −0.21 0.13 −0.10 0.24 >100 −77.22
Cr 0 0 −99.89 >100 −95.52 >100 −22.05 -
dc 0 0 >100 −99.89 >100 −94.14 - −21.95
Sr 0 0 −5.50 6.46 −7.48 7.71 −0.64 0.032
pss 0 0 −99.89 >100 −96.88 >100 −22.17 -
Gr 0 0 0 0 −24.54 48.32 −1.08 2.09

Cth
c,w 0 0 >100 −99.89 >100 −94.14 - −21.96

mr −3.77 3.75 −41.23 >100 −35.02 >100 −20.83 -
rapop 0 0 >100 −99.91 >100 −96.72 - −22.19
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Table 7. Results of the foam cells, synthetic smooth muscle cells, and collagen volume variations
(second, third, and fourth columns, respectively), and variation in the stenosis ratio (fifth column),
reducing and increasing the values of the parameters of the first column by 10%.

Parameter

FC Volume
Variation (%)

SSMC Volume
Variation (%)

Cg Volume
Variation (%)

SR
Variation (%)

−10% +10% −10% +10% −10% +10% −10% +10%

DLDL,w =
DLDLox,w

2.69 −2.42 >100 −67.85 >100 −48.60 - −21.31

Dm,w
= DM,w

2.32 −1.32 >100 −13.45 >100 −9.32 - −11.23

dLDL −7.89 7.60 −97.67 >100 −81.81 >100 −45.91 -
dm −0.54 0.32 −25.54 12.55 −19.89 8.35 −2.67 2.10
md 0.05 −0.43 7.65 −25.43 4.56 −20.88 3.91 −3.06

LDLox,r −1.36 1.23 >100 −97.85 >100 −82.55 − −9.61
nFC 15.50 −11.52 −0.07 0.04 −0.03 0.08 57.57 −26.82
Cr 0 0 −99.13 >100 −86.56 >100 −21.31 -
dc 0 0 >100 −98.69 >100 −84.93 - −21.16
Sr 0 0 −1.17 1.38 −1.59 1.64 −0.13 0.007
pss 0 0 −99.89 >100 −91.40 >100 −21.75 -
Gr 0 0 0 0 −4.50 8.77 −0.19 0.36

Cth
c,w 0 0 >100 −98.69 >100 −84.93 - −21.15

mr −0.26 0.26 −2.89 >100 −2.45 67.59 −1.49 -
rapop 0 0 >100 −99.90 >100 −91.14 - −21.77

The first column of Tables 6 and 7 represents the parameter whose influence is being
analysed. The second, third, and fourth double columns are, respectively, changes in the
volume of foam cells, synthetic smooth muscle cells, and collagen fibre in the plaque,
caused by the considered parameter variation. Finally, the last double column is the change
in the stenosis ratio of the artery due to the change in the considered parameter.

As can be seen in Tables 6 and 7, the trend of the results is the same in the cases of
variation of 25% and 10% parameters variation. Therefore, the results will be discussed
only with reference to the 10% variation table (Table 7), and can be extrapolated for the 25%
variation table (Table 6).

As can be seen in Tables 6 and 7, the variation of the substance was limited to a
maximum of 100%. Therefore, in cases where the variation in the percentage of a substance
was greater than 100%, the stenosis ratio was not calculated.

As can be seen in Table 7, an increase in the diffusion parameters, md, LDLox,r, nFC, dc,
cth

c,w, and rapop causes a decrease in the stenosis ratio produced by the plaque. In contrast,
an increase in dLDL, dm, Cr, Sr, pss, Gr, and mr induces an increase in it. In addition, there
are some parameters of the model that have more influence on the results than others, and
their variation causes a change greater than 100% in the volume of any of the substances in
the plaque.

When considering the parameters that influence the change in the volume of foam
cells in the plaque (Table 7), these are, in order of influence, nFC, dLDL, DLDL,w = DLDLox,w
and Dm,w = DM,w, which are related to foam cells, LDL, and the diffusion properties of
substances in the arterial wall, respectively. As can be seen, none of the variations produces
a change in the volume of foam cells greater than 100%.

The parameters that cause a higher change in the volume of synthetic smooth muscle
cells are, in order of influence: dLDL, Cr, pss, mr, rapop, dc, Cth

c,w, and LDLox,r, when increased
(the first four produce a change greater than 100%). When their values decrease, the most
influential are, in order: DLDL,w = DLDLox,w, Dm,w = DM,w, LDLox,r, dc, Cth

c,w, rapop, pss, Cr,
and dLDL, the first six of which cause changes greater than 100%. Therefore, for the change
in the volume of synthetic smooth muscle cells volume in the plaque, the parameters dLDL,
Cr, pss, rapop, dc, Cth

c,w, and LDLox,r have huge influences, regardless if their values are
increased or decreased.
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For the case of the influence on volume change due to SSMC, dLDL, Cr, pss, rapop, dc,
Cth

c,w and LDLox,r have a great influence on the results obtained.
For the variation of collagen volume in the plaque, the most influential parameters

are, when increased: dLDL, Cr, pss, rapop, dc, Cth
c,w and LDLox,r, while when decreased:

DLDL,w = DLDLox,w, Dm,w = DM,w, LDLox,r, dc, Cth
c,w, and rapop.

In Figure 4, the variation in the volume of foam cells, synthetic smooth muscle cells,
and collagen fibre is represented in a graph of parallel bars for variations of ±10%. In cases
of parameters that cause a volume variation higher than 100% in any of the considered
substances, the bar of this substance is represented in red, i.e., the cases of the diffusion
coefficients dLDL, LDLox,r, Cr, dc, pss, cth

c,w, mr, and rapop.

Figure 4. Variation of the volume of FC (blue color), SSMC (yellow color), and collagen (green color)
when increasing and decreasing the parameters by 10% (solid and striped colors, respectively). Bars
in red represent a variation of one of the substances higher than 100%.

Figure 5 represents the change in the stenosis ratio due to the variation of the consid-
ered parameters when varied ±10%. The red bars refer to cases in which at least one of the
substances that adds volume to the plaque has a volume variation greater than 100%.

Figure 5. Variation of the stenosis ratio (blue color) when increasing and decreasing the parameters by
10% (solid and striped colors, respectively). Bars in red represent a variation of one of the substances
higher than 100%.

173



Mathematics 2023, 11, 829

7. Discussion

In this work, an analysis of the influence of some parameters of a previous mathemati-
cal model of atherosclerosis development in arteries was performed [8]. The mathematical
model has a large number of parameters that can affect the growth of the plaque. However,
some of them are considered well-known due to, for example, corresponding to geomet-
rical properties of arteries or substances. Therefore, the parameters whose influence on
plaque growth was analysed are related to the reactive terms of the equations referred to
substances in the arterial wall. These parameters have been modified by increasing and
decreasing their value in different cases by 10% and, to determine how they affect plaque
growth, variations in the volume of substances that add volume to the plaque have been
analysed (foam cells, synthetic smooth muscle cells, and collagen fibre). In addition, the
variation in the plaque stenosis ratio was analysed.

As can be seen in the results, on the one hand, the parameters whose variations
are directly proportional to the stenosis ratio are the degradation rate of LDL (dLDL),
the monocyte differentiation rate (dm), the parameters referring to the production and
degradation of cytokines (Cr and Sr), the proliferation rate of synthetic smooth muscle
cells (pss), the segregation rate of collagen (Gr) and the parameter related to the amount
of monocyte recruited by the endothelium (mr). On the other hand, some of the analysed
parameters are inversely proportional to the growth of the plaque, and an increase in
their values will cause a decrease in the volume of the plaque and, therefore, in the
stenosis ratio. It is the case of the diffusion parameters of substances on the arterial wall
(DLDL,w = DLDLox,w and Dm,w = DM,w), the rate of death of monocytes (md), the rate of
oxidised LDL that is uptaken by macrophages, and the maximum amount of oxidised
LDL that a macrophage can ingest (LDLox,r and nFC), the cytokine degradation rate, its
threshold in the arterial wall (dc and Cth

c,w), and the rate of apoptosis of synthetic smooth
muscle cells (rapop).

As can be noticed, the parameters that influence the change in the volume of synthetic
smooth muscle cells also influence the change in the volume of collagen. It is due to the
segregation of collagen fibre by SSMC, so collagen depends directly on them.

The less influential parameters in the volume change of substances in the plaque are:
dm, md, Sr, and Gr. It should be noted that dm and md are parameters referring to monocytes,
which act at the beginning of the process. Therefore, a great influence on them could be
expected. However, monocytes highly affect the results with the parameter mr, which is
the monocytes recruitment from the lumen, and its variation has a huge influence on the
volume of FC in the plaque and, therefore, in the stenosis ratio.

As can be seen in Figure 4, rapop has a large influence on the variation of volume of
synthetic smooth muscle cells and collagen for both cases, when increasing and decreasing
its value by 10%. The smaller the rapop value, the more plaque is generated, as it is an
apoptosis factor of synthetic smooth muscle cells. However, its influence on the variation of
the stenosis ratio is greater in the case of increasing its value than in the case of decreasing
it. As it is a parameter related to the apoptosis ratio of synthetic smooth muscle cells, its
change does not cause variation in the results of foam cells (Figure 5).

mr has more influence in both concentrations and stenosis ratio variation when in-
creased (Figures 4 and 5). This is because, when its value is decreased, the amount of
monocytes deposited in the arterial wall is reduced.

Cth
c,w has a large influence in the variations of the results, having more influence when

increased (the change of volume and stenosis ratio are greater than 100% in this case, as can
be seen in Figures 4 and 5). It is a parameter involved in the differentiation of contractile
smooth muscle cells into synthetic ones due to the presence of cytokines in the arterial wall.
Thus, it does not influence the volume of foam cells.

As Gr is a parameter of collagen fibre segregation, it only has influence on the change
of the volume of collagen in the plaque (Figure 4). Therefore, its influence on the stenosis
ratio is limited (Figure 5).
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pss is related to the proliferation of synthetic smooth muscle cells, so it does not
influence the results of foam cells. On the contrary, as can be seen in Figure 4, increasing it
by 10% produces a change greater than 100% in the variation of synthetic smooth muscle
cells and collagen fibre.

Sr changes do not cause a large variation in the volume of any substance or the plaque
stenosis ratio (Figure 5).

dc is a parameter that also has a large influence on the volume variations (Figure 4).
This parameter represents the cytokine degradation; thus, the higher it is, the more cy-
tokines are degraded and, thus, the volume and the ratio of stenosis are lower (Figure 5).
The same occurs with Cr, which represents the cytokine production.

nFC represents the maximum amount of oxidised LDL that a macrophage can ingest
before becoming a foam cell. Therefore, an increase in its value produces a reduction in the
volume of foam cells and the stenosis ratio (Figures 4 and 5). Its influence on the variation
of the volume of the substances is not very large, but it produces an important variation in
the stenosis ratio. When these results are contrasted with those of a substance that produces
a large variation in synthetic smooth muscle cells and collagen volumes (for example, dc), it
can be observed that a smaller change in the volume of foam cells produces a larger change
in the stenosis ratio. It can be explained by attending to Equation (45): The volume of a
foam cell is equal to 1.489 · 10−14m3, while the volume of a synthetic smooth muscle cell
is equal to 6.774 · 10−15m3. Therefore, due to their size difference, less change in foam cell
volume is needed to produce a similar stenosis ratio variation.

LDLox,r is related to the oxidised LDL uptaken by macrophages, so it affects the
volume of each of the considered substances. An increase in its value produces a reduction
in the volume of substances (Figure 4) and therefore of the stenosis ratio (Figure 5).

dm and md are both parameters referring to monocytes. The first one is related to their
differentiation, while the second one refers to their apoptosis. Therefore, their influences
are opposite. Their influence is more notable for synthetic smooth muscle cells and collagen
volumes (Figure 4).

dLDL is the degradation rate of LDL, so it has an influence on foam cells, synthetic
smooth muscle cells, and collagen fibre and, therefore, in the stenosis ratio of the plaque
(Figures 4 and 5). So, it is one of the most influential parameters of the model and the most
influential in the stenosis ratio when it is reduced.

DLDL,w = DLDLox,w and Dm,w = DM,w are related to the diffusion of substances in the
arterial wall, so they affect all the processes. Therefore, they influence the results of all the
substances, and are some of the most important parameters in the model (Figures 4 and 5).

With all of this information, knowing the influence of all the parameters, they could be
adjusted to achieve more or less vulnerable atheroma plaque, according to the percentage
volume of foam cells, synthetic smooth muscle cells, and collagen fibre [67,68]. The vul-
nerability of a plaque is dependent on multiple factors, such as its size or stresses caused
by blood flow in it, but it is also dependent on its composition. There is a high risk of
rupture of plaque with a large lipidic nucleus and a thin fibrous cap [67,69]. Therefore,
a high quantity of foam cells and a small amount of synthetic smooth muscle cells and
collagen fibre will be indicators of plaque with a high risk of rupture (and, therefore, less
stable) than one with a large quantity of synthetic smooth muscle cells and collagen [67–70].
Therefore, reducing the maximum amount of oxidised LDL that a macrophage can ingest
and the ratio of oxidation of LDL (nFC) will cause plaque with bigger lipid nuclei, which
can develop into more unstable plaque. However, as can be seen, it has no influence on
SSMC and collagen volumes in the plaque. Conversely, increasing the apoptosis ratio of
SSMCs, the cytokine threshold in the arterial wall and its degradation rate, and the rate
of oxidised LDL uptaken by macrophages (rapop, cth

c,w, dc and LDLox,r, respectively), and
reducing SSMC proliferation, cytokine production, and the oxidation LDL ratio (pss, Cr,
and dLDL, respectively) will produce plaque with less fibrotic layer and, thus, a high risk
of rupture.
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Some studies in the literature focus on determining the most influential parameters
in the development of atheroma plaque in different mathematical models. It is the case of
Cilla et al. [21], in which the effect of the anisotropy of the arterial wall on the diffusion
coefficients of LDL was analysed. Their results have been considered to implement the
anisotropy of the diffusion coefficients in the present model. There are also some studies
on parameter influence in agent-based models. It is the case of Olivares et al. [18], who
focus on determining how the migration of agents, the velocity of oxidation of LDL, and
the maximum amount of autoantibodies can affect the plaque. In addition Corti et al. [20]
have mono-parametric and multi-parametric studies to determine the influence of the
parameters on their model. However, it is not possible to contrast their results with the
ones obtained in this article, as each of the models considers different substances in the
process of atheroma plaque formation and, therefore, their parameters are referred to other
substance values.

The findings of this study should be interpreted in the context of its limitations. For
example, the study of the influence of parameters was done only in the geometry of the
carotid artery. However, the behaviour of the mathematical model would be the same
for other geometrical configurations and arteries, for example, coronary or aorta arteries,
adapting the values of the corresponding parameters if necessary. Another limitation of
the study is that it was done with a 2D-axisymmetric model instead of a real geometry.
This produces a higher plaque growth than in real cases as diffusion in the circumferential
direction is not allowed and therefore causes a higher accumulation of substances in the area
of the plaque. However, it should not influence the development of the plaque according
to the variations in the parameters that were analysed here. In addition, blood flow and the
inflammatory process are not coupled, which could influence the shape and stenosis ratio of
the developed plaque. In this study, we also do not consider the influence of the mechanics
of the arterial wall in the development of the plaque (such as tortuosity or changes in the
permeability of the arterial wall due to the thickness variation of it with the cardiac cycle).

8. Conclusions

The mathematical model has a large number of parameters and their values influence
the plaque obtained. They can affect the volume of the substances that provide volume
to the plaque and also its stenosis ratio. Therefore, the dependence of the model on the
variation of its parameters was analysed. For that, a previous selection of the parameters to
analyse was done, and those referred to geometrical parameters, initial concentrations, and
material properties were discarded.

As can be seen in Section 6, the variation of the selected parameters carries important
variations on the results, and in some cases, this variation can be greater than 100%.

dLDL, dm, Cr, Sr, pss, Gr, and mr are directly proportional to the change of substances
volume (FC, SSMC, and collagen) and to the stenosis ratio, while DLDL,w = DLDLox,w,
Dm,w = DM,w, md, LDLox,r, nFC, dc, Cth

c,w, and rapop are inversely proportional.
In addition, it was noticed that a variation in foam cell volume results in more of a

change in the plaque stenosis ratio than in the volume of synthetic smooth muscle cells or
collagen, due to the larger volume.

For all of this, it could be interesting to study the vulnerability of plaque by changing
the analysed parameters, knowing how each one of them affects the volume of foam cells,
synthetic smooth muscle cells, and collagen fibre in the plaque.
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Abbreviations

The following abbreviations are used in this manuscript:

LDL Low-density lipoproteins
FC Foam cells
CSMC Contractile smooth muscle cells
SSMC Synthetic smooth muscle cells
WSS Wall shear stress
TAWSS time-averaged wall shear stress
OSI Oscillatory shear index
SI Shape index
FSI Fluid–structure interaction
CFD Computational fluid dynamics
BDF Backwards differentiation formula

Subscripts:
b Blood
l Lumen
p Plasma
w Arterial wall
nj Normal junctions
l j Leaky junctions
vp Vesicular pathways

Nomenclature list:
ρ Density
μ Dynamic viscosity
ε Porosity
k Permeability
u Velocity
P Pressure
v Volume
R Radius
l Length
Fl Internal forces of blood
T Cardiac cycle period
Jv Plasma flow across the endothelium
ΔPEnd Pressure drop in the endothelium
Lp Hydraulic conductivity
Φl j Endothelial fraction of leaky cells
Ap
S Endothelial area occupied by leaky junctions

εl j Leaky junction permeability
Aslj Area of a single leaky junction
Rcell Endothelial cell radius
wl Half width of a leaky junction
τ(t) Blood flow tangential stresses
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Aunit Unit area
Lpslj Hydraulic conductivity of a single leaky junction
ll j Length of a leaky junction
N Substances flow
DXi Diffusion coefficient of the substance Xi in the arterial wall
Ci i substance concentration
Klag Solute lag coefficient of LDL
JS,i i substance flow across the endothelium
LDLdep LDL deposited into the arterial wall
Papp Apparent permeability
Plj Diffusive permeability of leaky junctions
Pslj Diffusive permeability of a single leaky junction
Zlj Reduction factor of leaky junctions
σf ,l j Solvent-drag coefficient of leaky junctions
χ Fraction of endothelial cells separated by leaky junctions
αl j Geometric ratio
am LDL molecule radius
Pelj Modifies Péclet number
dLDL Degradation rate of LDL
LDLox,r LDL that a macrophage can ingest
dm Monocyte differentiation rate
md Monocyte natural death
mr Monocyte recruitment from lumen
nFC Quantity of oxLDL that a macrophage has to ingest to turn into a FC
Cr Cytokine production rate
dc Cytokine degradation rate
Sr CSMC differentiation rate
kc Saturation constant
Cth

c,w Cytokine threshold
pss SSMC proliferation rate
rApop SSMC apoptosis rate
Gr Collagen secretion rate
LDL Low-density lipoproteins
oxLDL Oxidised LDL
m Monocyte
M Macrophage
c Cytokine
CSMC Contractile Smooth Muscle Cells
SSMC Synthetic Smooth Muscle Cells
FC Foam Cells
Cg Collagen
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Abstract: A Wearable Robotic Knee (WRK) is a mobile device designed to assist disabled individuals
in moving freely in undefined environments without external support. An advanced controller is
required to track the output trajectory of a WRK device in order to resolve uncertainties that are
caused by modeling errors and external disturbances. During the performance of a task, disturbances
are caused by changes in the external load and dynamic work conditions, such as by holding
weights while performing the task. The aim of this study is to address these issues and enhance the
performance of the output trajectory tracking goal using an adaptive robust controller based on the
Radial Basis Function (RBF) Neural Network (NN) system and Hamilton–Jacobi Inequality (HJI)
approach. WRK dynamics are established using the Lagrange approach at the outset of the analysis.
Afterwards, the L2 gain technique is applied to enhance the control motion solutions and provide
the main features of the designed WRK control systems. To prove the stability of the controlled
system, the HJI approach is investigated next using optimization techniques. The synthesized RBF
NN algorithm supports the easy implementation of the adaptive controller, as well as ensuring the
stability of the WRK system. An analysis of the numerical simulation results is performed in order to
demonstrate the robustness and effectiveness of the proposed tracking control algorithm. The results
showed the ability of the suggested controller of this study to find a solution to uncertainties.

Keywords: wearable robotic knee; tracking controller; radial basis function neural network; L2 gain;
Hamilton–Jacobi Inequality; robust control; adaptive control

MSC: 93A30; 93C40; 93C95; 93D05; 93D09

1. Introduction

After middle-age, the possibility of knee weakness might increase as a result of
knee fragility or weak muscles [1]. For this reason, devices that assist people in walking
are essential to reduce the pressure on the knee. People with physical disabilities can
significantly enhance their quality of life with assistive technologies such as knee prostheses.
To make these technologies more effective, however, main scientific research requirements
must be met. This study is motivated by the need to establish and validate an advanced
controller for simulation-assisted prosthesis design, which covers typical assumptions
about the appropriate form and functionality of knee disabilities. In more specific terms,
this can be divided into two specific goals: (i) Design a control strategy that analyzes real
knee dynamics and behavior and then translates the outcomes into an appropriate real
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prosthesis. It is imperative that the control system be stable, flexible, and safe. (ii) Develop
a set of analytical and smart tools that will enable the enhancement of design techniques by
incorporating realistic testing constraints as a basis for validating simulated trends. Various
control simulation scenarios based on a Lagrangian dynamics model will be investigated
in this work to validate the overall design process. The scope of the present study is
restricted to creating the framework necessary to enable this significant design process—
fundamentally, the pipeline from theory to experimentation. The Wearable Robotic Knee
(WRK) is an assist system that relieves the knee by offering support in performing various
types of movements [2]. Generally, WRK interacts with the motion of the elderly or injured
person during activity by actuated orthosis [3]. In [4], a WRK was designed using elastic
actuators via a special technique that includes kinematic analysis, topology options, and
optimization of structure. The developed WRK demonstrated low inertia on the person
wearing the device, back-drive, and the ability to overcome the issues of misalignments.
In [5], a WRK exoskeleton with variable stiffness actuators [6,7] was designed for lower
limbs. Its structure was flexible, and it was equipped with six joints with variable stiffness
actuators. By virtue of its structure, it showed the ability of assisting persons in walking by
applying a simple torque. In [8], a functional and general gait assist robot was designed
that could carry weight using a suggested mechanical design. The structure was dependent
on the model of the human knee and the analysis of body movement. The designed gait-
assisting robot could be worn without any restrictions on persons. Furthermore, it could
achieve various movements for different human leg length and body weight. In [9], a
prototype of a wearable robot was designed to assist people in walking by applying eight
electric motors and inertial measurement unit sensors. A special controller was designed
for this prototype to control the mechanical structure of the WRK. The designed prototype
showed its ability to carry and move the person who wore it while keeping human body
balance. In [10], the path planning of WRK was simplified by applying a Probabilistic Fam
technique. This technique provides safe motion via an active knee orthosis. In [11], a WRK
device was integrated within electromyogram sensors to assist the muscle of the person’s
knee. The human knee extension and flexion movements were controlled by manipulating
the electromyogram sensor signals corresponding to rectus femoris and biceps femoris.
The developed prototype showed functionality in practical application. A clinical control
technique for an exoskeleton WRK is presented in [2]. The presented method applied the
action of the human joint synergistically, using a gait help stick, to predict and supply
the required assistance for injured limbs. The result of injured persons’ walking with the
proposed control technique achieves the aims that they can walk with the developed system.
In [12], one of the major benefits of the proposed method is that it does not cancel the
non-linear properties of the process, but compensates for these features by dampening them
instead. The designed controller achieves the system’s optimal performance in terms of
robustness, rapidity and steady-state accuracy. However, a nonlinear observer reconstructs
the unmeasurable signals to ensure that the process output trajectory closely follows the
desired path. In the work of Belkhier et al. [13], the authors propose a passivity-based
controller, designed to cope with nonlinear systems exhibiting ODEs with a high degree of
coupling and a wide range of modelling uncertainties.

This study contributes to the development of an adaptive robust stable tracking
controller using the Radial Basis Function (RBF) Neural Network (NN) and Hamilton–
Jacobi Inequality (HJI) method. The following steps are implemented:

1. By considering model errors and external disturbances, the Lagrange theory is used
to derive the dynamics equations of the WRK system.

2. A control input is developed for the WRK system from feedback action, which de-
termines the difference between the current knee angle value and the required angle
value.

3. The HJI-based L2 gain technique is established to prove the stability of the WRK’s
control system and to enable control motion solutions.
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4. By using RBF NN, the control strategy is designed to overcome problems associated
with random variations and uncertain operating conditions.

In Table 1, we provide the standard nomenclature used throughout this study in order
to introduce the various symbols that appear in the equations presented.

Table 1. Standard nomenclature.

Notation

T Height of the person

mbody Weight of the person

KWRK Kinetic energy of the WRK system

Kthigh Kinetic energy of the thigh

Kcal f Kinetic energy of the calf

PWRK Potential energy of the WRK system

Pthigh Potential energy of the thigh

Pcal f Potential energy of the calf

lthigh Length of the thigh

lcal f Length of the calf

xthigh Position of the center of thigh in x-axis

ythigh Position of the center of thigh in y-axis

vthigh Velocity of the thigh

xcal f Position of the center of calf in x-axis

ycal f Position of the center of calf in y-axis

vcal f Velocity of the calf

θhip Angle of the hip

θknee Angle of the knee

τWRK,1 Input torque at hip joint

τWRK,2 Input torque at knee joint

mthigh Mass of the thigh

m1 Mass of WRK device upper arm

Ithight Moment of inertia of thigh

I1 Moment of inertia of WRK device upper arm

mcal f Mass of the calf

m2 Mass of WRK device lower arm

Ical f Moment of inertia of calf

I2 Moment of inertia of WRK device lower arm

MWRK Matrix of WRK system inertia

CWRK Matrix of Coriolis centrifugal forces

GWRK Matrix of gravity

εWRK Model errors

DWRK External disturbances

δWRK Uncertainties

ui/p Control input
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Table 1. Cont.

Notation

ci Inputs of RBF NN vector

dj Gaussian function

dT
WRK Gaussian function vector

wWRK,hj RBF NN weight matrix
.

ŴWRK Derivative of the estimated RBF NN weight matrix

EWRK Error vector

Q Function of positive value

E Input energy

β, γ, ε, � Constant of positive value

The rest of the paper is organized as follows: In Section 2, the related works and
contributions of this study are presented. In Section 3, dynamics equations of the WRK
system are derived. In Section 4, the design of the tracking error controller is outlined. In
Section 5, the HJI-based L2 gain technique is introduced. In Section 6, the RBF NN–based
Adaptive Robust Controller is detailed. In Section 7, the simulation study and results are
presented and discussed. The conclusions of this study and future work suggestions are
included in Section 8.

2. Related Works

Developing a suitable tracking controller for a WRK is important to ensure the opera-
tion of the designed device in an independent and intelligent manner. This section presents
the existing research on WRK control motion planning design. In [14], a WRK is designed
using actuator-type elastomeric muscles and a body of soft fabric material. The knee
movements are improved by the produced prototype. The process of producing this WRK
was simple by virtue of the selected components. Moreover, producing the platform of the
WRK from soft fabric material gives the prototype the essential property of light weight,
making it a device that can be worn with ease. In [15], a control technique is proposed for
an exoskeletal WRK in order to help with a specific motion, taking in consideration the
weight and balance of the person. By equipping pressure sensors on the shoes of the person
wear exoskeletal WRK, the center of the downward walking pressure by the person can
be measured. Next, a suggested control algorithm is developed to provide balance. The
required torque for improving the gait is supplied by actuators of the elastic type, which
are installed at the wearer’s hip and knee joints. In [16], a new WRK motion planning tech-
nique is introduced for helping humans to walk. The presented algorithm is based on the
principles of the dynamic mechanism of a specifically developed lower limb wearable robot.
The process of helping humans to walk is developed via applying a learning algorithm into
the mechanism of the robot. Obtaining the path of the knee joint requires the value of the
ankle joint. The uncertainties in joints are treated by a reinforcement learning algorithm.
In [17], virtual force is used to obtain a technique for path control planning for both the hip
joint and knee joint. The designed technique addresses the issue of uncertainty. In [18], an
on-line learning algorithm is presented for a lower limb wearable robot to assist in walking.
The objective of the suggested technique is to minimize the effort of the person who wears
the exoskeleton robot and the consumed energy of the actuator. The results showed the
functionality of the introduced on-line learning algorithm in reducing the effort of the
person during walking and the consumed power by actuator. In [19], a control algorithm of
the human–robot cooperation type is introduced to aid the wearer of the wearable robot in
locomotion during stair climbing. The trajectory is divided into two control patterns. The
first one is called the human control space, where the person does not need help from the
wearable device. The second one is the robot control space, where the person needs help
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from the wearable device. These two control spaces are managed through a new function.
This new function constrains the motion of the person to achieve the required trajectory. An
adaptive controller is designed to guarantee the smooth transmission between the human
and robot motions. The main features of the controller algorithms of the mentioned works
are listed in Table 2.

Table 2. Main motion control features of the related work.
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Park Y.-L. et al. (2014) [14] No Yes No No Yes No Yes Yes No

Eong M. et al. (2020) [15] Yes Yes No No No No No Yes No

Yuan Y. et al. (2020) [16] Yes No No No Yes Yes Yes No No

Bian Y. et al. (2021) [17] Yes No No Yes No Yes Yes Yes No

Kagawa T. et al. (2017) [18] Yes No Yes No No Yes Yes Yes Yes

Li Z. et al. (2020) [19] Yes No No No No Yes Yes Yes Yes

Current work Yes Yes Yes Yes Yes Yes Yes Yes Yes

In view of the literature review, in this paper we primarily address issues related
to modeling uncertainties, robustness, and random external disturbances by satisfying
the above criteria. Furthermore, since the WRK is a human medical prosthesis, it should
be expected that operating conditions and model parameters will vary widely. Thus,
maintaining WRK stability is a key performance factor. Equally significant, the controller
running time must be reduced to allow online tuning and real-time update of the control
input. As a means of overcoming the above-mentioned problems, this paper examines
the combination of three conventional and advanced artificial intelligence techniques: the
Hamilton–Jacobi Inequality method, the gain technique, and the Radial Basis Function
Neural Network system. Generally, a WRK device is a nonlinear system of high uncertainty.
The path planning of a WRK system should take in consideration path accuracy, consumed
energy, and smooth functionality. Moreover, it is essential to consider the issues of external
disturbances, modeling errors, unknown human weight, and other uncertainties. The other
most important working condition that needs to be considered is changing of the control
inputs during operation. For example, the person who wears the WRK may hold weight
during movement or may feel tired and exert lower torque by the knee. All of these issues
are treated in this recent research via the design an adaptive robust learned controller
that aims to achieve the following contributions: (1) enhancing the control of the WRK
system, (2) achieving better accuracy of knee joint trajectory tracking, (3) manipulating
nonlinearities in WRK dynamics, (4) treating external disturbances, (5) achieving path
tracking that does not depend on the weight of the user, and (6) most importantly, ensuring
the designed controller can learn during operation to adapt to changing conditions.
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3. Dynamics Analysis

The exoskeleton WRK is a mechatronics device that integrates a person with a machine
to form a human–machine approach. The WRK model within the human body is depicted
in Figure 1. The thigh and calf are rotated by hip angle θhip and knee angle θknee, respectively.
The WRK orthosis actuators are link-1 and link-2, fixed at the wearer’s knee, thigh, and calf.
Note that link-1 is fixed to thigh and knee, and link-2 is fixed to calf and knee. Consider
the height of the person is T, then, the lengths of the thigh and calf, WRK link-1, and WRK
link-2 are obtained from Equations (1)–(4), respectively [20]:

lthigh = 0.245T (1)

lcal f = 0.246T (2)

l1 = 0.12T (3)

l2 = 0.12T (4)

 
(a) (b) 

Figure 1. WRK device model. (a) Front view of human body. (b) Side view of human leg.

The mass of the thigh and calf of a female and a male is calculated from total weight
of the body mbody [21] as follows.

For a female:
mthigh = 0.118mbody (5)

mcal f = 0.0535mbody (6)

For a male:
mthigh = 0.105mbody (7)

mcal f = 0.0475mbody (8)

It is assumed that each part, including the thigh, the calf, the WRK link-1, and the
WRK link-2, can be considered as a thin rod that rotates around an axis at its end. Hence,
the moment of inertia of a part of mass Mpart and length Lpart is calculated according to
Equation (9):

Ipart =
1
3

MpartL2
part (9)

where part refers to the thigh, calf, WRK link-1, or WRK link-2.
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The WRK controller design is based on the dynamics of the WRK manipulator. There
are various techniques that can be implemented to obtain the dynamics of manipulators [22].
In this study, the Lagrange approach is applied to obtain WRK equations of motion; the
Lagrangian formula is as follows:

LWRK = KWRK − PWRK (10)

where KWRK and PWRK denote the kinetic and potential energy, respectively. Human thigh
and calf length are denoted as lthigh and lcal f , respectively. The position of center of thigh is
obtained analytically from Figure 1b, as below:

xthigh = 0.5lthighsin θhip (11)

ythigh = 0.5lthighcos θhip (12)

According to Equations (11) and (12), the velocity is obtained as:

.
xthigh = 0.5lthighcos θhip

.
θhip (13)

.
ythigh = −0.5lthighsin θhip

.
θhip (14)

v2
thigh =

.
x2

thigh +
.
y2

thigh = 0.25l2
thigh

.
θ

2
hip (15)

In the same way, the position of center of calf is obtained as:

xcal f = lthighsin θhip − 0.5lcal f sin
(

θknee − θhip

)
(16)

ycal f = lthighcos θhip + 0.5lcal f cos
(

θknee − θhip

)
(17)

The velocity of calf is obtained from Equations (16) and (17) as:

.
xcal f =

[
lthighcos θhip + 0.5lcal f cos

(
θknee − θhip

)] .
θhip − 0.5lcal f cos

(
θknee − θhip

) .
θ

knee
(18)

.
ycal f =

[
−lthighsin θhip + 0.5lcal f sin

(
θknee − θhip

)] .
θhip − 0.5lcal f sin

(
θknee − θhip

) .
θknee (19)

v2
cal f =

.
x2

cal f +
.
y2

cal f

v2
cal f = l2

thigh

.
θ

2
hip + 0.25l2

cal f

( .
θhip −

.
θknee

)2
+ lthighlcal f

.
θhip

( .
θhip −

.
θknee

)
cos θknee (20)

The WRK system is represented by the following Lagrangian equation:

τWRK,i =
d
dt

(
∂LWRK

∂
.
θi

)
− ∂LWRK

∂θi
, i = hip, knee (21)

The input torque τWRK,hip and τWRK,knee represent the hip joint torque and knee joint
torque, respectively. The total kinetic energy is:

KWRK = Kthigh + KCal f

KWRK = 1
2

(
mthigh + m1

)
v2

thigh +
1
2

(
Ithigh + I1

) .
θ

2
hip +

1
2

(
mcal f + m2

)
v2

cal f

+ 1
2

(
Ical f + I2

) .
θ

2
knee

(22)

where m1, m2, Ithigh, I1, Ical f , and I2 are the mass of WRK upper arm, mass of WRK lower
arm, moment of inertia of thigh, moment of inertia of WRK upper arm, moment of inertia of
calf, and moment of inertia of WRK lower arm, respectively. Assuming the center of mass
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of the thigh and calf are at the geometrical center of the thigh and calf, then the potential
energy is obtained as:

PWRK = Pthigh + PCal f

PWRK = −0.5
(

mthigh + m1

)
glthighcos θhip −

(
mcal f + m2

)
glthighcos θhip

−0.5
(

mcal f + m2

)
glcal f cos

(
θhip − θknee

) (23)

After substituting the values of vthigh
2 and vcal f

2 from Equations (15) and (20), respec-
tively, into Equation (22), then Equations (22) and (23) are inserted into Equation (10) to
obtain the Lagrangian formula LWRK, shown in Equation (24):

LWRK = 0.125
(

mthigh + m1

)
l2
thigh

.
θ

2
hip + 0.5

(
Ithigh + I1

) .
θ

2
hip

+0.5
(

Ical f + I2

) .
θ

2
knee + 0.5

(
mcal f + m2

)
l2
thigh

.
θ

2
hip

+0.125
(

mcal f + m2

)
l2
cal f

( .
θhip −

.
θknee

)2

+0.5
(

mcal f + m2

)
lthighlcal f

.
θhip

( .
θhip −

.
θknee

)
cos θknee

+0.5
(

mthigh + m1

)
glthighcos θhip

+
(

mcal f + m2

)
glthighcos θhip

+0.5
(

mcal f + m2

)
glcal f cos

(
θhip − θknee

)

(24)

Considering Equation (21), the torque at hip and knee are obtained according to
Equations (25) and (26), respectively:

τWRK,hip =

[(
mthigh + m1

)( lthigh
2

)2
+
(

mcal f + m2

)
l2

thigh +
(

mcal f + m2

)( lcal f
2

)2

+
(

mcal f + m2

)
lthighlcal f cos θknee +

(
Ical f + I2

)] ..
θhip

−
[(

mcal f + m2

)( lcal f
2

)2

+0.5
(

mcal f + m2

)
lthighlcal f cos θknee

] ..
θknee

−
(

mcal f + m2

)
lthighlcal f sin θknee

.
θhip

.
θknee

+0.5
(

mcal f + m2

)
lthighlcal f sin θknee

.
θ

2
knee

+
[(

mthigh + m1

)
g

lthigh
2 +

(
mcal f + m2

)
glthigh

]
sin θhip

+
(

mcal f + m2

) lcal f
2 sin

(
θhip − θknee

)

(25)

τWRK,knee = −
[(

mcal f + m2

)( lcal f
2

)2
+ 0.5

(
mcal f + m2

)
lthighlcal f cos θknee

]
..
θhip

+

[(
Ical f + I2

)
+
(

mcal f + m2

)( lcal f
2

)2
]

..
θknee

+0.5
(

mcal f + m2

)
lthighlcal f sin θknee

.
θ

2
hip

−
(

mcal f + m2

)
g

lcal f
2 sin

(
θhip − θknee

)
(26)

By rearranging the resulting above two equations into matrix forms, the WRK dynam-
ics Equation (27) is obtained, as below:

[
τWRK,hipτWRK,knee

]T
= MWRK

(
θhip, θknee

)[ ..
θhip

..
θknee

]T
+

CWRK

(
θhip, θknee,

.
θhip,

.
θknee

)[ .
θhip

.
θknee

]T
+ GWRK

(
θhip, θknee

) (27)
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where MWRK

(
θhip, θknee

)
, CWRK

(
θhip, θknee,

.
θhip,

.
θknee

)
, and GWRK

(
θhip, θknee

)
are the ma-

trix of WRK system inertia, Coriolis centrifugal forces, and gravity, which are obtained as
follows:

MWRK

(
θhip, θknee

)
=

[
MWRK,11 MWRK,12
MWRK,21 MWRK,22

]

where

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

MWRK,11 =
(

Ithigh + I1

)
+
(

mthigh + m1

)(
lthigh

2

)2
+
(

mcal f + m2

)
l2
thigh +

(
mcal f + m2

)(
lcal f

2

)2
+
(

mcal f + m2

)
lthighlcal f cos θknee

MWRK,12 =
(

mcal f + m2

)(
lcal f

2

)2
+ 0.5

(
mcal f + m2

)
lthighlcal f cos θknee

MWRK,21 =
(

mcal f + m2

)(
lcal f

2

)2
+
(

mcal f + m2

)
lthighlcal f cos θknee

MWRK,22 =
(

Ical f + I2

)
+
(

mcal f + m2

)(
lcal f

2

)2

CWRK

(
θhip, θknee,

.
θhip,

.
θknee

)
=

[
CWRK,11 CWRK,12
CWRK,21 CWRK,22

]

where ⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

CWRK,11 = −
(

mcal f + m2

)
lthighlcal f sin θknee

.
θknee

CWRK,12 = 0.5
(

mcal f + m2

)
lthighlcal f sin θknee

.
θknee

CWRK,21 = 0.5
(

mcal f + m2

)
lthighlcal f sin θknee

.
θhip

CWRK,22 = 0

and

GWRK

(
θhip, θknee

)
=

[
GWRK,1
GWRK,2

]

where⎧⎨
⎩

GWRK,1 =
[(

mthigh + m1

)
g

lthigh
2 +

(
mcal f + m2

)
glthigh

]
sin θhip +

(
mcal f + m2

) lcal f
2 sin

(
θhip − θknee

)
GWRK,2 = −

(
mcal f + m2

)
g

lcal f
2 sin

(
θhip − θknee

)
The dynamics equation of motion, Equation (27), of WRK system with uncertainties

δWRK

(
θhip, θknee,

.
θhip,r,

.
θknee,r

)
can be written as:

[
τWRK,hipτWRK,knee

]T

= MWRK

(
θhip, θknee

)[ ..
θhip

..
θknee

]T

+CWRK

(
θhip, θknee,

.
θhip,

.
θknee

)[ .
θhip

.
θknee

]T

+GWRK

(
θhip, θknee

)
+ δWRK

(
θhip, θknee,

.
θhip,r,

.
θknee,r

)
(28)

In term of model errors εWRK

(
θhip, θknee,

.
θhip,r,

.
θknee,r

)
and external disturbances DWRK,

the uncertainty value is obtained as: δWRK

(
θhip, θknee,

.
θhip,r,

.
θknee,r

)
= DWRK +

εWRK

(
θhip, θknee,

.
θhip,r,

.
θknee,r

)
.

4. Tracking Error

In this section, the control input and the trajectory of a hip and knee joint are presented
to address the tracking error of the WRK system. The control input is based on the difference
between the current and the desired value, of the hip and knee joints, in the feedback section.
When there are no uncertainties and no errors in the initial values of states, the laws of
control will move the WRK system on a desired path in the feedforward control scheme.

191



Mathematics 2023, 11, 1351

The unknown weight of the person is included in the outer disturbances, while all the
uncertainties are involved in the error of the dynamics model. The uncertainties, including
model errors and disturbance errors, are applied to train the RBF NN. This will be necessary
to continue the WRK device on the required track, i.e., to achieve robustness. On the other
hand, hip and knee reference trajectories for a healthy person are derived to simulate the
values of hip and knee joints during the gait cycle.

4.1. Control Input

The control input ui/p affecting the WRK is developed from feedback action that is
applied to provide the difference between the current value of the hip angle θhip and knee
angle θknee and the required value of hip angle θhip,r and knee angle θknee,r, respectively.

Hence, the error vector of tracking will be EWRK =
[
θhip − θhip,r θknee − θknee,r

]T . On the
other hand, the feedforward control design is applied to the WRK system. The laws of
control will move the WRK system on a desired path when there are no uncertainties and
no errors in the initial values of states. Consequently, Equation (29) is used to determine
the feedforward control loop:

[
τWRK,hipτWRK,knee

]T

= ui/p + MWRK

(
θhip, θknee

)[ ..
θhip,r

..
θknee,r

]T

+CWRK

(
θhip, θknee,

.
θhip,

.
θknee

)[ .
θhip,r

.
θknee,r

]T

+GWRK

(
θhip, θknee

)
(29)

By considering the uncertainties, the WRK robust closed loop system is obtained by
inserting Equation (29) in the WRK dynamics Equation (28), as below:

ui/p = MWRK

(
θhip, θknee

) ..
EWRK + CWRK

(
θhip, θknee,

.
θhip,

.
θknee

) .
EWRK

+δWRK

(
θhip, θknee,

.
θhip,r,

.
θknee,r

) (30)

The unknown weight of the person is included in the outer disturbances DWRK,
while all the uncertainties involving the error of the dynamics model are represented as
εWRK

(
θhip, θknee,

.
θhip,r,

.
θknee,r

)
. In the model-based control system, the tracking error of the

WRK device moves toward a linear trajectory when the model errors and disturbances
errors are close to zero. Thus, a lack of congruence between the tracking error of the WRK
control-based model and the actual WRK device causes unacceptable control. This issue
will result in the inability to support appropriate actuator torque by the WRK device to
reach the required trajectory. Thus, the WRK system will be unrobust. To solve this issue,
the uncertainties, including model errors and disturbance errors, are applied to train the
RBF NN. This will be necessary for the WRK device to continue on the required track, i.e.,
to achieve robustness. The applied RBF NN structure includes the following:

(1) Inputs of vector c =
[
c1 c2 . . . cn

]T where n is the number of inputs of the RBF
NN.

(2) For neural net j in the hidden layer, the Gaussian function value is obtained as:

dj =
1[

1 + e−c2
j
] , j = 1, 2, . . . , k

where k is the number of neurons in the hidden layer, which is supposed to be equal
to the number of the inputs of the RBF NN.
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(3) Output, as calculated from the following equation:

εWRK

(
θhip, θknee,

.
θhip,r,

.
θknee,r

)
=

k

∑
j=1

wWRK,hjdj, h = 1, 2, . . . , m (31)

where m and wWRK,hj denote the number of outputs and the RBF NN weight, respec-
tively. Hence,

δWRK

(
θhip, θknee,

.
θhip,r,

.
θknee,r

)
=

k

∑
j=1

wWRK,hjdj + DWRK (32)

Inserting Equation (32) into (30) yields

ui/p = MWRK

(
θhip, θknee

) ..
EWRK + CWRK

(
θhip, θknee,

.
θhip,

.
θknee

) .
EWRK

+
k
∑

j=1
wWRK,hjdj + DWRK

(33)

The training algorithm for RBF NN weight wWRK,hj dominates the associated com-
putation for the suggested technique. In what follows, an examination of the adaptive
computational complexity involved is provided [23]. Suppose that the input data x(t) and
output data y(t) of the WRK system are sampled in the following interval {t = 1, · · · , N},
where N denotes the number of samples. To evaluate how the RBF NN performs, a metric
known as the normalized prediction error (NPEWRK) is implemented, which is defined as

NPEWRK =

√√√√√√√√
N
∑

t=1
(y̌(t)− y(t))2

N
∑

t=1
y2(t)

× 100% (34)

where y̌(t) represents the calculated values of the WRK output system.

4.2. Hip and Knee Joint Trajectory

The categorization of walking features allows us to separate a movement cycle into a
stance period and a swing period. As shown in Figure 2, the percentage of gait cycle can
be separated into 60% and 40% for the stance period and swing period, respectively. The
leg, considering the right leg in this analysis, normally moves according to the following
stages: heel strike, foot flat, midstance, heel off, toe off, midswing, heel strike [24]. During
typical walking on level ground, a person’s knee bends at an approximate extension angle
of 2◦ to 15◦ during the standing phase and bends at an approximately extension angle of
2◦ to 60◦ during the swing phase. To be considered healthy, a hip joint must be able to
bend and extend across an approximate angle of −15◦ to 22◦. For a gait cycle, hip and knee
reference swing trajectories are fitted for typical walking on level ground, as presented in
Equations (35) and (36) and detailed in [25]:

θhip =
6

∑
j=1

f1jsin
(

f2jωt + f3j
)

(35)

θknee =
6

∑
j=1

g1jsin
(

g2jωt + g3j
)

(36)

where

ω denotes the frequency of motion;
f1j denotes the amplitude of sin

(
f2jωt + f3j

)
component of θhip;
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g1j denotes the amplitude of sin
(

g2jωt + g3j
)

component of θknee;
f2j and g2j denote the harmonic numbers for θhip and θknee, respectively;
f3j and g3j denote the phase shift for θhip and θknee, respectively.

Figure 2. Hip and knee joints in a complete gait cycle of walking, with the right leg moving in the
following stages: 1—heel strike, 2—foot flat, 3—midstance, 4—heel off, 5—toe off, 6—midswing,
7—heel strike.

The sum of sines model in the curve fitting toolbox of MATLAB is implemented to fit
the periodic functions in Equations (35) and (36) to obtain the fitting parameters presented
in Table 3.

Table 3. Fitting parameters of hip and knee reference trajectories.

j f1j f2j f3j g1j g2j g3j

1 9.17 23.9 0.6 2.8 0.5 −2.3

2 9.5 14.2 0.04 12.5 1.5 2.5

3 23.5 37.1 3.7 5.18 2.4 1.2

4 10.4 3.6 9.8 19.4 −6.7 −0.36

5 −13.07 3.12 5.4 24.8 0.2 −2.36

6 1.8 1.9 19.1 27.3 −6.4 −0.36

5. Separation System and L2 Gain

This study is only a first step towards developing a comprehensive theory of nonlinear-
state feedback H∞ control; and important issue is the more complex dynamics measurement
feedback problem, particularly involving disturbances that corrupt the process states’
variables measurements. In fact, the assumption that only affected measurements are
available for feedback was an essential part of the main purpose behind linear H∞ analysis
design (see, e.g., [26,27] and the references cited therein). As a matter of terminology,
the H∞ norm is defined as a norm for transfer matrices and therefore cannot be directly
generalized to nonlinear systems. The H∞ norm, however, is nothing more than the L2
induced norm converted into the time domain. The application of L2 gain in the adaptive
robust dynamics RBF NN is developed in this section in order to facilitate the control
motion solutions and provide the feature of intelligent WRK control techniques. In the
control algorithm, the characteristics of separation and style L2 gain for the WRK system

194



Mathematics 2023, 11, 1351

are crucial due to the status of relations between the input and output. The separation of
system is implemented to establish the WRK dynamic system, as follows:

.
x = fWRK(x) + vWRK(x)DWRKy = qWRK(x) (37)

where fWRK is a smooth function; y represents the output of the WRK system implemented
to monitor the error; vWRK(x) is an n × m matrix, where n represents the number of local
coordinates, x = (x1, . . . , xn) of the smooth function fWRK, and m is the number of distur-
bances DWRK = (d1, . . . , dm); qWRK(x) is the output that results from DWRK corresponding
to initial states [28,29]. However, the WRK system will be dissipative in the case that all of
its accumulated energy will be consumed during operation to the moment of reaching the
equilibrium position. Consequently, we obtained:

Q(x(tn))− Q(x(t0)) ≤
tn∫

t0

E(DWRK, y(t))dt (38)

where Q is a function that should have a value greater than or equal to zero, and
E(dWRK, y(t)) denotes the input energy. On the other hand, the dynamic WRK system is
stable when:

‖y(t)‖L2
≤ β‖DWRK(t)‖L2

(39)

where L2 gain is less than or equal to β and β ≥ 0. The inequality of Equation (38) is solved
next based on the optimization technique to establish that function Q(x) has a minimum
value, as follows:

∂Q
∂x

(
fWRK(x) + vWRK(x)DWRK) ≤ 0.5

(
β2‖DWRK‖2 − ‖y‖2

)
(40)

The achievement of this equation is the solution of Q as greater than or equal to zero
for all disturbances DWRK and y(t) = qWRK(x). The WRK system L2 gain is developed by
the following equation to determine the robustness of the WRK system against disturbance:

IWRK =
sup

DWRK �= 0
‖y‖L2

‖DWRK‖L2

(41)

The operation of the WRK device is more robust against disturbance for a lower IWRK
value. When the inequality presented in Equation (40) is fulfilled, the following inequality
is obtained as: .

V ≤ 0.5
(

β2‖DWRK‖2 − ‖y‖2
)

(42)

where IWRK ≤ β. The inequality mentioned in Equation (42) will be used in the next section
to find the solution of WRK motion for the adaptive RBF NN.

6. RBF NN–Based Adaptive Robust Controller

RBF NNs are reported to be efficient in designing control techniques for complex
uncertain nonlinear systems in a significant number of theoretical studies and practical
applications [30,31]. Although there have been notable achievements in the field of NN,
due to their capabilities in analyzing nonlinear system dynamics, the current research on
adaptive RBF NN controllers remains primarily focused on investigating fundamental
approaches. Assuming that discontinuous RBF NN functions are defined properly, it is
possible to simulate models with nonlinear dynamics. Thus, adaptive RBF NNs are most
effective in practical applications where system dynamics are inherently nonlinear, vary
significantly, and are not fully analyzed (see, e.g., Ref. [32] and the references cited therein).
In this section, a robust design technique is discussed for stable adaptive-control WRK
systems using RBF NN approximation-based methods.
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Adaptive robust controllers involve a tracking error control algorithm that can be ap-
plied to enhance the performance of manipulators in trajectory planning [33–35]. First, the
control input ui/p in Equation (29) is used to compensate the WRK system in Equation (28).
Then, the closed loop of the WRK system is developed as explained in Equation (33). By
assuming the external disturbances DWRK and presenting a new signal SWRK, the index
signal of Equation (41) can be rewritten as follows:

IWRK =
Sup
‖DWRK‖�=0‖SWRK‖2/‖DWRK‖2 (43)

The aim of the RBF NN-based robust controller is to obtain control signal ui/p and

RBF NN learning
.

WWRK, where IWRK < ε. The variable ε represents a predefined level. As
explained in Section 2, the proposed WRK model is derived using the Lagrange approach.
Hence, the obtained WRK dynamics model shown in Equation (27) generally contains the
acceleration that is essential to be measured for the design of the WRK controller. However,
measuring the acceleration signal is not an easy process due to its noise. In turn, assuming
ε > 0, the following two variables are defined to avoid using the acceleration signal:

z1 = EWRK

z2 =
.
EWRK + εEWRK

Hence, Equation (33) is rewritten as

.
z1 = z2 − εz1 (44)

MWRK

(
θhip, θknee

) .
z2 = MWRK

(
θhip, θknee

)
ε

.
EWRK

+CWRK

(
θhip, θknee,

.
θhip,

.
θknee

)
εEWRK

−CWRK

(
θhip, θknee,

.
θhip,

.
θknee

)
z2 − DWRK

−
k
∑

j=1
wWRK,hjdj + ui/p

(45)

To track the position and speed of the WRK system, an adaptive law is designed based
on RBF NN, as follows: .

ŴWRK = −γz2dT
WRK (46)

where the constant γ > 0. On the other hand,
.

ŴWRK and dT
WRK denote the derivative of

estimated weight and Gaussian function vector of RBF NN, respectively.

wWRK =

⎡
⎢⎢⎢⎣

wWRK,11 wWRK,12 . . . wWRK,1k
wWRK,21 wWRK,22 . . . wWRK,2k

...
...

...
...

wWRK,n1 wWRK,n2 . . . wWRK,nk

⎤
⎥⎥⎥⎦, dT

WRK =
[
d1 d2 . . . dk

]

The control law is now designed with feedback based on Equations (44) and (45), as
below:

u i
p

= −MWRK

(
θhip, θknee

)
ε

.
EWRK

−CWRK

(
θhip, θknee,

.
θhip,

.
θknee

)
εEWRK − 1

2�2 z2

+ŴWRKdWRK − 1
2 z2,

(47)

where the index signal of Equation (43) is such that IWRK < �. System stability can be
described by two major concepts: system stability, which indicates its trajectories depend
on initial conditions at a nearby equilibrium point, or asymptotical stability. A system’s
asymptotic stability refers to its ability to achieve equilibrium under relatively minor
variations for a reasonable period of time. Robustly asymptotically stable systems may still
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be stable despite being subjected to random disturbances and modeling uncertainties [36].
Considering the WRK closed system, the stability is ensured by introducing the following
Lyapunov function:

LWRK =
1
2

zT
2 MWRK

(
θhip, θknee

)
z2 +

1
2γ

( ∼
W

T

WRK
∼
WWRK

)
(48)

∼
WWRK = ŴWRK − WWRK

Now, considering Equations (44), (45) and (47) and assuming the WRK dynamics of
Equation (27), we obtain:

.
LWRK = zT

2 MWRK

(
θhip, θknee

) .
z2 +

1
2 zT

2

.
MWRK

(
θhip, θknee

) .
z2

+ 1
γ tr

⎛
⎝ .∼

W
T

WRK
∼
WWRK

⎞
⎠ (49)

Inserting MWRK

(
θhip, θknee

) .
z2 from Equation (45) into above equation yields:

.
LWRK = zT

2

[
MWRK

(
θhip, θknee

)
ε

.
EWRK

+CWRK

(
θhip, θknee,

.
θhip,

.
θknee

)
εEWRK

−CWRK

(
θhip, θknee,

.
θhip,

.
θknee

)
z2 − DWRK

−
k
∑

j=1
wWRK,hjdj + ui/p

]
+ 1

2 zT
2

.
MWRK

(
θhip, θknee

) .
z2

+ 1
γ

⎛
⎝ .∼

W
T

WRK
∼
WWRK

⎞
⎠

.
LWRK = −zT

2 DWRK − 1
2�2 zT

2 z2 + zT
2

∼
WWRKdT

WRK − 1
2 zT

2 z2

+ 1
γ tr

⎛
⎝ .∼

W
T

WRK
∼
WWRK

⎞
⎠ (50)

Considering the external disturbance DWRK, assume:

HWRK =
.
LWRK − 1

2
�

2‖DWRK‖2 +
1
2
‖SWRK‖2 (51)

Inserting Equation (44) into above equation gives

HWRK = −zT
2 DWRK − 1

2�2 zT
2 z2 − 1

2�
2‖DWRK‖2

+zT
2

∼
WWRKdT

WRK

+ 1
γ tr

⎛
⎝ .∼

W
T

WRK
∼
WWRK

⎞
⎠− 1

2 zT
2 z2

+ 1
2‖SWRK‖2

(52)

The components of Equation (52) are considered as follows:

1. The first three components involve the following:

− zT
2 DWRK − 1

2�2 zT
2 z2 −

1
2
�

2‖DWRK‖2 = −1
2

∥∥∥∥ 1
�

z2 +�DWRK

∥∥∥∥
2
≤ 0
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2. Regarding the second two components, since zT
2

∼
WWRKdT

WRK = tr
( ∼

WWRKdT
WRKzT

2

)
and using the adaptive law, i.e.,

.
ŴWRK = −γz2dT

WRK”, introduced in Equation (46),
we obtain

tr
( ∼

WWRKdT
WRKzT

2

)
= − 1

γ
tr

⎛
⎝ .∼

W
T

WRK
∼
WWRK

⎞
⎠

Hence,

zT
2

∼
WWRKdT

WRK +
1
γ

tr

⎛
⎝ .∼

W
T

WRK
∼
WWRK

⎞
⎠ = 0

3. For the last two components, considering the approximation error as the disturbance

DWRK and defining SWRK = z2 =
.
EWRK + εEWRK, we obtain:

− 1
2

zT
2 z2 +

1
2
‖z2‖2 = 0

Hence, HWRK ≤ 0. According to Equation (45), we obtain:

.
LWRK ≤ 1

2
�

2‖DWRK‖2 − 1
2
‖SWRK‖2 (53)

Equation (53) represents the derived HJI in Equation (42). Consequently, based on
Section 5, it can be concluded that the system is stable for IWRK < �. This finalizes the
proof of the following theorem:

Theorem 1. Considering the implemented nonlinear system of a wearable robotic knee, as defined in
Equation (37), and the Hamiltonian–Jacobi Inequality. which is defined in (42), the RBF NN–based
adaptive control law given by (47) ensures the asymptotic convergence to 0 for the trajectory tracking
error if, and only if:

IWRK < �

where � is a positive constant number. The designed control algorithm of this system is depicted in
Figure 3.

Figure 3. Block diagram of the WRK tracking control system.
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7. Numerical Simulation Validation

The designed control algorithm of this study is tested in this section on the tracking
motion of a WRK system by simulation experiments. Five tests were performed as part
of the numerical simulation analysis for validating the controller developed for this study.
Test 1 was designed as a means of assessing the overall performance of the controller
without taking into account the weight and the height of the user. Tests 2 and 3 were
conducted using real users’ [19,20] (one male and one female) data in order to evaluate
the performance of the designed controller in terms of position and speed tracking errors.
Tests 4 and 5 evaluated the torques at each joint of the hip and knee using data from two
real human users [19,20] (one male and one female), allowing the torque applied to the
calf and thigh to be measured in a realistic context. All tests, except Test 1, used authentic
human parameters to test the controller during realistic human walking, based on the hip
and knee joint trajectories derived from Section 4.2 and reference [24]. Four additional
tests were implemented based on different combinations of human characteristics (such
as male, female, height, weight) as presented in Table 4, widening the potential user base
for the device. Table 4 contains the parameters for the simulation experiments of the
four persons. The parameters of person 1, person 2, person 3, and person 4 are used in
Test 2, Test 3, Test 4, and Test 5, respectively. In this table, the tests are considered for four
persons of four different heights T and weights mbody. The length of thigh, calf, WRK link-1,
and WRK link-2 are obtained according to Equations (1)–(4), respectively. The weights of
the thigh and calf are calculated as a percentage of total weight of the body according to
Equations (5)–(8). The inertia of the thigh, calf, WRK link-1, and WRK link-2 are calculated
referring to Equation (9). The weights of each of the WRK link are selected as 0.25 kg. The
main features of the simulation study methodology are presented in Figure 4.

Table 4. Parameters of the simulation tests.

Person # Test # Thigh Calf WRK Link-1 WRK Link-2

Person 1
Gender: female
Hight = 170 cm
Weight = 74 kg

Test 2

lthigh = 41.65 cm lcal f = 41.82 cm l1 = 20.4 cm l2 = 20.4 cm

mthigh = 8.732 kg mcal f = 3.959 kg m1 = 0.25 kg m2 = 0.25 kg

Ithigh = 0.505 kgm2 Ical f = 0.23 kgm2 I1 = 0.00346 kgm2 I2 = 0.003468 kgm2

Person 2
Gender: Male

Hight = 180 cm
Weight = 88 kg

Test 3

lthigh = 44.1 cm lcal f = 44.28 cm l1 = 21.6 cm l2 = 21.6 cm

mthigh = 9.24 kg mcal f = 4.18 kg m1 = 0.25 kg m2 = 0.25 kg

Ithigh = 0.599 kgm2 Ical f = 0.273 kgm2 I1 = 0.00388 kgm2 I2 = 0.00388 kgm2

Person 3
Gender: female
Hight = 185 cm
Weight = 80 kg

Test 4

lthigh = 45.325 cm lcal f = 45.51 cm l1 = 22.2 cm l2 = 22.2 cm

mthigh = 9.44 kg mcal f = 4.28 kg m1 = 0.25 kg m2 = 0.25 kg

Ithigh = 0.6372 kgm2 Ical f = 0.295 kgm2 I1 = 0.0041 kgm2 I2 = 0.0041 kgm2

Person 4
Gender: Male

Hight = 175 cm
Weight = 72 kg

Test 5

lthigh = 42.875 cm lcal f = 43.05 cm l1 = 21 cm l2 = 21 cm

mthigh = 7.56 kg mcal f = 3.42 kg m1 = 0.25 kg m2 = 0.25 kg

Ithigh = 0.4632 kgm2 Ical f = 0.211 kgm2 I1 = 0.0036 kgm2 I2 = 0.0036 kgm2
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Figure 4. Features of the simulation study methodology.

7.1. Simulation Results

The computing simulation analysis is conducted using MATLAB programming soft-
ware on a computer characterized by the following configurations: (i) Windows 10 Enter-
prise for 64 bits; (ii) 16 Gigabytes of RAM; and (iii) Intel(R) Core(TM) i7-4790T CPU @ 2.70
GHz. The uncertainty due to model errors is considered as:

εWRK =

⎡
⎣ 0.7sgn

( .
θhip,r −

.
θhip

)
+ 0.7sgn

( .
θhip,r −

.
θhip

)
exp
(
−
∣∣∣ .
θhip,r −

.
θhip

∣∣∣)
0.6sgn

( .
θknee,r −

.
θknee

)
+ 0.3sgn

( .
θknee,r −

.
θknee

)
exp
(
−
∣∣∣ .
θknee,r −

.
θknee

∣∣∣)
⎤
⎦N.m (54)

The second part of the uncertainty due to external disturbances is assumed as

DWRK =

[
7random()
6random()

]
+ Dweight (55)

Dweight =

⎡
⎣ 8sgn

( .
θhip,r −

.
θhip

)
exp
(
−
∣∣∣ .
θhip,r −

.
θhip

∣∣∣)
7sgn

( .
θknee,r −

.
θknee

)
exp
(
−
∣∣∣ .
θknee,r −

.
θknee

∣∣∣)
⎤
⎦

where Dweight represents the disturbances due to the extra weight that the person may
hold during walking, and “random()” represents a random number between 0 and 1. The
disturbances that are represented by Equation (55) are selected to be changed in a random
way to simulate the unknown external disturbances. Hence, for each test, the disturbance
signal is not the same. In addition, the exponential function is included in the disturbance
signal of Equation (55) to simulate the nonlinearity. The sign of the difference between
the current and the required value of tracking are taken into consideration in the “sgn”
function. The number of inputs, hidden layers, and outputs of the NN are set as 4, 7, and 1,
respectively. By applying the adaptive control law of Equation (46) and the feedback control
law in Equations (29) and (47) for all the five tests, the tracking controller is designed with
the following constant values: γ = 1000, ε = 15, � = 0.06.

In the first test, the parameters of the WRK system are set as m1 = 0.25 kg, m2 = 0.25 kg,
I1 = 0.012 kgm2, I2 = 0.012 kgm2. The free load test is conducted under the assumption
that WRK has not been worn by any individual (i.e., mthigh = mcalf = 0). The initial states

are θhip = 0.2 rad, θknee = 0.2 rad,
.
θhip = 0 rad/s, and

.
θknee = 0 rad/s. It is assumed that

the length of the WRK-thigh-link and the WRK-calf-link will be 25 cm so as to be suitable
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for adults, who usually have thigh and calf lengths that exceed 35 cm [20,37]. The ideal
trajectory of the hip and knee joint is assumed as a sinusoid function of θhip,r = sin 4πt
and θknee,r = sin 4πt, respectively. The tracking errors results are shown in Figures 5 and 6.
As can been seen from these figures, there are no steady errors, since the actual trajectory
matches the desired trajectory.

Figure 5. Position tracking of WRK thigh and calf links.

Figure 6. Cont.
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Figure 6. Speed tracking of WRK thigh and calf links.

As seen in Figure 7, the ideal trajectory for each hip joint (θhip,r) and knee joint (θknee,r)
during a swing period simulates a realistic human path during walking (Tests 2 and 3).
Specifically, such a trajectory is based on the hip and knee joint trajectories derived from
Section 4.2 and reference [24]. As explained in Equations (35) and (36), this is normal
movement for a normal individual. The initial states here are assumed to be θhip = −0.158

degree, θknee = −23.6degree,
.
θhip = 0 rad/s, and

.
θknee = 0 rad/s.

Figure 7. Swing angle of hip and knee joints.

Considering the trajectories of hip and knee joints of Figure 7 and the parameters of the
simulation tests of Table 4 corresponding to person 1 female and person 2 male, the required
positions of the end of thigh and calf are calculated according to Equations (1) and (2),
respectively, as depicted in Figure 8. The end of the thigh and calf is located at knee and
ankle joint, respectively. These positions, as specified in Figure 8, will be implemented in the
simulation of Test 2 and Test 3 as the required position of the controller of person 1 female
and person 2 male, respectively.

202



Mathematics 2023, 11, 1351

Figure 8. Position of the end of the thigh and calf of person 1 female and person 2 male.

The number of inputs, hidden layers, and outputs of the NN, γ, ε, and �, are set as the
values of the first test. Again, by applying the adaptive control law of Equation (46) and
the feedback control law in Equations (29) and (47), the tracking error results for person 1
female and person 2 male are shown in Figures 9–12.

Figure 9. Cont.
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Figure 9. Position tracking of WRK thigh and calf links for person 1 female.

Figure 10. Speed tracking of WRK thigh and calf links for person 1 female.
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Figure 11. Position tracking of WRK thigh and calf links for person 2 male.

Figure 12. Cont.
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Figure 12. Speed tracking of WRK thigh and calf links for person 2 male.

Based on the results shown in Figures 9–12, the controller was able to track the desired
position and speed of the thigh and calf. There was, however, a small delay between the
actual position and the required position in position tracking. It was expected that this
would occur since the delay was been taken into account in the current study; it will be
examined in a future study. As a result of the calf link, the controller was able to track the
required speed with acceptable results. The tracking speed of the thigh link was slightly
inaccurate due to the fact that in this study we exclusively focused on the robustness and
adaptiveness of the system to random external disturbances, as shown by Equations (54)
and (55). Hence the controller responded with the same plot when the experiment was
repeated, which was predictable.

The fourth and fifth tests were implemented to depict the control input torque on
thigh and calf. The parameters of person 3 and person 4 presented in Table 4 were used in
Test 4 and Test 5, respectively. Considering the values of hip and knee joints of Figure 7 and
the parameters of person 3 and person 4, the required position of the end of thigh and calf
were calculated according to Equations (1) and (2), respectively, as depicted in Figure 13.

Figure 13. Position of the end of thigh and calf of person 3 female and person 4 male.
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The tracking error results for person 3 in Test 4 are shown in Figures 14 and 15, while
the torque of the thigh and calf are shown in Figure 16. Regarding person 4, the tracking
error results from Test 5 are shown in Figures 17 and 18, while the torque of the thigh and
calf are shown in Figure 19.

Figure 14. Position tracking of WRK thigh and calf links for person 3 female.
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Figure 15. Speed tracking of WRK thigh and calf links for person 3 female.

Figure 16. Cont.
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Figure 16. Torque input of thigh and calf of person 3 female.

Figure 17. Position tracking of WRK thigh and calf links for person 4 male.
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Figure 18. Speed tracking of WRK thigh and calf links for person 4 male.

Figure 19. Cont.
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Figure 19. Torque input of thigh and calf of person 4 male.

Furthermore, as previously discussed, the controller’s adaptivity and robustness to a
combination of user parameters in Tests 4 and 5 resulted in the same performance as in
Tests 2 and 3. It was observed that there is a delay in response when tracking the positions
of calf and thigh links (Figures 14 and 17), as well as errors in terms in tracking thigh link
speed (Figures 15 and 18) as a result of these tests. As shown in Figures 16 and 19, the thigh
and calf input torques for persons 3 and 4, respectively, are depicted.

7.2. Discussion

The numerical simulation analysis, regarding Test 1, obtained from Figure 5 confirms
that the designed control technique of this study is able to track a defined position of
both WRK links (thigh and calf) with zero steady-state error in the free load test. On the
other hand, in Figure 6, the speeds of the WRK links (thigh and calf) are tracked with zero
steady-state error. In both the position and velocity tracking, the robustness is adaptively
achieved by the proposed controller against model errors and external disturbances.

According to the findings shown in Figures 9–12, the controller was able to success-
fully monitor the appropriate position and speed of the calf and the thigh. When it came
to position monitoring, however, there was a small delay between the real location and
the position. It is reasonable to anticipate that this takes place, given that the delay was
not taken into account. As a consequence of the calf link, the controller was in a posi-
tion to track the necessary speed with satisfactory outcomes. The thigh link’s tracking
speed had a error term due to the fact that in this study we exclusively focused on the
robustness and adaptiveness of the system to random external disturbances, as shown
by Equations (54) and (55). Upon retesting, the controller consistently provided the same
performance results. The adaptability and robustness of the controller to different user pa-
rameter combinations in Tests 4 and 5 resulted in the same performance as in tests 2 and 3.
As a consequence of these tests, it has been noticed that there is a delay in response when
tracking the positions of calf and thigh links (Figures 14 and 17), as well as errors in tracking
thigh link speed (Figures 15 and 18). Additionally, it has been observed that there is a
delay in response when tracking the angle of rotation of the thigh link (Figures 14 and 17).
The controller designed in this paper achieves asymptotic tracking even in the presence
of unstructured disturbances. It should however be noted that high control gains may
lead to inappropriate responses, including inadmissible overshooting. Thus, in order to
limit such high controller gains, an adaptive controller is included that reduces tracking
error and overshoots. The input torques for the thighs and calves of persons 3 and 4 are
represented in Figures 16 and 19, respectively. The hard motional dynamics constraints
considered in the output trajectories show that the stability of the controlled closed loop
system was achieved and the dynamical behavior is quite satisfactory. The RBF NN proved
its efficiency in compensating for all model uncertainties and random external disturbances.

211



Mathematics 2023, 11, 1351

The remaining three tests confirm the ability to apply the designed controller to users with
different physical parameters (height, weight and gender). The proposed controller was
designed for both males and females with different user parameters (thigh length and
mass, calf length and mass) that differ slightly according to biological features, as described
in [20,21]. Thus, the controller was adaptive to the potential physical parameters of users
and robust to external unstructured disturbances.

8. Conclusions

In this study, a motion controller was developed and investigated for a WRK system
to obtain an appropriate output trajectory tracking performance. The designed controller
showed its ability to perform without errors against model uncertainties and external
disturbances. The designed control algorithm includes the adaptive law, a RBF NN com-
pensator, and a robust feedback part. The adaptive law is applied to supply the feedback
controller with the estimation of RBF NN weights by updating the weights of the RBF NN
compensator. The robust feedback controller tracks the desired trajectory in the presence
of uncertainties. All the uncertainties are considered in the WRK dynamics using the
Lagrange approach. The L2 gain technique facilitates the control motion solutions and
provides the feature of intelligent WRK control. The stability is proved by applying an
HJI approach based on the optimization technique and Lyapunov stability theory. The pre-
sented robust RBF NN algorithm ensures the ability to implement the adaptive controller
easily as well as the stability of the WRK system. The results demonstrate that the designed
WRK controller can be successfully implemented when the parameter values are modified
to accommodate the potential user of the device. As a future work, it is recommended to
apply the obtained control of this study practically to a real WRK device. A deep learning
approach is recommended as a way to enhance the performance of RBF NNs. Furthermore,
the implementation of advanced meta-heuristic optimization techniques is a promising
future area of study.
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Abstract: This manuscript presents a novel formulation for a linear elastic model of a heterogeneous
arterial section undergoing uniform pressure in a quasi-static regime. The novelties are twofold.
First, an elastic bed support on the external boundary (elastic bed boundary condition) replaces
the classical Dirichlet boundary condition (i.e., blocking displacements at arbitrarily selected nodes)
for elastic solids to ensure a solvable problem. In addition, this modeling approach can be used
to effectively account for the effect of the surrounding material on the vessel. Secondly, to study
many geometrical configurations corresponding to different patients, we devise an unfitted strategy
based on the Immersed Boundary (IB) framework. It allows using the same (background) mesh
for all possible configurations both to describe the geometrical features of the cross-section (using
level sets) and to compute the solution of the mechanical problem. Results on coronary arterial
sections from realistic segmented images demonstrate that the proposed unfitted IB-based approach
provides results equivalent to the standard finite elements (FE) for the same number of active degrees
of freedom with an average difference in the displacement field of less than 0.5%. However, the
proposed methodology does not require the use of a different mesh for every configuration. Thus, it
is paving the way for dimensionality reduction.

Keywords: elastic bed boundary condition; robin boundary condition; immersed boundary method;
level set; arterial biomechanics; unfitted method

MSC: 65H99

1. Introduction

Ischemic heart disease is the first cause of death globally, accounting for 27% of fa-
talities in 2019 [1,2], with coronary atherosclerosis being the cause of most myocardial
infarctions [3]. Atherosclerotic plaques (within the coronaries) result from a complex in-
flammatory process starting with the accumulation and retention of low-density lipoprotein
within the intima. The result is a build-up of material (cholesterol and other lipid compo-
sitions) within the wall layers, producing stenosis and blood flux reduction in the vessel.
Typically, a patient presents either stable or unstable (low or high risk of rupture) plaque.
The fast distinction between these two groups is crucial regarding the treatment and disposi-
tion of the patient [4]. Thus, the need for patient-specific approaches is self-evident. It is here
where computation-supported decision-making processes play a crucial role. This work con-
tributes with a new approach to modeling two-dimensional coronary sections undergoing
uniform physiological internal pressure in a quasi-static regime. Holzapfel et al. [5] showed
that the pertinence and accuracy of the results depend on the method used to define material
properties and to acquire in vivo patient-specific geometries. Typical methods for geometry
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acquisition include Magnetic Resonance Imaging [6,7], Computer Tomography [8,9], Opti-
cal Coherence Tomography [10,11], and Intravascular Ultrasound [12,13], among others.
Hyperelastic [14,15], piece-wise homogeneous [16,17], incompressible [18,19], and plane
strain [20,21] hypotheses characterize the two-dimensional models. In this work, we have
used for the mechanical properties of all plaque components (i.e., normal vessel wall, loose
matrix, calcification, and lipid core) a linear approximation of the stress–strain curve up to
around 10% deformation reported by [22,23]. In particular, the rational behind using linear
properties was to test the proposed approach, since it allows reducing the calculation times.
However, recent studies use linear mechanical properties of the arterial tissue to perform
clinical predictions based on geometrical and biomechanical markers obtained from finite
element simulation [24]. In addition, the proposed methodology can directly accommodate
a nonlinear hyper-elastic behavior of the tissues composing the coronary plaque.

One of the main problems when solving a finite element problem is to properly con-
strain the structure to prevent rigid body motion. The simplest approach to fixing the
singularity and suppressing rigid-body modes consists in blocking three degrees of freedom
(an isostatic condition with vertical displacements in two arbitrary nodes and horizontal
displacement in another, for example). Thus, it is about setting essential (Dirichlet type)
boundary conditions (BC) in arbitrarily selected nodes. In addition, blocking axial displace-
ment and allowing free radial expansion [25,26] is another possibility. In addition, fixing
two adjacent points [27,28], or the entire external boundary [29], or creating a soft and
compressible layer surrounding the section with a zero-displacement BC constraining the
latter [30,31] are examples of BCs used to suppress rigid body motions. All these methods
struggle, to different degrees, to consider what surrounds the coronary section. Some of
them depend on arbitrary choices (e.g., choosing the nodes where to impose BC). Few
works have attempted to account for the influence of the surrounding tissue on the artery.
In [32], an elastic bed boundary condition was applied along the coronary artery to simulate
the effect of the myocardial tissue. In [33], the artery is surrounded by the cardiac wall for
half of its circumference to simulate the coronary artery embedded into the myocardium,
with the cardiac wall modeled using finite elements. We propose to assume the section to
be surrounded by a material along its external boundary. This embedding matrix produces
a linear elastic reaction, and it is described with an elastic bed coefficient α to be assessed
depending on the stiffness of the surrounding medium.

Additionally, to improve the computational efficiency of the realistic calculation and
analysis process, the numerical methodology proposed here implements the aforemen-
tioned elastic bed coefficient in an Immersed Boundary (IB) [34] framework with a generic
description of the domain based on level sets. IB (combined with elastic bed BC) bases its
simulations on a unique (background) mesh supporting the solutions corresponding to
different configurations (different patients). It allows comparing solutions and opens the
door to reduced-order modeling leading to fast simulations for different patient-specific
geometries from initial medical images (with the same degrees of freedom), avoiding indi-
vidual meshing and preprocessing steps. This methodology is motivated by its potential
applicability with voxelized data [35], such as medical images. Via segmentation [36–39],
it is possible to identify the different components’ contours, and the IB performs the stress
analysis on a refined voxelized background mesh to increase accuracy. In general, an IB
approach allows seamless integration of structural analysis in a medical image process-
ing pipeline.

The remainder of the paper is structured as follows: Section 2 describes the problem
statement (Section 2.1), presents the level set approach (Sections 2.2 and 2.3), and includes
the description of the IB framework (Section 2.4), emphasizing the details of the mathemati-
cal formulation required in the weak form of the problem (Section 2.5). Section 3 shows the
results of the proposed methodology, finishing with a discussion and the main conclusions
in Section 4.
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2. Materials and Methods

With a patient-specific application in mind, the discretization method to be used has
to handle different configurations corresponding to various patients effortlessly. More-
over, input (the diversity of arterial cross-section geometries) and output (the solution
in terms of deformation, strains, and stresses) data are to be expressed in homogeneous
formats to ease the analysis and the possible application of reduced-order models. Here,
level sets defined on a background mesh (discretizing a background domain ΩB) describe
the diversity of the geometric configurations, that is, all the possible instances of the ac-
tual computational domain, Ω. It comes naturally to solve the problem with an unfitted
approach. Specifically, it uses the background mesh not only to describe the geometry
(actually the same background mesh for all the possible geometries) but also to com-
pute the solution, following an IB methodology. Thus, one may prescind the conformal
meshes adapted to the geometry that change from case to case. Note that to solve the
problem with conformal finite elements, the mesh must be such that it tallies with Ω,
matching the boundary ∂Ω. Such an approach requires ad-hoc meshing algorithms, espe-
cially for convoluted geometries, and complicates comparing different configurations and
their solutions.

2.1. Problem Statement

Let the section occupy a region Ω ⊂ R2 with boundary ∂Ω. The intrinsic heterogeneity
of arterial cross-sections is described by dividing Ω into different subdomains Ω1, Ω2, . . . ,
corresponding to homogeneous regions having different material properties i.e., normal
vessel wall, loose matrix, calcification, and lipid core (see Figure 1). Without body forces,
the equilibrium is governed by

∇ · σ(u) = 0 in Ω, (1)

with boundary conditions

σ(u) · n̂ = t on ΓN , (2)

σ(u) · n̂ = αu (α < 0) on ΓR, (3)

where σ is the Cauchy stress tensor and u is the displacement field; t is the surface traction, α
is the elastic bed coefficient, and n̂ is the outward unit normal to the boundary. Equation (3)
represents the Robin boundary condition, physically corresponding to an elastic bed
condition, simulating the surrounding tissue of the artery. The Neumann and elastic bed
boundaries cover the whole boundary, i.e., ∂Ω = ΓN ∪ ΓR.

Figure 1. Schematic description of Problem (1) in the Euclidean space. In particular, Ω =
⋃4

k=1 Ωk
with ∂Ω = ΓN ∪ ΓR where ΓN and ΓR are depicted in red and cyan, respectively.
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The weak form of Problem 1 (physically corresponding to the principle of virtual
work) reads: find u ∈

[
H1(Ω)

]2 such that
∫

Ω
σ(u) : ε(v) dΩ −

∫
ΓR

αu · v dΓ =
∫

ΓN

t · v dΓ, (4)

for all v ∈
[
H1(Ω)

]2. H1(Ω) is the Sobolev space of order 1 on Ω; refer to [40] for details.
Note that the test function v is also seen as a virtual infinitesimal displacement (a perturba-
tion from the equilibrium configuration of the body) consistent with the imposed boundary
displacements, and ε(v) = 1/2(∇v +∇v�). The elastic bed BC (3) is an alternative to the
standard practice of suppressing rigid-body motions by prescribing displacements at some
arbitrarily selected points. As shown in the following, enforcing an isostatic scheme by
prescribing point displacements and elastic bed BC produce similar results. We advocate
the latter because the elastic bed BC includes physical information about the surrounding
medium and does not require selecting arbitrary points to prescribe displacements. This is
crucial for model order reduction, where one has to perform operations with the solutions
of different configurations, and hence, they need to be comparable.

2.2. Level Set Description of the Domain and Subdomains

As introduced previously, the domain Ω is divided into n subdomains Ωi, i = 1, . . . , n.
The n subdomains cover Ω, that is

Ω =
n⋃

k=1

Ωk. (5)

Level set functions implicitly describe the geometry of Ω and its subdomains in a
unique framework. A background domain ΩB, having a simple geometry (here rectangle
or square shape), is introduced to accommodate all possible instances of Ω, resulting in
Ω ⊂ ΩB; see Figure 2A.

Figure 2. (A) The background domain ΩB and (B) (one of its possible) mesh Th(ΩB) (for more details
regarding accurate estimations of the displacement fields at the interfaces, see Section 2.4). Inner and
cut (by ∂Ω) elements T ∈ Th are in blue and yellow, respectively.

A standard level set to describe Ω in ΩB is a continuous function φ taking values in ΩB

such that φ(x) > 0 for x ∈ Ω and negative elsewhere. Thus, φ(x) = 0 for x ∈ ∂Ω. Typically,
φ is a signed distance to ∂Ω [41,42]. For a configuration such as the one in Figure 3, with two
non-connected parts of the boundary, ΓN and ΓR, it is convenient to describe Ω using two
level sets to distinguish between the two. Thus, Ω is identified with φ(1) and φ(2) such that:
φ(1)(x) = 0 on ΓN , and φ(2)(x) = 0 on ΓR. Both level sets are positive in Ω; see Figure 3B,C
for an illustration. Note that one may recover a standard level set for Ω by just taking
φ = φ(1)φ(2). Then, following the ideas in [43], new level set functions are introduced to
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describe the n subdomains. Function φ(3) provides the information to identify Ω1 and
distinguish it from the remainder subdomains. In particular, φ(3)(x) > 0 for x ∈ ⋃n

k=2 Ωk
and is negative elsewhere in Ω (that is in Ω1). Similarly, φ(4) is positive in

⋃n
k=3 Ωk and

negative in the remainder, that is in
⋃2

k=1 Ωk. The last hierarchical level set needed is φ(n+1)

identifying Ωn−1 because then Ωn is precisely the remainder (φ(n+1) > 0). The values of
φ(k) with k = 3, . . . , n + 1 outside Ω are not relevant. This is consistent with the hierarchical
character of this approach. A visualization of the hierarchical level sets is illustrated in the
panels of Figure 3 and summarized in Table 1.

Table 1. Level set-based criteria to classify a point x in Ω and its subdomains.

Condition Classification

φ(1) > 0 and φ(2) > 0 x ∈ Ω
φ(1) > 0 and φ(2) > 0 and φ(3) < 0 x ∈ Ω1
φ(1) > 0 and φ(2) > 0 and φ(3) > 0 and φ(4) < 0 x ∈ Ω2
φ(1) > 0 and φ(2) > 0 and φ(3) > 0 and φ(4) > 0 and φ(5) < 0 x ∈ Ω3
φ(1) > 0 and φ(2) > 0 and φ(5) > 0 x ∈ Ω4

Figure 3. (A) Ω embedded in ΩB. Level set (B) φ(1) = 0 describes ΓN , and (C) φ(2) = 0 describes
ΓR. (D) φ(3) = 0 describes the interfaces between the subset

⋃4
k=2 Ωk and the background domain.

(E) φ(4) = 0 describes the interfaces between Ω3 ∪ Ω4 and ΩB \ Ω3 ∪ Ω4 and finally, (F) φ(5) = 0
describes the interface between Ω4 and the rest.
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The approach described above is similar to the front-tracking method used to simulate
multiphase flow with a fixed grid for the flow [44], with the difference that the front does
not change with time, and therefore, the level set is computed only once at the beginning of
the analysis.

2.3. Discretization of the Level Set Functions in a Background Mesh

With a finite element (FE) discretization of ΩB (see Figure 2), the level set approach
is implemented. A tessellation Th of ΩB consisting of ne elements Te, e = 1, 2, . . . , ne (h
stands for the characteristic size of the elements) is introduced, such that ΩB =

⋃ne
e=1 Te.

The number of nodes in the mesh is denoted by np and the corresponding shape functions
are denoted by Ni(x), for i = 1, 2, . . . , np c[cyan]. Thus, each level set φ(k), k = 1, . . . , n + 1,
is represented in the background mesh as

φ(k)(x) ≈
np

∑
i=1

[Φk]i Ni(x), (6)

with Φk ∈ Rnp being the vector of nodal values describing φ(k). In this framework, n + 1
vectors in Rnp describe any geometrical configuration. This standardized representation
allows for dimensionality reduction given the variance in the population of input samples
(each corresponding to a different patient). To ease the task of the machine learning
algorithms to be used in dimensionality reduction, standard geometric normalizations are
performed previously to store the information in the discrete level set format. For instance,
all samples are centered (their barycenter is translated to the origin of coordinates) and
rotated such that the principal axes of inertia are parallel to the coordinate axes.

2.4. Unfitted Approach: Solving the Problem in the Background Mesh

The framework for approximating the level set over Th(ΩB) just described is used
to solve the original problem (4) using an unfitted approach based on the ideas of the
Immersed Boundary Method (IBM). Thus, the displacement field u(x) is approximated in
the background mesh using a standard FE approximation, namely

u(x) ≈
np

∑
i=1

Ui Ni(x), (7)

with Ui ∈ R2 being the displacement vector in node i. All vectors Ui, i = 1, 2, . . . , np, are
collected in the standard vector of nodal displacements U ∈ R2np . Using the Galerkin
strategy to solve Equation (4) results in a linear system of equations for U:

[K + M]U = F, (8)

where matrices K and M in R2np×2np are the discrete counterparts of the two bilinear forms
in the left-hand side of Equation (4) and F ∈ R2np is the discretization of the linear form in
the right-hand side.

Note that a node i in the mesh is represented by the degrees of freedom � = 2(i− 1) + 1
and �+ 1 in U, and some other node j is represented by �̃ = 2(j− 1)+ 1 and �̃+ 1. Assuming
these relations, some illustrative examples of the expressions for the corresponding entries
in the matrices and the right-hand-side vector are given below

[K]��̃ =
∫

Ω
σ

([
Ni(x)

0

])
: ε

([
Nj(x)

0

])
dΩ ; [K]�,�̃+1 =

∫
Ω

σ

([
Ni(x)

0

])
: ε

([
0

Nj(x)

])
dΩ

[M]��̃ = −
∫

ΓR

α

[
Ni(x)

0

]
·
[

Nj(x)
0

]
dΓ ; [M]�,�̃+1 = −

∫
ΓR

α

[
Ni(x)

0

]
·
[

0
Nj(x)

]
dΓ
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[F]� =
∫

ΓN

t ·
[

Ni(x)
0

]
dΓ ; [F]�+1 =

∫
ΓN

t ·
[

0
Ni(x)

]
dΓ.

Note that all the integrals in the expressions above are defined in Ω, ΓR, and ΓN ,
and not in the background domain ΩB where the FE functions Ni(x) are supported. In par-
ticular, evaluating the local contributions (the integrals are restricted to some element Te)
requires identifying whether an element intersects ΓR or ΓN . Thus, the main implementa-
tion challenge of the unfitted approach is classifying the elements Th of ΩB inside Ω, those
outside, and those crossed by the interfaces. For a given configuration, the geometrical
information is encoded in the level sets, as described in Section 2.2. This allows elaborating
a list of the elements in Th that are completely inside Ω, namely IΩ such that if e ∈ IΩ,
then Te ⊂ Ω. Similarly, lists IΓR and IΓN are such that if e ∈ IΓR then Te

⋂
ΓR �= ∅, and if

e ∈ IΓN then Te
⋂

ΓN �= ∅. Figure 4 shows an example of such classification. The elements
indexed in these three lists are active, meaning that they play a role in the solution for the
configuration described by the level sets. Thus, Te is said to be active if e ∈ IΩ

⋃ IΓR

⋃ IΓN .
Accordingly, all the nodes belonging to active elements are active nodes since the cor-
responding degrees of freedom are the unknowns of (8) (the non-active nodes are to be
eliminated from the system).

Figure 4. (A) Elements Te for e ∈ IΩ
⋃ IΓR

⋃ IΓN , are colored in violet (e ∈ IΩ), magenta
(e ∈ IΓN ), and cyan (e ∈ IΓR ), being ΓN and ΓR the black lines. The square background domain ΩB

(2.5 × 2.5 mm2) is meshed with np = 1002 nodes and ne = 2 × 992 elements. Close-ups for better
illustration in panels (C), and (D). Panel (B) illustrates that in the elements crossed by the boundary,
the quadrature is enriched to avoid having no integration points in the part of the element outside Ω.
This suggests using in these elements closed quadratures (as the third-degree closed Newton–Cotes
quadrature [45]).

The computation of the elementary contributions to the stiffness matrix K is standard
for the elements completely inside Te for e ∈ IΩ (violet elements in Figure 4A). The only
particular feature to be accounted for is that the material properties of each Gauss point
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in the numerical quadrature belong to a subdomain Ωk. With the values of the level sets
interpolated at the Gauss point, following the classification described in Table 1, the material
properties are quickly recovered. Note that for the example shown in Figure 4A, only two
level sets, φ(1) and φ(2), are required. In the elements crossed by the interfaces ΓR and ΓN ,
the integration has to exclude the part of the domain outside Ω. There, a more refined
quadrature is used, and null material properties are assigned to the integration points
outside Ω. A closed quadrature is preferred to avoid accounting for integration points
inside elements with a small portion inside Ω. These geometric checks are performed
by setting a tolerance and considering that the distance to the interface is zero when it is
below this value. Computing elementary contributions to matrix M and vector F requires
integrating within the portion of ΓR or ΓN in the element Te. Thus, for e ∈ IΓN , Te intersects
ΓN and contributes to F. Analogously, for e ∈ IΓR , Te intersects ΓR and contributes to M.

For e ∈ IΓN , the elementary contribution from element Te to F requires computing
∫

ΓN
⋂

Te
[t]1Ni(x)dΓ and

∫
ΓN
⋂

Te
[t]2Ni(x)dΓ, (9)

for all the nodes i in element Te. If the load corresponds to a pressure p applied in the
internal wall, then t = −pn̂, recalling that n̂ = [n1 n2]

� is the outward unit normal. Thus,
[t]1 = −pn1 and [t]2 = −pn2. This integral, as it is standard in the FE practice, is computed
in a reference element (for linear triangles, it is handy using the triangle with vertices (0, 0),
(1, 0) and (0, 1), see Figure 5), where the shape functions are defined (and available in
their analytical expressions) in terms of the reference coordinates (ξ, η), namely N̂(i)(ξ, η),
for (i) = 1, 2, 3. Mesh connectivity provides the link between the local numbering of the
node inside the element, (i) (from 1 to 3 in the case of linear triangles), and the global
numbering i (from 1 to np). Since Te is crossed by ΓN , it is important to identify the entry
and exit points in the element, that is the points {PI , PII} = ΓN

⋂
∂Te; see Figure 5. This

task is performed while identifying the elements in IΓN , and it is straightforward after
the nodal values of φ(1). Recall that φ(1)(x) = 0 for x ∈ ΓN . Same rationale works for ΓR,
using φ(2). A quadrature is required to integrate along the segment PI PII (a portion of
ΓN). Here, a Simpson quadrature is adopted and involves computing the values of the
function to be integrated on the endpoints of the interval and in the midpoint, Pm; see
Figure 5. The general expression for Simpson quadrature to approximate the integral of
some function ψ reads:

∫ PII

PI

ψ dΓ ≈ |PI PII |
6

(ψ(PI) + 4ψ(Pm) + ψ(PII)), (10)

where |PI PII | is the length of the interval PI PII . Thus, computing the terms in (9) requires
obtaining the values of Ni in the three points PI , PII and Pm. These values are easily obtained
after their coordinates in the reference element, (ξ I , ηI), (ξ I I , ηI I) and (ξm, ηm). Then, it
suffices using the quadrature given in (10) for ψ(x) = −pn1Ni(x) and ψ(x) = −pn2Ni(x)
to obtain the horizontal and vertical components of the nodal forces (on node i from
element e).
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Figure 5. Element Te (right) described in the Cartesian coordinate system (x1, x2) is mapped into
reference element (left) described by (ξ, η) coordinates. Outward normal n̂ to the portion of ΓN

(respectively, ΓR) in Te is to be determined in the Cartesian framework. The two points where the
interface meets the boundary of Te (entry and exit points, here denoted by I and I I) are necessary to
numerically integrate the coefficients of F (respectively M) along ΓN (respectively, ΓR).

Similarly, for e ∈ IΓR , the elementary contribution from Te to M requires computing
terms of the form ∫

ΓR
⋂

Te
αNi(x)Nj(x)dΓ. (11)

This is achieved by taking ψ(x) = αNi(x)Nj(x) and using the quadrature (10) accord-
ingly. In the unfitted solution, the degrees of freedom corresponding to nodes that do not
belong to any of the active elements (those with index e in

⋃ IΓR

⋃ IΓN ) must be removed
from system (8).

The number of active nodes (that is the number of nodes in the active elements) is
denoted by nact and indicates the measure of the size of the system to be solved. Note that
in conformal FE, nact is the number of nodes in the mesh. On the other hand, in an unfitted
approach, nact < np.

The proposed methodology has been entirely implemented in Matlab R2022b, The
MathWorks Inc, and executed in a 3.2 GHz Apple M1 with 8 GB RAM.

2.5. Validating the Methodolgy

The solution of an infinite linear elastic solid with a cylindrical cavity of radius rint
subjected to internal pressure p (Figure 6A) is considered.

Figure 6. Verification problem. (A) Infinite solid with a cylindrical cavity of radius rint subjected to
internal pressure p; (B) Infinite cylinder of inner radius rint and external radius rext subjected to an
internal pressure p and elastic bed boundary conditions at rext.
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Assuming cylindrical coordinates, the analytical solution of the problem is [46]

ur = p
r2

int
2μr

, uθ = uz = 0, (12)

where μ = μ(E, v) is the shear modulus of the material, E and ν are its Young’s modulus
and Poisson ratio, respectively, and r ≥ rint is the radial coordinate. The strain and stress
fields are obtained with the constitutive equations for a linear elastic solid as

εrr =
∂ur

∂r
= − p

2μ

( rint
r

)2
, (13)

εθθ =
ur

r
=

p
2μ

( rint
r

)2
, (14)

εzz = 0, (15)

σrr = −p
( rint

r

)2
, (16)

σθθ = p
( rint

r

)2
, (17)

σzz = 0. (18)

This problem is equivalent to that of an infinite cylinder of internal radius rint and
external radius, rext, subjected to internal pressure, p (applied at r = rint), and elastic bed
BC on r = rext (see Figure 6B), with the ballast coefficient α given as

α = − 2μ

rext
, (19)

obtained from (3) together with (12), and (16)–(18).
With this problem at hand, the accuracy of the methodology is quantified in terms of

local and global quantities. The displacement field is a local quantity of accuracy, and the
total deformation energy (TDE) is used as a global metric to assess the convergence for the
numerical solution. The TDE for the infinite cylinder in Figure 6B is given by

TDE =
1
2

∫ 2π

0

∫ rext

rint

(σrrεrr + σθθεθθ)r drdθ =

= π
∫ rext

rint

[(
p2r4

int
2μr4

)
+

(
p2r4

int
2μr4

)]
r dr =

πp2r4
int

2μ

(
1

r2
int

− 1
r2

ext

)
> 0.

(20)

Note that (20) only accounts for the elastic energy stored in the cylinder and not in the
elastic bed. Numerically, the TDE is calculated as

TDEnum =
1
2

U�K U, (21)

where U corresponds to the displacement vector of the active nodes in the background mesh,
and K is the stiffness matrix associated with the active elements in the background mesh.

3. Results

3.1. Covergence Analysis

To show the accuracy of the methodology, problem (1) is solved using the proposed
Immersed Boundary Robin-based (IBR) model, on the idealized geometry domain of
Figure 6B, for an internal pressure of p = 10−2 MPa. Consequently, the analytical solution
of the problem is calculated for the infinite solid with a cylindrical cavity at rint (Figure 6A).
Recall that, to make equivalent both the analytical results with the Robin-based approach,
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the ballast coefficient α of Equation( 19) is used. The different model parameters used for
this study are reported in Table 2.

Table 2. Model parameters: Young’s modulus E, Poisson ratio ν and the ballast coefficient α.

E (MPa) ν α (MPa/mm) rint (mm) rext (mm)

7.3313 × 10−1 0.475 −1.2426 × 10−1 1.5 4

Figure 7A represents the relative error of the displacements at an arbitrary point with
radius r ∈ {rint, rext} (compared to the analytical solution obtained using Equation (12)) of
both the proposed Immersed Boundary Robin-based approach (in black) and the classical
FE approach in red (which is calculated for completeness in the analysis).

Figure 7. Relative error of (A) displacements magnitude and (B) TDE obtained for the IBR (black)
and classical FE (red) formulations.

In addition, recalling Equations (20) and (21), the relative error (with respect to the
analytical value) of the total deformation energy (TDE) is also calculated for both the IBR
and the classical FE models and represented in Figure 7B in black and red, respectively.
It is worth noting the convergence behavior by increasing the number of active nodes,
which means refining the conformal mesh for the classical FE approach and the unfitted
background mesh for the IBR solution; the solution improves faster for a smaller number
of active nodes using our IBR methodology until a stabilization plateau, where the relative
error of TDE stagnates at a value close to 10−4. This is likely due to truncation errors
affecting quantities computed in the unfitted procedure, mainly integrals in elements
divided by boundaries. This level of accuracy is perfectly acceptable in this type of model.

3.2. Elastic Bed Coeficient α: Sensitivity Analysis

As mentioned in Section 2.1, the elastic bed coefficient α represents an elastic bed
boundary condition that simulates the interaction of the body with its surroundings.
Therefore, it is also possible to tune α so that it only avoids rigid body motions (and
not influencing nodal displacements and stresses). For this study, Figure 8A shows a
realistic arterial section where the proposed α analysis is applied under an internal pressure
p = 2.6267 × 10−2 MPa. Homogeneous linear elastic material properties were used, being
the material parameters reported in Table 3.

225



Mathematics 2023, 11, 1748

Table 3. Material parameters of the piece-wise homogeneous domain Ω =
⋃4

k=1 Ωk (i.e., normal
vessel wall, loose matrix, calcification, and lipid core), E (Young’s modulus) and ν (Poisson ratio).

Subdomain Material E [MPa] ν Ref.

Ω1
Normal

vessel-wall 0.73 0.475 [22]

Ω2 Loose matrix 0.431 0.475 [22]
Ω3 Calcification 1.5 × 104 0.3 [23]
Ω4 Lipid core 1.8841 × 10−1 0.475 [22]

According to this, the graph in Figure 8B shows that by decreasing the elastic bed
coefficient α, the average displacements at the external boundary (u|ΓR

) becomes unaffected
by the surroundings while eliminating rigid body motion. That is to say, the left part of the
graph corresponds to the limit value of a floating object with no surrounding stiffness: the
small values of α do only suppress rigid-body modes. The limit case for large values of α
has zero displacements in the external boundary, as it is reflected in the plot.

Figure 8. (A) Realistic arterial (coronary) section domain Ω =
⋃4

k=1 Ωk. (B) Elastic bed coef-
ficient against average displacement on ΓR for the coronary section under an internal pressure
p = 2.6267 × 10−2 MPa.

3.3. Characteristic Length h of the Background Mesh Th(ΩB): Sensitivity Analysis

A relevant parameter in the IBR methodology is the characteristic length h of the
background mesh. It is strictly related to the number of active nodes (nact) by inverse
proportionality, meaning the smaller the h value, the greater the nact value. It is possible
to verify how the IBR solution, in terms of displacements and TDE, converges to those
obtained with the classical FE method using a very fine mesh. For this, six background
meshes Th(i)(ΩB) i = 1, . . . , 6 are used with a decreasing value of h as i increases.

Figure 9 shows the results of such analysis for the section depicted in Figure 8.
Figure 9A reports the error for both displacements and TDE associated with the six back-
ground meshes with respect to the conformal mesh solution, where it is shown the clear
error decreases by increasing the number of active nodes. As an example, Figure 9B shows
a plot of the local displacements difference error associated with the finest background
mesh developed for this analysis. Table 4 shows the maximum differences in TDE and the
displacement magnitude for the different background meshes considered in the analysis.
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Figure 9. (A) Convergence profile for the maximum difference for TDE and displacement magnitude.
(B) A plot of the local difference in displacement magnitude for a subset of the nodes in the conformal
mesh. In particular, B refers to mesh 6 from Table 4.

Table 4. Results of the sensitivity analysis about the characteristic length h for TDE and displacement
magnitude. From mesh 5, there are more active nodes (nact) in the background than nodes in the
conformal mesh (nact conformal mesh = 64, 552).

Mesh # nact Diff. for TDE
max Diff. for
Displacement

Magnitude

1 414 39.3% 93.6%
2 1507 13.4% 36.7%
3 5734 5.9% 24.6%
4 22, 270 2.4% 8.8%
5 87, 776 0.9% 6.7%
6 348, 550 0.15% 1.75%

3.4. Realistic Immersed Boundary Robin-Based approach

Figure 10 shows a comparison between the IBR methods and the classical FE approach
for a realistic coronary section, described in Figure 10A, subjected to an internal pressure of
p = 10−2 MPa. The model parameters used for this study are shown in Table 5, being the
material properties reported in Table 3.

Figure 10. Realistic arterial (coronary) section (A) domain Ω =
⋃4

k=1 Ωk displacements distribution
(B) using IBR and (C) classical framework. Panel (D) depicts relative local error for displacements.
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Table 5. Background mesh Th(ΩB) and conformal mesh Th(Ω) parameters.

nact Active Elements α (MPa/mm)

Th(ΩB) 42,397 83,378 −1.7736 × 10−4
Th(Ω) 47,505 94,210

Figure 10B shows the displacement field obtained with the proposed Immersed Bound-
ary method (obtaining a total deformation energy TDE = 6.8226 × 10−3), while Figure 10C
corresponds to the solution obtained with the classical FE method (TDE = 6.8248 × 10−3).
Differences in the total deformation energy are found to be less than 0.05%, with a max-
imum difference in the displacement magnitude of less than 5% (Figure 10D), being an
average error of less than 0.5% in the section. Figure 11A,B show the distribution of the Von
Misses stress obtained for both methodologies, IBR method, and the classical FE method,
respectively, showing a highly similar stress distribution.

Figure 11. Realistic arterial (coronary) section domain Ω =
⋃4

k=1 Ωk Von Misses stress distribution
using (A) IBR methods and (B) classical framework.

4. Discussion

Computational engineering is considered a potentially powerful tool for biomedical
sciences. Nevertheless, one of the most critical drawbacks is the time required to develop
credible and accurate numerical solutions where fast patient-specific decision making is
necessary, i.e., in the vascular biomechanics field. Advancing in this direction, the article
presents a novel formulation that combines hierarchical level sets (from a 2D arterial seg-
mentation) with an Immerse Boundary-Robin-based (IBR) formulation to obtain stress and
strain distributions in arterial sections under physiological conditions of blood pressure.

The hierarchical level sets allow us to describe the arterial geometries (segmenta-
tions), including internal materials distributions (healthy tissue, lipid core, calcified core,
among others) and their properties in a highly standardized format. The use of level
sets also allows for using a single background mesh to simulate different patient-specific
arterial segmentations, all with the same number of degrees of freedom, thus avoiding the
preprocessing stages for developing a different conformal finite element mesh per geometry.
Furthermore, having the same number of degrees of freedom allows developing so-called
“a posteri” reduced-order models (ROMs) or dimensionality reduction methodologies to-
ward fast (even real-time) simulations. It is worth mentioning that despite vascular tissues
exhibiting nonlinear behavior, here, a simple linear elastic model is adopted to demonstrate
the performance of the proposed approach in the benchmarks selected. Note that the
proposed formulation is straightforwardly generalizable to any type of material model. As
expected, the accuracy of the IBR depends on the size of the background mesh relative to
the minimum size of the heterogeneity. One way to overcome this limitation is to consider
an adaptive background mesh with a higher element density near the heterogeneities.

Using the elastic bed boundary conditions (instead of classical Dirichlet) allows us to
effectively remove the rigid body motion without altering the natural deformation of the
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arterial section due to the internal pressure. However, this boundary condition may also be
used to account for the effect of the surrounding tissue on the artery in case the information
is known. For instance, a uniform ballast coefficient, α, may represent an artery entirely
surrounded by tissue as could be the case of the middle cerebral artery or a penetrating
myocardial coronary artery. It could also be used to model a partially surrounded artery
by specifying a non-uniform ballast coefficient along the external contour of the section.
The results obtained with the proposed methodology in terms of displacement and stress
fields were very similar compared to those imposing isostatic Dirichlet-type boundary
conditions, which are widely accepted in the scientific community. To the best knowledge
of the authors, this is the first attempt to propose Immersed Boundary methods with elastic
bed boundary conditions for this type of simulation, showing the strong potential of the
methodology for biomechanical applications.
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Abstract: Bone marrow mechanical conditions play a key role in multiple myeloma cancer. The
complex mechanical and chemical conditions, as well as the interactions with other resident cells,
hinder the development of effective treatments. Agent-based computational models, capable of
defining the specific conditions for every single cell, can be a useful tool to identify the specific tumor
microenvironment. In this sense, we have developed a novel hybrid 3D agent-based model with
coupled fluid and particle dynamics to study multiple myeloma cells’ growth. The model, which
considers cell–cell interactions, cell maturation, and cell proliferation, has been implemented by
employing user-defined functions in the commercial software Fluent. To validate and calibrate the
model, cell sedimentation velocity and cell proliferation rates have been compared with in vitro
results, as well as with another previously in-house developed model. The results show that cell
proliferation increased as cell–cell, and cell–extracellular matrix interactions increased, as a result of
the reduction n maturation time. Cells in contact form cell aggregates, increasing cell–cell interactions
and thus cell proliferation. Saturation in cell proliferation was observed when cell aggregates
increased in size and the lack of space inhibited internal cells’ proliferation. Compared with the
previous model, a huge reduction in computational costs was obtained, allowing for an increase in
the number of simulated cells.

Keywords: in silico; 3D model; multiple myeloma; tumor aggregate; dense discrete particle model

MSC: 92-08

1. Introduction

Multiple myeloma (MM) is a heterogeneous cancer in the bone marrow, in which
malignant cells grow from the resident plasma cells. These malignant cells can spread via
the circulatory system and peripheral soft tissues [1]. MM is currently the second-most
common hematological cancer in the world, being the cause of 15–20% blood cancers,
and is incurable in most cases [2,3]. MM’s mortality rate is remarkably high, with less than
10% of patients achieving complete remission [1,2,4]. Appropriate diagnostic techniques
can be key to establish patient-specific therapies, such as autologous hematopoietic stem
cell transplantation—that may improve survival [1]. As this is a heterogeneous tumor,
with multiple conditions related to malignant cells, high rates of drug resistance are com-
mon [1]. Likewise, the interaction of myeloma cells with the extracellular matrix (ECM) and
other resident cells can also increase the risk of metastasis [4–6]. Indeed, the mechanical
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properties of the ECM have a high impact on both cell motility and the multiple myeloma
cell (MMC) proliferation rate [4–6]. Feng et al. (2010) reported an increase in MMC stiffness,
associated with the activation of focal adhesion kinases (FAKs) in hydrogel matrices as the
collagen concentration increased [6]. In turn, this increased stiffness resulted in an increase
in cell motility and tumor growth. A similar phenomenon was also observed when MMCs
interacted with different cells in their microenvironment, such as mesenchymal stem cells
(MSC), which increased tumor growth [5–7]. As such, the mechanical properties of the
cellular environment, the ECM’s stiffness and cell–cell interactions, for instance, seemed to
play a key role in tumor development, thereby affecting treatment efficacy and metastasis
risk [5,8].

A better understanding of this heterogeneous tumor should lead to the development
of new and more efficient treatments and better diagnostic techniques. In this regard,
microfluidic chips and hydrogel matrices are widely used to study the cell response to
different stimuli produced by the culture medium’s mechanical properties and mechanical
interactions with other cells in the tumor environment [9,10]. However, given the complex
nature of the bone marrow microenvironment, adjusting in vitro culture conditions to
mimic in vivo conditions is not always straightforward [11,12]. In this sense, computational
models can play a key role in conducting preliminary studies of these conditions, thereby
allowing lower costs, as well as saving time [13,14]. In this context, there are two broad cat-
egories of computational models: 1—Continuous computational models, which are widely
used to analyze the cell culture conditions—such as fluid dynamics, nutrients, chemical
species’ concentrations [15–17]—and cells’ distribution in the medium [18–20], but which
cannot analyze cell–cell and cell–ECM interactions, are critical for understanding MMC
behavior; 2—Single-agent models, which can provide detailed information about each
single cell considered—including their response to the cell-specific mechanical, chemical,
electrical, and thermal stimuli received from their surrounding microenvironment [21–30]—
but these are limited to small cell populations and require a detailed characterization of the
cell environment.

Herein, we present a novel computational multiphase model designed for the ad-
vanced analysis of cell–cell, and cell–ECM interactions during MM tumor evolution. This
model defines cells using the discrete particle model (DPM) in a fluidic environment, in
which fluid and particle dynamics are coupled, thereby combining the concepts of the
previously mentioned models (continuous and single-agent models) to enhance the per-
formance of single-agent models while maintaining the advantages of continuous models.
The cell processes are implemented via user-defined functions (UDF), taking into account
fluid dynamics and cell-specific conditions.

This approach offers a valuable tool to support in vitro experiments by providing
detailed information about the specific MMC environment and opening novel perspectives
on the cell–ECM and cell–cell interactions.

2. Methods

The present computational model was developed to analyze the interactions between
MMCs and their ECM. It couples particle dynamics with fluid dynamics, considering
cell–cell interactions by analyzing the cells using the discrete element method (DPM-DEM),
implemented in Fluent (Ansys [31]) (ANS). The results were compared with those of a
model developed previously in-house, using the commercial software Abaqus (ABQ) [32],
which was adapted and calibrated with appropriate parameters to simulate MMCs [33,34].
Cell processes in both models were modulated by the specific cell conditions and imple-
mented via UDFs. Both models were used to analyze the progression and development of
MM tumor aggregation.

2.1. Multiphase Coupled Fluid-Particle Model (ANS)

In this article, we present a hybrid computational model, which combines the for-
mulation of two classical methods: continuous and discrete methods. Indeed, due to the
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mathematical incompatibility of both models, each one calculates the corresponding phase
in parallel, and the bidirectional interactive coupling of the methods is achieved through
the intercommunication of the properties and conditions of each phase. Fluid dynamics are
included in the cell through the inclusion of velocity, density, and viscosity values of the
fluid in the motion equation of the cell. Besides, the perturbation of the continuous phase,
due to the motion of the cells, is included as an external contribution to the momentum
balance equation. Therefore, although both models are calculated in parallel, consistency
and stability are guaranteed through common variables such as cell and fluid velocities.

In the discrete phase, our objective was to determine the cell velocity, vc, at every
time step, t. In such a case, cell motion was transferred as a moment applied to the
particle corresponding to the drag forces applied during the cell–ECM interaction. Other
contributions, such as the gravity or collision forces, were also taken into account, with the
trajectory of the discrete phase being obtained using the force balance acting on the cell
as [31]:

m
dvc

dt
= Fdrag + Fr + Fgrav + Fij, (1)

where m is the cell mass, and Fdrag, Fr, and Fgrav are the corresponding contributions of the
drag force, domain motion, and gravity, respectively. As the considered experiments have
been developed in static conditions, in this paper, there is no contribution of Fr component.
Besides, the contribution of the gravity forces is defined by considering differences in the
cell and media mass density as:

Fgrav = m
g(ρc − ρ f )

ρc
, (2)

where g is the gravity acceleration, ρc is the cell mass density, and ρ f is the fluid mass density.
Other forces acting on the cell, such as cell–cell, and cell–wall collision forces, are

referred to as Fij.
The drag force on cells, as calculated using the cell constant spherical shape, is propor-

tional to the difference between the cell and fluid velocity, as follows:

Fdrag =
1
2

CDρ f Ac ‖ v f − vc ‖ (v f − vc), (3)

where CD is the drag coefficient, Ac is the cell cross-section, and v f is the fluid velocity.
In the event of overlap, cell–cell and cell–wall collision forces were taken into account

using the discrete element method (DEM) (Figure 1). These collision forces were described
by defining the stiffness of the contributing parts (cell–cell or cell–wall) and the overlap
distance, δij, which was calculated as follows [31]:

δij =‖ xi − xj ‖ −(ri + rj), (4)

where xi and xj are the positions of the participating cells, while ri and rj are their radii.
The cell–cell contact direction, eij, can be defined as:

eij =
(xi − xj)

‖ xi − xj ‖
. (5)
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Figure 1. Forces acting on the cell. The cell–cell overlap distance and cell stiffness were considered
when computing contact forces. Drag forces were determined using the momentum exchange
between the cell and the fluidic ECM.

The Hertzian–Dashpot Collision Law was then used to establish the collision normal
force, Fn,:

Fn = (KHδ3/2
ij + γ(vijeij))eij, (6)

where γ is the damping coefficient, and vij represents the relative velocity of the collision,
defined as vij = vj − vi. Finally, KH is the stiffness coefficient of the collision, which was
calculated using the stiffness of the participating cells, as:

KH =
4
3

EiEj

Ej(1 − ν2
i ) + Ei(1 − ν2

j )

√
rirj

ri + rj
, (7)

where Ei, Ej and νi, νj are the stiffness and the Poisson coefficient of the cells involved, respectively.
The tangential force, Ft, in the contact area described by the friction coefficient, μ, is

defined as:
Ft = Fnμ. (8)

The contribution of the collision force, Fij, to cell motion (Equation (1)) was then
calculated for each cell using tangential and normal forces as follows:

Fij =
n

∑
i!=j

(
F

ij
n + F

ij
t

)
. (9)

For its part, in the continuous phase, the objective is to determine the fluid velocity,
v f , taking into account its active interaction with the cells. In such a case, the momentum
exchange between the continuous and discrete phases, Fex, is the change in the particle’s
momentum as it goes through each control volume at each flow time, Δt. During the
momentum balance, this momentum exchange is regarded as a momentum source in the
continuous phase and is defined as [31]:

Fex = ∑
[

18μCDRe
ρc(2ri)224

(vc − v f )

]
ṁcΔt, (10)

where μ is the fluid viscosity, Re is the relative Reynolds number, ρc is the cell density,
and ṁc is the mass flow rate of the discrete phase.

Thus, the general equation for the momentum conservation of the continuous phase
results in [31]:

∂

∂t
(ρ f v f ) +∇(ρ f v f v f ) = −∇p +∇τ + ρ f g + Fex, (11)
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where ∇ is the divergence operator, p is the static pressure, g is the gravitational accelera-
tion, and τ is the contribution of the stress tensor given by:

τ = μ

[
(∇v f +∇vT

f )−
2
3
∇v f I

]
, (12)

where I is the unit tensor.
Cells evaluate and respond to the specific mechanical conditions to which they are sub-

jected during cellular processes, such as proliferation and differentiation [35,36]. Thus, we
defined the cell-cycle progression as the maturation index (MI), which is a time-dependent
process, as:

MI =

⎧⎨
⎩

tc
tmat

tc < tmat,

1 tc ≥ tmat,
(13)

where tc is the cell-cycle progression time, and tmat is the time needed for the cell to undergo
cellular processes, such as proliferation and differentiation [30]. In addition, the maturation
time is dependent on the mechanical conditions of the cell. In this model, due to the
consideration of the fluidic environment, the mechanical conditions perceived by the cell
were defined in terms of the number of cell–cell (Nc) and cell–wall (Nw) contacts at each
time step increment as:

tmat =
tn

1 + γwNw + γcNc
, (14)

where γw and γc are the proportional time factors for the cell–wall and cell–cell interactions,
respectively, and tn is the natural maturation time, which is the time needed by the cell
to complete the cell cycle without stimulus. As a cell progresses through the cell cycle, it
becomes ready to divide into two new cells, thereby implying that the cell expands in size
before proliferating. Thus, we assumed that the cell radius increases proportionally to the
state of maturation as follows:

ri = r0(1 +
MI
2
), (15)

where ri is the cell radius for each ith cell at each time step, and r0 is the nominal cell radius
obtained from the literature [37].

2.2. Design of In Vitro Experiments and Data Collection

Experimental data from MMC lines were used to validate the model. The MMC
line RPMI8226 was cultured in vitro in multi-well plates. RPMI8226 was purchased
from the American Type Culture Collection (ATCC, Rockville, MD, USA) and cultured in
RPMI1640 medium supplemented with 10% fetal bovine serum (FBS), 2 mM L-glutamine
and 100 μg/mL penicillin, and 100 μg/mL streptomycin. Cells were cultured at 37 ◦C un-
der a 5% CO2 atmosphere in a Galaxy S incubator (Eppendorf New Brunswick, Hamburg,
Germany). A total of 100,000 cells were seeded in 500 μL of medium in p24 multi-well
plates. Every 24 h, 50% of the volume of culture medium was renewed. After 24, 72,
and 96 h of culture, cell proliferation was determined using the colorimetric MTS assay,
according to the manufacturer’s instructions, pipetting the supernatant onto a 96-well plate
and reading at 490 nm (Victor 3 microplate reader, Perkin Elmer, Waltham, MA, USA).
The results obtained are presented in [38].

2.3. Model Assumptions

In order to reduce the computational costs of the model, we made some assumptions.
Thus, the cell geometry is considered to be spherical with no changes in its morphology [14,22].
We also considered a reduced, but significant, portion of the whole in vitro experiment
to reduce the number of cells simulated. Cell properties were obtained, when possible,
for the RPMI-8226 cell line to adequately compare results with the in vitro experiments
(Table 1). In general, these properties were considered homogeneous for all participating
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cells, although slight discrepancies are possible due to the non-homogeneous nature of MM
tumors [9]. Finally, neither oxygen nor nutrient consumption were considered.

Table 1. Mechanical parameters considered in the model.

Parameter Description Value Refs.

r0 Nominal cell radius 5 ± 1 μm [37]
ρc Cell mass density 1077 kg/m3 [39,40]
ρ f ECM mass density 940 kg/m3 [41]
ν f ECM viscosity 0.05 Pa s [42,43]
E Cell stiffness 0.4 ± 0.2 kPa [5,6]
EECM ECM stiffness 0.3 ± 0.1 kPa [42]
μ Friction coefficient for cell contacts 0.9 [6,44]
tn Natural maturation time without stimulus 60 h [45]
γw Proportional time factor for cell–wall contacts 1.60 –
γc Proportional time factor for cell–cell contacts 0.14 –

3. Results

We proposed two experiments to validate the in silico model. In the first experiment,
we compared cell sedimentation velocity to validate the mechanical model as well as the
ECM and cell interactions considering a few cells in a large-scale ECM. The duration of
the experiment was adapted to the time required for cell sedimentation. In the second
experiment, we compared cell proliferation in a reduced slice of the ECM, starting with
the same cell concentration as described in Section 2.2, considering four days of cell–cell
and cell–ECM interactions. In this experiment, we increased the number of cells and the
geometry to study tumor aggregates’ growth.

3.1. Cell Sedimentation

The velocity of cell sedimentation was compared to that of in vitro models found in the
literature [44]. We compared the evolution of cell sedimentation velocity using a reference
portion of the ECM with a base of 30 × 30 μm and a height of 4.5 mm. The results were com-
pared using the mean values from five cases with different initial cell distributions. In all
cases, cells were seeded in the ECM with a random distribution, with an equivalent initial
cell concentration in the in vitro experiment used as a reference (5 × 105 cells/mL) [44].
The time step increment was decoupled for cell position tracking (0.1 s) and fluid time step
(5 s), and the cell sedimentation velocity was obtained for all cells over a simulation time of
15 min.

The mean cell sedimentation velocity for both computational models was around
13 mm/h (Figure 2), which is consistent with the experimental results [44]. The obtained
curves with both models have been compared with the reference data, through the value of
the mean square error (MSE), obtaining values of 0.0026, and 0.0029 for the ABQ and ANS
models, respectively. As the objective of the case was the calibration and validation of the
models, it is possible to conclude that both models give a valid approximation. In addition,
the difference between them is not significant. Higher velocities were obtained using the
ANS model, which considered the inertial effects of cells, as well as the changes in cell
diameter, which is related to the cell maturation state. The ABQ model was unable to
reproduce the maximum velocity (16 mm/h), and the cell distribution velocity observed
was more homogeneous.
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Figure 2. Distribution of mean cell sedimentation velocity per unit cell. The results obtained were
compared to the in vitro results (red). The results of the ANS model showed a wider cell sedimentation
velocity due to variational inertial forces and a non-homogeneous cell diameter (MSE = 0.0029), while
the ABQ model revealed a lower distribution of the cell velocity due to the more homogeneous
conditions considered (MSE = 0.0026).

3.2. Cell Proliferation

Cell proliferation was compared to the experimental data detailed in Section 2.2 [38].
Similarly to the first case (cell sedimentation) the results were compared with five different
initial cell distributions. Based on the initial cell concentration described in Section 2.2,
20 MMCs were randomly seeded in an ECM of 200 × 200 × 200 μm, with their initial state
of maturation being randomly assigned. Due to differences in the timescale of the various
events, different time step increments were considered for the fluid domain (0.5 h), cell
position tracking (1 s), and cell processes (0.5 h), for a total time of 96 h.

The cell distribution and initial state of maturation were randomly assigned for both
computational models (Figure 3 top). After 10–30 h, depending on the initial state of
maturation considered in each case, a few cells proliferated. The proliferated cells were
randomly scattered around the mother cells. After four days of simulation, several cell
distributions were observed in all cases (Figure 3 bottom), although the final number of
cells was always comparable (240–260 cells). The results of cell proliferation were normal-
ized with respect to the initial cell number and compared with the in vitro experiments
(Figure 4a). In general, cell proliferation was consistent with the experimental data, and the
ANS model exhibited greater homogeneity in terms of cell proliferation. An increase in the
variability of cell proliferation was observed at later times, with a higher number of cells
and higher variability in terms of the specific conditions of each cell (Figure 4b).
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(a) (b)

Figure 3. MI during 96 h of simulation using the ABQ (a) and ANS (b) models. MMCs
were seeded in a random initial distribution, and at a random initial state of maturation (top).
After 96 h of cell-in-culture simulation, MMC aggregates started to form (bottom) (see also
Supplementary Material Videos S1 and S2).

time [Hours]

(a) (b)

Figure 4. Cell doubling. (a) Comparison of the mean values after 96 h in a cells-in-culture simulation
using the ANS and ABQ models, with results of the in vitro model (Section 2.2). (b) Dispersion of the
results due to the random nature of the experiment.

3.3. Tumor Aggregation Growth

After calibration and validation of the initial model, the formation of tumor aggregates,
due to the proliferation of individual cells, was studied in a long-term case. Cells were
initially distributed into groups to form cell aggregates in an ECM of 400 × 400 × 50 μm,
then were simulated for 360 h.

The number of cells in each cluster increased due to cell proliferation and, after 30 h,
all clusters were considered to be tumor aggregates (minimum of 30 cells). Given the
increase in the number of cell–cell contacts (∼6.1% per hour), the internal cells in these
aggregates showed the highest increase in maturation rate (∼30.3%). However, once the
cell was completely surrounded, cell proliferation was inhibited due to the lack of space
(Figure 5). After 60 h, tumor aggregates started to merge with each other, and by the end of
the simulation, all cells had joined together to form a single cluster. The cell proliferation
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rate was higher in the first 48 h, when exponential cell growth was observed, and then
progressively reduced as more cells became completely surrounded (Figure 5d).

(a)

(b)

(d)

(c)

time [h]

Figure 5. Tumor aggregate growth. (a) Initially, cells were randomly distributed into groups of
20–30 cells. (b) After 48 h, cell groups merged, and the inner cells of the aggregates lost their ability
to proliferate. (c) Surface cells continued to proliferate up until 360 h of simulation. (d) Cell growth
for 360 h of simulation (log scale) (see also Supplementary Material Video S3).

4. Discussion

The results obtained for the two models studied are qualitatively consistent with the
in vitro results found in the literature [9,10,38,44,46,47]. In general, when compared to
the results for the ABQ model, the ANS model appeared to be better. Thus, in the first
experiment, we observed a wider range of cell sedimentation velocities for the ANS model
when compared to the ABQ model. This disparity was caused by two major factors: firstly,
the ANS model considers inertial contributions in the force balance, although the effect
may be very small due to the model’s scale; secondly, in the ANS model, the cell diameter
was considered to be proportional to the state of maturation, which results in an increase
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in both the cell weight and cross-section and, consequently, in the drag coefficient, which,
in turn, may cause higher variability in the distribution of cell velocities, as well as higher
maximum values. As such, the ANS model appears to be more realistic with regard to the
non-homogeneity of cellular properties.

The ABQ model was able to reproduce the mechanical environment more precisely
by considering the internal cell deformations, and cell-active forces that lead to cell–cell
adhesion (Figure 3a) [48,49]. Thus, cells in the ABQ model tended to stay attached, while
cells in the ANS model tended to form layers at the bottom. The results of cell proliferation
for both models were consistent with the in vitro results (Figure 4). The presence of newly
proliferated cells and the formation of new cell–cell contacts accelerated cell maturation.
Due to the reduced number of MMCs simulated, we observed abrupt initial stages of
proliferation, which became more homogeneous as the number of cells increased and the
cells responded to their specific conditions. This increase in homogeneity was higher for the
ANS model, with a continuous progression in cell proliferation after 48 h, (∼9.9% per hour).
In the ABQ model, a complete smoothing of the curve was not achieved (Figure 4), due
to the limited ability of the model to reproduce cell mechanical conditions in fluidic
environments. As the main factor that modulates maturation in the ABQ model was related
to the ECM stiffness and internal cell deformations, the results did not fit well in fluidic
environment simulations. The ANS model appears to be more suitable for defining the
cellular microenvironment of a liquid medium, as it can capture a wide range of conditions
for each individual cell.

The growth of MMCs, which form tumor aggregates, increased as cell–cell and
cell–ECM interactions increased. However, in vitro, once the cell aggregate reached a
certain size, the increase in proliferation rate was reversed, thus indicating that cell prolifer-
ation can be inhibited by a variety of factors. Likewise, in the numerical models, the lack of
available space to generate new cells caused a saturation effect, thus preventing internal
cells from proliferating further. This lack of space was exacerbated in in vitro and in vivo
experiments by the cells’ difficulty in accessing necessary resources, such as O2, nutrients,
and growth factors. At this point, the growth of the aggregate requires the development of
new blood vessels to allow the internal cells to be supplied with the necessary resources.

From a computational point of view, higher computational costs were observed with
the ABQ model, which was discretized using elements with a size proportional to that of
the cell (3 μm), since the definition of the cells was based on the nodes of the mesh. As a
reference, for the second experiment, a mesh of 343,000 trilinear hexahedral elements was
generated. The time cost for the first and second experiments was approximately 30 and
60 h, respectively, in a computing cluster with four cores and 16 GB of RAM. The ANS
model, in turn, can be discretized with a much larger mesh size (10 μm), and use of the
decoupled cell-tracking time allowed us to significantly reduce computational costs. In this
case, the required time cost was approximately 5 h on a personal computer with an i5-650
processor and 16 GB of random-access memory (RAM). We also observed a significant
limitation in the maximum number of cells for the ABQ model, which increased the memory
requirement exponentially. Thus, it was not possible to simulate the third experiment in
the ABQ model due to the computational costs.

As a result, there are several advantages to using the ANS model rather than the ABQ
model, including the ability to define, more accurately, the conditions of the experiments
conducted. In this sense, when mechanical conditions are the most important factor in cell
behavior and a precise description of cellular forces is required, the ABQ model appears
to be more appropriate, as it provides a more comprehensive control of the mechanical
conditions of the cell microenvironment. However, when these conditions were less
important (for example, in fluidic environments) and a large number of cells (and, thus,
a large control volume) was required, the coupled fluid-particle model appears to be the
best choice.
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5. Conclusions

We have presented a new computational model to study MMC behavior and tu-
mor growth. The model was compared to a previous in-house ABQ computational
model [29], as wel as with the experimental results obtained by the authors and from
the literature [9,10,38,44,46,47]. The results obtained are qualitatively consistent with the
literature. The obtained results show that the initial cell concentration has a clear effect on
MMC growth, with cell proliferation increasing as the numbers of cell–cell and cell–ECM
interactions increase. As such, we observed faster cell maturation for cells with more
cell–cell and cell–ECM interactions (reduction in maturation time of up to 69.7%), while
cell proliferation was inhibited when a lack of space was observed.

From a computational viewpoint, the ANS model offers several advantages when
compared with the model developed previously. Better results for the MMC sedimentation
velocity and tumor growth were obtained due to the more representative definition of the
fluidic environment and the consideration of a non-homogeneous cell volume. Compared
with the ABQ model, we observed reduced computational costs for adequately simulating
cells and the cell microenvironment. The maximum number of cells in the ABQ model
was limited and proportional to the number of discretized elements in the ECM. In this
case, increasing the ECM implied increasing the number of elements, which dramatically
increased computational costs. As the ANS model simulation time step seems to be the main
responsible of these computational costs, using a decoupled calculation time step for the
cells and fluid reduced them. Thus, the model developed herein has significant advantages
compared to the previous model in computation, as it results in a significant reduction
(84–91%) in computational costs, which allows a more realistic simulation. Although not
considered in this model, additional advantages can be added to the ANS model, such as
the consideration of nutrient diffusion and consumption, non-stationary fluid flow and
pressure gradients, or the presence of blood vessels in an in vivo analysis.
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Abstract: Medializing calcaneal osteotomy (MCO) is a flatfoot treatment in stages IIa–IIb. It is true
that structural correction is well known, but stress changes in foot tissues have not been sufficiently
studied to date. Our objective was to evaluate the stress generated by MCO in both hindfoot
and forefoot bones and in some soft tissues that support the arch. A finite element foot model
was employed, simulating some situations related to flatfoot development. Results show a higher
stress concentration around the osteotomy region when MCO is used in patients with plantar fascia
weakness. Additionally, the stress increase found in lateral metatarsals would be the explanation for
the long-term pain reported by patients.
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1. Introduction

Adult acquired flatfoot deformity (AAFD) is a pathology that causes a progressive
flattening of the foot arch, which has been traditionally related to a tibialis posterior tendon
(TPT) dysfunction. However, some clinical studies found that a failure/rupture of the
plantar fascia (PF) or the calcaneonavicular ligament (also spring ligament (SL)) could also
generate the arch collapse and the forefoot abduction [1–5]. Treatment options depend on
the injury stage. In the first stages, AAFD treatments are related to reinforcing the TPT [6].
Nevertheless, sometimes the foot deformation reappears over time, forcing surgeons to
use more aggressive techniques, intervening directly over the foot’s bone structure. If
the foot deformity is still flexible (stages IIa and IIb), the most habitual procedure is me-
dializing calcaneal osteotomy (MCO) [7,8], which allows both the progressive foot arch
flattening and the foot pronation caused by the flatfoot deformity to be corrected [4,6,9].
This procedure provokes a supination momentum in the foot to compensate the prona-
tion [1,10]. In this way, the foot’s structural correction is achieved by MCO and its results
are normally satisfactory. Nevertheless, some clinical studies have shown that this proce-
dure generates long-term side-effects related to stress distribution changes in forefoot and
metatarsals [11–13], which could increase the risk of bone fractures, as has been reported
with Evans’ osteotomy [14].

In a recent study published by our research group using a previous version of our
foot model, we showed that MCO can reduce foot pronation on its own [9]. However,
changes in the biomechanical stress caused in bones and the main soft tissues that support
the arch remained unstudied. Even in the literature, these stress changes have not been
sufficiently studied, because of the difficulty of measuring tissue stresses in cadavers.

Mathematics 2023, 11, 2243. https://doi.org/10.3390/math11102243 https://www.mdpi.com/journal/mathematics
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Some cadaver-based models have been used to study the structural correction of the
foot, evaluating changes in both the plantar footprint using force platforms, and foot
arch falling using radiographic (Rx) images. For example, Patrick et al. [15] measured
the subtalar joint pressure produced by MCO using a cadaveric model suffering with
flatfoot. They introduced a pressure sensor in the posterior facet joint, obtaining some,
but limited, information about the effects of MCO on hindfoot joint pressures. As can be
noted, these kinds of studies require high economic investment in measurement equipment,
as well as meticulous control over the tested tissues to guarantee their biomechanical
characteristics [16].

An alternative now accepted by clinicians and biomechanical researchers for evaluat-
ing the complex biomechanics of the human foot is finite element modelling (FEM) [17–19].
There are many models that study foot biomechanics and the effects produced by some
surgical techniques. However, none of them have been used to study the stress effects
of MCO on foot tissues. This kind of model specifically evaluates foot structure defor-
mation and plantar pressure measurement [13,19]. Thus, these models greatly simplify
the tissue anatomy and do not take into account important aspects such as the biome-
chanical difference between cortical and trabecular bones (which is very important when
tissue stresses are evaluated [20], nor the geometry of some soft tissues such as the plantar
fascia, the spring ligament, ligaments, or tendons, which are habitually modelled as bar
elements. Thus, previously reported models cannot measure and locate the stresses around
the foot anatomy.

The objective of this research was to investigate the biomechanical effects in terms of
stress concentrations and displacements that an MCO provokes in both foot bones and the
main foot arch stabilizers (TPT, PF and SL), using an enhanced version of the model used
in [9]. This analysis was performed by simulating different pathological scenarios related
to AAFD development.

2. Materials and Methods

This study was based on the foot model (segmentation and tissue properties) pro-
posed by Cifuentes-De la Portilla et al [3], which has been used for the flatfoot evaluation
of some other surgical procedures [21]. However, for this study, the entire model was
reconstructed to simulate the MCO procedure, maintaining both tissue characteristics and
loading conditions but including both the tibia and fibula bones to better represent the
anatomical tendons’ trajectories. The model used reconstructed a healthy human unloaded
foot, based on CT images (radiographs of 0.6 mm/slide) acquired from the right foot of a
49-year-old man (weight = 75 Kg, height = 1.70 m).

2.1. FE Foot Model and Modifications

Tissue segmentation and 3D reconstruction (bones, PF, TPT, Achilles’ tendon, Peroneus
Longus tendon (PLT) and Peroneus Brevis tendon (PBT)) were performed using MIMICS V.
10 (Materialize, Leuven, Belgium). The spring ligament (SL) and both plantar ligaments
(short plantar ligament and long plantar ligament) were added following atlas images,
following the surgeons’ guidance due to the difficulty of segmenting these from the CT
images. The tibia and fibula were reoriented with tools available in MIMICS from the scan
position to correspond to the orientation during the stance phase of gait. The previous
finite element model [9] was enhanced by adding the TPT, Achilles’ tendon, PLT, and PBT.

To simulate the MCO, calcaneus bone was modified, performing a 45-degrees transver-
sal cut and translating the segment medially by 10-mm (See Figure 1) [15,22]. This modifi-
cation was performed following the guidance of a specialist in foot surgeries. Elements
allowing internal fixation, such as plates, screws, and bone graft, were not simulated
because a complete joint fusion was supposed. The complete FE model is shown in
Figure 1. allowing internal fixation, such as plates, screws, and bone graft, were not simu-
lated because a complete joint fusion was supposed. The complete FE model is shown in
Figure 1.
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Figure 1. Reconstruction and modifications in the model to simulate a medializing calcaneal os-
teotomy. The Achilles’ tendon, tibialis posterior tendon, and both Peroneus tendons’ geometries and
the pieces of Tibia and Fibula bones were reoriented to obtain a vertical position.

2.2. Meshing

The model’s meshing was developed by means of the software ANSYS V.15 (Canons-
burg, PA, USA). In summary, the model include 28 cortical bone pieces, 24 trabecular bone
pieces, 26 cartilage segments, 4 tendons, 3 ligaments, and the plantar fascia. A trial–error
approach was used to optimize the mesh size of each segment [17]. These authors suggested
that the number of inaccurate elements must be less than 5% in all the measured parame-
ters. All simulations and post-processing were developed in Abaqus/CAE 6.14 (Dassault
Systèmes, Vélizy-Villacoublay, France) using the available nonlinear geometry solver.

Some of the conditions considered in order to achieve a reasonable mesh size without
compromising the calculation time included having a minimum mesh size sufficiently
small to fit into the tightest segments, a mesh accuracy of more than 99% of the elements
being better than 0.2 mesh quality (Jacobians) and checking that the poor elements were
located away from the region of greatest interest (hindfoot bones, metatarsals, PF, and
SL) (see Figure 2). The convergence analysis was performed for 265,547 linear tetrahedral
elements (C3D4). All parameters exhibited good mesh quality ratios (see Table 1).

Table 1. Mesh quality metrics based on Burkhart et al. (2013) recommendations [17].

Quality Metric Assessment Criteria Accurate Elements Inaccurate Elements

Element Jacobians >0.2 99.96% 0.04%

Aspect ratio >0.3 96.9% 3.1%

Min. angles >30◦ 95.3% 4.7%

Max. angles <120◦ 99.46% 0.84%
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Figure 2. Location of the inaccurate elements, applying the Jacobians as the quality mesh criteria for
evaluation.

2.3. Tissue Properties

Two kinds of behavior were considered in this finite element model: linear elastic
behavior and hyper-elastic behavior.

Tissues with elastic linear behavior were the cortical bone, trabecular bone, ligaments,
and plantar fascia.

Tissues with hyper-elastic behavior were tendons and cartilages.
The numerical values for each of these tissues were as follows:
The material properties (Young’s modulus (E) and Poisson’s ratio (v)) of the cortical bone,

trabecular bone, ligaments, and plantar fascia were assigned in accordance with published
data: cortical bone (E = 17,000 MPa, v = 0.3), trabecular bone (E = 700 Mpa, v = 0.3), ligaments
(E = 250 Mpa, v = 0.28), and plantar fascia (E = 240 MPa, v = 0.28) [16,20,23].

Tendons and cartilages were modelled as hyper-elastic materials (Ogden model), using
the parameters taken from specialized articles [24]. The strain energy density function U is:

U =
μ

α2 (λ
α
1 + λα

2 + λα
3 − 3) +

1
D
(J − 1)2, (1)

where the initial shear modulus μ = 4.4 MPa (cartilage)/33.16 MPa (tendons), the strain
hardening exponent α = 2 (cartilage)/24.89 (tendons), and the compressibility parameter
D = 0.45 (cartilage)/0.0001207 (tendons) [16,24,25]. The plantar fascia and spring ligament
failures were simulated, applying the isotropic hardening theory that generates a progres-
sive reduction of the tissue’s stiffness, resulting in a very flexible material. The initial
parameters were a Young’s modulus of 240 and a Poisson ratio of 0.3. This strategy allowed
us to improve the convergence of the model. Tibialis posterior tendon failure was simu-
lated by removing the traction force of this tendon. Additionally, we considered that this
characterization could be more realistic than simply changing the properties of the tissues
because it approximates the viscoelastic behavior of these tissues, where stiffness depends
on the loading application. The model used for this study maintains the differences of
the bone characterization (cortical and trabecular) presented in Cifuentes-De la Portilla,
C. et al. [3], where the internal parts of all the foot bones were modeled as trabecular. How-
ever, fibula and tibia bones were entirely simulated as cortical because a stress evaluation
was not performed on these parts.
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2.4. Loading and Boundary Conditions

The FE model was reconstructed from CT images of an unloaded foot. First of all, a
standing load position was created (midstance phase) that was used as a reference case to
compare against all the pathological cases. In Figure 3, load and boundary conditions are
shown. The value of 720 N for the load corresponds to the full weight of an adult of about
70 Kg leaning on one foot. This condition represents a traditional scenario of an AAFD
diagnosis assessment. Both loading conditions and boundaries were kept unaltered for all
the MCO simulations.

Figure 3. Boundary and loading values applied in the model. Loading values correspond to the
weight of a person of 70 Kg.

The direction of the load exhibits an inclination of 10 degrees (descending vertical).
This load was distributed over the tibia–talus joint (90%) and fibula–talus (10%) [26]. The
tendon traction forces were included as reported by Arangio et al. [27]. To simulate the
contact with the floor and to avoid the foot structure displacement under loading tests, some
nodes located at the lower part of the calcaneus were fixed, while the Z-axis displacement
(vertical) of the lower nodes of the first and fifth metatarsals was constrained to 0, using
boundary tools available in Abaqus. The nodes remained unaltered for all the simulations
performed. To avoid the tendon geometries crossing through the bones, we used the contact
surfaces method, using the surfaces of the bones and tendons in contact during simulations.

2.5. About the Model Validation

This study used a model that has been previously validated for other studies related
to AAFD [9]. They followed the recommendations of Tao et al. [5], measuring the vertical
displacements of some anatomical points: the highest point of the talus (TAL) and of the
navicular (NAV), the midpoint of the first cuneiform (CUN), and the highest point of the
first metatarsal head (1MT), in two different loading conditions: light loading (minimal
contact with the ground) and normal stance loading, using lateral Rx images (sagittal plane)
(see Figure 4). The light loading condition was the position before starting simulations.

2.6. Model Analysis and Evaluation Criteria

To quantify the structural deformation of the foot and to evaluate biomechanical
stress changes generated by MCO in foot tissues, we simulated the weakness/failure of
the plantar fascia (PF), spring ligament (SL) and the tibialis posterior tendon (TPT) in
isolation, but also combining these three elements. The weakness/failure was simulated by
applying the isotropic hardening theory. This method was implemented using the function
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“Parameter” in Abaqus, which allows modification of the stiffness of a material, reducing
the Young’s modulus from its initial value until obtaining a stiffness reduction by about
86%. The stresses in hindfoot bones, forefoot bones, and in all the soft tissues included in
the model were calculated.

 
Figure 4. (Up) Validation strategy which compares the foot deformation in two different loading
values. (Bottom) Signs of adult acquired flatfoot deformity achieved with our model.

For measuring stress on tissues, the maximum principal stress (S. Max) was used.
This magnitude is closely related to the tensile stress that is generated in foot tissues [28].
Structural deformation was quantified measuring the vertical displacement of the entire
structure (in millimeters).

3. Results

3.1. About Model Validation

Deformation found in the model is very approximated for a patient in a loading test.
Found values can be included in the inter-subject variability under healthy conditions,
represented as light loading (minimal contact with the ground) and a normal standing load
(Table 2). These were compared with the average deformation of all the evaluated points
measured in Rx-images in the sagittal view of 12 healthy patients.
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Table 2. Results of the validation process. The values correspond to the difference between the
measured distance from each point to the ground, under two different loading values: Light loading
(minimal contact with the ground) and normal standing load [9].

Reference Point Model Prediction (mm) Patient Average (mm)
Patient Std.
Deviation

TAL −0.33 −0.32 0.14

NAV −0.27 −0.26 0.04

CUN −0.26 −0.19 0.08

1MT −0.07 0.08 0.003

3.2. Flatfoot Simulation and MCO Structural Correction

Quantification of structural changes generated by both the simulated pathological
scenarios and the MCO cases was carried out by measuring the vertical displacement of
the entire foot skeletal structure (in millimeters). The values show by how much each foot
region falls or rises (see Figure 5). Blue represents falling while red represents elevation. As
can be seen, in simulations performed before applying MCO, the medial foot region suffers
higher displacements downwards. These changes are also related to arch lengthening and
foot pronation. After applying MCO, the tendency towards supination of the foot structure
can be seen clearly, also causing fewer vertical displacements and less arch lengthening
because of this (please see the Hallux fingertip—the tip of the big toe).

Figure 5. Structural changes obtained after simulating the model in different pathological cases.
Values measure vertical displacement. Blue represents negative displacement (downwards). The
color scale was normalized to 2.70, which is the maximum displacement reported in the healthy case.
The maximum displacement values when these are higher than the reference is shown at the top of
the color scale.

The effectiveness of MCO in the correction of the forefoot pronation and hindfoot
valgus can be seen. Additionally, it can be observed how well MCO can compensate for the
failure of both the spring ligament and the tibialis posterior tendon, reducing the effects
expected by these failures (mainly forefoot pronation) [3,9].

The medialization of the calcaneus, through an osteotomy, manages to reduce the
typical pronator moment of the subtalar joint. In this situation, the functional demand
of the native structures to preserve the plantar arch, spring ligament, and tibiabis pos-
terioris is significantly lower. If the pronator moment is maintained, the mechanical
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demands are very high and this may explain the known failure in isolated arthrodeses of
the talocuneiform joint.

3.3. Stress in Forefoot Bones Generated by MCO

The first analyzed results were stresses on metatarsals. This magnitude was measured
in Megapascals (MPa). The color scale was normalized to 60 MPa to better visualize the
results (Figure 6). However, for each color scale, we also show the highest value obtained
from each case and the stress measured in lateral metatarsals. Meaning of the scale: red
means high stress, green represents medium stress, while blue represents low stress. It
is observed that MCO increases the stress around the fourth metatarsal, and it increases
even more when the PF or TPT fails. Additionally, the MCO reduces the forefoot maximum
stress by approximately 35% (from 240,04 MPa to 155,06 MPa). These results are relevant
because they show how the MCO by itself caused this stress reduction in metatarsals.

Figure 6. Stress in metatarsals (MPa). All simulations were performed after applying MCO, except
for the first case which was included for comparison. The maximum stress values obtained are shown
at the top of the color scale.

3.4. Stress in Hindfoot Bones Generated by MCO

In the second place, stresses in hindfoot bones were also evaluated for all the above-
mentioned pathological cases for MCO (Figure 7). Now, the color scale for stress values
was normalized to 20 MPa to better visualize the results. It can be noted that there is an
increase in the stress concentration around the osteotomized region, when one of the main
stabilizers fails (PF, TPT or SL).

A summary of bones stress changes is shown in Table 3, including the relative changes
obtained from each case against simulating an MCO with healthy soft tissues. The results
in Table 3 come from the stress results shown in Figures 6 and 7.
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Figure 7. Stress in hindfoot bones (MPa). All simulations were performed after applying MCO,
except for the first case which was included for comparison. The maximum stress values obtained
are shown at the top of the color scale.

Table 3. Relative differences obtained from simulations, considering the simulation of MCO with
healthy soft tissues as reference. This table is related to Figures 6 and 7. Please see these figures to
find the maximum stress locations. All stress values are in megapascals (MPa).

Forefoot Bones Stress Hindfoot Bones Stress

Max. Stress
Values (MPa)

Relative
Difference (%)

Max. Stress
Values (MPa)

Relative
Difference (%)

Healthy after MCO 155.06 0 507.17 0

MCO and PF failure 207.28 34 668.41 32

MCO and SL failure 153.3 −1 531.04 5

MCO and TPT failure 198.91 28 709.7 40

MCO and main arch-stabilizers failure 269.3 74 990.54 95

3.5. Stress in Soft Tissues after MCO

We compared the soft tissue stress before and after applying MCO, simulating a failure
of one or two of the main stabilizers of the plantar arch (TPT, PF and SL) (Figure 8). The
results were normalized using values that allow the differences to be easily identified:
100 MPa for the tibialis posterior tendon, 33 MPa for the plantar fascia and 29 MPa for the
spring ligament. The color scale is organized in the same way as described above for the
bone stress evaluation.
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Figure 8. Comparison between stresses generated before and after applying MCO in the main soft
tissues that support the plantar arch, in some pathological scenarios. The maximum stress values
(MPa) obtained are shown at the top of the color scale.

The maximum stresses in the rest of the soft tissues included in the model were also
quantified. The results are summarized in Figure 9.

Figure 9. Comparison of the maximum stress obtained in the rest of the tendons included in
the model.
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4. Discussion

There are many treatment options for AAFD used by surgeons depending on the
disease stage. For cases with a flexible deformity (IIa–IIb), tendon reinforcements are insuf-
ficient, requiring intervention in the bone structure. One of the most widely used options is
medializing calcaneal osteotomy (MCO). Recently, Zanolli et al. and Patrick et al. [15,29]
published experimental studies focused on comparing the foot’s structural correction
achieved with MCO with some other strategies such as Z-osteotomy or lateral column
lengthening. Other authors have evaluated the outcomes of MCO and both its effect on
the Achilles tendon and its contribution to correcting signs of AAFD [11]. Although the
structural correction of the foot that can be achieved with MCO is widely known, some
clinical studies have shown that MCO generates some long-term consequences such as
stress distribution changes in the forefoot and probable risk of stress fractures, as has been
reported with Evans’ osteotomy [11,12,14]. These findings may be very relevant for the
surgeon’s decision-making process [30]. However, the biomechanical side-effects generated
by MCO in both foot bones and the main soft tissues that support the plantar arch have not
been analyzed sufficiently, mainly because of the difficulty of measuring tissue stress in
cadaveric models [5,9].

Traditionally, the performance of an isolated arthrodesis of the cuneometatarsal joint
for the treatment of flat feet in adults has been associated with a high rate of malunion. This
fact has displaced the technique towards more aggressive ones, such as triple arthrodesis.
However, associating an OCM reduces the pronator moment during gait and thus poten-
tially allows it to act only on the cuneometatarsal joint. Selective arthrodesis of this joint
would result in a clear clinical benefit.

In view of the above, a computational foot model was used to evaluate the changes on
the biomechanics in foot tissue stresses when performing an MCO. This research alternative
is used nowadays in clinical biomechanics studies. Thus, some examples such as these can
be found in the literature. Smith et al. [31] designed a computational model to evaluate
the structural effect of the Evans osteotomy. Wang et al. [13] proposed an FE study to
evaluate different variables in MCO application, such as the angle and the medializing
displacement distance. Normally, all these studies simplify the anatomy of the soft tissues
and the biomechanical properties of bones. These simplifications penalize their use for
analyzing the stress changes generated by MCO.

The proposed model can be reproduced, on the one hand, for loaded foot deformities
and, on the other hand, for the main signs of AAFD such as foot pronation and the “too
many toes” sign [4] (please see Figure 4 (bottom)). It is important to remark on two items:
this model differentiates trabecular bone and cortical bone and this model contains the
main soft tissues related to AAFD development. These make it possible to localize stress
concentrations and evaluate stresses on both hard and soft tissues [3].

The results show that MCO effectively reduces the pronation of the hindfoot typically
observed in patients with AAFD (see intense blue color around both astragalus and nav-
icular bones). As can be seen in Figure 5, in most of the cases simulated with MCO, foot
pronation was not generated. Moreover, these results indicate a good compensation of the
MCO when the spring ligament fails. This is due to the supination momentum caused
by the MCO over the foot structure. Nevertheless, if all the main soft tissues support the
plantar arch failure, the MCO by itself cannot stop foot pronation. This means that, when
performing an MCO, surgeons should add another strategy, such as artrodeses or tendon
reinforcement, for example.

Additionally, the results suggest that MCO compensates very well for the spring liga-
ment failure. The supination momentum that MCO causes in the foot structure can explain
these results. However, it is noticeable that, when all the main soft tissues that support
the plantar arch fail, MCO cannot prevent foot pronation on its own. This means that
MCO should be applied in combination with other strategies, such as tendon reinforcement
or arthrodeses.
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The results of the stress analysis on forefoot bones show that MCO reduces the bone
stresses by approximately 35%, considering the healthy case as a reference and comparing
the maximum stress values obtained from both healthy cases (without tissue weakness)
before and after MCO (see Table 3 and Figure 6). However, when the foot arch stabilizers
fail, our simulations found a stress increase in all the metatarsals, mainly in the first,
second, and fourth. This increase is much more important if the plantar fascia or the tibialis
posterior tendon fail, increasing the stress by approximately 34% and 28% respectively,
compared to the maximum stress values obtained from MCO with healthy soft tissues (see
Table 3). When the main arch stabilizers fail, the stress increases by 74%. This increase
in the stress values and in its redistribution could explain the pain in the toes reported
in patients treated with MCO [30] and the findings of Iaquinto [12], who concluded that
corrective osteotomies shifted loads from the medial forefoot to the lateral forefoot, with
greater impact for combination lateral column lengthening and MCO procedures. The
stress on the third and fifth metatarsals increases less than the others, probably because of
some differences in the tissue insertion on the phalanges. Despite these differences, it is
important to note how the metatarsal stresses change in different scenarios.

The results of the soft tissue analysis show that MCO noticeably reduces the stress in
the main foot arch stabilizers, especially when the plantar fascia (mainly) or tibialis posterior
tendons fail (Figure 8). Additionally, the stress reduction generated in the peroneus longus
tendon is considerable, except in the case simulated with failure of all the main foot
arch stabilizers (Figure 9). This result is consistent with the structural analysis, which
shows that MCO cannot correct foot pronation when these tissues fail. As expected, no
significant stress changes were found in the Achilles’ tendon. These results are close to
those obtained by Hadfield et al. [11] and Kongsgaard et al. [32] in their study performed
using cadaver models.

Finally, if some of the stabilizers of the main arch fail, such as the plantar fascia or
tibialis posterior tendon, an important stress concentration around the osteotomy region
appears (Table 3 and Figure 7). As is shown in Table 3, the maximum stress in these
cases increased by 32% and 40%, respectively. When the foot arch stabilizers fail, the
maximum stress concentration increases by about 95% (from 507 to 990 MPa). In this
work, fixation methods were not evaluated since complete bone healing is assumed after
calcaneal translation.

A limitation of this study is that the analysis was based on a static simulation. Thus,
patients’ variability in tissues and loading was not considered, because one case study
was simulated. However, the relations and differences (in percentages) obtained could be
useful for evaluating the MCO effects in all the scenarios simulated. Our results cannot
be generalized because only one anatomy was investigated, but the relative differences
obtained could help with the study of MCO effects on the foot structure. Additionally,
our model does not include the plantar pad, the flexor hallux longus, or flexor digitorum
longus tendons. However, clinical studies have shown that these tissues have a minor role
in AAFD development and in the foot arch support, compared to the tissues included in
the model used [27,33]. Additionally, our model does not include any artificial restriction
for the tibialis posterior tendon motion, so the pathway generated after traction forces
may not be anatomically correct. Additionally, we used an isotropic characterization for
plantar fascia and ligament tissues, which could lead to non-real calculations of stress
in the tissues. It is necessary to perform a parametric study to show how sensitive the
model predictions are to the material properties chosen. Moreover, our study was based on
small displacements and deformations, so a linear elastic behavior for these tissues does
not greatly falsify the results. This model also does not allow for error predictions, since
statistics or deviations on the model characteristics are not included. One way to be able to
make error predictions could be using probabilistic finite elements. Finally, it is important
to remark that the values of biomechanical stress found cannot be assumed to be true stress
values for all people (because of inter-subject variability). Nevertheless, we can analyze
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the relative differences generated in each case. The smaller increase in the third and fifth
metatarsal stresses could be caused by differences in tissue insertion in the phalanges.

5. Conclusions

As a conclusion, we can say that an MCO is a good option to perform in patients suf-
fering with AAFD developed mainly due to a failure of the spring ligament. Nevertheless,
if patients exhibit plantar fascia weakness and/or tibialis posterior tendon dysfunction, this
technique could also be applied, but carefully. In this case, we found that an MCO causes
an important increase in the lateral metatarsals (a possible reason for pain in the long term)
and around the osteotomized area. These factors create a risk of calcaneal fracture.
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