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The following Special Issue of Inorganics is based on the discussions initiated at the International Conference on Coordination and Bioinorganic Chemistry (ICCBIC), which has been organized and held biennially since 1964 [1-3]. The 28th continuation of this series was held between 5 and 10 June 2022 at Smolenice Castle, Slovakia, and was named "Progressive Trends in Coordination, Bioinorganic and Applied Inorganic Chemistry". It hosted 39 scientists from Slovakia and 46 scientists from 14 European, North American, and Asian countries (Figure 1). During the conference, 66 lectures were given (out of them, 27 were a part of the "Young Scientists Section") and 18 posters were presented. We are pleased to say that the active participation of 38 colleagues younger than 30 years old is a clear sign that there is no need to worry about the future of coordination chemistry nor ICCBIC.


Figure 1. Participants of XXVIII ICCBIC.
Traditionally, the lectures are divided into four sections. In section A, (Electron, Molecular and Crystal Structures) Prof. Roman Boča (Slovakia) gave a very inspiring plenary lecture called "Magnetic Anisotropy of Hexa-, Penta- and Tetracoordinate Ni(II) Complexes". Section B (Solution and Solid-State Reactivity) was opened by Dr. Rozina Khattak (Pakistan), who spoke about "Open problems in Green Approach to Sensitizer-Mediator Interaction in DSSC: Redox Mechanism of Dicyanobis(2,2'-bipyridyl)iron(III)-hexacyanoferrate(II) in Water". Prof. Pál Sipos (Hungary) introduced section C (Applied Inorganic and Coordination Chemistry) by presenting a lecture titled "Chemists Have Solutions!- Understanding Industrial Problems by Using the Knowledge Offered by Solution Chemistry". Finally, section D (Complexes in Human Medicine and in the Environment) was led by Prof. Daniel Ruiz-Molina (Spain), who spoke about "Coordination Polymers at the Nanoscale: Old Materials New Tricks in Therapy and Diagnosis".

In 2017 the granting of the Ján Gažo Award was established at the ICCBIC, which comprises the Ján Gažo Medal and a certificate from the Slovak Chemical Society. The 2022
prize was awarded to Prof. Roman Boča for his considerable contribution to the field of inorganic and coordination chemistry and for founding the scientific school of quantum chemistry and magnetochemistry of coordination compounds in Slovakia.

As is apparent, this year's ICCBIC established a partnership with the open access journal Inorganics, which is published by MDPI. In this vein, Inorganics financially supported "The Best Oral Presentation Award for the Young Scientists Section", which is an ultimate novelty at ICCBIC. Two first prizes were awarded; one went to Ali Kaiss (Switzerland), who delivered a talk called "From Macrocycles into Assembled Chain-mails", and the other one went to Sandra Koziel (Poland), who gave a lecture called "New Heteronuclear IridiumCopper Complexes with Phosphine Derivatives of Fluoroquinolone Antibiotics-Together is Better".

Hereby, we invite you to form a picture of the spirit of the conference by reading this Special Issue of Inorganics, which is devoted to XXVIII ICCBIC. In total, ten contributions were submitted, of which eight are original papers and two are perspectives.

In the work of Švorec et al., the synthesis and thorough characterization of five novel $\mathrm{Cu}(\mathrm{II})$ complexes is reported, which perform favorably as SOD mimetics [4].

Sünkel et al. made public their serendipitous synthesis of octacyanofulvalenediide dianion and its silver and potassium coordination polymers [5].

Gyurcsik et al. studied the solution chemistry of $\mathrm{Cd}(\mathrm{II})$ and Hg (II) cations as competitors of Zn (II) in a specific artificial zinc-finger protein and found them to have surprisingly different behaviors [6].

Potočňák et al. introduced the XIX and XX parts of their series on low-dimensional compounds containing bioactive ligands. They reported novel complexes with derivatives of 8-hydroxyquinoline-namely, six Cu (II) systems in their first contribution and five Zn (II) systems in the second one. Interesting bioactivity was proved in some of these systems [7,8].

In his purely theoretical work, Vladimir S. Mironov raised the question of achieving the maximal angular momentum in complexes of 3d transition metals and showed that their record case of a $\mathrm{Co}(\mathrm{II})$ system can hardly be beaten [9].

Segl'a et al. contributed via a magnetic reinvestigation of two $\mathrm{Co}(\mathrm{II})$ coordination polymers differing only in the saturation of their bridging ligands. Both of them showed a slow relaxation of magnetization, which was correlated with stiffness of the bridge [10].

The work of Boča et al. filled a gap in textbooks of theoretical chemistry by calculating the energy levels and magnetic functions for pentacoordinated $3 d^{5}$ to $3 d^{9}$ complexes with trigonal bipyramid and vacant octahedron geometries [11].

Finally, a perspective work on recent bis(benzimidazole) complexes and their biological activities was offered by Kopel and Šindelář [12] and, in the second perspective of this Special Issue, Gailer and Doroudian discussed the bioinorganic consequences of exposure to toxic metals and metalloids in context of the "environment-blood-organ" pathway [13].

We would like to conclude by thanking all authors for making this Special Issue possible and expressing our hope that the audience will share our passion for coordination chemistry, both remotely by reading this collection of works and also in-person by attending our upcoming XXIX ICCBIC.

Acknowledgments: Miroslav Tatarko is acknowledged for the preparation and processing of the conference attendees' pictures.

Conflicts of Interest: The authors declare no conflict of interest.
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#### Abstract

Herein, we discuss the synthesis, structural and spectroscopic characterization, and biological activity of five heteroligand copper(II) complexes with diethylnicotinamide and various fenamates, as follows: flufenamate (fluf), niflumate (nifl), tolfenamate (tolf), clonixinate (clon), mefenamate (mef) and $\mathrm{N}, \mathrm{N}$-diethylnicotinamide (dena). The complexes of composition: $\left[\mathrm{Cu}(\mathrm{fluf})_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right](\mathbf{1})$, $\left[\mathrm{Cu}(\text { nifl })_{2}(\text { dena })_{2}\right](2),\left[\mathrm{Cu}(\text { tolf })_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right](3),\left[\mathrm{Cu}(\text { clon })_{2}(\text { dena })_{2}\right](4)$ and $\left[\mathrm{Cu}(\text { mef })_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right]$ (5), were synthesized, structurally (single-crystal X-ray diffraction) and spectroscopically characterized (IR, EA, UV-Vis and EPR). The studied complexes are monomeric, forming a distorted tetragonal bipyramidal stereochemistry around the central copper ion. The crystal structures of all five complexes were determined and refined with an aspheric model using the Hirshfeld atom refinement method. Hirshfeld surface analysis and fingerprint plots were used to investigate the intermolecular interactions in the crystalline state. The redox properties of the complexes were studied and evaluated via cyclic voltammetry. The complexes exhibited good superoxide scavenging activity as determined by an NBT assay along with a copper-based redox-cycling mechanism, resulting in the formation of ROS, which, in turn, predisposed the studied complexes for their anticancer activity. The ability of complexes 1-4 to interact with calf thymus DNA was investigated using absorption titrations, viscosity measurements and an ethidium-bromide-displacement-fluorescence-based method, suggesting mainly the intercalative binding of the complexes to DNA. The affinity of complexes 1-4 for bovine serum albumin was determined via fluorescence emission spectroscopy and was quantitatively characterized with the corresponding binding constants. The cytotoxic properties of complexes 1-4 were studied using the cancer cell lines A549, MCF-7 and U-118MG, as well as healthy MRC-5 cells. Complex 4 exhibited moderate anticancer activity on the MCF-7 cancer cells with $I C_{50}=57 \mu \mathrm{M}$.


Keywords: copper(II) complexes; fenamates; Hirshfeld atom refinement; interactions with DNA; SOD mimetic activity

## 1. Introduction

Non-steroidal anti-inflammatory drugs (NSAIDs) are a very broad class of drugs that are widely used to treat conditions associated with acute or chronic inflammation,
such as pain or rheumatoid arthritis, and are also often used extensively for fever due to their analgesic or antipyretic effects [1-3]. A mode of their pharmacologic action is mostly based on the suppression of prostanoid production (important inflammatory mediators) by the inhibition of cyclooxygenase enzymes that catalyze prostanoid biosynthesis from arachidonic acid $[3,4]$. In addition, an alternative mechanism independent of cyclooxygenase inhibition was proposed [4]. This mechanism involves a direct effect of NSAIDs on mitochondria, leading to cellular oxidative stress and apoptosis [4]. From a chemical point of view, NSAIDs are predominantly weak acids that contain an acidic moiety together with an aromatic functional group. According to their chemical characteristics, NSAIDs can be roughly classified as derivates of carboxylic acids (salicylic, acetic and anthranilic), oxicams, sulfonamides or furanones [5].

Fenamates form a subgroup within NSAIDs and are derived from 2-anilinobenzoic (fenamic) acid. They are known to have anti-inflammatory, analgesic and antipyretic activities in animals or humans mainly through the inhibition of cyclooxygenases [6]. Typical examples of fenamates are mefenamic acid, used to treat mild or moderate pain; flufenamic acid, used to treat rheumatic disorders; and tolfenamic acid, known as the drug Clotam, used to treat migraine headaches or as a veterinary drug [7,8] (Scheme 1). The derivates of 2-phenylaminonicotinic acid, such as niflumic acid or clonixin (Scheme 1), are also formally included as fenamates. Like other fenamates, they are mostly used as analgesic and anti-inflammatory agents in the treatment of rheumatoid arthritis or for pain relief [7].


Flufenamic acid


Niflumic acid


Tolfenamic acid


Clonixin


Mefenamic acid


$\mathrm{N}, \mathrm{N}$-diethylnicotineamide

Scheme 1. Chemical formulae of used ligands.
Nicotinic acid derivatives, such as $N, N$-diethylnicotinamide, as well as nicotinamide or isonicotinamide, form an important class of heterocyclic pyridinecarboxamide compounds that are often used as a neutral N-donor ligand for the construction of hydrogenbonded coordination networks and polymers [9]. Nicotinamide derivates alone exhibit interesting biological activities, including anticancer or anti-angiogenic properties, [10] and can exhibit herbicidal and antifungal activities [11].

Copper(II) complexes with NSAID ligands are now attractive objects for inorganic, pharmaceutical and medicinal chemists due to their potential to be effective anticancer, anti-inflammatory, antibacterial, antifungal or antiviral agents [12-17]. Such metal complexes often display lower toxicity and, at the same time, higher pharmaceutical efficiency than the parent NSAID drug. Ternary copper NSAID complexes containing other biologically active ancillary ligands (e.g. substituted pyridines or 1.10-phenantroline) offer a possibility how to successfully modify a coordination sphere of studied complexes toward desired activities [12,18-20]. Numerous copper complexes with NSAID, and especially with fenamates and $N$-donor ligands, such as pyridine and its derivates ( $2,2^{\prime}$-bipyridine and 1,10-phenanthroline), were studied by Psomas and coworkers [21-26]. These complexes show significant antioxidant activity, as well as an excellent ability to scavenge hydroxyl
and superoxide radicals [5]. Furthermore, copper complexes with meclofenamate show potential to be a successful anti-dementia agents [25].

In order to combine the proinflammatory ROS-mediating properties of copper(II) fenamate ligands and the ability to intercalate with the DNA of phenanthroline ligands, Simunkova and coworkers [27] prepared and studied three copper fenamates (tolfenamate, mefenamate and flufenamate) with 1,10-phenanthroline as potential anticancer copper compounds, giving the best results for a complex of the composition [Cu(fluf) ${ }_{2}$ phen]. Furthermore, Jozefíková and coworkers synthesized and investigated copper complexes with nicotinamide [28], isonicotinamide [29] and fenamates, showing that this type of complex exhibits promising biological activity, especially in the case of niflumate and clonixinate complexes.

In this context, we decided to prepare and characterize copper(II) complexes with dena ligands and various fenamates with the general formula of either [ $\mathrm{CuL}_{2}$ (dena $)_{2}$ ] or $\left[\mathrm{CuL}_{2}^{\prime}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right]$, where $\mathrm{L}=$ flufenamate (1), tolfenamate (3), mefenamate (5) and $\mathrm{L}^{\prime}=$ niflumate (2) or clonixinate (4) in connection with their biological activity. Although the $\left[\mathrm{CuL} L_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right](\mathrm{L}=\text { fluf [30], tolf [31] and mef [32]) and [Cu(nifl) })_{2}(\text { dena })_{2}$ ] [33] complexes were already previously prepared and crystallograhically characterized, the solution of their crystal structure showed some flaws. As an example, the crystal structures of $\left[\mathrm{Cu}(\text { tolf })_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right]$ and $\left[\mathrm{Cu}(\text { mef })_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right]$ were solved without the inclusion of apparently resolved disorders, and in the latter case, the coordinates of the crystal structures were missing in the CCD database [31,32]. Moreover, the crystal structure of $\left.\left[\mathrm{Cu}(\text { nifl })_{2} \text { (dena }\right)_{2}\right]$ contains some incorrectly assigned atoms [33]. Taking these facts into account, we prepared all four complexes again. In addition, novel copper(II) complex with clonixinate anion and dena ligand with a composition of $\left[\mathrm{Cu}(\text { clon })_{2} \text { (dena) }\right)_{2}$ ] was synthesized. Subsequently, single-crystal data of all five complexes were obtained at a low temperature ( 100 K ) and high redundancy. In turn, the crystal structures of $\mathbf{1 - 5}$ were refined by means of an aspheric model using the Hirshfeld atom refinement (HAR) method, thus providing more precise structural parameters. The study of intermolecular interactions in the crystal structures of all complexes was augmented by the Hirshfeld surface analyses. Moreover, the structural and spectroscopic data of the complexes are discussed in connection with biological activity to find structure-activity relationship correlations. Our choice of fenamate ligands in this study was influenced by the observation that a pyridin ring containing analogs of copper fenamates shows better biological activity than their benzene analogs (niflumic vs. flufenamic and clonixin vs. tolfenamic acid) [29]. The presence of coplanarity of the aromatic rings in copper niflumates and clonixinate, in comparison with their copper flufenamate and tolfenamate analogs, may have had a substantial positive effect on the biological activity of the complexes, e.g., they could improve the intercalation ability of the complexes into DNA. In particular, the same substituents on the benzene ring in flufenamate and niflumate (trifluoromethyl susbtituent) or tolfenamate and clonixinate (chloro and methyl susbtituent) ligands provide the additional possibility for correlating the observed biological activities of the prepared complexes (Scheme 1).

In this regard complexes 1-5 were studied via various spectroscopic methods both in a solid state and in a DMSO solution, including IR, UV-Vis and EPR spectroscopy, as well as X-ray analysis. The redox properties of the complexes were studied via cyclic voltammetry. The SOD mimetic activity of all five complexes was determined with an indirect NBT assay. In order to compare the structure and biological activity of the complexes containing 2-anilinobenzoate and 2-phenylaminonicotinate ligands, the interaction of complexes 1-4 with calf thymus DNA (ct-DNA) was studied using absorption titrations, viscosity measurements and the ethidium bromide displacement fluorescence method. The interaction of these complexes with bovine serum albumin was investigated as well. Finally, the anticancer activity of complexes 1-4 was tested against several different cancer cell lines.

## 2. Results and Discussion

### 2.1. Synthesis

The complexes under study were obtained in moderate yields (57-75\%) using a complexation reaction between corresponding fenamic acid and NaOH with copper acetate dihydrate and $N, N$-diethylnicotinamide (in a molar ratio of 2:2:1:2) in ethanol/methanol, according to Scheme 2. All five complexes are stable in the air, and their compositions were characterized with elemental analysis and IR spectroscopy, as well as with X-ray diffraction. The elemental analysis of the complexes is in agreement with the calculated values for the corresponding formulae: $\left[\mathrm{Cu}(f l u f)_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right](\mathbf{1}),\left[\mathrm{Cu}(\text { nifl })_{2}(\text { dena })_{2}\right]$ (2), $\left[\mathrm{Cu}(\text { tolf })_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right](3),\left[\mathrm{Cu}(\text { clon })_{2}(\text { dena })_{2}\right](4)$ and $\left[\mathrm{Cu}(\text { mef })_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right](5)$. The exact crystal structures and compositions of the complexes were fully confirmed via singlecrystal X-ray crystallography.


Scheme 2. Schematic representation of the syntheses of 1-5.

### 2.2. IR and UV-Vis Spectroscopy

The infrared spectra of complexes 1-5 were recorded in the region of $4000-400 \mathrm{~cm}^{-1}$ in a solid state with the ATR technique, and a tentative description of some important bands was performed (Table 1) on the basis of literature data [34]. The spectra of all five complexes are shown in Supplementary Figure S1. According to the composition and spectral features, we can divide the studied complexes into two distinctive groups (1, 3, $\mathbf{5}$ and $\mathbf{2 , 4}$ ). The IR spectra of $\mathbf{1 , 3} 3$ and 5 showed broad absorption bands of medium intensity ( 3507,3458 and $3473 \mathrm{~cm}^{-1}$ and 3324,3217 and 3206, respectively) corresponding to the OH stretching vibrations (antisymmetric and symmetric, respectively) of coordinated water molecules, which were missing in the IR spectra of 2 and 4 (Supplementary Figure S1b), in accordance with the complex compositions. In addition, the IR spectra of all complexes in the region of $3200-3100 \mathrm{~cm}^{-1}$ exhibited a series of weak absorptions assigned to N-H vibrations, as well as a series of weak absorption peaks corresponding to CH stretches (between 3100 and $2800 \mathrm{~cm}^{-1}$ ). Each IR spectra also contained a strong amidic band $\tilde{v}(\mathrm{C}=\mathrm{O})$ at $1629 \mathrm{~cm}^{-1}$ for 2 and 4 and at 1619, 1613 and $1612 \mathrm{~cm}^{-1}$ for 1,3 and 5 . In the latter case, this band can be considered as a combined mixed band, caused by the vibration of the amidic $\mathrm{C}=\mathrm{O}$ group and asymmetric $\tilde{v}_{\mathrm{as}}\left(\mathrm{COO}^{-}\right)$based on its strong intensity. In parent dena ligands, the band attributed to amidic $C=O$ stretches could be found at $1630 \mathrm{~cm}^{-1}$; thus, the coordination of the ligands resulted in the lowering of the band wavenumber only in the cases of complexes $\mathbf{1 , 3}$ and $5 . \mathrm{C}=\mathrm{N}$ ring stretching vibrations in dena ligands appeared at $1592 \mathrm{~cm}^{-1}$. After complex formations, this vibration moved to a lower wavenumber, with double sharp bands at $1581-1557 \mathrm{~cm}^{-1}$ in the cases of 1,3 and 5 and at 1602-1582 $\mathrm{cm}^{-1}$ for 2 and 4 . Symmetric and antisymmetric carboxylate stretching vibrations could serve as an indication of a type of coordination mode for the carboxylate group in the prepared complexes. According to the literature [34], if the values of parameter $\Delta\left(\tilde{v}_{\mathrm{as}}\left(\mathrm{COO}^{-}\right)\right.$-$\tilde{v}_{\mathrm{s}}\left(\mathrm{COO}^{-}\right)$) are higher than those in ionic complexes, such as in sodium mefenamate ( $\Delta=190 \mathrm{~cm}^{-1}$ ), the coordination mode of the carboxylate group is monodentate. In the cases of complexes 1,3 and 5 , parameter $\Delta\left(\tilde{v}_{\mathrm{as}}\left(\mathrm{COO}^{-}\right)-\tilde{v}_{\mathrm{s}}\left(\mathrm{COO}^{-}\right)\right)$fell in the range of $241-228 \mathrm{~cm}^{-1}$, which is in a full accordance with the monodentate coordination mode of the carboxylate group. In the case of complexes 2 and 4, parameter $\Delta$ showed values between 244 and $195 \mathrm{~cm}^{-1}$, in agreement with the observed asymmetric bidentate chelating binding mode of the carboxylate group. Both bands belonging to the asymmetric and symmetric stretching vibrations of the carboxylate group were split, which could be attributed to the observed different $r(\mathrm{Cu}-\mathrm{O})$ bond length in the asymmetric bidentate chelating binding mode of the carboxylate group (Table 1). Moreover, bands belonging to the asymmetric stretching vibration were again found in the spectrum in the form of combined mixed bands caused by the coupled vibration of $\mathrm{C}=\mathrm{N}$ and the carboxylate group based on their strong intensity.

Table 1. Infrared (in $\mathrm{cm}^{-1}$ ) and electronic (in nm ) data of complexes 1-5.

| Complex | $\tilde{v}(\mathrm{O}-\mathrm{H})$ | $\tilde{v}_{\text {as }}\left(\mathrm{COO}^{-}\right)$ | $\tilde{v}_{\text {s }}\left(\mathrm{COO}^{-}\right)$ | $\Delta$ | $\tilde{v}(\mathrm{C}=0)$ | $\tilde{v}(\mathrm{C}=\mathrm{N})$ | $\lambda(d-d){ }^{\text {a }}$ | $\lambda(\mathrm{d}-\mathrm{d})^{\text {b }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3057m 3324w | $\begin{aligned} & 1619 s^{c} \\ & 1606 s^{c} \end{aligned}$ | 1378vs | $\begin{aligned} & 241 \\ & 228 \end{aligned}$ | $1619{ }^{\text {c }}$ | $\begin{aligned} & 1581 \mathrm{~s} \\ & 1568 \mathrm{~s} \end{aligned}$ | 646br | 795br |
| 2 | - | $\begin{aligned} & 1595 s^{c} \\ & 1582 s^{c} \end{aligned}$ | $\begin{aligned} & \text { 1387s } \\ & 1368 \mathrm{~s} \end{aligned}$ | $\begin{aligned} & 227 / 208 \\ & 214 / 195 \end{aligned}$ | 1629s | $\begin{aligned} & 1595 \mathrm{~s}^{\mathrm{c}} \\ & 1582 \mathrm{~s}^{\mathrm{c}} \end{aligned}$ | $\begin{aligned} & 539 \mathrm{br} \\ & 615 \mathrm{sh} \end{aligned}$ | 791 br |
| 3 | $\begin{aligned} & 3458 \mathrm{~m}, \mathrm{br} \\ & 3206 \mathrm{~m}, \mathrm{br} \end{aligned}$ | $1613 \mathrm{vs}{ }^{\text {c }}$ | 1377vs | 236 | $1613 s^{\text {c }}$ | $\begin{aligned} & 1579 \mathrm{~s} \\ & 1557 \mathrm{~s} \end{aligned}$ | 628 br | 789 br |
| 4 | - | $\begin{gathered} 1602 \mathrm{~s}^{\mathrm{c}} \\ 1585 \mathrm{vs}{ }^{\mathrm{c}} \end{gathered}$ | $\begin{aligned} & \text { 1380s } \\ & \text { 1358vs } \end{aligned}$ | $\begin{aligned} & 244 / 222 \\ & 227 / 205 \end{aligned}$ | 1629s | $\begin{aligned} & 1602 s^{c} \\ & 1585 s^{c} \end{aligned}$ | $\begin{aligned} & \text { 529br } \\ & \text { 612sh } \end{aligned}$ | 794br |
| 5 | $\begin{aligned} & 3473 \mathrm{~m}, \mathrm{br} \\ & 3217 \mathrm{~m}, \mathrm{br} \end{aligned}$ | 1612 vs ${ }^{\text {c }}$ | 1376vs | 236 | $1612 s^{\text {c }}$ | $\begin{aligned} & 1575 \mathrm{~s} \\ & 1561 \mathrm{~s} \end{aligned}$ | 600 br | 801br |

[^0]The electronic spectra of 1-5 were obtained in the solid state as nujol mulls, as well as in DMSO solutions. Representative examples of such spectra for complexes 4 and 5 are shown in Supplementary Figure S2. The solid-state spectra of the studied complexes showed very broad formally forbidden low-intensity d-d transitions in the visible region, with the maximum in the range of 587-648 nm, corresponding to the tetragonal bipyramidal stereochemistry around the metal center. In 2 and 4, a shoulder at approximately 612-615 nm was observed (Table 1). In addition, the spectra also contained bands at approximately 200-400 nm, which could be considered as an intraligand transition, as well as a ligand-to-metal-charge transfer between the $\pi$ electron cloud of the fenamate moiety and a central copper atom [18]. Upon dissolution in the DMSO solvent, the absorption maximum of broad $d$ - $d$ transitions shifted to higher wavelengths at a relatively constant range of 789-801 nm, which is expected for mononuclear copper complexes with distorted square planar geometry (Supplementary Figure S2 and Table 1) [35]. This shift likely indicates the potential coordination of DMSO solvent molecules in the primary coordination sphere of the complexes.

### 2.3. Molecular and Crystal Structures

The crystal structures of all five complexes were refined with a more accurate aspherical HAR method using data measured with high redundancy at 100 K . The crystal structures of four of the complexes, 1-3 and 5, have been previously determined at room temperature using the standard IAM model, but the published crystal structures do not contain disordered groups and/or atomic coordinates in the CSD database [30-33]. On the other hand, complex 4 is newly synthesized, so its crystal structure is completely new. Complex 1 and the isostructural complexes $\mathbf{3}$ and 5 crystallize in a monoclinic system with the $P 2_{1} / \mathrm{c}(\mathbf{1})$ or $P 2_{1} / \mathrm{n}(3,5)$ space group, whereas complex $\mathbf{2}$ and the newly prepared complex 4 crystallize in the triclinic system with a $P-1$ space group. The molecular structures of all five complexes are shown in Figure 1, whereby the copper atoms in each case lie in a special position at the center of the symmetry. The selected bond distances of all complexes are listed in Table 2. The coordination polyhedron around the copper atom in complex 1, as well as in isostructural complexes 3 and 5, is in the shape of a tetragonal bipyramid. The equatorial plane is formed by a pair of oxygen atoms of monodentately bound carboxyl groups of flufenamate (1), tolfenamate (3) or mefenamate (5) anions ( $\mathrm{Cu} 1-\mathrm{O} 1$ distances are in the range of $1.946-1.973 \AA$ ), and by two pyridine nitrogen atoms of $N, N$-diethylnicotinamide ligands (Cu1-N1 distances are in the range of 2.015-2.036 $\AA$ ) in the trans positions. The two axial positions of the tetragonal bipyramid are complemented by two coordinated water molecules (Cu1-O1W distances are in the range of $2.435-2.488 \AA$ ). The molecular structures of complexes $\mathbf{1 , 3}$ and 5 are stabilized by intramolecular $\mathrm{O}-\mathrm{H} \cdots \mathrm{O}$ hydrogen bonds between coordinated water molecules (O1W) and uncoordinated oxygen atoms of carboxyl groups (O2) (O1W-H1WA $\cdots \mathrm{O} 2$; distances O1W $\cdots \mathrm{O} 2$ are in the range of 2.728-2.738 $\AA$; Supplementary Table S1). Fenamate (flufenamate, tolfenamate or mefenamate) anions also form intramolecular $\mathrm{N}-\mathrm{H} \cdots \mathrm{O}$ bonds between amine nitrogen atoms (N3) and uncoordinated oxygen atoms of carboxyl groups (O2) (N3-H3…O2; distances $\mathrm{N} 3 \cdots \mathrm{O} 2$ are in the range of $2.631-2.658 \AA$ ). The complex molecules of $\mathbf{1 , 3}$ and 5 are connected into 1D supramolecular chains by means of intermolecular $\mathrm{O}-\mathrm{H} \cdots \mathrm{O}$ hydrogen bonds between coordinated water molecules (O1W) and amide oxygen atoms of $N$, $N$-diethylnicotinamide ligands of neighboring complex molecules (O1W-H1WB $\cdots$ O3; distances O1W…O3 are in the range of 2.799-2.853 A; Supplementary Table S1 and Supplementary Figure S8).

The crystal structures of complexes 2 and 4 are very similar and can be considered isostructural based on their similar cell parameters, same space group and similar molecular and intermolecular interactions. The coordination polyhedron around the copper atom in complexes 2 and 4 has the shape of a tetragonal bipyramid and is formed by two pairs of asymmetrically bonded oxygen atoms (O1,O2) of carboxyl groups of niflumate (2) or clonixinate (4) anions and by a pair of pyridine nitrogen atoms (N1) of $N, N$-diethylnicotinamide
ligands in the trans configuration. In both cases, the equatorial plane is equally formed by a pair of oxygen atoms (O1) (Cu1-O1; distances are $1.9502(6)$ and $1.9296(9) \AA$, respectively) and a pair of nitrogen atoms (N1) (Cu1-N1; distances are 2.0086(7) and 2.0170(12) $\AA$, respectively). However, a significant difference can be observed in the distances between the two axially bonded oxygen atoms (O2). The Cu1-O2 distances are equal to $2.6467(11) \AA$ in the case of complex $\mathbf{2}$, but in the case of complex 4 , they are significantly extended to a value of $2.9554(10) \AA$. A similar trend was reported for several copper(II) carboxylate complexes with this type of coordination, where $\mathrm{Cu}-\mathrm{O}_{\mathrm{ax}}$ varied in the range of $2.45-2.98 \AA$ [36].
(3)
(5)

(1)

(2)



Figure 1. Molecular structures of $\left[\mathrm{Cu}(\mathrm{fluf})_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right] \quad(\mathbf{1}), \quad\left[\mathrm{Cu}(\mathrm{nifl})_{2}(\text { dena })_{2}\right]$ (2), $\left[\mathrm{Cu}(\text { tolf })_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right](3),\left[\mathrm{Cu}(\text { clon })_{2}(\text { dena })_{2}\right](4)$ and $\left[\mathrm{Cu}(\text { mef })_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right](5)$.

Table 2. Selected bond lengths ( $\AA$ ) for compounds (1-5).

|  | $\mathbf{1}^{\mathbf{i}}$ | $3^{\text {ii }}$ | $5^{\text {ii }}$ |
| :---: | :---: | :---: | :---: |
| Cu1-O1 | $1.9726(9)$ | $1.9465(5)$ | $1.9475(7)$ |
| Cu1-N1 | $2.0149(11)$ | $2.0345(6)$ | $2.0364(9)$ |
| Cu1-O1W | $2.4356(11)$ | $2.4827(5)$ | $\mathbf{4}^{\text {iv }}$ |
| Cu1-O1 | $\mathbf{2}^{\text {iii }}$ | $1.9296(9)$ |  |
| Cu1-N1 | $1.9502(6)$ | $2.0170(12)$ |  |
| Cu1-O2 | $2.0086(7)$ | $2.9554(10)$ |  |

Symmetry codes for a symmetrical part of a complex molecule: ${ }^{(\mathrm{i})} 1-x, 1-y, 2-z$; ${ }^{\text {(ii) }} 1-x, 1-y, 1-z$; ${ }^{\text {(iii) }} 2-x, 1-y, 1-z$; ${ }^{\text {(iv) }}-x, 1-y, 1-z$.

The aromatic pyridine (C12-C13-N4-C15-C16-C17) and benzene (C18-C19-C20-C21-C22-C23) rings of the niflumate (2) or clonixinate (4) anions are coplanar, which is also supported by intramolecular $\mathrm{C}-\mathrm{H} \cdots \mathrm{N}$ hydrogen bonds between the carbon atoms of the benzene ring (C23) and the nitrogen atoms of the pyridine ring (N4) (C23-H23 $\cdots \mathrm{N} 4$; distances of C23 $\cdots \mathrm{N} 4$ are $2.913(1)$ and $2.899(2) \AA$, respectively; Supplementary Table S1). In addition, stabilization of the molecular structure can also be observed due to the intramolecular $\mathrm{N}-\mathrm{H} \cdots \mathrm{O}$ bonds between amine nitrogen atoms (N3) and carboxylate oxygen atoms (O2) (N3-H3 $\cdots \mathrm{O} 2$; distances of $\mathrm{N} 3 \cdots \mathrm{O} 2$ are $2.669(1)$ and $2.673(2) \AA$, respectively). Coplanar pyridine and benzene rings of niflumate (2) or clonixinate (4) ligands are stacked with the neighboring complex molecules, resulting in the formation of $\pi-\pi$ stacking interactions (Supplementary Figure S9) [37]. The angle between the plane of the pyridine ring and the plane of the benzene ring is $8.60^{\circ}$ and $2.42^{\circ}$, respectively. The centroidcentroid distances are 3.72 and $3.60 \AA$, respectively, and the shift distances are 1.12 and $1.28 \AA$, respectively. Additionally, stacked complex molecules are also linked by means of $\mathrm{C}-\mathrm{H} \cdots \mathrm{O}$ hydrogen bonds between the aromatic carbon atom ( C 21 ) and the carboxamide oxygen atom (O3) of $N, N$-diethylnicotinamide ligands of neighboring complex molecules (C21-H21‥O3; distances of C21‥O3 for both cases are identically equal to 3.4356(18) $\AA$ ) in the 1D supramolecular chains. In the crystal structures of both complexes, other $\mathrm{C}-\mathrm{H} \cdots \mathrm{O}$ hydrogen bonds can also be observed between the carbon atoms (C3, C4) of pyridine rings of $N, N$-diethylnicotinamide ligands and the oxygen atoms (O3) of $N, N$-diethylnicotinamide ligands of neighboring complex molecules (C3-H3A‥O3 and C4-H4 $\cdots \mathrm{O} 3$; distances of $\mathrm{C} \cdots \mathrm{O}$ are in the range of $3.200-3.479 \AA$ ).

### 2.4. Hirshfeld Surface Analyses

Hirshfeld surface analysis was used to further study the intermolecular interactions of the crystal structures of all five compounds. For the illustrations, Figures 2 and 3 show the 3D Hirshfeld surfaces of 1 and 4. The 3D Hirshfeld surfaces of other complexes are illustrated in the Supplementary Materials (Supplementary Figures S10-S12). The 3D Hirshfeld surfaces were mapped over the $d_{\text {norm }}$ shape index (Figures 2 and 3, Supplementary Figures S10-S12). The surfaces are shown as transparent to allow for the visualization of the molecular moiety around which they were calculated. As shown in Supplementary Figures S10-S12, the deep red spots on the $d_{\text {norm }}$ Hirshfeld surfaces indicate close-contact interactions, which were mainly responsible for the significant intermolecular hydrogen bonding interactions. The 3D Hirshfeld surface illustration of 1 (Figure 2), as well as of 3 (Supplementary Figure S10) and 5 (Supplementary Figure S11), shows deep red spots representing $\mathrm{O}-\mathrm{H} \cdots \mathrm{O}$ hydrogen bonds. The 3D Hirshfeld surface illustration of 4 (Figure 3), as well as of 2 (Supplementary Figure S12), shows only the deep red spots that represent weak $\mathrm{C}-\mathrm{H} \cdots \mathrm{O}$ hydrogen bonds. The Hirshfeld surfaces plotted over the shape index of 4 and 2 visualize the $\pi-\pi$ stacking interactions by the presence of adjacent red and blue triangles (Figure 3, Supplementary Figure S12). The Hirshfeld 2D fingerprint of all complexes are illustrated in the Supplementary Materials (Supplementary Figures S13-S19). In the cases of $\mathbf{3}$ and 5, which were strongly disordered, the structures are
shown separately for the main and minor part of the disorders. Hirshfeld 2D fingerprint plots allow for the quick and easy identification of significant intermolecular interactions mapped on the molecular surface [38,39]. As shown in Supplementary Figures S13-S19, strong and medium $\mathrm{H} \cdots \mathrm{O} / \mathrm{O} \cdots \mathrm{H}$ hydrogen bonding interactions covered $10.3-12.7 \%$ of the total Hirshfeld surfaces with two distinct spikes in the 2D fingerprint plots, indicating the fact that hydrogen bonding interactions were the most significant interactions in the crystal structures. In the middle of the scattered points in the 2D fingerplots, $\mathrm{H} \cdots \mathrm{H}$ interactions covered $35.0-64.0 \%$ of the total Hirshfeld surfaces; however, $\mathrm{H} \cdots \mathrm{H}$ interactions were not very strong in the crystal structures. In particular, $\mathrm{H} \cdots \mathrm{C} / \mathrm{C} \cdots \mathrm{H}$ interactions covered $16.5-23.7 \%$ of the total Hirshfeld surfaces in the scattered points in the 2D fingerplots. In the scattered points in the 2D fingerplots of 1-2, H $\cdots \mathrm{F} / \mathrm{F} \cdots \mathrm{H}$ interactions covered $9.8-19.6 \%$ of the total Hirshfeld surfaces, and $\mathrm{H} \cdots \mathrm{Cl} / \mathrm{Cl} \cdots \mathrm{H}$ interactions covered $9.4-21.1 \%$ of the total Hirshfeld surfaces for 3-4. Furthermore, in the 2D fingerplots of 2 and 4, significant C $\cdots$ C interactions are visible, covering 4.2-4.9\% of the total Hirshfeld surfaces as a result of the presence of significant $\pi-\pi$ stacking interactions in the crystal structures.


Figure 2. View of 3D Hirshfeld surface of 1 plotted over $d_{\text {norm }}$ in the range of -0.5608 to 1.3607 a.u.


Figure 3. View of the 3D Hirshfeld surface of 4 plotted over $d_{\text {norm }}$ in the range of -0.2000 to 1.4950 a.u. (top) and shape index (bottom).

### 2.5. EPR Spectroscopy

The complexes under study were investigated either as polycrystalline solids at room temperature or as frozen DMSO solutions at a low temperature ( 100 K ). Experimental spectra were simulated using computer software in order to obtain parameters with a higher precision. The X-band EPR solid spectra of the selected complexes, 1, 3 and 4, are shown in Figure 4. The obtained spin Hamiltonian parameters are collected in Table 3. The EPR spectra of solid samples showed features characteristic for copper(II) monomeric complexes with $S=\frac{1}{2}$. The EPR signal was of an axial symmetry with either resolved ( 3 and 4 only weakly visible) or unresolved hyperfine structures (1,2 and 5) in a parallel part of the signal as a result of the interaction of the unpaired electron with copper nuclear spin $(I=3 / 2)$ (Figure 4). The relative ordering of the axial $g$ factors followed the usual trend $\left(g_{\|}>g_{\perp} \sim g_{\mathrm{e}}\right)$, indicating a $d_{\mathrm{x}}^{2}-\mathrm{y}{ }^{2}$ ground state, which is characteristic for copper(II) atoms in tetragonally elongated octahedral arrangements around the central ion when the JahnTeller effect is operating. Similarly, values of the obtained $g$ factors $\left(g_{\perp}=2.055-2.082\right.$ and $g_{\|}=2.29-2.36$ ) showed only minor differences among the complexes and are in agreement with the information extracted from the crystal structures as well as from the literature for structurally similar complexes [18,27,29].


Figure 4. Room temperature solid-state spectra of $\mathbf{1 , 3}$ and 4 . Simulated spin Hamiltonian parameters are $g_{\perp}=2.082, g_{\|}=2.290$ and $\Delta B=(1.2,8.5) \mathrm{mT}(1) ; g_{\perp}=2.063, g_{\| ।}=2.305, A_{\|}=16.2 \mathrm{mT}$ and $\Delta B=4 \mathrm{mT}(3) ;$ and $g_{\perp}=2.055, g_{\|}=2.308, A_{\|}=16 \mathrm{mT}$ and $\Delta B=(1.3,8) \mathrm{mT}(4)$.

Table 3. EPR spectral parameters of powders measured at RT and frozen DMSO solutions measured at 100 K .

| Complex | Temperature | $g_{\perp}$ | $g_{\\|}$ | $g_{\text {ave }}$ | $A^{\mathrm{Cu}}$ <br> $/ \mathbf{m T}$ | $G$ | $f / \mathrm{cm}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Solid RT | 2.082 | 2.290 | 2.151 | - | 3.54 |  |
|  | Sol. 100K | 2.078 | 2.312 | 2.156 | 14.5 | 4.00 | 147 |
| 2 | Solid RT | 2.061 | 2.360 | 2.161 | - | 5.90 |  |
|  | Sol. 100 K | 2.077 | 2.303 | 2.152 | 17.5 | 3.94 | 123 |
| 3 | Solid RT | 2.063 | 2.305 | 2.144 | 16.2 | 4.84 | 132 |
|  | Sol. 100 K | 2.072 | 2.307 | 2.150 | 16.7 | 4.26 | 128 |
| 4 | Solid RT | 2.057 | 2.308 | 2.140 | 16 | 5.40 | 134 |
|  | Sol. 100 K | 2.073 | 2.315 | 2.154 | 15.5 | 4.32 | 138 |
| 5 | Solid RT | 2.055 | 2.320 | 2.143 | - | 5.81 |  |
|  | Sol. 100 K | 2.075 | 2.300 | 2.150 | 16.5 | 4.00 | 130 |

Defined as $g_{\text {av }}=\left(2 g_{\perp}+g_{\|}\right) / 3, G=\left(g_{\|}-2\right) /\left(g_{\perp}-2\right)$ and $f=g_{\|} / A_{\|}$.

The EPR spectra of frozen solutions are usually more informative than their analogs in a solid state due to the dilution and separation of paramagnetic ions between the neighboring molecules as a result of solvation. Because the biological measurements on the complexes were performed in the liquid phase, it was reasonable to have the solution EPR spectra to obtain more appropriate structural information for correlating the experimental results. The EPR spectra of DMSO solutions measured at 100 K are depicted in Figure 5 (for selected complexes 1, 4 and 5).


Figure 5. EPR spectra of 1, 4 and 5 measured in DMSO solutions at 77K. Simulated spin Hamiltonian parameters are $g_{\perp}=2.078, g_{\|}=2.312, A_{\mid ।}=14.5 \mathrm{mT}$ and $\Delta B=3.5 \mathrm{mT} ; g_{\perp}=2.073, g_{\|}=2.315$, $A_{\|}=15.5 \mathrm{mT}$ and $\Delta B=(2.8,3.5) \mathrm{mT} ;$ and $g_{\perp}=2.075, g_{\|}=2.300, A_{\|}=16.5 \mathrm{mT}$ and $\Delta B=3 \mathrm{mT}$.

For all five complexes, the EPR spectra of frozen DMSO solutions showed axial symmetry with resolved parallel hyperfine splitting showing a tree of four peaks. The spin Hamiltonian parameters obtained from the EPR simulations are collected in Table 3. The obtained EPR data show a close resemblance $\left(g_{\perp}=2.072-2.078, g_{\|}=2.300-2.315\right.$, $A_{\|}=14.5-17.5 \mathrm{mT}$ ) as a result of the similar structures of complexes in DMSO solutions. This fact can be clearly seen when looking at the alike values of the derived EPR parameters, such as $g_{\text {ave }} G$ or $g_{\|} / A_{\|}$, are also summarized in Table 3. The values of the geometric parameters $G$ were very close to 4.00 , indicating that the complexes exhibit minimal exchange interactions between copper(II) centers [35]. Similarly, values of the parameter of the tetrahedral distortion $f=g_{\|} / A_{\|}$ranged from 123 cm for 2 to 147 cm for $\mathbf{1}$ between the studied complexes. Such values indicate that only minor tetrahedral distortion around the central copper ion existed in the primary coordination sphere, in accordance with the crystallographic information [40]. We can conclude that the observed similarity among the solid and solution EPR data suggest a close similarity in the geometries of the studied complexes.

### 2.6. SOD Mimetic Activity

The SOD mimetic activity of the studied complexes was characterized via an NBT assay The superoxide radical was generated with xanthine and a xanthine oxidase biochemical system, and the ability of the complexes to scavenge the superoxide was tested indirectly via the reduction of NBT dye. Colour changes in NBT were detected at 560 nm . When the potential scavenging complex was added to the system, a competing reaction between the complex and superoxide would occur, which led to the inhibition of the reaction between NBT and the superoxide. The scavenging activity of the studied complexes was evaluated and characterized with the $I C_{50}$ value (Figure 6).


Figure 6. SOD mimetic activity of 2,3 and 4.
The inhibition concentration $I C_{50}$ corresponds to the concentration of the complex that caused $50 \%$ inhibition of the NBT reduction. The results are collected in Table 4. The complexes showed significant SOD-like activity, comparable to the SOD mimetic activity of other copper fenamates [3,27,41,42]. Complexes 2 and 4 exhibited the greatest radical scavenging effect with micromolar concentrations. On the basis of these results, the complexes could be considered as the good SOD mimetics [3].

Table 4. SOD mimetic activity of selected copper NSAIDs.

| Complex | IC ${ }_{50} / \mu \mathrm{M}$ | Reference |
| :---: | :---: | :---: |
| $\left[\mathrm{Cu}\left(\right.\right.$ fluf $\left._{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right]$ (1) | 3.33 | This work |
| $\left[\mathrm{Cu}(\text { nifl })_{2}(\text { dena })_{2}\right](2)$ | 1.69 | This work |
| $\left[\mathrm{Cu}(\text { tolf })_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right](3)$ | 3.46 | This work |
| $\left[\mathrm{Cu}(\text { clon })_{2}(\text { dena })_{2}\right](4)$ | 1.41 | This work |
| $\left[\mathrm{Cu}(\mathrm{mef})_{2}(\mathrm{dena})_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right]$ (5) | 3.15 | This work |
| $\left[\mathrm{Cu}(\text { (tolf) })_{2}\right.$ (phen) ${ }^{\text {a }}$ ] | 0.98 | [27] |
| $\left[\mathrm{Cu}(\mathrm{mef})_{2}\right.$ (phen) ${ }^{\text {a }}$ | 1.23 | [27] |
| [ $\mathrm{Cu}\left(\right.$ fluf $_{2}$ (phen) $]$ | 0.94 | [27] |
| $\left[\mathrm{Cu}(3-\mathrm{mesal})_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right]$ | 3.88 | [41] |
| $\left[\mathrm{Cu}(\text { tolf })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)\right]_{2}$ | 1.97 | [42] |
| Native SOD | 0.04 | [3] |

### 2.7. Interactions of Complexes with $\mathrm{KO}_{2}$ in the Presence of Neocuproine

The first step in the mechanism of action of native $\mathrm{CuZn}-\mathrm{SOD}$ enzymes is the binding of the superoxide radical anion to the copper center, where $\mathrm{Cu}(\mathrm{II})$ is subsequently reduced to $\mathrm{Cu}(\mathrm{I})$ and the oxygen molecule is released [43]. Therefore, the ability of the prepared complexes to undergo reduction with the superoxide radical anion is an important step in the investigation of their potential SOD activity. To verify this assumption, we used a specific $\mathrm{Cu}(\mathrm{I})$ chelator, neocuproine, which forms a stable $\mathrm{Cu}(\mathrm{I})$-neocuproine complex that absorbs at 458 nm [44]. The addition of potassium superoxide $\left(\mathrm{KO}_{2}\right)$ to the solutions of complexes 1-4 in the presence of neocuproine resulted in a dramatic increase in absorbance at 458 nm for complexes $\mathbf{1 - 4}$ and a visible reduction in the d-d band intensity of the studied complexes, as can be clearly seen in Figure 7. Thus, from these results we can assume that the prepared complexes $1-4$ undergo reduction to $\mathrm{Cu}(\mathrm{I})$ under the influence of $\mathrm{KO}_{2}$ and thus fulfill an important prerequisite to be good SOD mimetics.


Figure 7. Time-dependent UV-Vis spectra of the interaction of studied complexes and $\mathrm{KO}_{2}$ in DMSO in the presence of neocuproine: (a) 1; (b) 2; (c) 3; (d) 4 .

### 2.8. Cyclic Voltammetry

The redox behavior of the studied complexes (prepared in DMSO) was investigated by means of cyclic voltammetry using a scan rate of $100 \mathrm{mV} / \mathrm{s}$. Figure 8 displays the cyclic voltammograms of corresponding complexes $\mathbf{1 - 5}$ at a concentration level of $10^{-4} \mathrm{M}$, which were registered in the presence of 0.1 M NaCl as a supporting electrolyte at the boron-doped diamond (BDD) electrode. A summary of the basic redox parameters for the studied complexes are listed in the Table 5. In the cyclic voltammetric records, two potential regions were differentiated. In the first potential region between -0.136 V and $-0.085 \mathrm{~V}, \mathrm{Cu}(\mathrm{II}) / \mathrm{Cu}(\mathrm{I})$-based redox transitions were observed, which showed better resolved peak currents in the anodic scan, with $E_{\mathrm{p}, \mathrm{ox}}$ ranging from -0.136 V (4) to -0.124 V (3). In the cathodic scan, the corresponding reduction waves could be identified at a peak potential ranging from $-0.097 \mathrm{~V}(3)$ to $-0.083 \mathrm{~V}(\mathbf{1})$. The observation of both potentials for all studied complexes indicated the quasi-reversible redox process undertaken at the BDD electrode. The same conclusion could be read from values of the $I_{p, o x} / I_{p, \text { red }}$ ratio, and the value of this ratio ranged from the lowest value of 1.3 for 3 to the highest of 2.1 for 4 . In the second potential region, quite distinctive voltammetric curves with oxidation peak potentials ranging from $0.633 \mathrm{~V}(5)$ to $0.941 \mathrm{~V}(2)$ could be noticed, which may be attributed to the redox activity within the bis(fenamate) ligand. Finally, to be good SOD mimetics, the redox potential ( $E^{\circ} \mathrm{vs} . \mathrm{Ag} / \mathrm{AgCl}$ ) should fall between -0.363 V and +0.687 V , as in the case of a native SOD enzyme [27]. This criterion was succesfully fulfilled for all studied complexes according their $E_{1 / 2}$ values (Table 5).


Figure 8. Cyclic voltammograms of $\mathbf{1 - 5}\left(\mathbf{c}(\right.$ complex $\left.)=10^{-4} \mathrm{M}\right)$ in 0.1 M NaCl measured at BDD electrode using scan rate of $100 \mathrm{mV} / \mathrm{s}$.

Table 5. Redox parameters of $1-5$ extracted from experimental CV data.

| Comp | $\boldsymbol{E}_{\mathbf{p}, \mathbf{o x}} / \mathbf{V}$ | $\boldsymbol{E}_{\mathbf{p}, \mathbf{r e d}} / \mathbf{V}$ | $\boldsymbol{E}_{\mathbf{1} / \mathbf{2}} / \mathbf{V}$ | $\boldsymbol{\Delta} \boldsymbol{E} / \mathbf{V}$ | $\boldsymbol{I}_{\mathbf{p}, \mathbf{0} \boldsymbol{x}} / \boldsymbol{\mu} \mathbf{A}$ | $\boldsymbol{I}_{\mathbf{p}, \mathbf{r e d}} / \boldsymbol{\mu} \mathbf{A}$ | $\boldsymbol{E}_{\mathbf{p}, \mathbf{o x}} / \mathbf{V}$ | $\boldsymbol{I}_{\mathbf{p}, \mathbf{o x}} / \boldsymbol{\mu A}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | -0.133 | -0.085 | -0.109 | -0.048 | 1.386 | -0.917 | 0.741 | 4.05 |
| $\mathbf{2}$ | -0.126 | -0.096 | -0.111 | -0.030 | 1.064 | -0.542 | 0.941 | 4.36 |
| $\mathbf{3}$ | -0.124 | -0.097 | -0.111 | -0.027 | 1.427 | -1.104 | 0.734 | 5.00 |
| $\mathbf{4}$ | -0.136 | -0.096 | -0.116 | -0.040 | 1.449 | -0.681 | 0.877 | 4.62 |
| $\mathbf{5}$ | -0.133 | -0.087 | -0.110 | -0.046 | 1.279 | -0.876 | 0.633 | 4.36 |

## 2.9. ct-DNA Interaction Studies

Transition metal complexes, such as copper complexes, can bind to DNA and thus induce DNA cleavage, which can be exploited in the preparation of DNA structural probes, cleavage or anticacer agents [45]. Moreover, if complexes contain ligands with suitable functional groups that can be involved in hydrogen bonding or in electrostatic, hydrophilic/hydrophobic or $\pi-\pi$ stacking interactions, then they can be rationally utilized to support the binding abilities of complexes toward the DNA [46]. Copper complexes can interact with DNA either covalently through the formation of covalent adducts (e.g., cis-platin) or non-covalently [47]. The non-covalent mode of binding between complexes and DNA includes intercalation (using mostly $\pi-\pi$ stacking interactions), groove binding (van der Waals interactions or hydrogen bonding) and external binding (electrostatic interactions) [48]. Interactions of the prepared complexes 1-4 with calf thymus DNA were evaluated using UV-Vis absorption titrations and viscosity measurements, as well as with fluorescence emission with an ethidium bromide (EB) displacement method.

### 2.9.1. Absorption Titrations

The absorption spectra of the DMSO/buffer solutions of the studied complexes 1-4 exhibited a very similar pattern of absorption bands in the UV region from 250 nm to 400 nm (Figure 9). Two types of signals existed in the UV spectrum, which has different behavior upon the addition of DNA. First, for tree absorption bands with maxima located at 255, 262 and 269 nm , a sudden decrease in absorption was observed after the addition of the first amount of DNA. Then, the further addition of DNA led to band hyperchromism. Because the positions of the bands did not move after the addition of DNA, we assumed that the increase in absorbance was due to the further addition of DNA with an absorption band in this part of spectra (at 260 nm ). Two other absorption peaks, coming from intraligand $\pi$ to $\pi^{*}$ transitions of aromatic NSAID moieties at around 280 nm (high-intensity discrete peak) and 320 nm (lower-intensity shoulder), showed a considerable decrease in the absorption of complexes ( $11.8 \%$ for 2 to $21.4 \%$ for $\mathbf{1}$ ) together with a slight blue shift ( $1-5 \mathrm{~nm}$ ) (Table 6). A hypochromic shift is usually associated with the stabilization of DNA secondary structures via electrostatic interactions or the intercalation of metal complexes [46,48]. The observed hypochromism and blue shift thus suggest an electrostatic or intercalative binding mode of complex-DNA interactions or their combination. However, as reported, absorption titrations give only preliminary information about complex-DNA interactions, and therefore, further measurements are necessary to clarify the binding mode [26]. The internal DNA binding $K_{\mathrm{b}}$ constants of $\mathbf{1 - 4}$ were determined using the most intensive and best resolved band at 288 nm with the Wolfe-Shimmer equation (inset in Figure 9).

The values of the $K_{\mathrm{b}}$ binding constants are collected in the Table 6 . The obtained values of the $K_{b}$ constants ranged from $1.04 \times 10^{5}(2)$ to $5.46 \times 10^{5} \mathrm{M}^{-1}(4)$ and are in good agreement with other Cu -fenamate complexes [23,27-30]. Such values indicate relatively strong binding of the studied complexes to DNA, likely due to their ability to form hydrogen bonds with DNA in combination with partial intercalation. Based on their binding strength with DNA, the complexes can be arranged as follows: $4>1>3>2$. The highest values of the binding constant were obtained for complexes with clonixinate and flufenamate ligands ( $5.46 \times 10^{5} \mathrm{M}^{-1}$ and $4.83 \times 10^{5} \mathrm{M}^{-1}$, respectively). Based on these values, there seemed to be no apparent structural trend between structurally similar complexes $2,4 \mathrm{vs} .1,3$ with respect to the planarity of complexes 2 and 4 . Instead, the combined effect of electrostatic interactions, which is stronger for 1, and intercalation through coplanar pyridine and benzene rings, which prefer complex 4, could be operative. However, as was noticed, the exact mode of binding of the complexes into DNA cannot be determined using only absorption titration studies, so further measurements are necessary to confirm the obtained results [24-27].


Figure 9. UV-Vis spectra of DMSO/buffer solution of 1-4 in the absence and presence of increasing amounts of DNA ( $r=[\mathrm{DNA}] /[$ complex $]=0-2.1$ ). Arrows show changes in intensity upon the addition of increasing amounts of DNA. Inset: Plot of $[D N A] /\left(\varepsilon_{A}-\varepsilon_{f}\right)$ versus [DNA] for complex.

Table 6. DNA binding constant and UV spectral features of 1-4 in the presence of DNA.

| Complex | $K_{b}\left[\mathrm{M}^{-1}\right]$ | $R^{2}$ | $\lambda(\mathrm{nm})\left(\Delta \mathrm{A} / \mathrm{A}_{0} \mathbf{( \% )}, \Delta \lambda^{*}(\mathrm{~nm})\right.$ |
| :---: | :---: | :---: | :---: |
| $\left[\mathrm{Cu}(\mathrm{fluf})_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right](\mathbf{1})$ | $4.83( \pm 0.84) \cdot 10^{5}$ | 0.9897 | 287(21.4, -1) |
| $\left[\mathrm{Cu}(\text { nifl })_{2}(\text { dena })_{2}\right]$ (2) | $1.04( \pm 0.75) \cdot 10^{5}$ | 0.8699 | 287(11.8, -2) |
| $\left[\mathrm{Cu}(\text { (tolf })_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right]$ (3) | $2.52( \pm 0.87) \cdot 10^{5}$ | 0.9551 | 288(15.7, -3) |
| $\left[\mathrm{Cu}(\text { clon })_{2}(\text { dena })_{2}\right](4)$ | $5.46( \pm 0.87) \cdot 10^{5}$ | 0.9906 | 281(12,3, -5) |

${ }^{*}$ denotes blue shift.

### 2.9.2. Viscosity Measurements

Because DNA viscosity manifests sensitivity to DNA length changes in the presence of a DNA binder, it was desirable to carry out the DNA viscosity measurements in the presence of complexes with potential binding activity [48]. The DNA viscosity measurements were performed on DNA solutions in the presence of increasing concentrations of complexes 1-4. In addition, the planar molecule of ethidium bromide (EB), which is known as a perfect nonspecific DNA intercalating agent, was used as an indicator of intercalation. As is clearly seen in Figure 10, in the presence of growing concentrations of complexes, a continual increase in the relative DNA viscosity for all four complexes was observed. This behavior supports the hypothesis about the intercalative interaction between the complex molecules and DNA. The results reveal that the best intercalating ability in this series had a complex with the flufenamate ligand (1). On the other hand, the relative DNA viscosity of the complex with clonixinate (4) gave, in this case, the lowest increase in the studied series $(1>2 \approx 3>4)$. A comparison with an EB molecule suggests that the studied complexes were weaker intercalating agents than EB, but it can be noted that all four complexes could bind to DNA via partial intercalation. Finally, no apparent trend between structurally similar complexes 2, 4 vs. 1, 3 was visible.


Figure 10. Relative viscosity of DNA in the buffer solution in the presence of studied complexes (1-4) under the condition of increasing the concentration ratio [complex]/DNA.

### 2.9.3. Competitive Studies with EB-DNA

Another method that was used to investigate the intercalating ability of complexes to DNA was a competitive study of the DNA interactions of the complexes with the ethidium bromide (EB) displacement method. EB represents a typical DNA intercalator that intercalates into DNA, and at the same time, it is a very effective fluorophore in the presence of DNA. When EB interacts with DNA, it creates an EB-DNA adduct that emits an intense fluorescence emission band at 615 nm when excited at 540 nm . The addition of a complex with an affinity to DNA lowers the emission intensity of the EB adduct due to competition with EB at the same binding sites in DNA. The representative fluorescence emission spectra of 4 are shown in Figure 11. The addition of increased concentrations of complexes led to a decrease in the intensity of the emission band of the EB-DNA adduct at 615 nm . The final quenching of the fluorescence reached $30-35 \%$ of the initial EB-DNA fluorescence intensity (Figure 11). Very similar results of quenching with copper fenamates were also observed by other authors [21]. The observed moderate decrease in EB-DNA fluorescence emission in the presence of complexes indicates their competitive binding ability when compared with EB. The quenching of EB bound to DNA is in good accordance with the linear Stern-Volmer equation, thus providing further proof of the observed DNA-binding ability of the studied complexes. The calculated values of the $K_{\text {sv }}$ constant (3.30-3.79 $\times 10^{3} \mathrm{M}^{-1}$ ) confirmed the moderate intercalative ability of the complexes towards DNA (Table 7) when comparing these values with other copper fenamates, which show values of $K_{\text {sv }} 10^{5}-10^{6}$ [22,26,29]. In addition, the calculated values of the EB-DNA quenching rate constant $k_{\mathrm{q}}$ of order $10^{11} \mathrm{M}^{-1} \mathrm{~s}^{-1}$ (Table 7) suggest the presence of a static quenching mechanism $\left(k_{\mathrm{q}}>10^{11} \mathrm{M}^{-1} \mathrm{~s}^{-1}\right)$ [5].



Figure 11. Graphical dependence of relative EB-DNA fluorescence emission intensity $\left(\mathrm{I} / \mathrm{I}_{0}\right)$ at 615 nm vs. concentration ratio [complex]/DNA for $\mathbf{1} \mathbf{- 4}$. Fluorescence emission spectra for EB-DNA in the buffer solution in the presence of increasing amounts of 4 .

Table 7. EB-DNA fluorescence (\%), calculated Stern-Volmer constant $K_{\mathrm{SV}}$ and the quenching rate constant $k_{\mathrm{q}}$ of DMSO and complexes 1-4.

| Complex | $\Delta I / I_{0}(\%)$ | $K_{s v}\left(\mathrm{M}^{-1}\right) / 10^{\mathbf{3}}$ | $k_{q}\left(\mathrm{M}^{-1} \mathrm{~s}^{-1}\right) / \mathbf{1 0} \mathbf{0}^{\mathbf{1 1}}$ |
| :---: | :---: | :---: | :---: |
| $\left[\mathrm{Cu}\left(\mathrm{fluf}_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right](\mathbf{1})\right.$ | 35.2 | 3.59 ( $\pm 0.16)$ | 1.56 ( $\pm 0.07$ ) |
| $\left[\mathrm{Cu}(\text { nifl })_{2}(\text { dena })_{2}\right](2)$ | 36.7 | 3.79 ( $\pm 0.13)$ | 1.65 ( $\pm 0.06)$ |
| $\left[\mathrm{Cu}(\text { tolf })_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right](3)$ | 31.2 | 3.40 ( $\pm 0.09)$ | 1.48 ( $\pm 0.04)$ |
| $\left[\mathrm{Cu}(\text { clon })_{2}(\text { dena })_{2}\right](4)$ | 33.6 | 3.30 ( $\pm 0.08)$ | 1.44 ( $\pm 0.04)$ |
| DMSO | 30.9 | 3.03 ( $\pm 0.07)$ | 1.32 ( $\pm 0.03)$ |

### 2.10. Interaction of Studied Complexes with BSA

The fluorescence emission spectra of bovine serum albumin showed intense fluorescence emission at 336 nm due to the existence of two tryptophan moieties at positions 134 and 212. The interaction of complexes $1-4$ with bovine serum albumin was studied by monitoring spectral changes in tryptophan fluorescence emission after the addition of complexes [49]. The graphical dependence of the relative BSA fluorescence intensity on increasing amounts of complexes $\mathbf{1 - 4}$ showed significant quenching of the fluorescence up to $89-91 \%$ for all studied complexes (Figure 12).
(a)

(b)


Figure 12. (a) Graphical dependence of relative BSA fluorescence intensity in $\%$ at $\lambda=336 \mathrm{~nm}$ vs. concentration ratio [complex]/BSA. (b) Fluorescence emission spectra for EB-DNA in the buffer solution in the presence of increasing amounts of 4 .

These results confirm the fact that the complexes were able to bind to serum albumin in significant amounts, likely through tryptophan residue. In addition, the interaction of complexes with serum albumin was characterized with the Stern-Volmer constant $K_{\text {sv }}$ and the quenching constant $k_{\mathrm{q}}$, which was calculated using the Stern-Volmer equation. Furthermore, the association binding constant $K_{\mathrm{BSA}}$ and the number of binding sites per albumin $n$, were determined using the Scatchard equation as well (Supplementary Figure S20). The obtained values are summarized in Table 8. The values of the $K_{\text {sv }}$ constants of order 4-5 $\times 10^{5} \mathrm{M}^{-1}$ indicate an intermediate binding strength between the complexes and albumin. The presented values of the quenching constant $k_{\mathrm{q}}$ of order $10^{13}$ are much larger than $10^{10} \mathrm{M}^{-1} \mathrm{~s}^{-1}$, which represents a typical value for a quencher used in biopolymer quenchers. High values also indicate that quenching is performed through the static quenching mechanism $[21,28]$. The highest quenching ability was observed for complexes $\mathbf{1}$ and 4 according to their $k_{\mathrm{q}}$ values. As reported, the optimal range assumed for a serum albumin drug delivery system (capable of providing adequate transport and distribution in the bloodstream and reversible release of the drug to the target) should have $K_{\text {sv }}$ values in the range of $10^{2}-10^{8} \mathrm{M}^{-1}$ and $K_{\text {BSA }}$ values in the range of $10^{4}-10^{6} \mathrm{M}^{-1}$ [49]. The calculated values of $K_{\mathrm{sv}}$ and $K_{\mathrm{BSA}}$ for the studied complexes 1-4 are within the optimal range.

Table 8. Values of the Stern-Volmer quenching constant ( $K_{\text {sv }}$ ), quenching constant ( $k_{\mathrm{q}}$ ), association binding constant ( $K_{\text {BSA }}$ ) and $n$ (number of binding sites for albumin) obtained for the interaction of 1-4 with bovine serum albumin.

| Complex | $K_{s v}\left(\mathrm{M}^{-1}\right) / 10^{5}$ | $k_{q}\left(\mathrm{M}^{-1} \mathrm{~s}^{-1}\right) / 10^{13}$ | $K_{B S A}\left(\mathrm{M}^{-1}\right) / 10^{5}$ | $n$ |
| :---: | :---: | :---: | :---: | :---: |
| $\left[\mathrm{Cu}(\text { fluf })_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right](\mathbf{1})$ | 5.777 | 2.51 ( $\pm 0.061$ ) | 3.39 ( $\pm 0.413)$ | 1.11 |
| $\left[\mathrm{Cu}(\mathrm{nifl})_{2}(\text { dena })_{2}\right](2)$ | 4.411 | 1.92 ( $\pm 0.073)$ | 2.18 ( $\pm 0.164)$ | 1.16 |
| $\left[\mathrm{Cu}(\text { tolf })_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right](3)$ | 4.740 | 2.06 ( $\pm 0.092)$ | 3.36 ( $\pm 0.417)$ | 1.10 |
| $\left[\mathrm{Cu}(\mathrm{clon})_{2}(\text { dena })_{2}\right](4)$ | 5.558 | 2.42 ( $\pm 0.054)$ | $3.32( \pm 0.147)$ | 1.08 |

### 2.11. Anticancer Activity

Copper complexes 1-4 were tested for their in vitro cytotoxicity against three cancer cell lines, including human lung cancer cells (A549), human breast cancer cells (MCF-7), human glioblastoma cells (U-118MG) and a healthy human lung fibroblast cell line (MRC-5), respectively. The cells ( $8 \times 10^{3}$ cells $/ 200 \mu \mathrm{~L}$ well) were treated with several concentrations $(20-100 \mu \mathrm{~mol} / \mathrm{L})$ of $\mathbf{1}-4$ for 24,48 and 72 h , and the cytotoxicity was evaluated using an MTT assay. The measurement was repeated twice using three parallels for each concentration. The inhibitory concentration values $\left(I C_{50}\right)$ of the studied complexes for the A549 and U-118MG cancer cell lines were higher than the highest concentration used of $100 \mu \mathrm{M}$ at each incubation time (data not shown). In the case of the MCF-7 tumor cell line, the same results were obtained for complexes $1-3\left(\mathrm{IC}_{50}>100 \mu \mathrm{M}\right)$. On the other hand, complex 4 showed cytotoxicity against MCF-7 cells after 72 h of exposure with an $I C_{50}$ value of $57 \pm 3 \mu \mathrm{M}$. As can be seen from the graph (Figure 13a), the viability of the MCF-7 tumor cells decreased with increasing concentrations of 4 for 72 h of exposure. In addition, no cytotoxic effect was observed on healthy MRC-5 cells for 72 h of incubation under the same conditions (Figure 13b).
(a)

(b)


Figure 13. Cell proliferation of (a) MCF-7 cancer cells and (b) MRC-5 healthy cells in response to 4 after 72 h of exposure. Cell lines were treated ( $20-100 \mu \mathrm{~mol} / \mathrm{L}$ ) with complex 4 , and viable cells were evaluated using a colorimetric assay.

Complex 4 contains the ligand clonixin in its structure, which has antipyretic, antianalgesic and antirheumatic effects, and especially anti-inflammatory effects [50]. The antitumor effects of clonixin alone or of copper complexes with clonixin have not been described so far. However, some authors have focused on the effect of clonixin with platinum, as the anti-inflammatory strategy is key in the treatment of aggressive cancer diseases [51]. They investigated a platinum (IV) prodrug complex with NSAIDs (nonsteroidal anti-inflammatory drugs) as ligands designed to effectively enter tumor cells due to their high lipophilicity, where they can release a cytotoxic metabolite [51]. This mechanism reduces side effects and increases the therapeutic efficacy of the drug used in chemotherapy. Copper(II) complexes containing coordinated clonixin seem to be a potential metallo-drug for closer follow-up of its biological effects, as we did not observe a
cytotoxic effect on healthy MRC-5 cells for 72 h of incubation under the same conditions (Figure 13b). In addition, copper complexes with tolfenamic, mefenamic and flufenamic acids and phenanthroline can have anti-tumor effects [27]. The authors confirmed the effect of these substances according to their ability to generate intracellular reactive oxygen species (ROS) and inhibit cyclooxygenase-2 (COX-2), an enzyme that is overexpressed in breast tumors. They detected DNA damage, JNK and p38 pathway activation and an apoptosis pathway [27].

In the second step of our biological research, we were interested in the genotoxic effect of the selected copper complexes. Considering that complexes 1-3 did not show any cytotoxic activity for 72 h of incubation with A549, U-118MG and MCF-7 tumor cells in the concentration range ( $20-100 \mu \mathrm{~mol} / \mathrm{L}$ ), we chose complex 4 with an $I C_{50}$ of $57 \times \mu \mathrm{M}$. We affected MCF-7 cells with the $I C_{50}$ value and monitored DNA damage after 72 h of incubation. Unfortunately, we did not observe any significant DNA damage compared to control cells, which were not affected by 4 (Figure 14). The DNA damage did not exceed a threshold of $10 \%$, which is considered relevant DNA damage.


Figure 14. (a) Analysis of DNA damage of MCF-7 cells treated with 4. Morphology of (b) control (cells were not treated) and (c) damaged MCF-7 cells treated with 4 at an $I C_{50}$ of $57 \pm 3 \mu \mathrm{M}$.

## 3. Materials and Methods

General procedures. All reagents and solvents were obtained from commercial sources and used as received unless noted otherwise.

### 3.1. Synthesis

$\left[\mathrm{Cu}(\text { fluf })_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right](1)$
Complex 1 was prepared with the following procedure. Copper acetate dihydrate ( $1 \mathrm{mmol}, 0.170 \mathrm{~g}$ ) was dissolved in 30 mL of ethanol. Then, sodium flufenamate, formed in situ by mixing an equimolar amount of flufenamic acid ( $2 \mathrm{mmol}, 0.564 \mathrm{~g}$ ) with sodium hydroxide ( $2 \mathrm{mmol}, 0.080 \mathrm{~g}$ ), was slowly poured into the solution. The solution immediately changed color from blue-green to green. After $10 \mathrm{~min}, \mathrm{~N}, \mathrm{~N}$-diethylnicotinamide ( 2 mmol , $0.356 \mathrm{~g}, 0.4 \mathrm{~mL}$ ) was added dropwise to form a clear dark green solution. After a while, a dark green precipitate was formed. Afterward, the mixture was stirred for 3 h at room temperature, before the crude product was filtered through smooth filtration paper and dried in the air. The pale green needle-like crystals of 1 suitable for crystallographic analyses were isolated from the mother liquor after a week.
Yield: $0.71 \mathrm{~g}(70 \%)$. Anal. calc. for $\mathrm{C}_{48} \mathrm{H}_{50} \mathrm{CuF}_{6} \mathrm{~N}_{6} \mathrm{O}_{8}\left(M_{\mathrm{r}}=1016.504\right)$ : C 57.29, H 4.93, N $8.70 \%$. Found: C 56.72, H 4.96, N $8.27 \%$. IR (ATR, $\mathrm{cm}^{-1}$ ): 3507 (m), 3324 (w), 3218 (w), 3091 (m), 2979 (m), 2934 ( w), 1619 (s), 1606 (s), 1581 (s), 1568 (s), 1499 (s), 1456 (s), 1421 (ms), 1378 (vs), 1331 (vs), 1284 (s), 1183 (ms), 1159 (ms), 1109 (vs), 1069 (s), 1046 (ms), 997 (m), $930(\mathrm{~m}), 872(\mathrm{~m}), 826(\mathrm{~m}), 753(\mathrm{~s}), 697(\mathrm{~s}), 650(\mathrm{~m})$. UV-Vis: $\lambda / \mathrm{nm}\left(\varepsilon / \mathrm{M}^{-1} \mathrm{~cm}^{-1}\right)$ as nujol mulls (nm): 210, 234 (sh), 287 (sh), 322 (sh), 412 (sh), 646; in DMSO / H $\mathrm{H}_{2} \mathrm{O}: 255$ (35440), 262 (40030), 269 (44900), 287 (62300), 320 (28300, sh), 795 (65).
[Cu(nifl) $\mathbf{2}^{\left.(\text {dena })_{2}\right](2)}$

Complex $\mathbf{2}$ was prepared with the same procedure used for complex $\mathbf{1}$. Violet prismatic crystals suitable for X-ray analysis formed after a week.
Yield: $0.56 \mathrm{~g}(57 \%)$. Anal. calc. for $\mathrm{C}_{48} \mathrm{H}_{44} \mathrm{CuF}_{6} \mathrm{~N}_{8} \mathrm{O}_{6}\left(M_{\mathrm{r}}=982.448\right)$ : C 57.05, H 4.70, N 11.83 \%. Found: C 56.24, H 4.51, N 11.41 \%. IR (ATR, cm ${ }^{-1}$ ): 3269 (w), 3163 (w), 3117 (w), 2979 (m), 2936 (w), 2874 (w), 1629 (s), 1595 (vs), 1582 (vs), 1518 (s), 1494 (s), 1456 (s), 1420 (ms), 1387 (s), 1368 (s), 1324 (vs), 1293 (sh), 1160 (s), 1115 (s), 1096 (s), 1067 (s), 997 (w), 943 (m), 869 (m), 826 (m), 783 (s), 699 (s), 670 (m), 471 (m), 413 (m). UV-Vis: $\lambda / \mathrm{nm}$ $\left(\varepsilon / \mathrm{M}^{-1} \mathrm{~cm}^{-1}\right)$ as nujol mulls (nm): $203(\mathrm{sh}), 286,343(\mathrm{sh}), 412(\mathrm{sh}), 539(\mathrm{br}) ;$ in DMSO/ $\mathrm{H}_{2} \mathrm{O}$ : 262 (36270), 269 (46000), 287 (68950), 320 (14830, sh), 791 (95).
$\left[\mathrm{Cu}(\text { tolf })_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right]$ (3)
Dark green crystals of $\mathbf{3}$ suitable for X-ray analysis were isolated after two weeks. Yield: $0.69 \mathrm{~g}(75 \%)$. Anal. calc. for $\mathrm{C}_{48} \mathrm{H}_{54} \mathrm{Cl}_{2} \mathrm{CuN}_{6} \mathrm{O}_{8}\left(M_{\mathrm{r}}=977.450\right)$ : C 59.70, H 5.86, N 9.82 \%. Found: C 58.98, H 5.57, N 8.60 \%. IR (ATR, cm ${ }^{-1}$ ): 3458 (m), 3206 (m, br), 3094 (m), 2992 (m), 2938 ( w), 1613 ( s), 1579 (s), 1557 ( s), 1493 ( s), 1442 (s), 1377 ( vs), 1281 ( s$), 1186$ (m), 1107 (m), 1008 (m), 947 (m), 879 (m), 831 (m), 758 (s), 736 (s), 699 (s), 636 (m), 528 (m), 416 (m). UV-Vis: $\lambda / \mathrm{nm}\left(\varepsilon / \mathrm{M}^{-1} \mathrm{~cm}^{-1}\right)$ as nujol mulls (nm): 221 (sh), 246 (sh), 294 (sh), 338 (sh), 412 (sh), 628 (br); in DMSO/H2O: 255 (20820), 261 (21550), 269 (22550), 288 (26660), 325 (12520, sh), 789 (230).

## [Cu(clon)2(dena) ${ }_{2}$ (4)

Complex 4 was prepared with the same procedure used for complex 1, with the exception of the used solvent, which was, in this case, methanol. Brown prismatic crystals suitable for X-ray analysis formed after a week.
Yield: $0.68 \mathrm{~g}(72 \%)$. Anal. calc. for $\mathrm{C}_{46} \mathrm{H}_{48} \mathrm{Cl}_{2} \mathrm{CuN}_{8} \mathrm{O}_{6}\left(M_{\mathrm{r}}=943.395\right)$ : C 59.56, H 5.07, N 11.93 \%. Found: C 58.56, H 5.13, N 11.88 \%. IR (ATR, $\mathrm{cm}^{-1}$ ): 3275 (w), 3186 (w), 3114 (w), 3066 (w), 2980 (w), 2937 (w), 1629 (s), 1602 (s), 1585 (s), 1519 (s), 1456 (s), 1434 (ms), 1380 (m), 1358 (s), 1315 (vs), 1256 (ms), 1189 (m), 1101 (m), 1015 (m), 924 (m), 880 (w), 823 (m), 766 (vs), $702(\mathrm{~s}), 653(\mathrm{~m}), 536(\mathrm{~m}), 414(\mathrm{~m})$. UV-Vis: $\lambda / \mathrm{nm}\left(\varepsilon / \mathrm{M}^{-1} \mathrm{~cm}^{-1}\right)$ as nujol mulls (nm): 224 (sh), 298, 340 (sh), 419 (sh), 529 (br), 629 (sh); in DMSO/H2O: 262 (54960), 268 (55100), 281 (51900), 320 (18170, sh), 794 (116).
$\left[\mathrm{Cu}(\mathrm{mef})_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right]$ (5).
Complex 5 was prepared as described for $\mathbf{1}$. Dark green crystals of $\mathbf{5}$ suitable for X-ray analysis were obtained after two weeks.
Yield: $0.58 \mathrm{~g}(62 \%)$. Anal. calc. for $\mathrm{C}_{50} \mathrm{H}_{60} \mathrm{CuN}_{6} \mathrm{O}_{8}\left(M_{\mathrm{r}}=936.615\right)$ : C 65.89, H 6.17, N $9.16 \%$. Found: C 65.38, H 6.36, N 9.15 \%. IR (ATR, cm ${ }^{-1}$ ): 3473 (w), 3217 (w, br), 2991 (w), 2934 (w), 1612 (s), 1575 (s), 1561 (s), 1496 (s), 1449 (s), 1376 (s), 1281 (s), 1214 (m), 1186 (m), 1105 (m), 947 (w), 920 (w), 878 (w), 831 (m), 783 (m), 760 (s), 739 (m), 699 (m), 636 (m), $530(\mathrm{~m}), 415(\mathrm{~m})$. UV-Vis: $\lambda / \mathrm{nm}\left(\varepsilon / \mathrm{M}^{-1} \mathrm{~cm}^{-1}\right)$ as nujol mulls (nm): 216 (sh), 268 (sh), 346, 407 (sh), 600 (br); in DMSO/ $\mathrm{H}_{2} \mathrm{O}: 288$ (22420), 330 (sh, 11400), 801 (56).

### 3.2. Physical Measurements

Carbon, hydrogen and nitrogen analyses were carried out on a CHNSO FlashEA ${ }^{\text {TM }}$ 1112 Automatic Elemental Analyzer. The electronic spectra (190-1100 nm) of the complexes were measured in a Nujol suspension with a SPECORD 250 Plus (Carl Zeiss Jena) spectrophotometer at room temperature. The infrared spectra (ATR technique, 4000-400 $\mathrm{cm}^{-1}$ ) were recorded on a Nicolet 5700 FT-IR spectrophotometer at room temperature. Roomtemperature EPR spectra of the powdered samples were recorded with an EPR spectrometer EMX Plus series (Bruker, Germany) operating at X-band ( $\approx 9.4 \mathrm{GHz}$ ) and simulated using Spin.exe software developed by Dr. Ozarowski [52].

### 3.3. X-ray Crystallography

The data collection and cell refinement of 1-5 were carried out using the four-circle diffractometer Stoe StadiVari using the Pilatus3R 300K HPD detector and the microfocused X-ray source Xenocs Genix3D Cu HF ( $\mathrm{Cu} \mathrm{K} \alpha$ radiation). The diffraction intensities were corrected for Lorentz and polarization factors. The absorption corrections were made with
the LANA program [53]. The structures were solved using the ShelXT [54], Superflip [55] or Sir14 [56] program and refined using the full-matrix least-squares procedure of the Independent Atom Model (IAM) with ShelXL (version 2018/3) [57]. Hirshfeld Atom Refinement (HAR) was carried out using the IAM model as a starting point. The wave function was calculated using ORCA 4.2.0 software [58] with the basis set jorge-TZP [59] and hybrid exchange-correlation functional PBE0 [60]. The least-squares refinements of the HAR model were then carried out with olex2.refine (version 1.5) [61], while keeping the same constraints and restraints as those used for the ShelXL refinement. The NoSpherA2 implementation [62] of HAR is used for tailor-made aspherical atomic factors calculated on-the-fly from a Hirshfeld-partitioned electron density. For the HAR approach, all H atoms were refined isotropically and independently. All calculations and structure drawings were performed in the OLEX2 package [63]. Ortep-like representations of the independent part of the crystal structures of 1-5 are shown in Supplementary Figures S3-S7. The crystal data and parameters of structure refinement are listed in Table 9.

Table 9. Crystallographic data for compounds 1-5.

|  | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Chemical formula | $\mathrm{C}_{48} \mathrm{H}_{50} \mathrm{CuF}_{6} \mathrm{~N}_{6} \mathrm{O}_{8}$ | $\mathrm{C}_{48} \mathrm{H}_{44} \mathrm{CuF}_{6} \mathrm{~N}_{8} \mathrm{O}_{6}$ | $\mathrm{C}_{48} \mathrm{H}_{54} \mathrm{Cl}_{2} \mathrm{CuN}_{6} \mathrm{O}_{8}$ | $\mathrm{C}_{46} \mathrm{H}_{48} \mathrm{Cl}_{2} \mathrm{CuN}_{8} \mathrm{O}_{6}$ | $\mathrm{C}_{50} \mathrm{H}_{60} \mathrm{CuN}_{6} \mathrm{O}_{8}$ |
| $M_{\mathrm{r}}$ | 1016.504 | 982.448 | 977.450 | 943.395 | 936.615 |
| Crystal system | Monoclinic | Triclinic | Monoclinic | Triclinic | Monoclinic |
| Space group | $P 2_{1} / \mathrm{c}$ | P-1 | $P 2_{1} / n$ | $P-1$ | $P 2_{1} / n$ |
| T/K | 100(1) | 100(1) | 100(1) | 100(1) | 100(1) |
| $a / \AA$ | 7.2566(2) | 7.9291(3) | 7.9338(1) | 7.7476(4) | 7.8787(1) |
| b/A | 37.7315(9) | 12.155(5) | 10.2793(2) | 11.6292(6) | 10.3607(3) |
| c/A | 8.4952(3) | 12.7150(5) | 28.5066(5) | 12.4652(7) | 28.6114(5) |
| $\alpha /{ }^{\circ}$ | 90 | 76.947(3) | 90 | 82.283(4) | 90 |
| $\beta /{ }^{\circ}$ | 103.354(4) | 72.828(3) | 94.659(1) | 74.404(4) | 94.888(1) |
| $\gamma /{ }^{\circ}$ | 90 | 70.520(3) | 90 | 76.633(4) | 90 |
| $V / \AA^{3}$ | 2263.11(12) | 1092.7(5) | 2317.14(7) | 1049.32(10) | 2327.02(8) |
| Z | 2 | 1 | 2 | 1 | 2 |
| $\lambda / \AA$ | 1.54186 | 1.54186 | 1.54186 | 1.54186 | 1.54186 |
| Abs. correction | Multi-scan, LANA | Multi-scan, LANA | Multi-scan, LANA | Multi-scan, LANA | Multi-scan, LANA |
| $\mu / \mathrm{mm}^{-1}$ | 1.438 | 1.448 | 2.224 | 2.414 | 1.158 |
| Crystal size/mm | $0.35 \times 0.15 \times 0.12$ | $0.36 \times 0.09 \times 0.09$ | $0.35 \times 0.32 \times 0.25$ | $0.25 \times 0.21 \times 0.05$ | $0.32 \times 0.25 \times 0.18$ |
| $\rho_{\text {calc }} / \mathrm{g} . \mathrm{cm}^{-3}$ | 1.492 | 1.492 | 1.401 | 1.493 | 1.337 |
| $S$ | 1.015 | 1.096 | 1.064 | 1.047 | 1.073 |
| $R_{1}[I>2 \sigma(\mathrm{I})$ ] | 0.0283 | 0.0178 | 0.0191 | 0.0237 | 0.0240 |
| $w R_{2}$ [all data] | 0.0739 | 0.0372 | 0.0486 | 0.0581 | 0.0556 |
| $\left.\underset{\AA_{\text {max }}^{-3}}{\Delta\rangle_{\min }} \Delta\right\rangle_{\operatorname{mi}}$ | 0.74, -0.30 | 0.40, -0.19 | 0.18, -0.38 | 0.25, -0.38 | 0.34, -0.30 |
| CCDC | 2202673 | 2202674 | 2202675 | 2202676 | 2202677 |

The trifluoromethyl group of the niflumate ligand in the crystal structure of 2 was disordered in three parts (Supplementary Figure S4), represented by atoms with occupation factors of $0.51(2)$ (green lines), $0.29(2)$ (orange lines) and $0.20(2)$ (violet lines). The occupation factors were specified using the SUMP instruction. HAR refinement was carried out using restraints $\mathrm{C}-\mathrm{F}$ and $\mathrm{F} \cdots \mathrm{F}$ distances using SADI instructions. All fluorine atoms were refined anisotropically with RIGU instruction restraints. Isostructural complexes 3 and 5 contained similarly disordered tolfenamate (3) (Supplementary Figure S5) or mefenamate (5) (Supplementary Figure S7) ligands in two positions (green lines for main parts, and violet lines for minor parts) with a ratio of occupancy factors of $0.850(1) / 0.150(1)$ for 3 and $0.710(1) / 0.290(1)$ for 5 . The disordered parts of the tolfenamate or mefenamate ligands of both compounds were modeled and refined with constraints and restraints using the SAME instructions, supplemented with SADI/DFIX instructions for $\mathrm{C}-\mathrm{H}$ distances and RIGU and EADP instructions for non-hydrogen atoms.

### 3.4. Hirshfeld Surface Analysis

Crystal Explorer [64] was used to calculate the Hirshfeld surfaces [65] and associated fingerprint plots [39,66]. The Hirshfeld surface for complex 2 was calculated including all three orientations of the disordered $-\mathrm{CF}_{3}$ group with their partial occupancies. The Hirshfeld surfaces of strongly disordered complexes 3 and 5 were calculated separately for the main and minor disordered components.

### 3.5. Electrochemical Study

The redox behavior of the studied complexes ( $10^{-4} \mathrm{M}$ for all substances) was determined via a cyclic voltammetry study using an argentochloride reference electrode, platinum counter electrode and boron-doped diamond (BDD) working electrode (diameter of 3 mm , boron doping level of 1000 ppm , Windsor Scientific Ltd., UK). All voltammetric curves were registered at the potential range from -1.0 to +1.5 V using a scan rate of $100 \mathrm{mV} / \mathrm{s}$.

### 3.6. Interactions with ct-DNA

### 3.6.1. Absorption Titrations

Interactions of the prepared complexes 1-4 with DNA were studied with UV-Vis monitored absorption titrations. In this experiment, a DNA stock solution was prepared by dissolving 6 mg of DNA in 5 mL of citrate buffer (containing 15 mM of sodium citrate and 150 mM of NaCl at $\mathrm{pH}=7.0$ ). The concentration of DNA was then determined with UV-Vis spectroscopy, where 0.150 mL of stock solution of DNA was added to 2.85 mL of citrate buffer, using a molar absorption coefficient of DNA at $260 \mathrm{~nm}\left(6600 \mathrm{M}^{-1} \mathrm{~cm}^{-1}\right)$ [67]. The ratio of absorbance at 260 nm and at 280 nm indicated that the DNA was sufficiently pure from proteins [68]. Increasing concentrations of DNA were then added to a buffer/DMSO solution ( $<1 \% \mathrm{DMSO}$ ) of the corresponding complex. The magnitudes of the binding strength of the complex-DNA interactions expressed as the intrinsic binding constant $K_{\mathrm{b}}$ were calculated with the ratio of slope to the intercept in the plots $[D N A] /\left(\varepsilon_{A}-\varepsilon_{f}\right)$ versus [DNA], according to the Wolfe-Shimmer equation (Equation (1)):

$$
\begin{equation*}
\frac{[D N A]}{\left(\varepsilon_{a}-\varepsilon_{f}\right)}=\frac{[D N A]}{\left(\varepsilon_{b}-\varepsilon_{f}\right)}+\frac{1}{K_{b}\left(\varepsilon_{b}-\varepsilon_{f}\right)} \tag{1}
\end{equation*}
$$

where the meaning of all symbols can be found elsewhere [48]. Control measurements with DMSO were performed, and no changes in the spectra of DNA were observed.

### 3.6.2. Fluorescence Quenching of EB-DNA Adduct

The ability of the prepared complexes to displace the standard intercalator ethidium bromide (EB) from the EB-DNA adduct was investigated with fluorescence spectroscopy. The EB-DNA adduct was prepared by adding $20 \mu \mathrm{M}$ EB and $54 \mu \mathrm{M}$ DNA in a buffer ( 15 mM of sodium citrate and 150 mM of NaCl at $\mathrm{pH}=7.0$ ). The possible intercalating effect of the compounds was studied by adding increasing concentrations of a corresponding complex into a solution of the DNA-EB complex. The fluorescence emission spectra were recorded in the range of $550-800 \mathrm{~nm}$ with an excitation wavelength of 515 nm . A decrease in the intensity of the EB-DNA emission band at 615 nm was monitored for complexes 1-4 and were correlated with the same measurement with DMSO. The quenching of the EB-DNA emission band by compounds 1-4 and DMSO was calculated via the Stern-Volmer equation (Equation (2))

$$
\begin{equation*}
I_{0} / I=1+k_{q} \tau_{0}[Q]=1+K_{S V}[Q] \tag{2}
\end{equation*}
$$

where $k_{\mathrm{q}}\left(\mathrm{M}^{-1} \mathrm{~s}^{-1}\right)$ is the quenching constant of complexes $\mathbf{1 - 4}, K_{\mathrm{SV}}\left(\mathrm{M}^{-1}\right)$ is the value of the dynamic quenching constant, $\tau_{0}$ is the average lifetime of the EB-DNA adduct in the absence of the quencher ( $23 \times 10^{-9} \mathrm{~s}$ ), and $[Q]$ is the concentration of the quencher. $I_{0}$ is
the initial fluorescence intensity of the EB-DNA adduct, and I is the fluorescence intensity of the EB-DNA adduct after the addition of the complexes. $K_{S V}$ can be obtained from the slope of the $I_{0} / I$ versus [ $Q$ ] plot [21].

### 3.6.3. Viscosimetric Studies

Changes in the viscosity of the DNA solution $(0.1 \mathrm{mM})$ were measured in the presence of increasing concentrations of the compounds in a buffer solution ( 15 mM of sodium citrate and 150 mM of NaCl at $\mathrm{pH}=7.0$ ) at a constant temperature $25^{\circ} \mathrm{C}$. The measurements were carried out using an ALPHA L Fungilab rotational viscometer equipped with an 18 mL ELVAS spindle, and the measurements were performed at 60 rpm . The relation between the relative solution viscosity $\left(\eta / \eta_{0}\right)$ and DNA length $\left(I / I_{0}\right)$ is given by Equation (3), where $\eta$ and $\eta_{0}$ are the viscosities of DNA in the presence and absence of the studied complex.

$$
\begin{equation*}
\left(\frac{\eta}{\eta_{0}}\right)^{1 / 3}=\frac{I}{I_{0}} \tag{3}
\end{equation*}
$$

### 3.7. SOD Mimetic Activity

The ability of the copper complexes to scavenge superoxide radical anions was determined using the NBT (Nitro-Blue Tetrazolium) indirect colorimetric test, in which the xanthine/ xanthine oxidase $(\mathrm{X} / \mathrm{XO})$ system was used as a superoxide-generating system [27]. The extent of NBT reduction was monitored spectrophotometrically by measuring the absorbance at 560 nm for 5 min . The reaction mixture contained 0.2 mM of xanthine and 0.6 mM of NBT in 0.1 mM of a sodium phosphate buffer at a pH of 7.8 and at $25^{\circ} \mathrm{C}$ with a volume of 3 mL . The tested compounds were dissolved in DMSO. The concentration of xanthine-oxidase ( XO ) was experimentally designed to give an absorbance change $(\Delta \mathrm{A} / \mathrm{min})$ between 0.035 and 0.045 . Inhibitory concentrations were calculated from the slopes of individual curves with Equation (4):

$$
\begin{equation*}
I C=\frac{b_{0}-b}{b_{0}} \tag{4}
\end{equation*}
$$

where $b_{0}$ is the slope of the non-inhibited system, and $b$ is the slope of the inhibited system with a corresponding complex concentration. $I C_{50}$ values were obtained from the graphical dependence of the inhibitory concentration and the concentration of the complex [42]. An investigation of the formation of $\mathrm{Cu}(\mathrm{I})$ ions after reduction with the superoxide radical anion was conducted via UV-Vis spectroscopy using a specific $\mathrm{Cu}(\mathrm{I})$ chelating agent, neocuproine (2,9-dimethyl-1,10-phenanthroline). Potassium superoxide $\left(\mathrm{KO}_{2}\right)$ was used as a source of the superoxide anion together with 18-crown-6-ether, which acted as a stabilizing agent. The absorption spectra were measured in the range of $400-800 \mathrm{~nm}$ after the addition of $500 \mu \mathrm{~L}$ of 1 mM of neocuproine and $500 \mu \mathrm{~L}$ of 1 mM of potassium superoxide DMSO solution to $500 \mu \mathrm{~L}$ of 1 mM of complex 1-4 DMSO solution using the Specord 250 plus UV/Vis spectrometer [27].

### 3.8. Bovine Serum Albumin (BSA) Binding Studies

The albumin binding studies for complexes 1-4 were performed with tryptophan fluorescence emission quenching experiments using BSA $(30 \mu \mathrm{M})$ in a buffer solution (containing 15 mM of trisodium citrate and 150 mM of NaCl at a pH of 7.0). The quenching of the emission intensity of the tryptophan residues of BSA at 336 nm was monitored using increasing concentrations of complexes $\mathbf{1 - 4}$ as quenchers [21]. The fluorescence emission spectra were recorded in the range of $300-420 \mathrm{~nm}$ with an excitation wavelength of 280 nm . The values of the Stern-Volmer constant $K_{S V}\left(\right.$ in $\left.^{-1}\right)$, the BSA quenching constant $k_{\mathrm{q}}\left(\mathrm{in} \mathrm{M}^{-1} \mathrm{~s}^{-1}\right.$ ) and the BSA binding constant $K_{B S A}$ (in $\mathrm{M}^{-1}$ ) for the interaction of
the compounds with BSA were derived with the Stern-Volmer (Equation (2)) and Scatchard equations (Equation (5)).

$$
\begin{equation*}
\frac{\Delta I / I_{0}}{[Q]}=n K-K \frac{\Delta I}{I_{0}} \tag{5}
\end{equation*}
$$

where $K\left(\right.$ in $\left.^{-1}\right)$ is the value of the bovine serum albumin constant $K_{\text {BSA }}, n$ is the number of binding sites per albumin, and $[Q]$ is the concentration of the quencher. $I_{0}$ is the initial fluorescence intensity of the tryptophan residues of albumin, and $I$ is the fluorescence intensity of albumin after the addition of the complexes. $K_{B S A}$ can be obtained from the slope of the $\Delta I / I_{0} /[Q]$ versus $\Delta I / I_{0}$, and $n$ can be calculated from the intercept [29].

### 3.9. Anticancer Studies

### 3.9.1. Cell Culture

Human lung cancer cells (A549), human breast cancer cells (MCF-7) and human glioblastoma cells (U-118MG) were purchased from the American Type Culture Collection (Manassas, VA, USA) and were maintained in Dulbecco's Modified Eagle Medium (DMEM, Life Technologies, Inc., Rockville, MD, USA) containing $10 \%$ fetal bovine serum, $100 \mu \mathrm{~g} / \mathrm{mL}$ of streptomycin and $100 \mathrm{U} / \mathrm{mL}$ of penicillin G at $37^{\circ} \mathrm{C}$ in a humidified atmosphere of $5 \% \mathrm{CO}_{2} / 95 \%$ air. Human lung fibroblasts (MRC-5) (ECACC, Salisbury, UK) were cultured in MEM containing $10 \%$ fetal bovine serum, $1 \%$ non-essential amino acids and $1 \% \mathrm{~L}$ glutamine and penicillin-streptomycin mixture at $37^{\circ} \mathrm{C}$ in a humidified atmosphere of $5 \% \mathrm{CO}_{2} / 95 \%$ air. For our experiments, cells were seeded on culture dishes or plates in the amounts described below. Cells at passage numbers 10-13 were used.

### 3.9.2. Cytotoxic Analysis

We determined the cytotoxic effects of four copper complexes 1-4 on carcinoma cells and healthy cells by using the MTT [3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide] colorimetric technique [69]. Cells were seeded ( $8 \times 10^{3}$ cells $/ 200 \mu \mathrm{~L}$ well) in individual wells of $96-$ multiwell plates. We added different concentrations of copper complexes ( $20-1000 \mu \mathrm{~mol} / \mathrm{L}$ ) to the cells and incubated them for 24,48 and 72 h at $37{ }^{\circ} \mathrm{C}$ (humidified atmosphere of $5 \% \mathrm{CO}_{2} / 95 \%$ air). After 72 h , the cells were treated with the MTT solution ( $5 \mathrm{mg} / \mathrm{mL}$ ) in PBS (phosphate-buffered saline) ( $20 \mu \mathrm{~L}$ ) for 4 h . The dark crystals of formazan, formed in intact cells, were dissolved in DMSO (dimethyl sulfoxide) $(200 \mu \mathrm{~L})$. The plates were shaken for 15 min , and the optical density was determined at 490 nm using a MicroPlate Reader (Biotek, Winooski, VT, USA). All dye exclusion tests were performed three times.

### 3.9.3. Genotoxic Analysis

We determined DNA strand breaks in MCF-7 cells after 72 h of incubation with complex 4 at an $I C_{50}$ value. DNA strand breaks were measured using the alkaline comet assay [70]. Cells were resuspended in $400 \mu \mathrm{~L}$ of $0.8 \%$ low-melting-point agarose in PBS at $37^{\circ} \mathrm{C}$ and pipetted onto a frosted microscope slide precoated with $100 \mu \mathrm{~L}$ of $1 \%$ normal-melting-point agarose. Slides with layers of cells in agarose were incubated in a refrigerator for $10 \mathrm{~min}\left(4^{\circ} \mathrm{C}\right)$ and then immersed in a lysis solution ( $2.5 \mathrm{~mol} / \mathrm{L} \mathrm{NaCl}, 100 \mathrm{mmol} / \mathrm{L}$, $\mathrm{Na}_{2}$ EDTA, $10 \mathrm{mmol} / 1$ Tris, $1 \%$ Triton, pH of 10) for 1 h to remove cell membranes. After lysis, slides were placed in a horizontal electrophoresis tank containing an electrophoresis solution ( $1 \mathrm{mmol} / \mathrm{L} \mathrm{Na}_{2}$ EDTA, $300 \mathrm{mmol} / \mathrm{L} \mathrm{NaOH}, \mathrm{pH}$ of 13 ) at $4{ }^{\circ} \mathrm{C}$ for 40 min (DNA uncoiling). Electrophoresis measurements were performed in the same solution at 25 V , 300 mA and $4^{\circ} \mathrm{C}$ for 30 min . The slides were washed three times for 5 min at $4^{\circ} \mathrm{C}$ with a neutralizing buffer ( $0.4 \mathrm{mmol} / \mathrm{L}$ Tris, pH of 7.5 ) before staining with $20 \mu \mathrm{~L}$ of $4^{\prime}, 6$-diamidine-2-phenylindole dihydrochloride (DAPI, $1 \mu \mathrm{~g} / \mathrm{mL}$ solution in distilled water). Comets were viewed with fluorescence microscopy after staining with DAPI.

### 3.9.4. Statistical Analysis

The results obtained from the comet assay are shown as the arithmetic means $\pm$ the standard deviation (SD). The significance of differences between values acquired with the comet assay was evaluated with Student's $t$-test to determine if the values were statistically different from those of the control: ${ }^{*} p<0.05$.

## 4. Conclusions

In this report, we discuss the synthesis, structural and spectroscopic characterization and biological activity of five copper (II) complexes with $N, N$-dietlylnicotinamide and fenamate ligands. The following complexes were prepared: $\left[\mathrm{Cu}(\mathrm{fluf})_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right](\mathbf{1})$, $\left[\mathrm{Cu}(\text { nifl })_{2}(\text { dena })_{2}\right](2),\left[\mathrm{Cu}(\text { tolf })_{2}(\text { dena })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right](3),\left[\mathrm{Cu}(\text { clon })_{2}(\text { dena })_{2}\right](4)$ and $\left[\mathrm{Cu}(\text { mef })_{2}\right.$ (dena) $\left.)_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right]$ (5). The complexes were characterized in terms of their elemental composition, structure, physico-chemical and biological properties. The crystal structures of the studied compounds were refined using a more accurate aspherical HAR method using data measured with a high redundancy at 100 K . The crystal structures revealed the different influences of benzene versus the pyridine ring on the possibility of the coplanarity of fenamate anions and thus also the possibility of forming hydrogen bonds and/or $\pi-\pi$ stacking interactions. The studied complexes are monomeric, forming a distorted tetragonal bipyramidal stereochemistry around a central copper ion. Complex 1 and the isostructural complexes 3 and 5 crystallize in a monoclinic system with a $P 2_{1} / \mathrm{c}(\mathbf{1})$ or $P 2_{1} / \mathrm{n}(3,5)$ space group, while the nearly isostructural complexes 2 and 4 crystallize in a triclinic system with a $P-1$ space group. The fenamate ligands are coordinated to a copper atom either monodentately $(\mathbf{1}, \mathbf{3}, 5)$ or asymmetrical chelating bidentately $(\mathbf{2}, 4)$. The complex molecules of 1-5 are connected in 1D supramolecular chains by means of intermolecular hydrogen bonds and $\pi-\pi$ stacking interactions. In addition, Hirshfeld surface analysis was used to quantitatively identify the intermolecular interactions in the crystal structures of all five compounds.

The EPR spectra of solid-state and frozen DMSO solutions of 1-5 were monomeric with axial symmetry and with a relative ordering of axial $g$ factors of $g_{\|}>g_{\perp} \sim g_{e}$, showing either resolved or unresolved copper parallel hyperfine interactions. The similarity between the solid and solution EPR data suggests a resemblance in the geometries of the studied complexes in accordance with the observed crystal structures.

The SOD mimetic activity of the complexes was studied indirectly using an NBT assay, and the complexes were characterized by means of $I C_{50}(1.41-3.46 \mu \mathrm{M})$. The obtained inhibition concentrations showed that the complexes are good SOD mimetics, with the best results obtained for 2 and 4 . The cyclic voltammetry results confirmed the quasireversible nature of the redox processes on the studied complexes, with values of $E_{1 / 2}$ that are in agreement with the SOD mimetic activity of the complexes. The interactions of complexes 1-4 with neocuproine and $\mathrm{KO}_{2}$ were, again, in agreement with the SOD data and support the hypothesis of the redox cycling mechanism between the studied copper complexes and superoxide.

The potential of complexes 1-4 to interact with DNA was also investigated. Absorption titration studies pointed to the intercalative binding of our complexes to DNA with a relatively strong binding constant of $K_{\mathrm{b}}\left(10^{5}\right)$, especially in cases of 4 and 1 . In the viscosity measurements, we observed a continual increase in the relative DNA viscosity for all four complexes, indicating a possible intercalation mechanism of interaction between the complexes and DNA. The intercalating ability of the complexes toward DNA was also studied with an ethidium-bromide-displacement-fluorescence-based method. The results revealed moderate intercalative ability toward DNA. In addition, the affinity of the complexes to interact with bovine serum albumin was studied, showing tight and reversible mutual interactions, as revealed by relatively high binding constants $K_{\text {BSA }}$ (of order $10^{5}$ ) and quenching constants $k_{\mathrm{q}}$ (of order $10^{13}$ ) for all four complexes. In the case of comparing the structures and biological activity of structurally similar complexes $2,4 \mathrm{vs}$. 1, 3, no distinct trend was observed.

The cytotoxic activity of the studied complexes revealed that only complex 4 exhibited cytotoxic activity on the MCF-7 tumor cell line after 72 h of exposure with an $I C_{50}$ value of $0.57 \times 10^{-4} \mathrm{M}$.

Supplementary Materials: The following supporting information can be downloaded at https: //www.mdpi.com/article/10.3390/inorganics11030108/s1: Figures S1-S20: IR spectra; UV-Vis spectra; crystal structures, 3D Hirshfeld surfaces, 2D fingerprints plots; Scatchard plots; Table S1: Hydrogen bond parameters. checkCIF and crystallographic data (excluding structure factors) for the structures reported in this paper were deposited into the Cambridge Crystallographic Data Centre as supplementary publications, nos. CCDC-2202673-2202677. Copies of the data can be obtained free of charge on application to the CCDC, 12 Union Road, Cambridge CB2 1EZ, UK [fax: (internat.) +44 1223/336033; e-mail: deposit@ccdc.cam.ac.uk].

Author Contributions: Conceptualization, J.Š. and M.P.; methodology, M.P., J.V. and J.Š.; investigation, M.P., M.S., K.K., L.'Š., J.M., M.V. and J.Š.; writing-original draft preparation, J.Š.; writingreview and editing, J.V., J.M. and M.V.; visualization, J.Š. and M.P.; supervision, J.Š. All authors have read and agreed to the published version of the manuscript.
Funding: Slovak grant agencies (VEGA 1/0482/20, VEGA 1/0159/20, VEGA 1/0686/23, APVV-190087, APVV-18-0016 and VEGA 1/0145/20) are acknowledged for their financial support.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript; or in the decision to publish the results.

## References

1. Bindu, S.; Mazumder, S.; Bandyopadhyay, U. Non-steroidal anti-inflammatory drugs (NSAIDs) and organ damage: A current perspective. Biochem. Pharmacol. 2020, 180, 114147. [CrossRef] [PubMed]
2. Ramos-Inza, S.; Carolina, R.A.; Sanmartin, C.; Sharma, A.K.; Plano, D. NSAIDs: Old Acquaintance in the Pipeline for Cancer Treatment and Prevention-Structural Modulation, Mechanisms of Action, and Bright Future. J. Med. Chem. 2021, 64, 16380-16421. [CrossRef]
3. Weder, J.E.; Dillon, C.T.; Hambley, T.W.; Kennedy, B.J.; Lay, P.A.; Biffin, J.R.; Regtop, H.L.; Davies, N.M. Copper complexes of non-steroidal anti-inflammatory drugs: An opportunity yet to be realized. Coord. Chem. Rev. 2002, 232, 95-126. [CrossRef]
4. Matsui, H.; Shimokawa, O.; Kaneko, T.; Nagano, Y.; Rai, K.; Hyodo, L. The pathophysiology of non-steroidal anti-inflammatory drug (NSAID)-induced mucosal injuries in stomach and small intestine. J. Clin. Biochem. Nutr. 2011, 48, 107-111. [CrossRef] [PubMed]
5. Psomas, G. Copper(II) and zinc(II) coordination compounds of non-steroidal anti-inflammatory drugs: Structural features and antioxidant activity. Coord. Chem. Rev. 2020, 412, 213259. [CrossRef]
6. Sun, J.-F.; Xu, Y.-J.; Kong, X.-H.; Su, Y.; Wang, Z.-Y. Fenamates inhibit human sodium channel Nav1.7 and Nav1.8. Neurosci. Lett. 2019, 696, 67-73. [CrossRef] [PubMed]
7. Hill, J.; Zawia, N.H. Fenamates as Potential Therapeutics for Neurodegenerative Disorders. Cells 2021, 10, 702. [CrossRef] [PubMed]
8. Prasher, P.; Sharma, M. Medicinal chemistry of anthranilic acid derivatives: A mini review. Drug Dev. Res. 2021, 82, 945-958. [CrossRef]
9. Moncol, J.; Múdra, M.; Lönnecke, P.; Hewitt, M.; Valko, M.; Morris, H.; Švorec, J.; Melnik, M.; Mazúr, M.; Koman, M. Crystal structures and spectroscopic behavior of monomeric, dimeric and polymeric copper(II) chloroacetate adducts with isonicotinamide, $N$-methylnicotinamide and $N, N$-diethylnicotinamide. Inorg. Chim. Acta 2007, 360, 3213-3225. [CrossRef]
10. Choi, H.-E.; Choi, J.-H.; Lee, J.Y.; Kim, J.H.; Kim, J.H.; Lee, J.K.; Kim, G.I.; Park, Y.; Chi, Y.H.; Paik, S.H.; et al. Synthesis and evaluation of nicotinamide derivative as anti-angiogenic agents. Bioorganic Med. Chem. Lett. 2013, 23, 2083-2088. [CrossRef]
11. Peng, M.; Shi, L.; Ke, S. Nicotinamide-based diamides derivatives as potential cytotoxic agents: Synthesis and biological evaluation. Chem. Cent. J. 2017, 11, 109. [CrossRef]
12. Banti, C.N.; Hadjikakou, S.K. Non-steroidal anti-inflammatory drugs (NSAIDs) in metal complexes and their effect at the cellular level. Eur. J. Inorg. Chem. 2016, 2016, 3048-3071. [CrossRef]
13. Khan, H.Y.; Parveen, S.; Yousuf, I.; Tabassum, S.; Arjmand, F. Metal complexes of NSAIDs as potent anti-tumor chemotherapeutics: Mechanistic insights into cytotoxic activity via multiple pathways primarily by inhibition of COX-1 and COX-2 enzymes. Coord. Chem. Rev. 2022, 453, 214316. [CrossRef]
14. Boodram, J.N.; Mcgregor, I.J.; Bruno, P.M.; Cressey, P.B.; Hemann, M.T.; Suntharalingam, K. Breast Cancer Stem Cell Potent Copper(II)-Non-Steroidal Anti-Inflammatory Drug Complexes. Angew. Chem. Int. Ed. 2016, 55, 2845-2850. [CrossRef]
15. Eskandari, A.; Boodram, J.N.; Cressey, P.B.; Lu, C.; Bruno, P.M.; Hemann, M.T.; Suntharalingam, K. The breast cancer stem cell potency of copper(II) complexes bearing nonsteroidal anti-inflammatory drugs and their encapsulation using polymeric nanoparticles. Dalton Trans. 2016, 45, 17867-17873. [CrossRef] [PubMed]
16. Johnson, A.; Iffland-Muhlhaus, L.; Northcote-Smith, J.; Singh, K.; Ortu, F.; Apfel, U.P.; Suntharalingam, K. A bioinspired redoxmodulating copper(II)-macrocyclic complex bearing non-steroidal anti-inflammatory drugs with anti-cancer stem cell activity. Dalton Trans. 2022, 51, 5904-5912. [CrossRef] [PubMed]
17. Zehra, S.; Tabassum, S.; Arjmand, F. Biochemical pathways of copper complexes: Progress over the past 5 years. Drug Discov. Today 2021, 26, 1086-1096. [CrossRef]
18. Kumar, S.; Sharma, R.P.; Venugopalan, P.; Ferretti, V.; Tarpin, M.; Sayen, S.; Guillon, E. New copper(II) niflumate complexes with N -donor ligands: Synthesis, characterization and evaluation of anticancer potentional against human cell lines. Inorg. Chim. Acta 2019, 488, 260-268. [CrossRef]
19. Khan, H.Y.; Zehra, S.; Parveen, S.; Yousuf, I.; Tabassum, S.; Arjmand, F. New ionic Cu (II) and $\mathrm{Co}(\mathrm{II})$ DACH-flufenamate conjugate complexes: Spectroscopic characterization, single X-ray studies and cytotoxic activity on human cancer cell lines. ChemistrySelect 2018, 3, 12764-12772. [CrossRef]
20. Nnabuike, G.G.; Salunke-Gawali, S.; Patil, A.S.; Butcher, R.J.; Obaleye, J.A.; Ashtekar, H.; Prakash, B. Copper(II) complexes containing derivative of aminobenzoic acid and nitrogen-rich ligans: Synthesis, characterization and cytotoxic potential. J. Mol. Struct. 2023, 1279, 135002. [CrossRef]
21. Malis, G.; Geromichalou, E.; Geromichalos, G.D.; Hatzidimitriou, A.G.; Psomas, G. Copper(II) complexes with non-steroidal anti-inflammatory drugs: Structural characterization, in vitro and in silico biological profile. J. Inorg. Biochem. 2021, 224, 111563. [CrossRef] [PubMed]
22. Sharma, R.P.; Kumar, S.; Venugopalan, P.; Ferretti, V.; Tarushi, A.; Psomas, G.; Witwicki, M. New copper(II) complexes of anti-inflammatory drug mefenamic acid: A concerted study including synthesis, physicochemical characterization and their biological evaluation. RSC Adv. 2016, 6, 88546-88558. [CrossRef]
23. Tolia, C.; Papadopoulos, A.N.; Raptopoulou, C.P.; Psycharis, V.; Garino, C.; Salassa, L.; Psomas, G. Copper(II) interacting with non-steroidal antiinflammatory drug flufenamic acid: Structure, antioxidant activity and binding to DNA and albumins. J. Inorg. Biochem. 2013, 123, 53-65. [CrossRef]
24. Dimiza, F.; Fountoulaki, S.; Papadopoulos, A.N.; Kontogiorgis, C.A.; Tangoulis, V.; Raptopoulou, C.P.; Psycharis, V.; Terzis, A.; Kessissoglou, D.P.; Psomas, G. Non-steroidal antiinflammatory drug-copper(II) complexes: Structure and biological perpectives. Dalton Trans. 2011, 40, 8555-8568. [CrossRef]
25. Barmpa, A.; Perontsis, S.; Hatzidimitriou, A.G.; Psomas, G. Copper(II) complexes with meclofenamate ligands: Structure, interaction with DNA and albumins, antioxidant and anticholinergic activity. J. Inorg. Biochem. 2011, 217, 111357. [CrossRef]
26. Tarushi, A.; Perontsis, S.; Hatzidimitriou, A.G.; Papadopoulos, A.N.; Kessissoglou, D.P.; Psomas, G. Copper(II) complexes with the non-steroidal anti-inflammatory drug tolfenamic acid: Structure and biological features. J. Inorg. Biochem. 2015, 149, 68-79. [CrossRef] [PubMed]
27. Simunkova, M.; Lauro, P.; Jomova, K.; Hudecova, L.; Danko, M.; Alwasel, S.; Alhazza, I.M.; Rajcaniova, S.; Kozovska, Z.; Kucerova, L.; et al. Redox-cycling and intercalating properties of novel mixed copper(II) complexes with non-steroidal antiinflammatory drugs tolfenamic, mefenamic and flufenamic acids and phenanthroline functionality: Structure, SOD-mimetic activity, interaction with albumin, DNA damage study and anticancer activity. J. Inorg. Biochem. 2019, 194, 97-113. [CrossRef]
28. Jozefíková, F.; Perontsis, S.; Koňáriková, K.; Švorc, L'.; Mazúr, M.; Psomas, G.; Moncol, J. In vitro biological activity of copper(II) complexes with NSAIDs and nicotinamide: Characterization, DNA- and BSA-interaction study and anticancer activity. J. Inorg. Biochem. 2022, 228, 111696. [CrossRef]
29. Jozefíková, F.; Perontsis, S.; Šimunková, M.; Barbieriková, Z.; Švorc, L'.; Valko, M.; Psomas, G.; Moncol, J. Novel copper(II) complexes with fenamates and isonicotinamide: Structure and properties, and interactions with DNA and serum albumin. New J. Chem. 2020, 44, 12827-12842. [CrossRef]
30. Melník, M.; Potočňak, I.; Macášková, L.; Mikloš, D.; Holloway, C.E. Spectral study of copper(II) flufenamates: Crystal and molecular structure of bis(flufenamato)di( $\mathrm{N}, \mathrm{N}$-diethylnicotinamide)di(aqua)copper(II). Polyhedron 1996, 15, 2159-2164. [CrossRef]
31. Švorec, J.; Lörinc, Š.; Moncol, J.; Melník, M.; Koman, M. Structural and spectroscopic characterization of copper(II) tolfenamate complexes. Transit. Met. Chem. 2009, 34, 703-710. [CrossRef]
32. Melník, M.; Koman, M.; Macášková, L'; Glowiak, T. Spectral and magnetic properties of copper(II) mefenamates: Crystal and molecular structure of bis(mefenamato)di(N,N-diethylnicotinamide)di(aqua)copper(II). J. Coord. Chem. 1998, 44, 163-172. [CrossRef]
33. Koman, M.; Melník, M.; Glowiak, T. Structure, spectral and magnetic behaviours of copper(niflumato) $)_{2}\left(\mathrm{~N}, \mathrm{~N}\right.$-diethylnicotinamide) ${ }_{2}$. J. Coord. Chem. 1998, 44, 133-139. [CrossRef]
34. Nakamoto, K. Infrared and Raman Spectra of Inorganic and Coordination Compounds, Part B, 6th ed.; John Wiley and Sons, Inc.: Hoboken, NJ, USA, 2009; pp. 1-199.
35. Hathaway, B.J.; Billing, D.E. The electronic properties and stereochemistry of mono-nuclear complexes of the copper(II) ion. Coord. Chem. Rev. 1970, 5, 143. [CrossRef]
36. Moncol, J.; Mudra, M.; Lönnecke, P.; Koman, M.; Melník, M. Copper(II) halogenopropionates: Low-temperature crystal and molecular structure of bis(2,2-dichloropropionato)-di(methyl-3-pyridylcarbamate)copper(II) and bis(2-bromopropionato)- di(2pyridylmethanol)copper(II). J. Coord. Chem. 2004, 57, 1065-1078. [CrossRef]
37. Korabik, M.; Repická, Z.; Martiška, L.; Moncol, J.; Švorec, J.; Padelkova, Z.; Lis, T.; Mazur, M.; Valigura, D. Hydrogen-Bond-Based Magnetic Exchange Between mu-Diethylnicotinamide(aqua)bis(X-salicylato)copper(II) Polymeric Chains. Z. Anorg. Allg. Chem. 2011, 637, 224-231. [CrossRef]
38. Spackman, M.A.; Jayalitaka, D. Hirshfeld surface analysis. CrystEngComm 2009, 11, 19-32. [CrossRef]
39. Spackman, M.A.; McKinnon, J.J. Fingerprinting intermolecular interactions in molecular crystals. CrystEngComm 2002, 4, 378-392. [CrossRef]
40. Sakaguchi, U.; Addison, A.W. Spectroscopic and redocx studies of some copper (II) ccomplexes with biomimetic donor atomsImplication for protein copper centers. J. Chem. Soc. Dalton Trans. 1979, 600-608. [CrossRef]
41. Puchonova, M.; Švorec, J.; Š̌vorc, L.; Pavlik, J.; Mazur, M.; Dlhan, L.; Ruzickova, Z.; Moncol', J.; Valigura, D. Synthesis, spectral, magnetic properties, electrochemical evaluation and SOD mimetic activity of four mixed-ligand $\mathrm{Cu}(\mathrm{II})$ complexes. Inorg. Chim. Acta 2017, 455, 298-306. [CrossRef]
42. Kovala-Demertzi, D.; Galani, A.; Demertzis, M.A.; Skoulika, S.; Kotoglou, C. Binuclear copper(II) complexes of tolfenamic: Synthesis, crystal structure, spectroscopy and superoxide dismutase activity. J. Inorg. Biochem. 2004, 98, 358-364. [CrossRef] [PubMed]
43. Sheng, Y.; Abreu, I.A.; Cabelli, D.E.; Maroney, M.J.; Miller, A.; Teixeira, M.; Valentine, J.S. Superoxide Dismutases and Superoxide Reductases. Chem. Rev. 2014, 114, 3854-3918. [CrossRef] [PubMed]
44. Brezova, V.; Valko, M.; Breza, M.; Morris, H.; Telser, J.; Dvoranova, D.; Kaiserova, K.; Varecka, L.; Mazur, M.; Leibfritz, D. Role of radicals and singlet oxygen in photoactivated DNA cleavage by the anticancer drug camptothecin: An electron paramagnetic resonance study. J. Phys. Chem. B 2003, 107, 2415-2425. [CrossRef]
45. Santini, C.; Pellei, M.; Gandin, V.; Porchia, M.; Tisato, F.; Marzano, C. Advances in Copper Complexes as Anticancer Agents. Chem. Rev. 2014, 114, 815-862. [CrossRef]
46. Erxleben, A. Interactions of copper complexes with nucleic acids. Coord. Chem. Rev. 2018, 360, 92-121. [CrossRef]
47. Andrezalova, L.; Orszaghova, Z. Covalent and noncovalent interactions of coordination compounds with DNA: An overview. J. Inorg. Biochem. 2021, 225, 111624. [CrossRef]
48. Sirajuddin, M.; Ali, S.; Badshah, A. Drug-DNA interactions and their study by UV-Visible, fluorescence spectroscopies and cyclic voltametry. J. Photochem. Photobiol. B Biol. 2013, 124, 1-19. [CrossRef]
49. Smolkova, R.; Smolko, L.; Samol'ova, E.; Dusek, M. Co(II) fenamato, tolfenamato and niflumato complexes with neocuproine: Synthesis, crystal structure, spectral characterization and biological activity. J. Mol. Struct. 2023, 1272, 134172. [CrossRef]
50. Arkel, Y.S.; Schrogie, J.J.; Williams, R. Effect of clonixin and aspirin on platelet-aggregation in human volunteers. J. Clin. Pharmacol. 1976, 16, 30-33. [CrossRef]
51. Spector, D.; Krasnovskaya, O.; Pavlov, K.; Erofeev, A.; Gorelkin, P.; Beloglazkina, E.; Majouga, A. Pt(IV) Prodrugs with NSAIDs as Axial Ligands. Int. J. Mol. Sci. 2021, 22, 3817. [CrossRef]
52. Ozarowski Andrzej, Spin Software (SpinP.exe). Available online: https:/ /nationalmaglab.org/user-facilities/emr/software/ (accessed on 5 January 2016).
53. Kožǐ̌̌ková, J.; Hahn, F.; Richter, J.; Kožišek, J. Comparison of different absorption corrections on the model structure of tetrakis ( $\mu_{2^{-}}$ acetato)-diaqua-di-copper(II). Acta Chim. Slovaca 2016, 9, 136-146. [CrossRef]
54. Sheldrick, G.M. SHELXT-Integrated space-group and crystal-structure determination. Acta Crystallogr. A 2015, 71, 3-8. [CrossRef] [PubMed]
55. Palatinus, L.; Chapuis, G. SUPERFLIP—A computer program for the solution of crystal structures by charge flipping in arbitrary dimensions. J. Appl. Crystallogr. 2007, 40, 786-790. [CrossRef]
56. Burla, M.C.; Caliandro, R.; Carrozzini, B.; Cascarano, G.L.; Cuocci, C.; Giacovazzo, C.; Mallamo, M.; Mazzone, A.; Polidori, G.G. Crystal structure determination and refinement via SIR2014. J. Appl. Crystallogr. 2015, 48, 306-309. [CrossRef]
57. Sheldrick, G.M. Crystal structure refinement with SHELXL. Acta Crystallogr. C 2015, 71, 3-8. [CrossRef]
58. Neese, F. Software update the ORCA program system, version 4.0. WIREs Comput. Mol. Sci. 2018, 8e, 1327. [CrossRef]
59. Balabanov, N.B.; Peterson, K.A. Systematically convergent basis sets for transition metals. I. All-electron correlation consistent basis sets for the $3 d$ elements Sc-Zn. J. Chem. Phys. 2005, 123, 064107. [CrossRef]
60. Adamo, C.; Barone, V. Toward reliable density functional methods without adjustable parameters: PBE0 model. J. Chem. Phys. 1999, 110, 6158-6170. [CrossRef]
61. Bourhis, L.J.; Dolomanov, O.V.; Gildea, R.J.; Howard, J.A.K.; Puschmann, H. The anatomy of a comprehensive constrained, restrained refinement program for the modern computing environment-Olex2 dissected. Acta Crystallogr. A 2015, 71, 59-75. [CrossRef]
62. Kleemiss, F.; Dolomanov, O.V.; Bodensteiner, M.; Peyerimhoff, N.; Midgley, L.; Bourhis, L.J.; Genoni, A.; Malaspina, L.A.; Jayatilaka, D.; Spencer, J.L.; et al. Accurate crystal structures and chemical properties from NoSpherA2. Chem. Sci. 2021, 12, 1675-1692. [CrossRef]
63. Dolomanov, O.V.; Bourhis, L.J.; Gildea, R.J.; Howard, J.A.K.; Puschmann, H. OLEX2: A complete structure solution, refinement and analysis program. J. Appl. Crystallogr. 2009, 42, 339-341. [CrossRef]
64. Spackman, P.R.; Turner, M.J.; McKinnon, J.J.; Wolff, S.K.; Grimwood, D.J.; Jayatilaka, D.; Spackman, M.A. CrystalExplorer: A program for Hirshfeld surface analysis, visualization and quantitative analysis of molecular crystals. J. Appl. Crystallogr. 2021, 54, 1006-1011. [CrossRef]
65. Hirshfeld, F.L. Bonded-atom fragments for describing molecular charge densities. Theor. Chim. Acta 1977, 44, 129-138. [CrossRef]
66. Parkin, A.; Barr, G.; Dong, W.; Gilmore, C.J.; Jayalitaka, D.; McKinnon, J.J.; Spackman, M.A.; Wilson, C.C. Comparing entire crystal structures: Structural genetic fingerprinting. CrystEngComm 2007, 9, 648-652. [CrossRef]
67. Wolfe, A.; Shimer, G.H., Jr.; Meehan, T. Polycyclic aromatic hydrocarbons physically intercalate into duplex regions of denatured DNA. Biochemistry 1987, 26, 6392-6396. [CrossRef] [PubMed]
68. Pyle, A.M.; Rehmann, J.P.; Meshoyrer, R.; Kumar, C.V.; Turro, N.J.; Barton, J.K. Mixed-ligand complexes of ruthenium(II)—Factors governing binding to DNA. J. Am. Chem. Soc. 1989, 111, 3051-3058. [CrossRef]
69. Carmichael, J.; Degraff, W.G.; Gazdar, A.F.; Minna, J.D.; Mitchell, J.B. Evaluation of a tetrazolium-based semiautomated coloimetric assay-Assesament of chemosensitivity testing. Cancer Res. 1987, 47, 936-942.
70. Collins, A.R.; Dobson, V.L.; Dusinska, M.; Kennedy, G.; Stetina, R. Comet assay: What can it really tell us? Mutat. Res. 1997, 375, 183-193. [CrossRef]

Disclaimer/Publisher's Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.

Article

# Coordination Chemistry of Polynitriles, Part XIISerendipitous Synthesis of the Octacyanofulvalenediide Dianion and Study of Its Coordination Chemistry with $\mathrm{K}^{+}$ and $\mathrm{Ag}^{+}$ 

Patrick Nimax, Yannick Kunzelmann and Karlheinz Sünkel * (D)

Department Chemistry, Ludwig-Maximilians University Munich, Butenandtstr. 5-13, 81377 Munich, Germany

* Correspondence: suenk@cup.uni-muenchen.de

Citation: Nimax, P.; Kunzelmann, Y.; Sünkel, K. Coordination Chemistry of Polynitriles, Part XII—Serendipitous Synthesis of the
Octacyanofulvalenediide Dianion and Study of Its Coordination Chemistry with $\mathrm{K}^{+}$and $\mathrm{Ag}^{+}$. Inorganics 2023, 11, 71. https://
doi.org/10.3390/inorganics11020071
Academic Editor: Peter Segŕa
Received: 14 January 2023
Revised: 29 January 2023
Accepted: 30 January 2023
Published: 2 February 2023


Copyright: © 2023 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:// creativecommons.org/licenses/by/ 4.0/).


#### Abstract

The reaction of diazotetracyanocyclopentadiene with copper powder in the presence of $\mathrm{NEt}_{4} \mathrm{Cl}$ yields, unexpectedly, besides the known $\mathrm{NEt}_{4}\left[\mathrm{C}_{5} \mathrm{H}(\mathrm{CN})_{4}\right]$ (3), the $\mathrm{NEt}_{4}$ salt of octacyanofulvalenediide $\left(\mathrm{NEt}_{4}\right)_{2}\left[\mathrm{C}_{10}(\mathrm{CN})_{8}\right](5)$, which can be transformed via reaction with $\mathrm{AgNO}_{3}$ to the corresponding $\mathrm{Ag}^{+}$salt (4), which in turn can be reacted with KCl to yield the corresponding $\mathrm{K}^{+}$salt 6 . The molecular and crystal structures of 4-6 could be determined, and show a significantly twisted aromatic dianion which uses all its nitrile groups for coordination to the metals; 4 and 6 form three-dimensional coordination polymers with fourfold coordinated $\mathrm{Ag}^{+}$and eightfold coordinated $\mathrm{K}^{+}$cations.


Keywords: diazotetracyanocyclopentadiene; octacyanofulvalenediide; radical chemistry; coordination polymers

## 1. Introduction

Diazotetracyanocyclopentadiene (1) was first reported by Webster in 1965. Reactivity studies showed that it "is a diazonium rather than a diazo compound", and that the mechanism of its reactions "is likely free radical". The presumed tetracyanocyclopentadienyl radical intermediate could be "generated polarographically at 0.23 V vs. sce in acetonitrile or by mild reducing agents" [1]. Radical reactions are in general typical of arenedediazonium ions and allow "an easy entry into the chemistry of the aryl radical". For the generation of the radical, a reducing agent is needed, and $\mathrm{Cu}(\mathrm{I})$ appeared to be the most popular one. Typical reactions of the produced aryl radicals include H atom abstractions, formal halogen atom additions (so-called "Sandmeyer reactions") and homoand hetero-aryl coupling reactions [2]. Although this type of chemistry is very old, it is still being studied intensively, and new synthetic applications are being developed [3,4]. In the chemistry of the diazotetracyanocyclopentadiene molecule, one important difference compared to the just mentioned arenediazonium ions is that this compound is neutral, and therefore one-electron reduction generates a radical anion instead of a neutral radical. A combined theoretical/electrochemical study showed that this radical anion can be protonated to give the $\left[\mathrm{C}_{5} \mathrm{H}(\mathrm{CN})_{4}\right]$ radical, which in turn can be reduced to the $\left[\mathrm{C}_{5} \mathrm{H}(\mathrm{CN})_{4}\right]$ anion, or vice versa [5]. Calculations showed that the neutral radicals $\left[\mathrm{C}_{5} \mathrm{X}(\mathrm{CN})_{4}\right](\mathrm{X}=\mathrm{H}$, CN ) are strong oxidizers and can be termed "superhalogens" [6] or "hyperhalogens" [7], which is by definition an atom or atom group that has an electron affinity higher than a halogen atom. We could show recently that the radicals $\left[\mathrm{C}_{5} \mathrm{X}(\mathrm{CN})_{4}\right]$ can be isolated and structurally characterized, when $\mathrm{X}=\mathrm{NH}_{2}$ [8], while for $\mathrm{X}=\mathrm{NO}_{2}$ only electrochemical and EPR characterization was possible [9]. Treatment of the $\mathrm{NH}_{2}$ or $\mathrm{NO}_{2}$ - substituted anions with Fe (III) generated Fe (II), and another group showed that when trying to prepare a $\mathrm{Cu}(\mathrm{II})$ complex of the $\left[\mathrm{C}_{5}(\mathrm{CN})_{5}\right]$ anion, a "yet unknown oxidation of the $\left[\mathrm{C}_{5}(\mathrm{CN})_{5}\right]$ ligand"
occurred [10]. The fate of the supposed intermediate $\left[\mathrm{C}_{5} \mathrm{X}(\mathrm{CN})_{4}\right]$ radicals remained unclear. For halogen radicals, dimerization to obtain the dihalogen $X_{2}$ molecules is common textbook knowledge. Thus, a dimerization of "superhalogens" might be expected as well. For radical anions such as $[\mathrm{TCNQ}]^{-}$, a $\sigma$-dimerization to give the $[\mathrm{TCNQ}-\mathrm{TCNQ}]^{2-}$ dianion has been reported [11], while for [DDQ] ${ }^{-*}$ a $\pi$ dimer with formation of "pancake bonds" was observed $[12,13]$.

Although there are many hints to the formation of radicals in the chemistry of the diazotetracyanocyclopentadiene molecule, one should not forget that many diazocyclopentadienes show the typical carbene chemistry. Thus, low-temperature photolysis of $\left[\mathrm{C}_{5} \mathrm{Br}_{4} \mathrm{~N}_{2}\right]$ in an argon matrix generates the tetrabromocyclopentadienylidene carbene, which reacts with CO to give a ketene. Dimerization to octabromofulvalene is not observed at this temperature [14]. Room-temperature laser flash photolysis of $\left[\mathrm{C}_{5} \mathrm{Cl}_{4} \mathrm{~N}_{2}\right]$ in several solvents, such as alcohols, pyridine or THF, produced ylidic products derived from a triplet carbene [15], while low-temperature irradiation in an argon matrix in the presence of $\mathrm{CF}_{3} \mathrm{I}$ produced an ylidic iodonium ion [16]. Thermolysis of $\left[\mathrm{C}_{5} \mathrm{Cl}_{4} \mathrm{~N}_{2}\right]$ in the absence of solvent produced octachloronaphthalene, while treatment of hexane solutions of $\left[\mathrm{C}_{5} \mathrm{X}_{4} \mathrm{~N}_{2}\right](\mathrm{X}=\mathrm{Br}, \mathrm{Cl})$ with $\operatorname{bis}\left(\mu\right.$-chloro- $\pi$-allyl palladium) at $0^{\circ} \mathrm{C}$ generated the octahalofulvalenes. Both product types were regarded as products of carbene intermediates [17]. Reaction of these tetrahalodiazocyclopentadienes with some $\mathrm{Ni}(0), \mathrm{Pt}(0)$ and $\mathrm{Ru}(0)$ coordination compounds produced complexes of the type " $L_{n} \mathrm{M}\left(\mathrm{N}_{2}-\mathrm{C}_{5} \mathrm{X}_{4}\right)$ ", where the diazo compound is coordinated by one or both diazo-nitrogens [18]. A high-temperature-high-pressure study of compound 1 in hexafluoro-isopropanol solution, devoted to the study of possible dinitrogen exchange, lead to the conclusion that the dediazoniation of (1) leads to an ${ }^{1} \mathrm{~A}_{2}$ singlet carbene [19]. Formation of a dimerization product such as octacyanofulvalene or octacyanonaphthalene was not reported. However, thermal decomposition of $\mathrm{Ag}\left[\mathrm{C}_{5} \mathrm{H}(\mathrm{CN})_{2}(\mathrm{OMe})_{2}\right]$ produced the corresponding fulvalene $\left[\mathrm{C}_{10}(\mathrm{CN})_{4}(\mathrm{OMe})_{4}\right]$, which was also shown to undergo a stepwise two-electron reduction to the corresponding fulvalene dianion [20,21].

During the course of our studies on the coordination chemistry of $\left[\mathrm{C}_{5} \mathrm{X}(\mathrm{CN})_{4}\right]$ ions, we wanted to also look at the bromo and chloro derivatives $(X=B r, C l)$. For this purpose, we had to prepare these anions first, and we decided to employ the original synthetic pathway described by Webster in 1966. Here, we describe our experiences with this literature procedure and the unexpected results we obtained.

## 2. Results

### 2.1. Synthesis

### 2.1.1. Reaction of Diazotetracyanocyclopentadiene with Chloride and Bromide

The thermal reaction of diazotetracyanocyclopentadiene (1) with $\mathrm{NEt}_{4}{ }^{+} \mathrm{Cl}^{-}$in the presence of copper powder or with $\mathrm{NEt}_{4}{ }^{+} \mathrm{Br}^{-}$without additives was reported by Webster to yield the halo-tetracyanocyclopentadienides 2a/b in high yields ([1], Scheme 1).
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2a: $X=C l$
2b: $\mathrm{X}=\mathrm{Br}$

Scheme 1. Synthesis of the halo-tetracyanocyclopentadienides 2a/b according to Webster.

When we tried to repeat the synthesis of $\mathbf{2 a}$, we obtained a product mixture. The ${ }^{1} \mathrm{H}$ NMR spectrum (see Figure S1 of the Supporting Information) showed, besides the two $\mathrm{NEt}_{4}$ multiplets, one singlet at $\delta=6.93$. The ${ }^{13} \mathrm{C}$ NMR spectrum (Figure S2) showed (besides the two $\mathrm{NEt}_{4}$ carbon atoms) 10 signals, hinting to two different substances $\mathbf{A}$ and $\mathbf{B}$ of the type $\left[\mathrm{C}_{5} \mathrm{X}(\mathrm{CN})_{4}\right]$ (three signals for the ring carbons and two for the cyano groups each). Comparison with the NMR data of $\mathrm{Ag}\left[\mathrm{C}_{5} \mathrm{H}(\mathrm{CN})_{4}\right]$, which we had prepared before on a different route [22], suggests that one of these compounds (A) is the tetraethylammonium salt of tetracyanocyclopentadienide, $\mathrm{NEt}_{4}{ }^{+}\left[\mathrm{C}_{5} \mathrm{H}(\mathrm{CN})_{4}\right]^{-}$(3). Our attempt to reproduce the synthesis of compound $\mathbf{2 b}$ also yielded a product mixture. The ${ }^{1} \mathrm{H}$ - NMR spectrum (Figure S3) looked very similar to the one obtained with $\mathrm{NEt}_{4} \mathrm{Cl}$, suggesting that 3 had also been formed. This interpretation was supported by the ${ }^{13} \mathrm{C}$ NMR spectrum (Figure S4), which showed (besides the two $\mathrm{NEt}_{4}$ signals) 15 signals, suggesting three different substances $\mathbf{A}, \mathbf{B}$ and $\mathbf{C}$ all of the type $\left[\mathrm{C}_{5} \mathrm{X}(\mathrm{CN})_{4}\right]$. Two of the signal sets were identical to the ones obtained with $\mathrm{NEt}_{4} \mathrm{Cl}$, and therefore the formation of compound 3 can be assumed for this reaction as well. The identity of compound B remained unclear, as its formation in both reactions excluded the presence of a halide. Since recrystallization attempts did not turn out successful in both cases (but see Section 2.1.3), both products were treated with $\mathrm{AgNO}_{3}$ in acetone.

From the original $\mathrm{NEt}_{4} \mathrm{Cl}$ product, a mixture was obtained again which could be separated by column chromatography. A first fraction turned out to be the already known $\mathrm{Ag}\left[\mathrm{C}_{5} \mathrm{H}(\mathrm{CN})_{4}\right]$ (Figures S 5 and S6), while the second was obviously the silver analogue $\mathbf{B}^{\prime}$ of the second product of the $\mathrm{NEt}_{4}$ starting material because of the similarity with the ${ }^{13} \mathrm{C}$ NMR data (Figure S7). Recrystallization of this product from toluene/acetonitrile yielded X-ray quality crystals. The crystal structure determination identified the product $\mathbf{B}^{\prime}$ as the complex $\mathrm{Ag}_{2}\left[\mathrm{C}_{10}(\mathrm{CN})_{8}\right]$ (4) which contains the so-far unknown octacyanofulvalenediide dianion. It is therefore very likely that the unidentified product $\mathbf{B}$ is the $\mathrm{NEt}_{4}$ analogue 5 of the silver complex 4.

### 2.1.2. Synthesis of $\mathrm{K}_{2}\left[\mathrm{C}_{10}(\mathrm{CN})_{8}\right]$ (6)

Salt metathesis of the silver complex 4 with KCl in MeOH yielded the corresponding potassium complex salt $\mathrm{K}_{2}\left[\mathrm{C}_{10}(\mathrm{CN})_{8}\right](6)$ as a colorless solid. Its purity was confirmed by ${ }^{1} \mathrm{H}$ - and ${ }^{13} \mathrm{C}$-NMR spectra (Figures S 8 and S9). Recrystallization allowed the isolation of X-ray quality crystals. Our results are summarized in Scheme 2.

### 2.1.3. Reaction of Diazotetracyanocyclopentadiene with $\left[\mathrm{Ru}\left(\mathrm{C}_{5} \mathrm{H}_{5}\right) \mathrm{Cl}\left(\mathrm{PPh}_{3}\right)_{2}\right]$

It was mentioned in the Introduction that treatment of $C_{5} X_{4} N_{2}(X=B r, C l)$ with a palladium complex yielded the corresponding octahalofulvalenes. We reasoned that compound 1 might also react with catalytically active metals. Just by chance, we chose the ruthenium complex $\left[\mathrm{Ru}\left(\mathrm{C}_{5} \mathrm{H}_{5}\right) \mathrm{Cl}\left(\mathrm{PPh}_{3}\right)_{2}\right]$ for our study. We studied the reaction of 1 both with stoichiometric or catalytic amounts of this ruthenium compound in MeCN as the solvent, using either reflux temperature $\left(100^{\circ} \mathrm{C}\right)$ or $0^{\circ} \mathrm{C}$. After addition of $\mathrm{NEt}_{4} \mathrm{Cl}$ or $\mathrm{NEt}_{4} \mathrm{Br}$ and chromatographic work-up, the main product was compound 3. However, MS analysis (ESI or FAB) showed that octacyanofulvalenediide had also been formed, i.e., compound 5. This was confirmed by crystal structure analysis.

### 2.2. Cyclovoltammetry

Cyclic voltammetry (CV) of crystalline 6 reveals one oxidation step at 1.25 V during oxidative scanning and a broad shoulder at 1.4 V in the reverse scan, which could be interpreted as partial reversibility similar to observations in several other tetracyanocyclopentadienides (Figure 1). Since 6 takes the form of a dianion in its initial stage, oxidation leads to a radical mono-anion. While the possibility of a two-electron transfer to a neutral compound (analogous to a fulvalene compound) cannot be excluded due to the broad shoulders of the voltagramm, it would not be supported by results from the preparative part of this work, which gave no indication of such a compound being present. The lack of
a neutral fulvalene analogue in CV might indicate that the neutral form of this compound is highly unfavorable, while the radical and dianionic forms are better stabilized. This would fit the electron-deficient nature of the system, which in theory should favor the charged states.


## 4

Scheme 2. Summary of the reactions described in Sections 2.1.1 and 2.1.2. The formation of 2a was not observed in our study, but was reported in the literature.

### 2.3. EPR Spectroscopy

EPR measurements show signals in both the compounds 4 and 6 with $g$ values of 2.001 and 2.002 when subjected to UV or sunlight, similar to measurements of other 1,2,3,4 tetracyanocyclopentadienide derivatives, indicating free radical formation by photoinduced electron transfer (Figure 2). While the signals of 6 are short-lived, 4 shows less degradation over time, a property also observed in other derivatives of this ligand class.


Figure 1. CV curve of crystalline $6(0.1 \mathrm{mM})$ in MeCN at $25{ }^{\circ} \mathrm{C}\left(0.1 \mathrm{M}\left[\mathrm{NBu}_{4}\right]\left[\mathrm{PF}_{6}\right]\right.$ supporting electrolyte; scan rate $100 \mathrm{mV} \mathrm{s}^{-1}$; Pt-wire as working electrode, $\mathrm{Ag} / \mathrm{AgNO}_{3}$ as reference electrode.


Figure 2. EPR spectra of compounds 4 and $\mathbf{6}$ after being subjected to sunlight.

### 2.4. Crystallography

### 2.4.1. Molecular and Crystal Structure of Compound 1

Compound 1 crystallizes in the orthorhombic space group Pbca with one molecule in the asymmetric unit. Figure 3 shows an ORTEP3 view of the molecular unit. Table 1 collects some important metric parameters of the molecule. Although there is still some variation in the C-C bond lengths of the ring (two "short" bond lengths of ca. 1.393(1) $\AA$ and three "long" ones with ca. 1.418(1) $\AA)$, they are definitely more delocalized than in the structure of diazo-tetraphenylcyclopentadiene [23]. In this compound, the "short" bonds are at $1.373(3) \AA$ and the "long" bonds average at $1.450(3) \AA$. In addition, the $\mathrm{N}-\mathrm{N}$ bond of this compound is with $1.121(3) \AA$, which is substantially longer, while the $\mathrm{C}-\mathrm{N}_{2}$ bond is significantly shorter (1.316(3) Å). Unfortunately, there are no more diazocyclopentadiene structures available for comparison. However, there are some DFT calculations on the parent compound, which yield C-C bond lengths of 1.369 and $1.447 \AA$ and a C $-\mathrm{N}_{2}$ bond length of $1.312 \AA$ [24].


Figure 3. ORTEP3 view of the molecular unit of compound 1.

Table 1. Important bond parameters of compound 1.

| Bond | Length $[\AA \AA] /$ Angle $\left.{ }^{\circ}{ }^{\circ}\right]$ | Bond | Length $[\AA ̊] /$ Angle $\left[{ }^{\circ}\right.$ ] |
| :---: | :---: | :---: | :---: |
| $\mathrm{N} 1-\mathrm{N} 2$ | $1.1017(13)$ | $\mathrm{C} 1-\mathrm{N} 1$ | $1.3565(13)$ |
| $\mathrm{C} 1-\mathrm{C} 2$ | $1.4202(14)$ | $\mathrm{C} 2-\mathrm{C} 3$ | $1.3919(14)$ |
| $\mathrm{C} 3-\mathrm{C} 4$ | $1.4164(14)$ | $\mathrm{C} 4-\mathrm{C} 5$ | $1.3937(14)$ |
| $\mathrm{C} 5-\mathrm{C} 1$ | $1.4212(14)$ |  |  |
| $\mathrm{C}_{\mathrm{Cp}}-\mathrm{C}_{\mathrm{CN}}$ | $1.4225(15)-1.4252(15)$ | $\mathrm{C}_{\mathrm{CN}}-\mathrm{N}_{\mathrm{CN}}$ | $1.1475(15)-1.1502(15)$ |
| $\mathrm{C} 1-\mathrm{N} 1-\mathrm{N} 2$ | $179.7(1)$ | $\mathrm{C}_{\mathrm{cp}}-\mathrm{C}-\mathrm{N}$ | $174.3(1)-175.4^{1}$ |

${ }^{1} \mathrm{C}_{\mathrm{cp}}$ are the carbon atoms of the ring, while $\mathrm{C}_{\mathrm{CN}}$ are the carbon atoms of the nitrile groups.
When looking at intermolecular interactions, there are several short N. . . N contacts, particularly between atoms N 1 and $\mathrm{N}^{\prime}(1 / 2+x, 1.5-y, 1-z)$ which are closer by $0.23 \AA$ than the sum of their Van der Waals radii. Thus, an infinite 1D chain forms with the base vector [1 00 0] (Figure S10).

### 2.4.2. Crystal and Molecular Structure of Compound 4, Toluene Solvate

Compound 4 crystallizes as a bis-toluene solvate $\mathrm{Ag}_{2}\left[\mathrm{C}_{10}(\mathrm{CN})_{8}\right] \times 2\left(\mathrm{C}_{7} \mathrm{H}_{8}\right)$ in the monoclinic space group $C 2 / c$ with half a molecule in the asymmetric unit. All crystals were twinned and were refined against a HKL5 dataset; in addition, the toluene molecules were disordered (50:50) across an inversion center. Two crystals were measured, one at 298 K and one at 100 K . Since the results of both refinements did not produce significant differences, here only the low temperature results are discussed. The results of the room-temperature determination are reported in the Supplementary Information.

Figure 4 shows an ORTEP3 view of the asymmetric unit (Figure S11 shows the corresponding plot of the r.t. determination), Figure 5 shows the coordination sphere of the unique silver atom and Figure 6 displays the anion with all coordinated silver ions.


Figure 4. The asymmetric unit of compound 4 (only one orientation of the toluene solvent shown).


Figure 5. The coordination sphere of Ag1. Symmetry operators: i: $1 / 2-x, 1 / 2-y, 1-z$; ii: $x-1 / 2,1.5-y$, $z-1 / 2$; iii: $1 / 2-x, y-1 / 2,1.5-z$.


Figure 6. The octacyanofulvalenediide dianion with its eight coordinated $\mathrm{Ag}^{+}$ions.

The silver ion is tetrahedrally coordinated by four different octacyanofulvalenediide anions, while each dianion is coordinated to eight silver ions using all of its eight cyano nitrogen atoms. The two halves of the dianion are joined by a single bond between C 4 and C4_ii (symm. op.: $1-x, y, 1.5-z$ ) and are twisted by ca. $54^{\circ}$ (which is an equivalent description of the torsion angle calculated as $-126.1^{\circ}$ ). Other important bond parameters are collected in Table 2.

Table 2. Important bond parameters of compound 4 (low-temperature determination).

| Bond | Length [ $\AA$ ]/Angle[ ${ }^{\circ}$ ] | Bond | Length [Å]/Angle [ ${ }^{\circ}$ ] |
| :---: | :---: | :---: | :---: |
| Ag1-N1 | 2.248(4) | Ag1-N2_iii | 2.246(4) |
| Ag1-N3_ii | 2.301(5) | Ag1-N4_i | $2.309(5)$ |
| $(\mathrm{C}-\mathrm{C})_{\mathrm{cp}}$ | 1.399(6)-1.417(6) | $\mathrm{C}_{\mathrm{cp}}-\mathrm{C}_{\mathrm{CN}}$ | 1.412(6)-1.424(6) |
| (C-N) | 1.134(7)-1.147(7) | C4-C4_ii | 1.462(8) |
| C1-C6-N1 | 178.6(5) | C2-C7-N2 | 177.9(5) |
| C3-C8-N3 | 177.1(6) | C5-C9-N4 | 177.1(6) |
| Ag1-N1-C6 | 169.2(4) | Ag1-N2-C7 | 168.7(4) |
| Ag1-N3-C8 | 164.1(5) | Ag1-N5-C9 | 164.2(5) |
| C3-C4-C4_ii-C3_ii | -126.1(5) |  |  |

The symmetry operators given in the Ag-N distances refer to Figure 5, while the torsion angle refers to Figure 6.
Compound 4 forms a three-dimensional polymer structure, with base vectors [1000], [0 10 0] and $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]$. Figure 7 shows a packing plot watched along the crystallographic $b$ axis, and Figure 8 a packing plot along $a$.


Figure 7. Packing plot (MERCURY) of compound 4, watched along $b$. Color coding: green is the coordination polymer, while blue/red are the disordered toluene molecules.

Although we were not able to remove the toluene chemically, we just removed it virtually from the crystal structure. Its exclusion reveals a network of pores with a diameter of $5.8 \AA$ at the bottleneck. The calculation of solvent accessible voids shows a volume of $1664 \AA^{3}$ per cell, corresponding to $56 \%$ of cell volume. The space takes the form of helical channels running parallel to the crystallographic $b$ axis (Figure S12). At the same time, exclusion of the toluene guests from the packing diagrams shows that there exist a series of fused $\left[\mathrm{Ag}_{2}\left(\mathrm{NC}-\left(\mathrm{C}_{\mathrm{n}}\right)-\mathrm{CN}\right)_{2}\right]$ ring systems, as they are quite often observed in the structures of silver polycyanocyclopentadienides. Figure S13 shows the common 14-membered rings (involving nitrile nitrogens N 2 and N 3 ) and two different 20-membered rings involving either nitrogens N1 and N3 or N2 and N4. In addition, there are helices winding down the $b$ axis involving nitrogens N 1 and N 2 . Ag. . Ag distances across the rings are 7.023 and $8.799 \AA$, respectively, and across the helix the distance is $7.363 \AA$.


Figure 8. Packing plot (MERCURY) of compound 4, watched along $a$. Same color coding as in Figure 7.

### 2.4.3. Crystal and Molecular Structure of Compound 5

Compound 5 crystallizes in the orthorhombic space group Pbcn with two independent half molecules in the unit cell. Figure 9 shows an ORTEP3 plot of the asymmetric unit.


Figure 9. The asymmetric unit of compound 5.
The half molecules are completed via single bonds between atoms C101-C101 ${ }^{\mathrm{i}}$ and C201-C201 ${ }^{i}$, respectively, created by a twofold rotation axis through the middle of these bonds (symmetry operator: $1-x, y, 1.5-z$ ). The complete octacyanofulvalenediide dianion of molecule A is shown in Figure 10. The two rings are twisted by ca. $54^{\circ}$. The bond parameters of the two independent molecules are very similar and are collected in Table 3.

The unit cell contains small cavities at the corners and the center, making up for approximately $1.1 \%$ of the volume. They are, however, too small to accommodate solvent molecules. As there is no metal ion in the structure, and no "classical" H-bond donor, all anions are isolated and separated from each other. Figure 11 shows a packing plot of this structure.


Figure 10. The complete octacyanofulvalenediide dianion of molecule A of compound 5.
Table 3. Bond parameters of compound 5.

| Bond | Length $[\AA$ A $] /$ Angle ${ }^{\circ}$ ] |  |
| :---: | :---: | :---: |
|  | Molecule A | Molecule B |
| $(\mathrm{C}-\mathrm{C})_{\mathrm{cp}}$ | $1.399(3)-1.418(3)$ | $1.397(3)-1.428(3)$ |
| $(\mathrm{C}-\mathrm{N})$ | $1.145(3)-1.152(3)$ | $1.143(3)-1.151(3)$ |
| $\mathrm{C}_{\mathrm{cp}}-\mathrm{C}_{\mathrm{CN}}$ | $1.418(3)-1.428(3)$ | $1.417(3)-1.429(3)$ |
| $\mathrm{C} 01-\mathrm{C} 01^{\mathrm{i}}$ | $1.467(4)$ | $1.472(4)$ |
| $\mathrm{C} 02-\mathrm{C} n 06-\mathrm{N} n 01$ | $178.3(3)$ | $179.5(3)$ |
| $\mathrm{C} n 03-\mathrm{C} n 07-\mathrm{N} n 02$ | $176.4(3)$ | $177.7(3)$ |
| $\mathrm{C} n 04-\mathrm{C} n 08-\mathrm{N} n 03$ | $176.8(3)$ | $177.5(3)$ |
| $\mathrm{C} n 05-\mathrm{C} 09-\mathrm{N} n 04$ | $178.8(3)$ | $179.2(3)$ |
| $\mathrm{C} n 02-\mathrm{C} n 01-\mathrm{C} n 01^{\mathrm{i}}-\mathrm{C} n 02^{\mathrm{i}}$ | $-125.9(3)$ | $-54.9(3)$ |

$\overline{(\mathrm{C}-\mathrm{C})_{\mathrm{cp}}}$ are the $\mathrm{C}-\mathrm{C}$ bond lengths within one cyclopentadienyl ring; $\mathrm{C}_{\mathrm{cp}}$ and $\mathrm{C}_{\mathrm{CN}}$ are the individual carbon atoms of the cyclopentadienyl ring and the attached carbon atoms of the nitrile groups; $\mathrm{C} n 0 \mathrm{x}(\mathrm{n}=1$ or $2, \mathrm{x}=1-9$ ) are the corresponding C atoms of molecules A and B.

### 2.4.4. Crystal and Molecular Structure of $\left[K\left(\mathrm{H}_{2} \mathrm{O}\right)\right]_{2}\left[\mathrm{C}_{10}(\mathrm{CN})_{8}\right]$, 6a

The aqua complex $\mathbf{6 a}$ crystallizes in the orthorhombic space group Ccca with a quarter molecule in the asymmetric unit (Figure 12).

The potassium ions are coordinated by six nitrile nitrogens (from five different dianions) and two water oxygens (Figure 13). Pairs of $\mathrm{K}^{+}$ions related by $[x, y, z]$ and $[-x-1 / 2,-y, z]$ form zig-zag chains of face-fused (distorted) octahedra along the $x$ direction, with metal-metal distances of $3.99 \AA$ (Figure S14). The dianion is coordinated to ten $\mathrm{K}^{+}$ions, of which two are bridging two nitrile functions of the same dianion (Figure 14). Important bond parameters are collected in Table 4.

Compound 6a forms a 3D polymer with base vectors [100], [0 100 lland $\left.\begin{array}{lll}0 & 0 & 1\end{array}\right]$. The unit cell contains ca. 3\% solvent-accessible voids. The coordinated water molecules form weak hydrogen bonds to nitrile nitrogens N2. A packing plot is displayed in Figure 15.

Pairs of independent zig-zag chains of potassium ions (viewed in superposition in Figure 15, or displayed separately in Figure S15), as also shown for a single chain in Figure S14, run along the $a$ axis at $y=0$ and $y=0.5$, and are bridged by octacyanofulvalenediides via nitrogens N1 in the $b$ direction and N2 in the $c$ direction (Figure S16). The closest approach of two $\mathrm{K}^{+}$ions in the $b$ direction is $8.756 \AA$, while in the direction of the $a b$ diagonal it is $7.601 \AA$.


Figure 11. Packing plot (MERCURY) of compound 5, watched along the crystallographic $c$ axis. Color coding: blue and yellow are the $\mathrm{NEt}_{4}$ cations, yellow and red the $\left[\mathrm{C}_{10}(\mathrm{CN})_{8}\right]$ dianions.


Figure 12. ORTEP3 view of the asymmetric unit of $\mathbf{6 a}$.


Figure 13. The coordination sphere of $\mathrm{K}^{+}$in compound 6a. Symmetry operators: $\mathrm{i}:-1-x, y, 1 / 2-z$; ii: $x-1 / 2-y, 1 / 2-z$; iii: $-x-1 / 2,-y, z$; iv: $x-1 / 2, y,-z$; v: $-x-1.5,-y, z$; vi $-x-1.5, y, 1 / 2-z$.


Figure 14. A complete octacyanofulvalenediide dianion with all coordinated $\mathrm{K}^{+}$ions. Symmetry operators: i: $1+x, \mathrm{y}, \mathrm{z}$; ii: $-x,-\mathrm{y}-1 / 2, \mathrm{z}$; iv: $-x, y, 1 / 2-z$; v: $1 / 2+x, y, 1-\mathrm{z}$; vi: $-x-1 / 2,-y-1 / 2,1-z$; vii: $-x-1 / 2,-y-1 / 2,-z$; viii: $1 / 2+x, y,-z$; ix: $-x-1 / 2,-y, z ; \mathrm{x}: 1 / 2+x, y-1 / 2, z$; xi: $x,-y-1 / 2, z ; x \mathrm{ii}:-1-x$, $-y-1 / 2, z$.

Table 4. Important bond parameters of compound $\mathbf{6 a}$.

| Bond | Length [Å]/Angle[ ${ }^{\circ}$ ] | Bond | Length [Å]/Angle [ ${ }^{\circ}$ ] |
| :---: | :---: | :---: | :---: |
| $\mathrm{K} 1-\mathrm{N} 1 / \mathrm{K} 1-\mathrm{N} 1^{\mathrm{i}}$ | $2.839(2)$ | $\mathrm{K} 1-\mathrm{N} 2^{\mathrm{iv}} / \mathrm{K} 1-\mathrm{N} 2^{\mathrm{vi}}$ | $2.870(2)$ |
| $\mathrm{K} 1-\mathrm{O} 1$ | $2.874(2)$ | $\mathrm{K} 1-\mathrm{N} 1^{\mathrm{ii}} / \mathrm{K} 1-\mathrm{N} 1^{\mathrm{iii}}$ | $2.915(2)$ |
| $\mathrm{K} 1-\mathrm{K} 1^{\mathrm{iii}}$ | $3.9929(6)$ |  |  |
| $(\mathrm{C}-\mathrm{C})_{\mathrm{Cp}}$ | $1.400(4)-1.418(3)$ | $\mathrm{C}_{\mathrm{Cp}}-\mathrm{C}_{\mathrm{CN}}$ | $1.418(3)-1.426(3)$ |
| $(\mathrm{C}-\mathrm{N})$ | $\mathrm{C} 1-\mathrm{C} 1^{\mathrm{xi}}$ | $1.477(6)$ |  |
| $\mathrm{C} 2-\mathrm{C} 7-\mathrm{N} 1$ | $\mathrm{C} 3-\mathrm{C} 8-\mathrm{N} 2$ | $176.8(3)$ |  |
| $\mathrm{K} 1-\mathrm{N} 1-\mathrm{C} 7$ | $175.3(2)$ | $\mathrm{K} 1-\mathrm{N} 1{ }^{1 i}-\mathrm{C} 7^{\mathrm{ii}}$ | $131.6(2)$ |
| $\mathrm{K} 1-\mathrm{N} 2-\mathrm{C} 8$ | $132.3(2)$ |  |  |
| $\mathrm{C} 2-\mathrm{C} 1-\mathrm{C} 1^{\mathrm{xi}}-\mathrm{C} 2^{\mathrm{xi}}$ | $150.0(2)$ |  |  |
| The symmetry operators in the distances and angles involving K1 refer to Figure 13, while the ones involving only |  |  |  |

[^1]

Figure 15. Packing plot of compound 6a, watched along the crystallographic $c$ axis. Color coding "by symmetry operation" (default settings of MERCURY).

## 3. Discussion

Diazotetracyanocyclopentadiene had been reported to behave as an aromatic diazonium ion, based on its reactivity [1] and its ${ }^{13} \mathrm{C}$ - and ${ }^{15} \mathrm{~N}$-NMR data [25]. Our crystal structure determination supports this view. Its bond length alternation parameter $\Delta_{R}$ is only $0.018 \AA$, much smaller than the $0.078 \AA$ calculated for $\mathrm{C}_{5} \mathrm{H}_{4} \mathrm{~N}_{2}$, which was already regarded as small and as having a strong indication of aromaticity [24]. We also performed some DFT calculations (B3LYP/6-311G(dp) level) using the program CrystalExplorer [26]. Figures S17-S19 show HOMO/LUMO contours, an electron density visualization and two views of the electrostatic potential. In addition, these results support the high aromaticity of the cyclopentadienyl unit. With this background, the typical reactivity of arenediazonium ions towards metals and metal salts, i.e., radical reactions, should be expected for compound 1. Unfortunately, the major reaction of these radicals is H abstraction to give the $\left[\mathrm{C}_{5}(\mathrm{CN})_{4} \mathrm{H}\right]$ anion. The usual main products of the $\mathrm{Cu}(\mathrm{I})$-catalyzed coupling of aromatic diazonium ions, i.e., biaryls and azo compounds [27,28], were formed only in small yields or not at all. (It should be mentioned, however, that the original publication on the synthesis and reactivity of compound 1 reports the formation of an azo compound in the thermal reaction of 1 with CuCN in MeCN [1].) Although our study was not a true mechanistic one, we assume that the low yields of coupling products are the consequence of both steric and electronic repulsions: the two "ortho" cyano groups and the negative charges inhibit the mutual approach of the two radical anions, and thus the H abstractions dominate the reaction kinetics. The fact that rather high yields of coupling products can be obtained from the reaction of 1 with $\left[\mathrm{RuCp}\left(\mathrm{PPh}_{3}\right)_{2} \mathrm{Cl}\right]$ remains rather mysterious. The only comparable reaction in the literature is the reaction of $\left[\mathrm{RuCp}^{*}\left(\mathrm{P}(\mathrm{OR})_{3}\right)_{2} \mathrm{Cl}\right]$ with 1,1-diaryldiazomethanes,
which was reported to give cationic N-coordinated Ru diazoalkane complexes [29] with no indication of any coupling products. This result is reminiscent of the N -coordinated $\mathrm{C}_{5} \mathrm{Cl}_{4} \mathrm{~N}_{2}$ complexes mentioned above [18]. Now, the only "explanation" might be that the aromaticity of compound $\mathbf{1}$ drives the reaction into another direction compared with "true" diazoalkanes and less aromatic diazocyclopentadienes.

The structure of compound 5 can be regarded as the structure of the "free" octacyanofulvalenediide anion because there are no coordinating cations or strong H-bond donors (there are, however, very weak interactions with aliphatic C-H bonds, but their influence on bond parameters can be neglected). The cyclopentadienyl rings are aromatic, as can be derived from the bond alteration parameter $\Delta_{R}$, which amounts to $0.019 \AA$ in molecule A and $0.031 \AA$ in molecule B. In addition, the bonds to the nitrile carbon atoms have the same lengths (within $2 \sigma$ ) as the bonds within the ring. The central C-C bond between the two cyclopentadienyl halves is a typical single bond with ca. 1.47 A. The two cyclopentadienyl rings are twisted by ca. $55^{\circ}$. In the $\mathrm{Ag}^{+}$complex 4 (low temperature), these bond parameters hardly change. $\Delta_{R}$ amounts to $0.018 \AA$ and the bonds within the ring and between the ring and nitrile carbons are identical within $2 \sigma$. Both halves of the fulvalenediide anion are bound via a single bond and are twisted by ca. $54^{\circ}$. In the $\mathrm{K}^{+}$ complex 6, the bond alteration parameter also amounts to 0.018 Å. The exocyclic C-C bonds are slightly longer than the endocyclic ones. The single bond between the two cyclopentadienyl rings is ca. $1.48 \AA$ long, with the two halves being twisted by ca. $40^{\circ}$. This significantly smaller twist angle is a consequence of the fact that the potassium ion bridges two of the "ortho" nitriles.

The different sizes of $\mathrm{Ag}^{+}$("effective ionic radius" $1.00 \AA$ for $\mathrm{CN} 4,[30]$ ) and $\mathrm{K}^{+}$ ( $1.51 \AA$ Ar CN $8,[30]$ ) lead to significant differences in the coordination spheres. While the $\mathrm{Ag}^{+}$ion is tetrahedrally coordinated by four nitrile nitrogens with bond distances ranging from $2.25-2.31 \AA$, the $\mathrm{K}^{+}$ion has coordination number $8, \mathrm{KN}_{6} \mathrm{O}_{2}$ polyhedra, with bond distances between 2.84 and $2.92 \AA$. The $\mathrm{Ag}-\mathrm{N}-\mathrm{C}$ bonds deviate only slightly ( $11-16^{\circ}$ ) from linearity, but the $\mathrm{K}-\mathrm{N}-\mathrm{C}$ bonds can be regarded as "bent", particularly at atoms N1. Both structures might be compared with the structures of $\left[\mathrm{AgC}_{5}(\mathrm{CN})_{5}\right]$ and $\left[\mathrm{KC}_{5}(\mathrm{CN})_{5}\right]$, respectively [31,32]. These compounds show different coordination polyhedra dependent on the solvent the crystals came from. Crystals of the $\mathrm{Ag}^{+}$salt from EtOH show severely distorted $\mathrm{AgN}_{4}$ tetrahedra, with $\mathrm{Ag}-\mathrm{N}$ distances ranging from 2.236(5) to 2.378(6) $\AA, \mathrm{N}-$ $\mathrm{Ag}-\mathrm{N}$ angles between 88.0(2) and 129.7(2) ${ }^{\circ}$, and $\mathrm{Ag}-\mathrm{N}-\mathrm{C}$ angles between 149.7(6) and $169.9(5)^{\circ}$. The pentacyanocyclopentadienide anion uses only four of its nitrile groups for coordination. The compound forms an interwoven 3D network with very large pores, similar to the situation found in $4[31]$. $\left[\mathrm{KC}_{5}(\mathrm{CN})_{5}\right]$, when grown from isopropanol/pentane, shows an octahedral metal ion with K-N bonds ranging from 2.777(1) to 2.9537(6) $\AA$ and a pentacyanocyclopentadienide using all five nitrile groups for coordination, with one bridging two $\mathrm{K}^{+}$ions in $4.975 \AA$ distance, and $\mathrm{K}-\mathrm{N}-\mathrm{C}$ angles ranging from 122.1 to $138.0^{\circ}$ [32]. Comparison of these compounds with our compounds 4 and 6 shows a wider range of metal-nitrogen distances in the $\left[\mathrm{C}_{5}(\mathrm{CN})_{5}\right]$ salts and also a higher degree of bending in the M-N-C groups. Alternatively, one might use for comparison the structures of the tricyanomethanides $\mathrm{M}\left[\mathrm{C}(\mathrm{CN})_{3}\right]$. While the silver salt has a coordination number of three with $\mathrm{Ag}-\mathrm{N}$ distances at 2.16 and $2.27 \AA$ and $\mathrm{Ag}-\mathrm{N}-\mathrm{C}$ angles of $172.8^{\circ}$ and $153.7^{\circ}$ [33], the potassium salt has seven nitrile nitrogens coordinated at $2.86-2.98 \AA$ and $\mathrm{K}-\mathrm{N}-\mathrm{C}$ angles ranging from 114 to $159^{\circ}$ [34]. The $\mathrm{K}\left[\mathrm{C}(\mathrm{CN})_{3}\right]$ contains triply N -bridged $\mathrm{K}^{+}$ions with a K. . . K distance of $3.89 \AA$.

Octacyanofulvalenediide uses, in both compounds 4 and $\mathbf{6}$, all of its eight nitrile groups for coordination; in compound 6 , four of them coordinate to two symmetry-related $\mathrm{K}^{+}$ions each, which is similar to the situation found in $\left[\mathrm{KC}_{5}(\mathrm{CN})_{5}\right]$. Therefore, both compounds form three-dimensional coordination polymers, with the potassium structure being more "complicated".

## 4. Materials and Methods

### 4.1. Starting Materials and Instrumentation

Reagents $\left(\mathrm{Cu}, \mathrm{NEt}_{4} \mathrm{Cl}, \mathrm{NEt}_{4} \mathrm{Br}, \mathrm{AgNO}_{3},\left[\mathrm{Ru}\left(\mathrm{C}_{5} \mathrm{H}_{5}\right) \mathrm{Cl}\left(\mathrm{PPh}_{3}\right)_{2}\right]\right)$ and solvents $(\mathrm{MeCN}$, acetone, toluene) were obtained commercially in analytical grade and used as obtained, except for anhydrous MeCN, which was saturated with argon. Diazotetracyanocyclopentadiene (1) was prepared according to the literature [1].

CV measurements were performed with an Autolab potentiostat/galvanostat (PGSTAT302N) with a FRA32M module operated with Nova 1.11 software and a conventional three-electrode setup. Two platinum wires were used as the working and counter electrode, respectively. $\mathrm{A} \mathrm{Ag} / 0.01 \mathrm{~m} \mathrm{AgNO}_{3}$ electrode was utilized as reference electrode.

### 4.2. Reaction of $\mathbf{1}$ with Cu and $\mathrm{NEt}_{4} \mathrm{Cl}$ in MeCN

A suspension of powdered copper $(0.57 \mathrm{~g}, 9.0 \mathrm{mmol})$ and $\mathrm{NEt}_{4} \mathrm{Cl}(1.58 \mathrm{~g}, 9.5 \mathrm{mmol})$ in acetonitrile ( 30 mL ) was heated to $90^{\circ} \mathrm{C}$. A solution of $1(1.13 \mathrm{~g}, 5.9 \mathrm{mmol})$ in MeCN $(19 \mathrm{~mL})$ was added to the boiling mixture within one hour. After cooling down to room temperature and filtering, the solvent was removed in vacuo. A brown powder was obtained $(2.18 \mathrm{~g}) .{ }^{1} \mathrm{H}$ - and ${ }^{13} \mathrm{C}\left\{{ }^{1} \mathrm{H}\right\}$-NMR spectra (Figures S 1 and S 2 ) suggested the presence of two compounds: $\mathbf{A}(=3)$ and $\mathbf{B}(=5)$.

Compound 3: ${ }^{1} \mathrm{H}$ NMR ( $400 \mathrm{MHz}, \mathrm{DMSO}-\mathrm{d}^{6}$ ): $\delta=6.93\left(\mathrm{~s}, \mathrm{C}_{5} \underline{\mathrm{H}}\right), 3.19\left(\mathrm{q}, \mathrm{NCH}_{2}\right), 1.15$ $\left(\mathrm{tt}, \mathrm{CH}_{3}\right) .{ }^{13} \mathrm{C}-\mathrm{NMR}\left(101 \mathrm{MHz}, \mathrm{DMSO}-\mathrm{d}^{6}\right): \delta=123.9(\mathrm{CH}), 116.0,114.8(2 \times \underline{\mathrm{CN}}), 99.4$, $96.3(2 \times \underline{C C N}), 51.3\left(\mathrm{t}, \mathrm{NCH}_{2}\right), 7.0\left(\mathrm{~s}, \underline{\mathrm{C}} \mathrm{H}_{3}\right) . \mathrm{MS}: \mathrm{FAB}(+): m / z=130.2\left(\mathrm{NEt}_{4}{ }^{+}\right) ; \mathrm{FAB}(-)$ : $m / z=165.3\left(\left[\mathrm{C}_{9} \mathrm{HN}_{4}{ }^{-}\right]\right)$.

Compound 5: ${ }^{1} \mathrm{H}$ NMR ( 400 MHz, DMSO-d ${ }^{6}$ ): $\delta=3.19\left(\mathrm{q}, \mathrm{NCH}_{2}\right), 1.15\left(\mathrm{tt}, \mathrm{CH}_{3}\right) .{ }^{13} \mathrm{C}-$ NMR (101 MHz, DMSO-d ${ }^{6}$ ): $\delta=127.5(\underline{C H}), 115.1,114.5(2 \times \underline{\mathrm{CN}}), 99.4,96.3(2 \times \underline{\mathrm{CN}}), 51.3$ $\left(\mathrm{t}, \mathrm{NCH}_{2}\right), 7.0\left(\mathrm{~s}, \underline{\mathrm{CH}}_{3}\right) . \mathrm{MS}: \mathrm{FAB}(+): m / z=130.2\left(\mathrm{NEt}_{4}{ }^{+}\right) ; \mathrm{FAB}(-): m / z=164.2\left(\left[\mathrm{C}_{18} \mathrm{~N}_{8}{ }^{2-}\right]\right)$.

### 4.3. Reaction of $\mathbf{1}$ with $\mathrm{NEt}_{4} \mathrm{Br}$ in MeCN

A solution of $1(3.00 \mathrm{~g}, 15.6 \mathrm{mmol})$ and $\mathrm{NEt}_{4} \mathrm{Br}(10.10 \mathrm{~g}, 48.1 \mathrm{mmol})$ in $\mathrm{MeCN}(160 \mathrm{~mL})$ was heated at $50^{\circ} \mathrm{C}$ for 30 min . Then, the solvent was evaporated in vacuo, and water $(150 \mathrm{~mL})$ was added and the resulting suspension was filtered. The residue on the filter was washed with water $(50 \mathrm{~mL})$ and dried in vacuo. A brown powder was obtained $(3.06 \mathrm{~g}) .{ }^{1} \mathrm{H}$ and ${ }^{13} \mathrm{C}\left\{{ }^{1} \mathrm{H}\right\}$-NMR spectra (Figures S3 and S4) showed the formation of three compounds: A (=3), B (=5) and C (=2b).

Compound 2b: ${ }^{13} \mathrm{C}-\mathrm{NMR}\left(101 \mathrm{MHz}, \mathrm{DMSO}-\mathrm{d}^{6}\right): ~ \delta=114.9,114.0(2 \times \underline{\mathrm{CN}}), 107.2(\underline{\mathrm{CBr}})$, 100.0, $98.4(2 \times \underline{\mathrm{CCN}}), 51.3\left(\mathrm{t}, \mathrm{NCH}_{2}\right), 7.0\left(\mathrm{~s}, \mathrm{CH}_{3}\right) . \mathrm{MS}: \mathrm{FAB}(+): m / z=130.2\left(\mathrm{NEt}_{4}{ }^{+}\right) ; \mathrm{FAB}(-)$ : $m / z=243.1 / 245.1\left(\left[\mathrm{C}_{9} \mathrm{BrN}_{4}{ }^{-}\right]\right)$

### 4.4. Reaction of the Crude Product from Section 4.2 with $\mathrm{AgNO}_{3}$ in Acetone-Water

A solution of the product mixture obtained in 4.2 . ( 1.53 g ) in acetone ( 55 mL ) was treated with a solution of $\mathrm{AgNO}_{3}(2.69 \mathrm{~g}, 15.8 \mathrm{mmol})$ in water $(15 \mathrm{~mL})$. Stirring was continued at r.t. with exclusion of light for 4 days. After removal of the solvents in vacuo, the residue was taken up in the minimum amount of MeCN and placed on top of a silica gel column. MeCN: toluene 3:7 eluted a first fraction, while elution with MeCN : toluene 1:1 produced a second fraction. After evaporation to dryness, yellow-brown powders were obtained. Both fractions were examined by NMR spectroscopy. The first turned out to be $\mathrm{Ag}\left[\mathrm{C}_{5} \mathrm{H}(\mathrm{CN})_{4}\right]$, Figures S5 and S6, while the second was identified as $\mathbf{B}^{\prime}(=4)$ (Figure S7). Recrystallization of the second fraction from toluene/acetonitrile produced X-ray quality crystals.

Compound 4: ${ }^{13} \mathrm{C}-\mathrm{NMR}\left(101 \mathrm{MHz}, \mathrm{DMSO}^{6}\right): \delta=128.0(\mathrm{C}-\mathrm{C}), 115.2,114.6(2 \times \mathrm{CN})$, 99.9, $96.9(2 \times \underline{C C N})$, MS: $\operatorname{MALDI}(-): m / z=329.1$ ( $\left.\left[\mathrm{HC}_{18} \mathrm{~N}_{8}{ }^{-}\right]\right) . \mathrm{IR}:\left[\mathrm{cm}^{-1}\right]: v=2218$ vs, $1465 \mathrm{~m}, 1437 \mathrm{~m}, 730 \mathrm{vs}, 695 \mathrm{~m}$ (+ many weak and very weak absorptions between 1900 and 750); EA: calc. for $\mathrm{Ag}_{2} \mathrm{C}_{18} \mathrm{~N}_{8} \times 1.68$ toluene $\times \mathrm{MeCN}: \mathrm{C} 51.57, \mathrm{~N} 17.03 \mathrm{H} 2.24$; found: C 51.54, N 16.97 H 2.29.

### 4.5. Reaction of $\mathbf{1}$ with Catalytic Amounts of $\left[\mathrm{Ru}\left(\mathrm{C}_{5} \mathrm{H}_{5}\right) \mathrm{Cl}\left(\mathrm{PPh}_{3}\right)_{2}\right]$ and $\mathrm{NEt}_{4} \mathrm{Br}$

A solution of $\mathbf{1}(2.0 \mathrm{~g}, 10.1 \mathrm{mmol})$ in anhydrous $\mathrm{MeCN}(50 \mathrm{~mL})$ was added to a suspension of $\left[\mathrm{Ru}\left(\mathrm{C}_{5} \mathrm{H}_{5}\right) \mathrm{Cl}\left(\mathrm{PPh}_{3}\right)_{2}\right](0.030 \mathrm{~g}, 4.1 \mu \mathrm{~mol})$ in anhydrous $\mathrm{MeCN}(5 \mathrm{~mL})$ at $0{ }^{\circ} \mathrm{C}$ within two hours. Then, water ( 20 mL ) was added first and then solid $\mathrm{NEt}_{4} \mathrm{Br}(6.00 \mathrm{~g}, 28.8 \mathrm{mmol})$. The obtained suspension was filtered, and the residue taken up in the minimum amount of MeCN . Chromatography on silica gel using MeCN: toluene 1:9 as eluent produced two major fractions. NMR spectroscopy identified the first fraction as $\mathrm{NEt}_{4}\left[\mathrm{C}_{5} \mathrm{H}(\mathrm{CN})_{4}\right]$. The second fraction produced after evaporation a brown powder ( 0.40 g ) which contained, according to its mass spectra, compound 5. Recrystallization from MeCN/toluene produced a small number of crystals of low quality (pseudomerohedral twins).

### 4.6. Reaction of $\mathbf{4}$ with KCl in MeOH

A suspension of $4(68 \mathrm{mg}, 0.125 \mathrm{mmol})$ in methanol $(10 \mathrm{~mL})$ was treated with a solution of $\mathrm{KCl}(4.7 \mathrm{mg}, 0.063 \mathrm{mmol})$ in methanol $(5 \mathrm{~mL})$. The mixture was stirred at room temperature under the exclusion of light for 8 h and the solvent was evaporated to a volume of 1 mL . The solution was purified in a syringe filter before the product was precipitated with dichloromethane as a colorless solid ( 23 mg ). NMR spectra showed the presence of small amounts of a $\left[\mathrm{C}_{5} \mathrm{H}(\mathrm{CN})_{4}\right]$ salt besides an octacyanofulvalenediide (presumably with $\mathrm{K}^{+}$as cation, Figures S8 and S9). The compound was recrystallized from $\mathrm{MeCN} /$ toluene by vapor diffusion at $25{ }^{\circ} \mathrm{C}$ to yield X-ray quality crystals that were also subjected to further characterization.

Compound 6: ${ }^{13} \mathrm{C}-\mathrm{NMR}\left(101 \mathrm{MHz}, \mathrm{DMSO}^{6}{ }^{6}\right): ~ \delta=128.0(\mathrm{C}-\mathrm{C}), 114.6,113.9(2 \times \mathrm{CN})$, 99.9, $96.9(2 \times \underline{C} C N)$. MS (MALDI $\left.{ }^{*}\right): m / z=328.1\left(\mathrm{C}_{18} \mathrm{~N}_{8}{ }^{-}\right)$. calcd. for $\mathrm{K}_{2} \mathrm{C}_{18} \mathrm{~N}_{8} \times 0.49$ toluene $\times 2 \mathrm{H}_{2} \mathrm{O}:: ~ \mathrm{C} 52.79, \mathrm{~N} 22.98$, H 1.64; found C $52.26, \mathrm{~N} 23.00, \mathrm{H} 2.21$.

### 4.7. Crystal Structure Determinations

All crystals were measured on a BRUKER D8VENTURE system. Compound 4 was obtained as twins. Refinement was possible using a HKLF 5 file with a BASF factor of ca. 0.25 . Compound 5 also showed twinning (pseudomerohedral), which could, however, not be properly resolved. Still, refinement was possible. The experimental details of the structure determinations are collected in Table 5. The software package WINGX [35] was used for structure solution (SHELXT, [36], refinement (SHELXL 2018/3, [37]), evaluation (PLATON, [38]), and graphical representation (ORTEP3 and MERCURY [35]). Carbon-bound hydrogen atoms were treated with a riding model using the AFIX command of SHELXL.
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Table 5. Experimental details of the crystal structure determinations.

| Compound | 1 | 4-LT | 4-RT | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Empirical formula | $\mathrm{C}_{9} \mathrm{~N}_{6}$ | $\mathrm{C}_{16} \mathrm{H}_{8} \mathrm{AgN}_{4}$ | $\mathrm{C}_{16} \mathrm{H}_{8} \mathrm{AgN}_{4}$ | $\mathrm{C}_{34} \mathrm{H}_{40} \mathrm{~N}_{10}$ | $\mathrm{C}_{9} \mathrm{H}_{2} \mathrm{KN}_{4} \mathrm{O}$ |
| Formula weight | 192.15 | 364.13 | 364.13 | 588.76 | 221.25 |
| Temperature [K] | 100(2) | 100(2) | 297(2) | 100(2) | 110(2) |
| Crystal system | Orthorhombic | Monoclinic | Monoclinic | Orthorhombic | Orthorhombic |
| Space group | P bca | C $2 / \mathrm{c}$ | C $2 / \mathrm{c}$ | Pbcn | C cca |
| Unit cell dimensions |  |  |  |  |  |
| $a[\AA]$ | 12.5735(4) | 26.679(1) | 26.715(3) | 17.8082(6) | 7.4600(7) |
| $b$ | 9.8840(3) | 7.3110(4) | 7.4955(7) | 17.7182(6) | 20.3621(19) |
| c | 13.6977(4) | 20.031(1) | 19.993(2) | 22.0972(7) | 13.2449(12) |
| $\beta\left[{ }^{\circ}\right]$ |  | 131.793(1). | 131.929(3) |  |  |
| Volume [ $\AA^{3}$ ] | 1702.30(9) | 2912.9(3) | 2978.5(5) | 6972.3(4) | 2011.9(3) |
| Z | 8 | 8 | 8 | 8 | 8 |
| $\rho_{\text {calc }}\left[\mathrm{g} \mathrm{cm}^{-3}\right]$ | 1.499 | 1.661 | 1.624 | 1.122 | 1.461 |
| $\mu\left[\mathrm{mm}^{-1}\right]$ | 0.104 | 1.381 | 1.350 | 0.070 | 0.503 |
| F(000) | 768 | 1432 | 1432 | 2512 | 888 |
| Crystal size $\left[\mathrm{mm}^{3}\right]$ | $0.060 \times 0.050 \times 0.040$ | $0.090 \times 0.060 \times 0.020$ | $0.090 \times 0.060 \times 0.020$ | $0.100 \times 0.080 \times 0.050$ | $0.100 \times 0.030 \times 0.010$ |
| $\Theta$ range | $3.240-28.273^{\circ}$ | $2.046-28.303^{\circ}$ | 2.049-30.494 ${ }^{\circ}$ | 2.287-26.387 ${ }^{\circ}$ | 3.290-26.372 ${ }^{\circ}$ |
| Index ranges | $\begin{gathered} -16 \leq \mathrm{h} \leq 15,-11 \leq \mathrm{k} \leq 13, \\ -18 \leq 1 \leq 18 \end{gathered}$ | $\begin{gathered} -35 \leq \mathrm{h} \leq 26,0 \leq \mathrm{k} \leq 9, \\ 0 \leq 1 \leq 26 \end{gathered}$ | $\begin{gathered} -38 \leq \mathrm{h} \leq 28,0 \leq \mathrm{k} \leq 10, \\ 0 \leq 1 \leq 28 \end{gathered}$ | $\begin{gathered} -22 \leq \mathrm{h} \leq 21,-21 \leq \mathrm{k} \leq 22, \\ -27<1<27 \end{gathered}$ | $\begin{gathered} -8 \leq \mathrm{h} \leq 9,-25 \leq \mathrm{k} \leq 20 \\ -16 \leq 1 \leq 16 \end{gathered}$ |
| Refl. coll. | 18615 | 3608 | 6594 | 68882 | 8675 |
| Indep. Refl. [ $\mathrm{R}_{\text {int }}$ ] | 2108 [0.0452] | 3608 [0.0440] | 6594 [0.0347] | 7143 [0.0708] | 1036 [0.0617] |
| Absorpt. correction |  |  | Semi-empirical from equivalents |  |  |
| $\mathrm{T}_{\text {max }} / \mathrm{T}_{\text {min }}$ | 0.7457/0.6852 | 0.7457/0.6621 | 0.6478/0.5642 | 0.9705/0.8778 | 0.9281/0.7917 |
| Data/restr./param. | 2108/0/136 | 3608/7/148 | 6594/7/148 | 7142/0/405 | 1036/0/70 |
| GOOF | 1.027 | 1.108 | 1.046 | 1.144 | 1.070 |
| $\mathrm{R} 1 / \mathrm{wR} 2[\mathrm{I}>2 \sigma(\mathrm{I})$ ] | 0.0365/0.1077 | 0.0445/0.1173 | 0.0580/0.1590 | 0.0626/0.1401 | 0.0413/0.0886 |
| $\mathrm{R} 1 / \mathrm{wR} 2$ (all data) | 0.0494/0.1215 | 0.0508/0.1221 | 0.0742/0.1709 | 0.0933/0.1537 | 0.0563/0.0942 |
| $\Delta \rho_{\mathrm{el}}\left[\mathrm{e} \AA^{-3}\right]$ | 0.351/-0.225 | 1.571/-0.904 | 2.171/-1.112 | 0.243/-0.216 | 0.307/-0.291 |
| CCDC-\# | 2236241 | 2236239 | 2236240 | 2236242 | 2236238 |

Supplementary Materials: The following supporting information can be downloaded at https://www.mdpi.com/article/10.3390/inorganics11020071/s1, Table S1: Important bond parameters of compound 4 (room-temperature determination); Figure S1: ${ }^{1} \mathrm{H}-\mathrm{NMR}\left(400 \mathrm{MHz}, \mathrm{DMSO}-\mathrm{d}^{6}\right)$ of the crude reaction product of reaction 4.2; Figure S2: ${ }^{13} \mathrm{C}\left\{{ }^{1} \mathrm{H}\right\}$-NMR ( $\left.101 \mathrm{MHz}, \mathrm{DMSO}-\mathrm{d}^{6}\right)$ of the crude reaction product of reaction 4.2.; Figure S3: ${ }^{1} \mathrm{H}-\mathrm{NMR}\left(400 \mathrm{MHz}, \mathrm{DMSO}-\mathrm{d}^{6}\right)$ of the crude reaction product of reaction 4.3; Figure $\mathrm{S} 4:{ }^{13} \mathrm{C}\left\{{ }^{1} \mathrm{H}\right\}-\mathrm{NMR}\left(101 \mathrm{MHz}, \mathrm{DMSO}-\mathrm{d}^{6}\right)$ of the crude reaction product of reaction 4.3; Figure $55:{ }^{1} \mathrm{H}-\mathrm{NMR}\left(400 \mathrm{MHz}, \mathrm{DMSO}-\mathrm{d}^{6}\right)$ of the first chromatography fraction of reaction 4.4.; Figure S : ${ }^{13} \mathrm{C}\left\{{ }^{1} \mathrm{H}\right\}$-NMR ( 101 MHz , DMSO-d ${ }^{6}$ ) of the first chromatography fraction of reaction 4.4; Figure S7: ${ }^{13} \mathrm{C}\left\{{ }^{1} \mathrm{H}\right\}$-NMR ( 101 MHz , DMSO-d ${ }^{6}$ ) of the second chromatography fraction of reaction 4.4; Figure S8: ${ }^{1} \mathrm{H}-\mathrm{NMR}\left(400 \mathrm{MHz}, \mathrm{DMSO}-\mathrm{d}^{6}\right)$ of the purified product of reaction 4.6 ; Figure S9: ${ }^{13} \mathrm{C}\left\{{ }^{1} \mathrm{H}\right\}$-NMR spectrum ( $101 \mathrm{MHz}, \mathrm{DMSO}-\mathrm{d}^{6}$ ) of the purified product of reaction 4.6 ; Figure S10: The infinite 1D chain in the structure of compound 1; Figure S11: ORTEP3 plot of the asymmetric unit of 4, at r.t; Figure S12: Two views of the pore structure of 4, generated by virtual removing the disordered toluenes; Figure S13: Two packing views of compound 4; Figure S14: ORTEP3 view of the zig-zag chain of face-fused $\mathrm{KN}_{4} \mathrm{O}_{2}$ octahedra along the $x$ direction; Figure S15: Packing plots of compound 6, watched along $c$; Figure S16: Packing plot of compound 6, watched along $b$; Figure S17: HOMO and LUMO of compound 1, as calculated with CrystalExplorer; Figure S18: Electron density plot of compound 1; Figure S19: Two views of the electrostatic potential distribution in compound 1.
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#### Abstract

Cys2His2 zinc finger proteins are important for living organisms, as they-among other functions-specifically recognise DNA when $\mathrm{Zn}(\mathrm{II})$ is coordinated to the proteins, stabilising their $\beta \beta \alpha$ secondary structure. Therefore, competition with other metal ions may alter their original function. Toxic metal ions such as Cd (II) or Hg (II) might be especially dangerous because of their similar chemical properties to Zn (II). Most competition studies carried out so far have involved small zinc finger peptides. Therefore, we have investigated the interactions of toxic metal ions with a zinc finger proteins consisting of three finger units and the consequences on the DNA binding properties of the protein. Binding of one $\mathrm{Cd}(\mathrm{II})$ per finger subunit of the protein was shown by circular dichroism spectroscopy, fluorimetry and electrospray ionisation mass spectrometry. Cd (II) stabilised a similar secondary structure to that of the Zn (II)-bound protein but with a slightly lower affinity. In contrast, $\mathrm{Hg}(\mathrm{II})$ could displace Zn (II) quantitatively $\left(\log \beta^{\prime} \geq 16.7\right)$, demolishing the secondary structure, and further Hg (II) binding was also observed. Based on electrophoretic gel mobility shift assays, the Cd (II)-bound zinc finger protein could recognise the specific DNA target sequence similarly to the Zn (II)-loaded form but with a $\sim 0.6 \mathrm{log}$ units lower stability constant, while Hg (II) could destroy DNA binding completely.


Keywords: zinc finger proteins; cadmium; mercury; metal binding affinity; DNA binding; electrospray ionisation mass spectrometry; spectroscopy; EMSA; FluoZin-3

## 1. Introduction

Zinc finger proteins (ZFPs) are present in various living organisms, such as amphibians, reptiles and mammals [1-4]. ZFPs are involved in DNA transcription, translation, error correction, metabolism, stimulus generation, cell division and cell death by interacting with other proteins, small molecules, RNA and DNA [5,6]. Zinc finger (ZF) motifs of a ZFP are involved in molecular recognition, while the rest of the protein is most commonly responsible for its function [7-13]. The structure of a ZF motif is stabilised by the tetrahedral coordination of $\mathrm{Zn}(\mathrm{II})$ and by the formation of a hydrophobic core [14]. Similar tetrahedral coordination was found in self-assembling peptides offering a Cys2His2 binding site [15]. Cys2His2-type proteins form the most populous family of ZFPs [16]. Their biotechnological significance is highlighted by the fact that a ZF unit recognises three subsequent nucleobases in a double strand (ds) DNA, and several ZF units can be linked together to increase the specificity of the interaction. ZF arrays were first applied as the DNA recognition domains of artificial nucleases linked to the FokI nuclease domain [17]. Since then, numerous gene modification experiments have been performed with nucleases of this type [18-24]. The recognition sequence can further be extended by the chimera of ZF and other DNA binding motifs [25].

Cys2His2 ZFPs can only bind to DNA specifically in their Zn (II)-bound form. Other metal ions inside the living organism may substitute $\mathrm{Zn}(\mathrm{II})$, form mixed complexes and/or
promote oxidation of the cysteines. In addition, toxic metal ions may also react with ZFPs, rendering the investigation of these interactions crucial. The coordination chemistry and biophysical properties of ZFPs [11,26-28] have been extensively studied, but still there are open questions regarding the stabilities of their complexes and the competition between Zn (II) and non-native metal ions [29].
$\mathrm{Cd}(\mathrm{II})$ has a stronger "soft" character than $\mathrm{Zn}(\mathrm{II})$. Therefore, it forms the most stable complexes with thiolate ligands, while it can also interact with nitrogen and oxygen donor atoms in biological systems. ZF peptides modelling a Cys2His2 type ZF unit bind $\mathrm{Zn}(\mathrm{II})$ about two-three orders of magnitude more strongly than $\mathrm{Cd}(\mathrm{II})$. The affinities of the two metal ions are comparable towards the Cys3His binding site, while the Cys4 ZF motifs bind $\mathrm{Cd}(\mathrm{II})$ two-three orders of magnitude stronger than Zn (II) [30-33]. Heinz et al. investigated the metal ion coordination of the consensus peptide 1 (CP1) Cys2His2 ZF model. Starting from the apo-peptide, they reported that a biscomplex forms with Cd (II) when the ligand is in excess through the cysteine thiolates, while Cys2His2 coordination is favoured in the monocomplex formed at a 1:1 initial metal to ligand ratio [34]. Cd(II) may disturb DNA recognition of a ZFP and thus the related biological processes, which is one of the possible mechanisms of its toxic effect [35]. Petering et al. and Hanas et al. found that $\mathrm{Cd}(\mathrm{II})$ could inhibit DNA binding of the Zn (II)-bound TFIIIA ZFP [35-37]. On the other hand, it was shown that both the high- and low-stability binding sites of TFIIIA bind Cd (II) weaker than Zn (II) by $\sim 2.5$ and one order of magnitude, respectively [38]. Investigations with the 3rd ZF subunit of TFIIIA ZFP revealed that once formed, the Cd(II) complex had a similar secondary structure and just a slightly lower DNA binding affinity (not specific) than the Zn (II) complex [39]. The situation is even more complicated in the Sp 1 transcription factor consisting of three ZF subunits. In a few publications, Cd (II) has been shown to inhibit DNA binding of $\mathrm{Zn}(\mathrm{II})$ saturated $\mathrm{Sp1}$ [40-42], while others did not observe such effect [43]. Kuwahara et al. reported that the $\mathrm{Cd}(\mathrm{II})$ complex of Sp 1 was also capable of recognizing the specific target DNA, but with slightly lower affinity than the $\mathrm{Zn}(\mathrm{II})$ complex [44]. Malgieri et al. reported comparable affinity of Ros87, an eukaryotic Cys2His2-type ZFP, towards $\mathrm{Cd}(\mathrm{II})$ and $\mathrm{Zn}(\mathrm{II})$. The two complexes shared a similar secondary structure based on UVVis, CD and NMR measurements. Furthermore, the Cd(II) complex could recognise the same DNA target as the Zn (II)-loaded Ros87. However, it must be emphasised that this protein had only a single ZF unit linked to other protein elements, which also played a role in DNA binding [45]. A similar phenomenon was observed with the Tramtrack ZFP (consisting of two ZF subunits), although the $\alpha$-helix content and DNA binding affinity of the $\mathrm{Cd}(\mathrm{II})$ complex was lower than that of Zn (II) bound protein [46] based on CD and EMSA measurements. The MTF-1 (metal response element-binding transcription factor-1) consists of six Cys2His2 ZF subunits. Cd(II) could inhibit the DNA-binding of this ZFP both when added to the apo-protein or to the Zn (II)-loaded MTF-1 [43,47]. The three unusual C-terminal fingers (4th-6th) of MTF-1 were investigated by Giedroc et al., where NMR and UV-Vis data revealed that although $\mathrm{Cd}(\mathrm{II})$ could bind these subunits, the obtained secondary structure differed significantly from the native $\beta \beta \alpha$-type, most probably due to the unusual amino acid composition of the 5th subunit between the two cysteines [48].

The high affinity of $\mathrm{Hg}(\mathrm{II})$ towards sulphur donor groups is well known. However, the fact that Hg (II) can form a very stable complex with $\mathrm{Cl}^{-}$ions under physiological conditions $\left(\lg \beta_{\mathrm{ML}_{2}}=13.23\right)$ makes it difficult to compare the results of equilibrium studies [49]. Depending on the chloride content of the medium, some studies consider the affinity of $\mathrm{Hg}(\mathrm{II})$ and $\mathrm{Zn}(\mathrm{II})$ for Cys2His2 ZF motifs to be comparable, while in the absence of $\mathrm{Cl}^{-}$ ions, Hg (II) forms more stable complexes [50]. Depending on the applied medium and measurement conditions, it has been shown that Hg (II) could not inhibit the DNA binding of TFIIIA during a DNase I footprinting assay [37], while more studies revealed that the secondary structure of the Zn (II)-loaded ZFPs collapsed in the presence of both organic and inorganic $\mathrm{Hg}(\mathrm{II})$, and the $\mathrm{Hg}(\mathrm{II})$-bound ZFPs were unable to recognise DNA target sequences [40,44,51].

Solution equilibria of Cys2His2 zinc finger motifs have been widely investigated using the CP1 model peptide and the metal binding properties of naturally occurring ZFP subunits are usually compared to this model. However, CP1 could only give information regarding the metal binding properties of a single ZF subunit but not the protein-DNA interactions, since one ZF subunit cannot provide significant selectivity and affinity towards DNA. Therefore, the trends predicted on the basis of CP-1 and the behaviour experienced with natural ZFPs are contradictory [35-37,40-43,47].

Recently, we quantitatively characterised the $\mathrm{Zn}(\mathrm{II})$ and DNA binding properties of 1MEY\#, an artificial ZFP consisting of three CP1-like subunits [52]. The amino acid sequence of 1MEY\# can be found in Figure S1. With the knowledge of $\mathrm{Zn}(\mathrm{II})$ and DNA affinities, here we investigated the interaction between the 1MEY\# artificial ZFP and toxic metal ions by spectrometric and electrophoretic methods. The competition of $\mathrm{Cd}(\mathrm{II})$ and Hg (II) with Zn (II) for the ZFP is described quantitatively to better understand the possible mechanisms of toxicity.

## 2. Results and Discussion

### 2.1. Interaction of $1 M E Y \#$ Zinc Finger Protein with Cd(II)

The investigated 1MEY\# ZFP consists of three CP1-like ZF subunits. The ZF units in 1MEY\# differ only in a few amino acids responsible for DNA recognition. Therefore, it is assumed that they have similar metal binding properties. For this reason, the metal binding affinities of a single "average" 1MEY\# binding site, referred to as 1MEY\# bs, are presented throughout the text, unless otherwise stated. A $\mathrm{Zn}(\mathrm{II})$-loaded Cys2His2 ZFP displays $\beta \beta \alpha$-type secondary structure, while the apo-protein turns into an unordered structure, both resulting in characteristic circular dichroism spectra [53]. This provides a great opportunity to apply circular dichroism (CD) spectroscopy to investigate the effect of $\mathrm{Cd}(\mathrm{II})$ on 1MEY\# ZFP. First, $\mathrm{Zn}(\mathrm{II})$ was removed from 1MEY\# by treatment with $\sim 25 \times$ excess of EDTA (Section 3.1). In a subsequent ultrafiltration, the apo-protein was transferred into an EDTA-free buffer. The initial $\mathrm{Zn}(\mathrm{II})$-loaded holo-1MEY\# protein displayed an ordered $\beta \beta \alpha$ structure as revealed by its CD spectrum with two negative peaks around 220 and 205 nm and a positive one at 190 nm (Figure 1a). The CD spectrum of apo-1MEY\# represented an unfolded protein with a single negative peak around 200 nm . By adding three equivalents of $\mathrm{Cd}(\mathrm{II})$ (i.e., one equivalent per 1MEY\# bs), the CD spectrum of the protein adopted a similar pattern to the $\mathrm{Zn}(\mathrm{II})$-loaded protein. This indicated that $\mathrm{Cd}(\mathrm{II})$ could induce folding of the Cys2His2 ZF units into an ordered structure. Furthermore, no additional change in the CD spectra was observed upon an increase in the $\mathrm{Cd}(\mathrm{II})$ to protein ratio of up to $\sim 120$ fold ( 40 fold compared to the binding site) (Figure 1b). $\mathrm{Cd}(\mathrm{II})$ binding to the thiol groups of the ZFP was observed via ligand-to-metal charge transfer bands [54,55] in the 230-250 nm region of the UV-Vis absorption spectra as well (Figure S2).

It has to be mentioned that there are slight differences in the CD spectra of the $\mathrm{Cd}(\mathrm{II})$ and Zn (II)-bound 1MEY\#. The negative peak around 220 nm disappeared and the intensity of the 205 nm negative peak increased for the $\mathrm{Cd}(\mathrm{II})$-loaded 1MEY\#. For a better understanding, we have evaluated the CD spectra using the BeStSel software [56], by means of which the secondary structure compositions of the $\mathrm{Zn}(\mathrm{II})-$ and $\mathrm{Cd}(\mathrm{II})$-loaded proteins were obtained (Figure 1c,d). According to the best fit of the data, the percentage of antiparallel $\beta$-sheet increased by $\sim 6 \%$, while the percentage of $\alpha$-helices decreased by $\sim 8.5 \%$ in the $\mathrm{Cd}(\mathrm{II})$-bound protein. The cysteines favoured by $\mathrm{Cd}(\mathrm{II})$ are located in the antiparallel $\beta$-sheet region, and tight binding to these ligands might have caused extension of these structural elements, while the percentage of the helices decreased. Nevertheless, the most significant changes in the spectra occurred in the $220-240 \mathrm{~nm}$ region, which may also be attributed to the chiral contribution of the charge transfer transitions [54,55,57]. The programs used for evaluation of the protein CD spectra do not consider these contributions separately; thus, these are finally detected as the change in the secondary structural elements. In our case, this may result in overestimation of the $\beta$-sheet content of the protein. Based on the above discussion, we can conclude the 1MEY\# ZFP could fold into an ordered
secondary structure in the presence of $\mathrm{Cd}(\mathrm{II})$, which is most probably similar to that of the $\mathrm{Zn}(\mathrm{II})$-loaded protein. This finding is consistent with the observations of Malgieri et al. for Ros87 ZFP [45], and Krepkiy et al. for the 3rd finger of TFIIIA [39]. In contrast, in case of the Tramtrack ZFP, Roesijadi et al. could only observe the $220-240 \mathrm{~nm}$ changes without the intense peak around 190 nm dedicated mostly to the $\alpha$-helices [46]. The CD spectra of Cd(II)-1MEY\# also suggested that under the measurement conditions, binding to the Cys2His2 site was favoured over the Cys3 or Cys4 coordination mode, which could have also been a possibility for 1MEY\# containing altogether six cysteines in the three ZF units. The exclusive coordination to the cysteines would, however, result in the collapse of the finger structures, which did not occur.


Figure 1. (a) Circular dichroism spectra of Zn (II)-loaded (black), $\mathrm{Cd}(\mathrm{II})$-loaded (orange) and metalfree (dashed grey) 1MEY\# ZFP. The $\mathrm{Cd}(\mathrm{II})$-loaded form in the presence of six equivalents (eqs) Zn (II) per 1MEY\# (two eqs per binding site) (light blue) and the Zn (II)-depleted form using five eqs of EDTA per 1MEY\# (1.7 eqs per binding site) (dashed black) are also presented. (b) CD spectra of Cd (II)-loaded 1MEY\# in the presence of excess Cd (II). All CD spectra were normalised to the intensity of the starting Zn (II)-loaded 1 MEY \# spectrum recorded at $18.8 \mu \mathrm{M}$ protein concentration. Measured and fitted CD spectra of (c) Cd(II)-1MEY\# and (d) Zn(II)-1MEY\# in the 185-250 nm wavelength range. Residual curves showing the differences between the fitted and measured spectra are marked with a red colour. Insets represent the estimated secondary structure composition of the complexes. The fitting was performed by BeStSel program suite [56].

By adding six eqs of $\mathrm{Zn}(\mathrm{II})$ to the $\mathrm{Cd}(\mathrm{II})$-saturated 1MEY\# protein (two eqs per 1MEY\# bs), the CD spectrum of the initial Zn (II)-loaded ZFP was recovered, indicating that $\mathrm{Zn}(\mathrm{II})$ has significantly higher affinity towards the Cys2His2 binding site than $\mathrm{Cd}(\mathrm{II})$. The similarity of the resulting spectrum with that of the initial holoprotein also demonstrated that in the series of the above described experiments, no oxidation of the cysteines of 1MEY\# occurred.

FluoZin-3 is considered to be a Zn (II) selective fluorescent probe, which can be applied to detect free $\mathrm{Zn}(\mathrm{II})$ replaced by $\mathrm{Cd}(\mathrm{II})$ in a competition assay with holo-1MEY\#. However, $\mathrm{Cd}(\mathrm{II})$ also binds to FluoZin-3. Therefore, the stability of this complex was determined first by titrating four samples containing Zn (II) and FluoZin-3 at various molar ratio
with $\mathrm{Cd}(\mathrm{II})$. Assuming only the formation of a monocomplex and excluding formation of the ternary complex formation, a pH -independent stability constant of $\log \beta=7.44 \pm 0.01$ was determined by evaluating the titration curves with the PSEQUAD program [58]. Recalculating this value at $\mathrm{pH}=7.0$, the obtained value of 7.18 was close to the available literature data for the $\mathrm{Cd}(\mathrm{II})$-FluoZin-3 monocomplex ( $\log \beta^{\prime}=6.9$ [59]) (Figure S3a).

While starting from the apo-1MEY\# ZFP, it was demonstrated that a protein coordinated to three $\mathrm{Cd}(\mathrm{II})$ could be established. Competition experiments were also performed to monitor the $\mathrm{Cd}(\mathrm{II})$ vs. $\mathrm{Zn}(\mathrm{II})$ exchange within 1MEY\#. Based on the results of the CD spectroscopic, fluorometric and ESI-MS measurements, it was not possible to completely substitute Zn (II) with $\mathrm{Cd}(\mathrm{II})$ in the applied concentration range (Figure 2). A gradual metal-ion exchange was observed in the mass spectra with the subsequent formation of $\mathrm{Zn}_{2} \mathrm{Cd}_{1}$ and $\mathrm{Zn}_{1} \mathrm{Cd}_{2}$ mixed complexes and the $\mathrm{Cd}_{3}$ species upon an increase in the $\mathrm{Cd}(\mathrm{II})$ excess. Since previously we could not distinguish the Zn (II) binding ability of the three subunits of 1MEY\# ZFP [52], the ZF units (1MEY\# bs) were considered to be identical here as well. The evaluation of the fluorometric titrations revealed that the apparent stability constant of the Cd(II)-1MEY\# bs complex is $\sim 2$ orders of magnitude lower than that of the Zn (II)-1MEY\# bs, characterised by a $\log \beta^{\prime} \mathrm{Zn}^{\mathrm{III})} \mathbf{- 1 \mathrm { MEY } \# \mathrm { bs } , \mathrm { pH }} 7.4$ of 12.2 [52]. This is a similar effect to that observed for the CP-1 model ZF peptide, where the stability decreased by $\sim 2.5$ orders of magnitude (Table 1) [33]. From the CD titration data, a one order of magnitude higher stability value was calculated, but here, only very small changes were observed in the spectra during the metal-ion exchange, decreasing the sensitivity of the method. By fitting the mass spectrometric data, an average $\log \beta^{\prime} \mathrm{Cd}(\mathrm{II})-1 \mathrm{MEY} \mathrm{\#}$ bs pH 7.4 of 10.75 was obtained. Taking into account that the results of the ESI-MS measurements may not always correlate with the solution equilibria due to the different measurement conditions and the potentially different ionisation rates of different species, this value is in a very good agreement with those determined by fluorometric and CD experiments in Table 1. It is also worth mentioning that average $\log \beta^{\prime}$ values and single binding site models could not be directly used in the calculation of the $\mathrm{Cd}(\mathrm{II})$ binding affinity of the protein from the ESI-MS results, since here, the whole protein is observed. Therefore, statistical considerations were applied (Figure 2d) (Supplementary Section S1). A good agreement between the fitted and experimental ESI-MS data supported the hypothesis of the identity of the ZF units within 1MEY\#.

These results indicated reversible $\mathrm{Cd}(\mathrm{II}) / \mathrm{Zn}(\mathrm{II})$ exchange within the CP -1-based 1MEY\# ZFP. No cooperativity was observed during the titrations, suggesting that the ZF subunits behaved independently. Furthermore, the secondary structures of the formed complexes were almost identical (Figure 2) (Scheme 1a). The Cd(II) binding affinity of 1MEY\# was found to be the highest among the available literature data with Cys2His2 ZFPs (Table 1), although it was still $\sim 1-2 \log \beta^{\prime}$ units lower than the Zn (II) binding under similar conditions $\left(\log \beta^{\prime}{ }_{\mathrm{Zn}(\mathrm{II})}=12.2\right)$ [52]. The difference between the $\mathrm{Zn}(\mathrm{II})$ and $\mathrm{Cd}(\mathrm{II})$ binding affinity of CP1 and TFIIIA was reported to be 2.5 [33,38], while in case of the Ros87, it was only $1.2 \log \beta^{\prime}$ units [60].

In good correlation with the results of $C D$ measurements, no signals related to $\mathrm{Zn}_{1} \mathrm{Cd}_{1}$ or $\mathrm{Cd}_{2}$ species were observed during the analysis of the ESI-MS spectra of 1MEY\#. Such species could have been characterised by Cys4 or Cys3 coordination where Cd(II) would bind to the cysteine sidechains of more than one ZF subunit, resulting the collapse of secondary structure and presumably the loss of the DNA-binding function (Scheme 1b). This effect might be responsible for the observed function loss in natural ZFPs with low Zn (II) and Cd (II) affinity towards the Cys2His2 coordination site. For example, in the case of TFIIIA ZFP, out of the nine subunits, only between two and three had higher Zn (II) affinity, and while it was possible to purify a protein with $\sim 9 \mathrm{Zn}$ (II) per ZFP, the purifications in the presence of Cd (II) yielded up to $\sim 4 \mathrm{Cd}$ (II) per ZFP products [35-38] (Table 1). This might be due to the formation of $\mathrm{Cd}(\mathrm{II})-\mathrm{Cys} 3$ and $\mathrm{Cd}(\mathrm{II})-\mathrm{Cys} 4$ coordination where Cd (II) bound the cysteines of multiple ZF subunits $[32,36]$.


Figure 2. (a) Measured (full lines) and calculated (dashed lines) CD spectra of 1MEY\# in the course of titration with $\mathrm{Cd}\left(\mathrm{ClO}_{4}\right)_{2} ; c_{1 \mathrm{MEY}}=16.4 \mu \mathrm{M}$. The endpoint of the titration (fully $\mathrm{Cd}(\mathrm{II})$-loaded 1MEY\#, orange line) was established separately starting from apo-1MEY\#. (b) Measured (symbols) and simulated (full lines) relative fluorescence curves obtained by titrating holo-1MEY\# (blue) with $\mathrm{Cd}(\mathrm{II})$. Reference titrations were simultaneously conducted to obtain data for the relative fluorescence of the system in the absence of 1 MEY (red) or in the presence of an amount of $\mathrm{Zn}\left(\mathrm{ClO}_{4}\right)_{2}$ equal to the Zn (II) content of 1MEY\# (yellow). $c_{\text {FluoZin-3 }}=6 \mu \mathrm{M}$ and $c_{1 \mathrm{MEY}}=1 \mu \mathrm{M}$. (c) ESI-MS spectra of Zn (II)-loaded 1MEY\# in the presence of increasing amounts of Cd(II). Sample amount: $20 \mu \mathrm{~L} c_{1 \mathrm{MEY}}=2 \mu \mathrm{M}$. (d) The species distribution diagram calculated from the ESI-MS data (separate points).

Table 1. Apparent average $\mathrm{Cd}(\mathrm{II})$ and Zn (II) affinities of some Cys2His2 ZFs and ZFPs in $\log \beta^{\prime}$ units. cITC: competition with complexones monitored by ITC; FTc: competition with fluorescent complexones monitored by fluorescence spectroscopy; rCD: circular dichroism spectroscopy followed reverse titration; ESI-MS: reverse titration followed by ESI-MS; RT: spectroscopic reverse titration; DT: spectroscopic direct titration; ED: equilibrium dialysis.

|  | $\log \beta^{\prime}{ }_{\text {Cd(II) }}$ | $\log \beta^{\prime}{ }_{\text {Zn(II) }}$ | $\Delta \log \beta^{\prime 1}$ | Method | References |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1MEY\# |  | 12.2 |  | cITC | [52] |
|  | $10.11 \pm 0.03$ |  | 2.11 | FTc | Present work |
|  | $11.14 \pm 0.03$ |  | 1.06 | rCD | Present work |
| CP1 | 8.7 | 11.2 | 2.5 | RT | [33] |
| TFIIIA | $5.6{ }^{\text {a }}$ | $8.0{ }^{\text {a }}$ | 2.4 | ED | [38] |
|  | $3.8{ }^{\text {b }}$ | $4.6{ }^{\text {b }}$ | 0.8 | ED | [38] |
| Ros87 | 8.0 | 9.2 | 1.2 | RT | [51,61] |
|  | 7.7 |  |  | DT | [45] |

[^2]

Scheme 1. (a) Schematic representation of the $\mathrm{Zn}(\mathrm{II}) / \mathrm{Cd}(\mathrm{II})$ exchange in the 1MEY\# ZFP. The extended scheme including the microspecies that may form during the replacement of the first and second $\mathrm{Zn}(\mathrm{II})$ is included in Supplementary Scheme S1. (b) A hypothetical reaction scheme where Cd(II) coordinates to the cysteine sidechains of multiple ZF subunits inside the ZFP, resulting the collapse of the secondary structure. Such a reaction has been proven not to take place in the case of the highly stable 1MEY\#, but might occur in the case of lower stability natural ZFPs such as TFIIIA.

### 2.2. Hg(II) Binding of the 1 MEY\# Zinc Finger Protein

A perchlorate salt of Hg (II) was used in experiments with 1MEY\# ZFP, aiming to avoid the interference with $\mathrm{Cl}^{-}$ions, i.e., to observe the direct interaction of the toxic metal ion with the ZFP. A significant change in the CD spectra of 1MEY\# was observed upon addition of three equivalents of $\mathrm{Hg}(\mathrm{II})$ (one eq. per 1MEY\# bs), referring to the collapse of the $\beta \beta \alpha$ secondary structure of the protein, similar to other investigations [51]. The positive peak assigned to the $\alpha$-helix around 190 nm completely disappeared (Figure 3a,b). Thus, the formed species, assumed to be the $\mathrm{Hg}_{3} 1 \mathrm{MEY}$ \# complex, displayed an unordered structure. Since Hg (II) shows extreme affinity towards the cysteine thiolates, this was the expected outcome, independent of whether $\mathrm{Zn}(\mathrm{II})$ was completely displaced from the complex or a ternary species was formed.


Figure 3. (a) CD spectra of $1 \mathrm{MEY} \# \mathrm{ZFP}$ in the presence of increasing equivalents of $\mathrm{Hg}\left(\mathrm{ClO}_{4}\right)_{2}$, starting from the Zn (II)-loaded protein (black full line). The black dashed spectrum belongs to the system containing 1 eq. Hg (II) per 1MEY\# bs. (b) The plot of the ellipticity values ( $\times$ ) recorded at 215 nm vs. Hg (II) equivalents per 1MEY\# bs. The breakpoint at 1 eq . is indicated by a vertical dashed grey line. $c_{1 \mathrm{MEY}}=16.4 \mu \mathrm{M}$.

By the addition of further Hg (II), up to $\sim 5$ eq per 1 MEY\# bs, only small, but continuous, changes were observed in the CD spectra, indicating that further thermodynamic events took place. Furthermore, the shape of the CD spectrum changed completely and an intense positive band appeared around 215 nm , most probably due to a charge transfer band related to Hg (II) at $\sim 8$ eq Hg (II) per 1MEY\# bs [57,62,63].

The sharp breakpoint in the plot of the CD intensity at 215 nm after adding one equivalent of Hg (II) per 1MEY\# bs suggested that $\mathrm{Hg}(\mathrm{II})$ is indeed a much stronger competitor for ZF subunits than $\mathrm{Cd}(\mathrm{II})$ (Figure 3). The sharp breakpoint at one equivalent Hg (II) per ZF binding site also suggests that during the sequential exchange of $\mathrm{Zn}(\mathrm{II})$ for Hg (II), the unfolding of one subunit did not weaken the Zn (II) binding (and the secondary structure) of the remaining $\mathrm{Zn}(\mathrm{II})$-bound subunit(s). This again indicated a high degree of independence of the subunits inside 1MEY\#.
$\mathrm{Hg}(\mathrm{II})$ interactions with 1MEY\# ZFP was also investigated by fluorometric titrations. There are no published data characterising the solution equilibria in the Hg (II)-FluoZin-3 system. Therefore, we carried out competitive fluorometric measurements prior to the experiments without protein, titrating the $\mathrm{Zn}(\mathrm{II})-$ FluoZin-3 system at various ratios of $\mathrm{Hg}(\mathrm{II})$. The best fit of these titration curves was achieved by assuming the formation of mono $(\mathrm{HgA} \log \beta=6.8 \pm 0.1)$, bis $\left(\mathrm{HgA}_{2} \log \beta=12.8 \pm 0.3\right)$ and ternary complexes $(\mathrm{HgZnA}$ $\log \beta=14.0 \pm 0.1)$, although the chemical composition and coordination mode of such species remained ambiguous, but as it turned out there was no need for the use of these constants in further calculations (see below) (Figure S3b).

As the next step, the $\mathrm{Hg}(\mathrm{II})-$ holo-1MEY\# system was studied in the presence of FluoZin-3. As it turned out, Hg (II) bound very strongly to the 1MEY\# ZFP, so that the first three equivalents (one equivalent per binding site) of Hg (II) displaced Zn (II) in the ZFP almost quantitatively, and therefore, did not interact with the fluorophore (Figure 4a). This behaviour indicated that while Cd(II) could not compete efficiently with Zn (II) for 1MEY\# ZFP, inorganic $\mathrm{Hg}(\mathrm{II})$ is an extremely strong competitor. Another interesting fact is that, contrary to expectations, no increase in fluorescence could be observed even after continuing the titration; the sample practically behaved as if it had been diluted with a buffer. This suggested that the extra added Hg (II) also bound to the 1MEY\# ZFP with high affinity. This phenomenon provided an opportunity to estimate the lower limits of affinities of the ZF units as binding sites not only towards the first but also towards additional Hg (II) (Table 2). Based on the obtained stability constants, we could construct a distribution diagram, where the dashed section is based on the estimated limiting constants related to the binding of further Hg (II) (Figure 4b). Although this model may not be accurate in describing metal ion cluster formation, it could be successfully applied to describe the phenomena in this complicated system. Oligomerisation may also occur in these systems, but no species related to oligomers could be identified by ESI-MS.

Table 2. Estimated stability constants for $\mathrm{Hg}(\mathrm{II}): 1 \mathrm{MEY} \# \mathrm{bs}$ system based on the fluorometric method. The presented average constants were calculated for a single subunit of 1MEY\# that was assumed to bind $1,2,3$ and $4 \mathrm{Hg}(\mathrm{II})$ in the $1 \mathrm{MEY} \#$ protein binding $3,6,9$ and $12 \mathrm{Hg}(\mathrm{II})$, respectively.

|  | $\mathrm{p} \mathbf{K}^{\prime}$ |
| :---: | :---: |
| $\mathrm{Hg}_{1} 1 \mathrm{MEY}$ bs | $\geq 16.7$ |
| $\mathrm{Hg}_{2} 1 \mathrm{MEY}$ bs | $\geq 9.3$ |
| $\mathrm{Hg}_{3} 1 \mathrm{MEY}$ b b | $\geq 8.5$ |
| $\mathrm{Hg}_{4} 1 \mathrm{MEY}$ bs | $\geq 8.2$ |

Mass spectrometric measurements confirmed the fluorometric results. A gradual displacement of Zn (II) was detected through the $\mathrm{Zn}_{2} \mathrm{Hg} 1 \mathrm{MEY} \#, \mathrm{ZnHg}_{2} 1 \mathrm{MEY} \#$ and $\mathrm{Hg}_{3} 1 \mathrm{MEY} \#$ complexes. In addition, it was possible to detect the presence of 1MEY\# species with even 13 coordinated $\mathrm{Hg}(\mathrm{II})$ while increasing the metal ion excess up to 24 eqs (eight eqs per binding site); however, the exact mode of coordination remained unknown (Figure 4c).

The stability constant of the monocomplex estimated from ESI-MS data was identical to the value obtained from fluorometric titration (Table 2); however, for the binding of the second $\mathrm{Hg}(\mathrm{II})$, a value three orders of magnitude lower was assigned, which is presumably due to the previously mentioned uncertainty of the mass spectrometry. It can be assumed that Hg (II) only coordinates to the cysteines [51]. Thus, in theory, the histidine residues remain available for the coordination of $\mathrm{Zn}(\mathrm{II})$. Despite this, no mixed metal species within the same ZF subunit could be seen under the conditions of the ESI-MS measurements (Scheme 2). In the $\mathrm{Zn}_{2} \mathrm{Hg} 1 \mathrm{MEY} \#$ and $\mathrm{ZnHg}_{2} 1 \mathrm{MEY} \#$ ternary complexes, the metal ions bind to different subunits and thus the binding events are independent.


Figure 4. (a) Measured (symbols) and simulated (continuous line) relative fluorescence obtained during the titration of holo-1MEY\# ZFP with Hg (II) (blue). Reference titrations were simultaneously performed to obtain data for the relative fluorescence of the system in the absence of 1MEY\# (red) or in the presence of an amount of $\mathrm{Zn}\left(\mathrm{ClO}_{4}\right)_{2}$ equal to the $\mathrm{Zn}(\mathrm{II})$ content of 1 MEY (yellow). $c_{\text {FluoZin-3 }}=6 \mu \mathrm{M}$ and $c_{1 \mathrm{MEY}}=1 \mu \mathrm{M}$. (b) Distribution diagram obtained by the fitting of the fluorescence titration data. (c) Zn (II)-loaded 1MEY\# in the presence of increasing amounts of Hg (II) followed by ESI-MS. Sample amount: $20 \mu \mathrm{~L}$ and $c_{1 \text { MEY }}=2 \mu \mathrm{M}$.

The obtained conditional stability constant for the binding of the first Hg (II) $\left(\log \beta^{\prime}{ }_{\mathrm{Hg} \text { (II)-1MEY\# bs }} \geq 16.7\right)$ is quite a high value on the scale of ZFP metal binding. Among the peptides containing the CXXC-amino acid sequence, only those had a similar or higher affinity for $\mathrm{Hg}(\mathrm{II})$, where the cysteines were in favourable position and the secondary structure was not completely unordered [64-67]. Although the CD spectra of 1MEY\# in the presence of one Hg (II) eq. per binding site significantly differed from the unfolded structure (Figure S4), the contribution of the thiolate -Hg (II) charge transfer bands might be significant. Therefore, an accurate evaluation of the secondary structure composition of the $\mathrm{Hg}(\mathrm{II})-1 \mathrm{MEY} \#$ complex is not possible [57,62,63]. Nevertheless, based on the NMR analysis of the similarly behaving Ros 87 ZFP, it can be assumed that the structure is not completely disordered [51]. Sivo et. al. also determined the Hg (II) affinity of Ros87 using $\mathrm{HgCl}_{2}\left(\log \beta^{\prime}{ }_{\mathrm{Hg}(\mathrm{II})-\mathrm{Ros} 87}=6.1\right)[51]$.


Scheme 2. Schematic representation of $\mathrm{Zn}(\mathrm{II}) / \mathrm{Hg}(\mathrm{II})$ exchange in 1MEY\# ZFP. The extended scheme, including the microspecies that may form during the replacement of the first and second $\mathrm{Zn}(\mathrm{II})$, is included in Supplementary Scheme S2.

### 2.3. DNA Binding of 1MEY\# ZFP Is Influenced by Toxic Metal Ions

### 2.3.1. Cd(II)

Previously, we have shown that Zn (II)-saturated 1MEY\# could bind DNA by EMSA experiments. A clear difference in the affinity of the protein towards the 34 bp DNA probes with and without the specific $5^{\prime}$-GAGGCAGAA-3' sequence was observed [52]. Here, we studied the interaction of DNA with the Cd(II)-loaded 1MEY\# ZFP obtained from the apo-protein. EMSA experiments revealed a single, well defined shifted DNA band with the nonspecific DNA probe. By fitting the quantified band intensities, a stability constant could be determined as $\log \beta^{\prime}=6.04 \pm 0.02$ (Figure 5a,c). This corresponds to $\sim 0.2 \log$ units weaker binding compared to the interaction of the $\mathrm{Zn}(\mathrm{II})$-loaded protein with nonspecific DNA. A more significant $\sim 0.6 \mathrm{log}$ unit decrease was found in the affinity of the Cd(II)-loaded 1MEY\#, with $\log \beta^{\prime}=7.62 \pm 0.04$ (Figure 5b,d), compared to that of the Zn (II)-loaded ZFP $\left(\log \beta^{\prime}=8.20\right)$. Nevertheless, the above listed stability constants are still substantially high values. It has to be mentioned that the titration curves for nonspecific DNA binding show a slight sigmoidal pattern instead of the saturation curve expected from the simple binding scheme. This, however, might be attributed to the ambiguity of the gel staining when the amount of bound DNA is too small. It was also visible that the DNA binding of the Cd(II)-loaded 1MEY\# resulted in similar changes in the CD spectra of the system around 190 nm , as in case of the Zn (II)-loaded protein. However, the rate of the increase in ellipticity for the $\mathrm{Cd}(\mathrm{II})-1 \mathrm{MEY}$ \# was approximately half of that of $\mathrm{Zn}(\mathrm{II})-1 \mathrm{MEY}$, which may indicate that the interaction of the $\mathrm{Cd}(\mathrm{II})$-loaded ZFP with DNA induces smaller structural rearrangements, i.e., the process is weaker (Figure 5 g ).


Figure 5. Representative electrophoretic gel mobility shift assays of (a) nonspecific S0 DNA and (b) specific S1 DNA in the presence of increasing equivalents of Cd (II)-loaded 1MEY\# zinc finger protein. $c_{\text {DNA }}=0.88-1 \mu \mathrm{M}$. (c) Distribution of S0 DNA or (d) S1 DNA in the presence of increasing equivalents of Cd(II)-1MEY\# ZFP. DNA fractions (separate points) were calculated based on the intensities of three independent electrophoretic gel mobility shift assays. Band intensity calculations were performed in ImageJ [68]. (e) Electrophoretic gel mobility shift assay of $\mathrm{Zn}(\mathrm{II})-1 \mathrm{MEY}$ \# with specific S 1 DNA in the presence of increasing equivalents of $\mathrm{Cd}(\mathrm{II}) . c_{\mathrm{DNA}}=1 \mu \mathrm{M}, c_{\mathrm{Zn}(\mathrm{II})-1 \mathrm{MEY} \#}=0.8 \mu \mathrm{M}$. (f) Distribution of S1-DNA among the free and protein-bound forms as calculated from the band intensities of the electrophoretic gel mobility shift assay image. (g) Comparison of the CD spectra of S1 DNA in the presence of $0.5 \mathrm{eq} \mathrm{Zn}(\mathrm{II})-1 \mathrm{MEY} \mathrm{\#}$ (black) and $0.5 \mathrm{eq} \mathrm{Cd}(\mathrm{II})-1 \mathrm{MEY}$ ( (orange). The dashed line represents the CD spectrum calculated by summing the appropriate protein and DNA component spectra. All CD spectra were normalised to the intensity of the starting Zn (II)-loaded 1MEY\# spectrum recorded at $18.8 \mu \mathrm{M}$ protein concentration.

After it was proven that a fully $\mathrm{Cd}(\mathrm{II})$-saturated ZFP can bind its DNA target, competition reactions were performed, where the $\mathrm{Zn}(\mathrm{II})$-loaded 1MEY\# ZFP in complex with the specific DNA probe was titrated with increasing amounts of Cd(II). During the process, no change could be seen in the DNA binding ability of the protein, which suggests that if mixed $\mathrm{Zn}_{2} \mathrm{Cd}_{1} 1$ MEY\# and $\mathrm{Zn}_{1} \mathrm{Cd}_{2} 1$ MEY\# complexes form, these can also bind DNA with a similar affinity to the $\mathrm{Zn}(\mathrm{II})$-loaded protein (Figure 5e,f). On the other hand, previously we have shown that the interaction with specific DNA increases the stability of the Zn (II) complex of 1MEY\# [52]. Therefore, it can be assumed that metal ion exchange is a minor process in this experiment.

Based on these findings, we could assume that the toxicity of cadmium in the living organism cannot be directly attributed to competition with high-stability Cys2His2 ZFPs. If the protein is in the $\mathrm{Zn}(\mathrm{II})$-loaded form, a large excess of $\mathrm{Cd}(\mathrm{II})$ would be necessary to com-
pete with Zn (II) and it is unlikely to completely substitute Zn (II). The $\mathrm{Cd}(\mathrm{II})$-loaded 1MEY\# and the mixed metal complexes can also bind DNA, the only visible differences during our measurements were in their affinity, similar to the limited literature data [43,44,46]. Although the competition with the high stability Zn (II)-loaded ZFP is not significant, if Cd (II) meets with the apo-ZFP then it can form stable complexes due to its high affinity towards to protein. Regardless, it cannot be ruled out that such a Cd(II)-loaded high stability ZFP may still be able to perform its function, since once it is coordinated in Cys2His2 mode, the structure and function may differ only slightly compared to the Zn (II)-loaded protein. Furthermore, even if the structure of the protein differs, it does not necessarily mean that the DNA binding function is also completely vanished. In the case of the Tramtrack ZFP, where based on CD , the $\alpha$-helix content of the protein was reduced significantly during Cd (II) binding, the complex could still recognise its target DNA but $\sim 1$ order of magnitude more weakly [46].

### 2.3.2. Hg (II)

Electromobility shift assay titrations revealed that the protein binding to its DNA target had no inhibitory effect on Hg (II) competition. Three equivalents of Hg (II) (one eq. per 1MEY\# bs) could completely eliminate the DNA binding of the ZFP (Figure 6a,b). Thus, the effect of $\mathrm{Hg}(\mathrm{II})$ was unambiguous in the absence of other competing ligands. By using various buffer conditions $\left(\mathrm{Cl}^{-}\right.$ions and DTT) this effect can be significantly reduced, yet according to most of the literature data, Hg (II) still could effectively inhibit the DNA binding of a ZFP [40,44,51].


Figure 6. (a) Representative electrophoretic gel mobility shift assay of $\mathrm{Zn}(\mathrm{II})-1 \mathrm{MEY}$ \# with specific S1 DNA in the presence of increasing equivalents of Hg (II). $c_{\text {DNA }}=1 \mu \mathrm{M}, c_{\mathrm{Zn}(\mathrm{II})-1 \mathrm{MEY}}=1 \mu \mathrm{M}$. (b) Distribution of S1-DNA based on electrophoretic gel mobility shift assay gel intensities.

## 3. Materials and Methods

### 3.1. Protein Expression and Purification

The protein expression and purification steps were described earlier [52]. Briefly, the 1MEY\# protein (a consensus peptide-based 1MEY [69,70] derivative) was expressed in E. coli BL21 (DE3) cells from a pETM11 vector, with an N-terminal His-SUMO affinity tag. $\mathrm{Ni}($ II ) affinity purification was applied, then the N-terminal affinity and SUMO tag were cleaved specifically using the ULP1 protease [71]. Purification was followed by buffer exchange to $10 \mathrm{mM} \mathrm{Cl}^{-}$-free 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES), pH $=7.40$, using Amicon 3 K 15 mL filters (Merck KGaA, Darmstadt, Germany) at $4000 \times g$ $8 \times 30 \mathrm{~min} 15{ }^{\circ} \mathrm{C}$ and filtration through $0.22 \mu \mathrm{~m}, ~ \varnothing=13 \mathrm{~mm}$ PES filters (Merck KGaA, Darmstadt, Germany). This process provided the $\mathrm{Zn}(\mathrm{II})$-loaded ZFP; thus, for the Cd(II)1MEY\# experiments, Zn (II) was removed from the protein by 0.5 mM EDTA ( $\sim 25 \times$ excess over 1MEY\#) and 0.2 mM TCEP (tris(2-carboxyethyl)phosphine) treatment for 10 min at $25^{\circ} \mathrm{C}$. EDTA was washed away during ultra-filtration (Amicon 3 K 0.5 mL filters (Merck KGaA, Darmstadt, Germany), $14,000 \times g 5 \times 5 \mathrm{~min} 15^{\circ} \mathrm{C}$ ) with 10 mM HEPES, 0.2 mM TCEP and $50 \mathrm{mM} \mathrm{NaClO} 4(\mathrm{pH}=7.40)$ buffer. The TCEP reducing agent was included in
order to protect the free cysteines from potential oxidation. After the calculated EDTA content of the protein sample dropped to below $1 \mu \mathrm{M}, 150 \mu \mathrm{M}$ final concentration $\mathrm{Cd}\left(\mathrm{ClO}_{4}\right)_{2}$ was added to a portion of the sample and incubated for 5 min at $25^{\circ} \mathrm{C}$. Then, additional buffer exchange was performed with 10 mM HEPES and $50 \mathrm{mM} \mathrm{NaClO}_{4}(\mathrm{pH}=7.40)$ buffer by ultra-filtration as described earlier.

### 3.2. Mass Spectrometric Analysis of the Protein

Intact protein analysis was performed on an LTQ-Orbitrap Elite (Thermo Scientific, Thousand Oaks, CA, USA) mass spectrometer coupled with a TriVersa NanoMate (Advion, Ithaca, NY, USA) chip-based electrospray ion source. Measurements were carried out in positive mode at 120,000 resolution in 8.2 mM ammonium hydrogen carbonate buffer ( pH $\sim 7.8$ ), as described previously [72]. Fitting of the ESI-MS data was performed by the Solver add in of Microsoft Excel based on statistical considerations [73,74].

### 3.3. CD Spectroscopy

A J-1500 Jasco spectrophotometer was used during spectroscopic measurements under constant nitrogen flow in stepwise scanning mode over the range of 180-330 nm. Synchrotron radiation (SR) CD spectra were recorded at the CD1 beamline of the storage ring ASTRID at the Institute for Storage Ring Facilities (ISA), University of Aarhus, Denmark between the 170 and 330 nm wavelength range [75,76].

All spectra were recorded with 1 nm steps and a dwell time of 2 s per step, using $l=0.2 \mathrm{~mm}$ cylindrical quartz cells (SUPRA-SIL, Hellma GmbH, Müllheim, Germany). Each sample containing $8-20 \mu \mathrm{M}$ protein was prepared separately in $6.6-7.5 \mathrm{mM}$ HEPES buffer ( $\mathrm{pH}=7.40$ ) and was kept at room temperature for at least 5 min prior to measurement. Samples for CD measurements involving DNA contained $33-45 \mathrm{mM} \mathrm{NaClO} 4$ as well. If CD data were fitted, the 215-260 nm wavelength range was selected and the PSEQUAD program was used for calculations [58].

### 3.4. Electrophoretic Mobility Shift Assay (EMSA)

Electrophoretic mobility shift assays were performed using 34 bp DNA probes containing zero (later referred to as S0 DNA) or one (later referred to as S1 DNA) specific 1MEY\# target sequence: $5^{\prime}$-GAGGCAGAA- $3^{\prime}$. The S0 DNA probe was obtained by the hybridisation of the Forward-S0: 5'-CTAGTTTGCTGAACTGGGGTCACATAGATTAATA$3^{\prime}$ and Reverse-S0: -5 ${ }^{\prime}$-TATTAATCTATGTGACCCCAGTTCAGCAAACTAG-3' oligonucleotides. The S1 DNA probe was obtained by the hybridisation of the Forward-S1: $5^{\prime}-$ GAATTCCTGCTGAGAGGCAGAAACATAGGGGTCG-3' and Reverse-S1: 5'-CGACCCCTATGTTTCTGCCTCTCAGCAGGAATTC $-3^{\prime}$ oligonucleotides (target sequence of 1MEY\# is underlined). Oligonucleotides were obtained by solid phase synthesis (Invitrogen-Thermo Scientific, CA, USA). EMSA experiments were performed as described earlier in 10 mM HEPES, 150 mM NaClO 4 and $10 \mathrm{~m} / \mathrm{V} \%$ glycerol buffer ( $\mathrm{pH}=7.40$ ) [77]. The FastRuler Ultra Low Range DNA Ladder (Thermo Scientific, CA, USA) served as a reference (marker) and the ImageJ program was used for the quantification of gel intensities [68]. Calculations were performed by the PSEQUAD program [58].

### 3.5. Fluorimetry

The competition reactions of the Zn (II)-loaded 1MEY\# were monitored using the FluoZin-3 fluorescent probe in a CLARIOstar Plus plate reader (BMG Labtech, Ortenberg, Germany). FluoZin-3 has an absorption maximum at 494 nm and exhibits strong fluorescence at 516 nm when binding Zn (II), with a conditional stability constant of $\log \beta^{\prime}=8.04$ ( $\mathrm{pH}=7.40$ ) [78]. In a typical measurement, $480-490 \mathrm{~nm}$ extinction and $510-520 \mathrm{~nm}$ emission filters were used during the titrations of $200 \mu \mathrm{~L}$ protein-FluoZin-3 sample in 96-well, polystyrene, non-binding, flat-bottom, black microplates (Greiner Bio-One, Kremsmünster, Austria) in 10 mM HEPES and $150 \mathrm{mM} \mathrm{NaClO}_{4}$ buffer ( $\mathrm{pH}=7.40$ ). An amount of $3 \mu \mathrm{~L}$ titrant (or buffer) was injected to the samples at each titration point by the two built-in
injectors of the CLARIOstar Plus plate reader. Each injection was followed by 30 s 150 rpm double orbital shaking of the plate and 5 min incubation at $25^{\circ} \mathrm{C}$ to reach equilibrium. The titration process was automated using custom built scripts (Table S1). The FluoZin-3 concentration was determined spectrophotometrically ( $\lambda_{\max }=491 \mathrm{~nm}, \varepsilon_{\max }=71,143 \mathrm{M}^{-1} \mathrm{~cm}^{-1}$ ( $\mathrm{pH}=7.40$ )). During each measurement, additional control samples were prepared containing only FluoZin-3 or FluoZin-3 and the equivalent amount of Zn (II) which can be released from the 1MEY\# ZFP during competition reactions, in order to calculate correct relative fluorescence values (Figure S5). Fitting of the fluorometric data was performed by PSEQUAD [58] and by the Solver add in of Microsoft Excel.

## 4. Conclusions

The interaction of Zn (II)-loaded Cys2His2 ZFPs with other metal ions can decrease, alter or destroy their DNA binding function. Therefore, a better understanding of these systems is essential. Several research works have aimed at studying the interactions between toxic metal ions and ZFPs, but the available data with model peptides and natural ZFPs cannot be directly compared. In a previous publication, we quantitatively characterised the $\mathrm{Zn}(\mathrm{II})$ and DNA binding of a ZFP consisting of three CP1-like model peptide subunits [52]. Based on CD measurements, we could prove that Cd(II) binding of 1MEY\# resulted in an almost identical secondary structure to the Zn (II) complex. The protein could bind $\mathrm{Cd}(\mathrm{II})$ with the highest affinity determined so far for the Cys2Hi2 binding sites. Yet, the Zn (II) binding affinity of 1MEY\# is even higher by 1-2 orders of magnitude. Similar tendencies were observed between the $\mathrm{Zn}(\mathrm{II})$ and $\mathrm{Cd}(\mathrm{II})$ binding of other investigated ZFs [33,38]. Thus, a large excess of Cd (II) would be necessary to compete with Zn (II), while the Cd (II) substituted ZFP can be reverted into Zn (II)-complex by adding two equivalents of Zn (II) per binding site, based on CD measurements. The metal exchange reaction occurred stepwise, with each ZF subunit behaving independently. Formation of Cd(II)-Cys3 or Cd(II)-Cs4 complexes could not be observed by ESI-MS and CD measurements. The protein bound three $\mathrm{Cd}(\mathrm{II})$ ions and no further spectral changes were visible, even when applying 120 equivalents of $\mathrm{Cd}(\mathrm{II})$. We could demonstrate that the Cd (II) complex was also capable of specific DNA binding by EMSA and CD measurements, although the affinity decreased by $\log \beta^{\prime}=0.6$ units compared to the $\mathrm{Zn}(\mathrm{II})$ complex. The DNA binding ability of Zn (II)-loaded 1MEY\# was not influenced even by $\sim 100$ eqs of $\mathrm{Cd}(\mathrm{II})$, suggesting that either no exchange occurred or the mixed complexes could recognise the DNA target as well.

Hg (II) behaved in a completely different manner. By using perchlorate salt, we could observe the affinity of $\operatorname{Hg}$ (II) towards the 1MEY\# ZFP to be $\log \beta^{\prime}{ }_{\mathrm{Hg}(\mathrm{II})}{ }^{1 \mathrm{MEY}} \mathrm{H}$ bs $\geq 16.7$. During the quantitative exchange of Zn (II) with $\mathrm{Hg}(\mathrm{II})$, the well-defined $\beta \beta \alpha$ secondary structure of 1MEY\# collapsed. Excess of Hg (II) could also bind to 1MEY\# with nanomolar affinity. Even a 13 Hg (II)-bound form was visible in ESI-MS, which could also be followed by CD spectroscopy through the charge transfer bands of Hg (II). In contrast, the Hg (II) affinity of the Ros87 ZFP investigated by Sivo et al. using $\mathrm{HgCl}_{2}$ salt was three orders of magnitude weaker than the Zn (II) affinity of the same protein [51]. Hg (II) not only disrupted the structure of 1MEY\#, but also destroyed the DNA binding of the ZFP. An investigation into the multi-metal binding sites in the $\mathrm{Hg}(\mathrm{II})$-bound 1MEY\# would be of interest.

Supplementary Materials: The following supporting information can be downloaded at: https:/ /www. mdpi.com/article/10.3390/inorganics11020064/s1, Section S1. Statistical considerations during ESI-MS measurements. Scheme S1. Schematic representation of the $\mathrm{Zn}(\mathrm{II}) / \mathrm{Cd}(\mathrm{II})$ exchange in the 1MEY\# ZFP. In the transition states, $\mathrm{Cd}(\mathrm{II})$ can replace Zn (II) of any zinc finger subunit with equal probability. Scheme S2. Schematic representation of the $\mathrm{Zn}(\mathrm{II}) / \mathrm{Hg}$ (II) exchange in the 1MEY\# ZFP. In the transition states, Hg (II) can replace Zn (II) of any zinc finger subunit with equal probability. Figure S 1 : Cartoon representation of the crystal structure of (a) the 1st ZF subunit of the 1MEY ZFP and (b) the whole 1MEY ZFP. ZFP: blue, $\mathrm{Zn}(\mathrm{II})$ : grey sphere, cysteine thiols: yellow (PyMOL representation of 1MEY PDB [4]). (c) Alignment of the amino acid sequence of 1MEY\# ZFP (constructed from 1MEY ZFP [4]) with the 26 amino acid-long consensus Cys2His2 model peptide CP1 and CP1 K/S mutant,
established and investigated by Berg et al. [5]. The identical amino acids of 1MEY\# compared to CP1 are marked with green, while the ones that differ both compared to the CP1 and CP1 K/S mutant are marked with red. The amino acids differing only compared to CP1 are marked with light red. Figure S2: UV-Vis absorption spectra of 1MEY\# in either $\mathrm{Zn}(\mathrm{II})$ (blue) or Cd (II) (orange) saturated form. $c_{1 \mathrm{MEY} \#}=13.5 \mu \mathrm{M}$ in 10 mM HEPES and $50 \mathrm{mM} \mathrm{NaClO}_{4}(\mathrm{pH} 7.4) ; l=1 \mathrm{~cm}$. Figure S3: Measured (separate symbols) and calculated (full lines) relative fluorescence values of Zn (II)-FluoZin-3 systems in the presence of an increasing amount of $(\mathbf{a}) \mathrm{Cd}\left(\mathrm{ClO}_{4}\right)_{2}$; and $(\mathbf{b}) \mathrm{Hg}\left(\mathrm{ClO}_{4}\right)_{2}$. Samples $(200 \mu \mathrm{~L})$ were loaded into the plate wells and titrated with $3 \mu \mathrm{~L}$ aliquots of the titrant at $25^{\circ} \mathrm{C} . c_{\text {FluoZin-3 }}=3.98 \mu \mathrm{M}$, 10 mM HEPES and $150 \mathrm{mM} \mathrm{NaClO}_{4}$ ( pH 7.40 ). The calculations were performed by the PSEQUAD program [6]. Figure S4: Circular dichroism spectra of Zn (II)-loaded 1MEY\# (full black line), Hg (II)loaded (red) and metal-free form using 5 eqs of EDTA per 1MEY\# (1.7 eqs per binding site) (dashed black) are also presented. $c_{1 \mathrm{MEY}}=16.4 \mu \mathrm{M}$ in $7.5 \mathrm{mM} \operatorname{HEPES}(\mathrm{pH}=7.4)$ buffer. CD1 beamline of the storage ring ASTRID, Aarhus $l=0.2 \mathrm{~mm}$. Figure S5: Fluorometric titration procedure. Baseline fluorescence was determined by applying a 10-fold excess of EDTA over FluoZin-3. The maximal achievable fluorescence value was determined by applying 0.5 eq Zn (II) to FluoZin-3 ('Max'). A two-fold excess of FluoZin-3 was necessary to make sure $100 \%$ of Zn (II) is complexed. A sample containing an identical amount of $\mathrm{Zn}(\mathrm{II})$ to the 'Max' reference well was titrated with the titrant. The dilution effect during titration was determined by the injection of buffer (instead of the titrant) to the reference wells and to an additional sample well. Table S1: Automated titration script for CLARIOstar Plus plate reader.
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#### Abstract

Six new copper(II) complexes were prepared: $\left[\mathrm{Cu}(\mathrm{ClBrQ})_{2}\right](\mathbf{1 a , 1 b}),\left[\mathrm{Cu}(\mathrm{ClBrQ})_{2}\right] \cdot 1 / 2$ diox (2) $\left(\right.$ diox $=1,4$-dioxane) $,\left[\mathrm{Cu}(\mathrm{BrQ})_{2}\right](3),\left[\mathrm{Cu}(\mathrm{dNQ})_{2}\right](4),\left[\mathrm{Cu}(\mathrm{dNQ})_{2}(\mathrm{DMF})_{2}\right](5)$ and $\left[\mathrm{Cu}(\mathrm{ClNQ})_{2}\right]$ (6), where HClBrQ is 5-chloro-7-bromo-8-hydroxyquinoline, HBrQ is 7-bromo-8-hydroxyquinoline, HCINQ is 5-chloro-7-nitro-8-hydroxyquinoline and HdNQ is 5,7-dinitro-8-hydroxyquinoline. Prepared compounds were characterised by infrared spectroscopy, elemental analysis and by X-ray structural analysis. Structural analysis revealed that all complexes are molecular. Square planar coordination of copper atoms in $\left[\mathrm{Cu}(\mathrm{XQ})_{2}\right](\mathrm{XQ}=\mathrm{ClBrQ}(\mathbf{1 a}, \mathbf{1 b}), \operatorname{BrQ}(\mathbf{3})$ and $\mathrm{ClNQ}(\mathbf{6}))$ and tetragonal bipyramidal coordination in $\left[\mathrm{Cu}(\mathrm{dNQ})_{2}(\mathrm{DMF})_{2}\right](5)$ complexes were observed. In these four complexes, bidentate chelate coordination of XQ ligands via oxygen and nitrogen atoms was found. Hydrogen bonds stabilizing the structure were observed in $\left[\mathrm{Cu}(\mathrm{dNQ})_{2}(\mathrm{DMF})_{2}\right](5)$ and $\left[\mathrm{Cu}(\mathrm{ClNQ})_{2}\right]$ (6), no other nonbonding interactions were noticed in all five structures. The stability of the complexes in DMSO and DMSO/water was evaluated by UV-Vis spectroscopy. Cytotoxic activity of the complexes and ligands was tested against MCF-7, MDA-MB-231, HCT116, CaCo2, HeLa, A549 and Jurkat cancer cell lines. The selectivity of the complexes was verified on a noncancerous Cos-7 cell line. Antiproliferative activity of the prepared complexes was very low in comparison with cisplatin, except complex 3; however, its activity was not selective and was similar to the activity of its ligand HBrQ. Antibacterial potential was observed only with ligand HClNQ. Radical scavenging experiments revealed relatively high antioxidant activity of complex 3 against ABTS radical.


Keywords: copper complexes; derivatives of 8-hydroxyquinoline; crystal structure; bromination; biological properties

## 1. Introduction

Cancer treatment by using cisplatin spread widely after discovery of its anti-neoplastic activity [1]. Since then, some derivatives, such as carboplatin, oxaliplatin, nedaplatin, heptaplatin, lobaplatin and miriplatin, were prepared and used as anticancer agents, too [2]. Nowadays, nearly half of all cancer diseases are being treated by platinum-based drugs. These compounds are exceptionally successful against a broad spectrum of cancers, which
is caused by their high reactivity [3]. Unfortunately, due this property, some negative phenomena are observed. Treatment with platinum-based drugs negatively influences healthy cells, which causes side-effects, such as neurotoxicity, renal toxicity, vomiting, and damage to the gastrointestinal tract, hair follicles and other tissues [4]. Another observed negative impact is the development of resistance, by which cancer cells try to escape apoptosis [5]. The necessity to reduce the negative impacts widely opened a new research field focused on other metal complexes as biological agents.

The quinoline family, including 8-hydroxyquinoline (8-HQ) and its derivatives, represents compounds with interesting pharmacological properties. For these compounds, anticancer, antibacterial, antifungal, antimalaria, antineurodegenerative and antiHIV effects were described [6-8]. These ligands can be coordinated to different metal atoms by oxygen and nitrogen atoms, and the resulting complexes often show increased anticancer activity. As an example, we can mention several complexes of $\mathrm{Pd}[9,10], \mathrm{Zn}[11,12]$, $\mathrm{Ga}[13-15], \mathrm{Ru}[16,17]$ and lanthanides [18-21], among which complexes with halogenand nitro-derivatives of 8-HQ exhibited the highest activity. However, information on the anticancer activity of copper complexes rarely appears in the literature [12,22-25]. Therefore, we decided to prepare a series of copper complexes with commercially unavailable halogen- and nitro-derivatives of 8-HQ ( $\mathrm{HClBrQ}=5$-chloro-7-bromo-8-hydroxyquinoline, $\mathrm{HCINQ}=5$-chloro-7-nitro-8-hydroxyquinoline and $\mathrm{HdNQ}=5,7$-dinitro-8-hydroxyquinoline), as well as with the commercially available, but hitherto unstudied $\mathrm{HBrQ}(\mathrm{HBrQ}=7$-bromo-8-hydroxyquinoline) ligand: $\left[\mathrm{Cu}(\mathrm{ClBrQ})_{2}\right](\mathbf{1 a}, \mathbf{1 b}),\left[\mathrm{Cu}(\mathrm{ClBrQ})_{2}\right] \cdot 1 / 2 \operatorname{diox}(\mathbf{2}),\left[\mathrm{Cu}(\mathrm{BrQ})_{2}\right]$ (3), $\left[\mathrm{Cu}(\mathrm{dNQ})_{2}\right](4),\left[\mathrm{Cu}(\mathrm{dNQ})_{2}(\mathrm{DMF})_{2}\right](5)$ and $\left[\mathrm{Cu}(\mathrm{ClNQ})_{2}\right]$ (6). In this paper, we present synthesis of these complexes and the results of infrared and UV-Vis spectroscopy, and elemental and monocrystal X-ray structural analysis. Moreover, we also discuss their antiproliferative activity against seven cancer cell lines and, using one non-cancerous Cos-7 cell line, we evaluate their selectivity. We also compare their anticancer activity with the activity of the corresponding ligands and cisplatin. Finally, we present the antimicrobial activity of the complexes and ligands against one gram-positive and one gram-negative bacteria, as well as their antioxidant activity.

## 2. Results and Discussion

### 2.1. Syntheses

The described copper complexes were synthesised by a simple mixing and stirring of solutions of corresponding ligand and copper(II) salt at laboratory (1a) or higher temperature ( $\mathbf{1 b} \mathbf{b} \mathbf{6}$ ). While HClQ and HBrQ ligands used in the syntheses of complexes were obtained commercially, the HCINQ, HdNQ and HClBrQ ligands were first synthesised by previously described synthetic routes [26-28]. Interestingly, in the synthesis of 1a, where $\mathrm{CuBr}_{2}$ was used, in situ bromination of HClQ ligand was observed. The mechanism of bromination of organic substances using $\mathrm{CuBr}_{2}$ was described in the literature [29,30]. This motivated us to prepare HClBrQ ligand and use it for the synthesis of $\mathbf{1 b}$ to compare its structure with the structure of 1a, because, in the case of in situ bromination, only $85 \%$ of the ligand molecules were brominated, as confirmed by semiquantitative EDS analysis (Figure S1) and X-ray structural analysis. Crystals of all prepared complexes suitable for X-ray structural analysis were obtained by slow crystallisation from corresponding solutions.

The composition of the prepared complexes was suggested by elemental ( $\mathbf{1 b} \mathbf{b} \mathbf{4}, \mathbf{6}$ ) and X-ray structural analysis ( $\mathbf{1 a}, \mathbf{1 b}, \mathbf{3}, \mathbf{5}, \mathbf{6}$ ). Crystals of 5 were unstable in air, due to the releasing of DMF from the structure, and crystals of 1a were not prepared in sufficient quantity, and, therefore, they could not be characterised by elemental analysis.

### 2.2. Infrared Spectroscopy

All complexes were first characterised by IR spectroscopy (Figure 1) to confirm the presence of the ligands or solvates in the complexes. The presence of XQ ligands in the prepared compounds was confirmed by several bands, including very weak bands of
$v(\mathrm{C}-\mathrm{H})_{\text {ar }}$ vibrations observed at $3075-3098 \mathrm{~cm}^{-1}$. Coordination of the ligands to the copper central atom was supported by the absence of $v(\mathrm{O}-\mathrm{H})$ vibration, from the hydroxyl group, which should be observed in uncoordinated 8-hydroxyquinoline and its derivatives as a broad band in the $3700-3400 \mathrm{~cm}^{-1}$ region [31-35]. Characteristic bands of halogen functional groups in positions 5 and 7 presented, in the ranges $973-984\left(v\left(\mathrm{C}_{5}-\mathrm{Cl}\right)\right.$ vibrations in $(\mathbf{1 a}, \mathbf{1 b}, \mathbf{2}, \mathbf{6})$ and $861-873 \mathrm{~cm}^{-1}\left(v\left(\mathrm{C}_{7}-\mathrm{Br}\right)\right.$ vibrations in (1a-3). The presence of a nitro group in 4-6 was manifested by bands of $v(\mathrm{~N}-\mathrm{O})_{\text {as }}$ vibrations observed at $1561-1569 \mathrm{~cm}^{-1}$ and $v(\mathrm{~N}-\mathrm{O})_{\text {sym }}$ vibrations at $1323 \mathrm{~cm}^{-1}$ [35].


Figure 1. FT-IR spectra of 1-6.
If we compare the IR spectra of 2 and 5 with the spectra of $\mathbf{1 b}$ and 4 , respectively, we can clearly identify characteristic bands of used solvents in the IR spectra of the first two complexes. The bands of $v\left(\mathrm{CH}_{2}\right)$ vibrations at 2965, 2912, 2887, $2849 \mathrm{~cm}^{-1}$ and ring breathing vibrations at 613 and $1182 \mathrm{~cm}^{-1}$ confirmed the presence of 1,4-dioxane in 2 [36-38]. Molecules of DMF in 5 manifested themselves as weak bands of $v(\mathrm{C}-\mathrm{H})_{\mathrm{al}}$ vibrations at 2968,2928 , and $2860 \mathrm{~cm}^{-1}$, as a band at $1098 \mathrm{~cm}^{-1}$, which belonged to the deformation vibrations of the methyl group, and as a strong band of $v(\mathrm{C}=\mathrm{O})$ vibrations at $1651 \mathrm{~cm}^{-1}$ [39].

### 2.3. UV-Vis Spectroscopy

A study of the stability of the prepared complexes $(\mathbf{1 b} \mathbf{- 4 , 6})$ was performed by comparison of the UV-Vis spectra of the complexes freshly suspended in Nujol with the spectra of the complexes in DMSO and DMSO/water (1:1) solutions, which were remeasured every 24 h over 3 days. As can be seen in Figure 2, the spectra of $\mathbf{1 b}$ in DMSO and DMSO/water
measured for 3 days were identical and very similar to the spectrum of $\mathbf{1 b}$ prepared in Nujol, which suggested the stability of $\mathbf{1 b}$ in the solutions. Similar results were obtained for 2, 4 and 6, but this was not the case for 3 . Figure 2 shows its UV-Vis spectra and it was obvious that the spectra in DMSO/water did not coincide with the spectra in Nujol or DMSO. This might be explained by a very low concentration of 3 in the DMSO/water solution, due to its continuous precipitation from this solution.


Figure 2. UV-VIS spectra of $\mathbf{1 b}$ (top) and 3 (bottom).

### 2.4. X-ray Structure Analysis

The crystals of $\mathbf{1 a}, \mathbf{1 b}, \mathbf{3}, \mathbf{5}$ and $\mathbf{6}$ were suitable for X-ray structural analysis, which confirmed their molecular character. Complexes $\mathbf{1 a}, \mathbf{1 b}$ and $\mathbf{6}$ crystallised in the monoclinic space group $\mathrm{P} 2_{1} / \mathrm{c}$, while 3 crystallised in $\mathrm{P} 2_{1} / \mathrm{n}$ space group. Their unit cells contained two $\left[\mathrm{Cu}(\mathrm{XQ})_{2}\right]$ molecules with copper atoms sitting on inversion centres. The central atoms were chelate-coordinated by two deprotonated corresponding $X Q$ ligands $(X Q=C 1 B r Q$, BrQ and ClNQ) via oxygen and nitrogen atoms in a distorted square planar fashion (Figures 3 and S2). The shape of their polyhedral coordination was confirmed by bond lengths and angles (Table 1). Cu1-O1 bonds (1.920(2)-1.926(2) $\AA$ ) were slightly shorter than Cu1-N1 bonds (1.953(2)-1.964(2) $\AA$ ), due to the smaller covalent radius of the oxygen atom. Similar bond distances and angles were observed in other copper complexes with derivatives of 8 -hydroxyquinoline [11,23, 40,41 ].

Even though the crystals of 5 were not stable, being out of the maternal solution, collected X-ray data was sufficient to solve the structure. Complex 5 crystallised in the triclinic space group $P-1$. Cu1 atom, sitting on an inversion centre, was hexacoordinated by pairs of oxygen and nitrogen atoms in trans-positions from two molecules of dNQ, and axial positions were occupied by two oxygen atoms from two molecules of DMF (Figure 4). As can be seen in Table 2, the shape of the coordination polyhedron could be described as elongated tetragonal bipyramid, due to the Jahn-Teller effect. Nevertheless, the Cu1-O1
and $\mathrm{Cu} 1-\mathrm{N} 1$ bond lengths were close to those observed in $\mathbf{1 a}, \mathbf{1 b}, \mathbf{3}$ and $\mathbf{6}$. All carbon atoms of DMF were disordered over two positions with site occupation factors being 0.62 and 0.38 .




Figure 3. Molecular structure of $\mathbf{1 b}, \mathbf{3}$ and $\mathbf{6}$ (left to right). Displacement ellipsoids are drawn at the $80 \%$ or $50 \%$ (3) probability levels. Symmetry code: $\mathrm{i}=-x,-y+1,-z+1$.

Table 1. Selected bond lengths [ $\AA$ ] and angles [ ${ }^{\circ}$ ] for $\mathbf{1 a}, \mathbf{1 b}, \mathbf{3}$ and $\mathbf{6}$.

|  | $\mathbf{1 a}$ | $\mathbf{1 b}$ | $\mathbf{3}$ | $\mathbf{6}$ |
| :---: | :---: | :---: | :---: | :---: |
| Cu1-O1 | $1.922(3)$ | $1.920(2)$ | $1.922(2)$ | $1.926(2)$ |
| Cu1-N1 | $1.964(3)$ | $1.965(2)$ | $1.958(2)$ | $1.953(2)$ |
| O1-Cu1-N1 | $94.90(11)$ | $94.76(8)$ | $94.57(9)$ | $95.81(9)$ |
| O1-Cu1-N1 | $85.10(11)$ | $85.24(8)$ | $85.43(9)$ | $84.19(9)$ |

Symmetry code: $\mathrm{i}=-x,-y+1,-z+1$.


Figure 4. Molecular structure of 5. Displacement ellipsoids are drawn at the $50 \%$ probability level. Only one position of carbon atoms of DMF is shown because of clarity. Symmetry code: $\mathrm{i}=-x+1$, $-y+1,-z$.

Table 2. Selected bond lengths $[\AA]$ and angles $\left[{ }^{\circ}\right]$ for 5.

| Bonds | Angles |  |  |
| :---: | :---: | :---: | :---: |
| Cu1-O1 | $1.9508(14)$ | O1-Cu1-N1 ${ }^{\mathrm{i}}$ | $96.82(7)$ |
| Cu1-N1 | $1.9706(17)$ | O1-Cu1-N1 | $83.18(7)$ |
| $\mathrm{Cu1-O2}$ | $2.4920(19)$ | O1-Cu1-O2 | $94.14(6)$ |
|  |  | N1-Cu1-O2 | $91.91(7)$ |
|  |  | O1 $^{\mathrm{i}}-\mathrm{Cu} 1-\mathrm{O} 2$ | $85.86(6)$ |
|  | N1 $^{\mathrm{i}}-\mathrm{Cu} 1-\mathrm{O} 2$ | $88.09(7)$ |  |

Symmetry code: $\mathrm{i}=-x+1,-y+1,-z$.
From the above-described structures, only structures with nitro groups (5 and 6) were stabilised by hydrogen bonds. Two hydrogen bonds presented in 5 (Table S1) created a layer parallel with the (01-1) plane (Figure 5). Only one hydrogen bond in the structure of 6 (Table S1) created a layer parallel with the (100) plane (Figure 5). No other significant intermolecular interactions were present in the structures of the complexes.


Figure 5. Layers formed by hydrogen bonds (dashed lines) in 5 (top) and 6 (bottom). Hydrogen atoms not involved in hydrogen bonds are omitted because of clarity.

### 2.5. Antiproliferative Activity

In the present work, four copper(II) complexes (1b, 3, 4 and 6) and their ligands were screened for potential antiproliferative activity. Furthermore, cisplatin, as a common chemotherapy agent, was used as a standard. There is evidence that copper complexes should be studied for their pro-apoptotic potential, also due to the fact that cancer cells take up larger amounts of copper than normal cells, as reviewed in [42]. Moreover, it was published that copper complexes with quinoline induced apoptosis and had cytotoxic effects on cancer cell lines [43-45]. In our study, the most potent novel copper(II) complex was 3 with $\mathrm{IC}_{50}$ values in the range $5.3-6.0 \mu \mathrm{M}$ on all tested cancer cell lines (Table 3). However, we did not observe selectivity towards non-cancerous Cos-7 cells ( $\mathrm{IC}_{50}=5.8 \mu \mathrm{M}$ ). This complex was more efficient than cisplatin and its ligand HBrQ. Other tested complexes ( $\mathbf{1 b}, 4$ and $\mathbf{6}$ ) showed $\mathrm{IC}_{50}$ values above $200 \mu \mathrm{M}$ on all tested cell lines, except for Caco- 2 cells,
where complex $\mathbf{1 b}$ showed $\mathrm{IC}_{50} 106.8 \mu \mathrm{M}$ and complex 4 around $46.4 \mu \mathrm{M}$ with a selectivity towards Cos-7 cells, but lower effectivity than cisplatin. Based on the literature [46-51] the antiproliferative activity of copper(II) chloride against the seven cancer cell lines under study was not tested, because $\mathrm{CuCl}_{2}$ displayed inconsequential in vitro toxicity.

Table 3. IC $_{50}$ values of tested copper(II) complexes and their ligands.

|  | Cell Lines (IC50 in $\boldsymbol{\mu M}$ ) |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MCF-7 | MDA-MB-231 | HCT116 | Caco-2 | HeLa | A549 | Jurkat | Cos-7 |  |
| $\mathbf{1 a}$ | NT | NT | NT | NT | NT | NT | NT | NT |  |
| $\mathbf{1 b}$ | $>200$ | $>200$ | $>200$ | 106.8 | $>200$ | $>200$ | $>200$ | $>200$ |  |
| $\mathbf{2}$ | NT | NT | NT | NT | NT | NT | NT | NT |  |
| $\mathbf{3}$ | 5.8 | 6.0 | 5.3 | 5.4 | 5.4 | 5.6 | 5.7 | 5.8 |  |
| $\mathbf{4}$ | 204.8 | $>200$ | $>200$ | 46.4 | $>200$ | $>200$ | $>200$ | $>200$ |  |
| $\mathbf{5}$ | NT | NT | NT | NT | NT | NT | NT | NT |  |
| $\mathbf{6}$ | $>200$ | $>200$ | $>200$ | $>200$ | $>200$ | $>200$ | $>200$ | $>200$ |  |
| HClBrQ | 36.4 | 6.2 | 23.1 | 19.7 | 40.2 | 24.4 | 5.7 | 65.3 |  |
| HBrQ | 9.1 | 6.1 | 5.6 | 6.5 | 20.1 | 6.4 | 5.9 | 6.5 |  |
| HdNQ | 78.1 | 79.5 | 81.5 | $>200$ | $>200$ | $>200$ | 72.8 | $>200$ |  |
| HClNQ | 6.8 | 13.0 | 8.1 | 75.8 | 47.1 | 28.0 | 34.2 | 112.2 |  |
| cisplatin | 29.7 | 7.1 | 7.4 | 23.2 | 35.4 | 13.5 | 6.3 | 18.3 |  |

NT: not tested.

### 2.6. Antibacterial Activity

The antibacterial activity of the prepared complexes and their ligands were tested against gram-positive (S. aureus) and gram-negative (E. coli) bacteria ( $\mathrm{CuCl}_{2}$ was not tested, due to its inactivity against bacteria [52]). The RIZD, as well as MIC, were performed. Only ligand HCINQ in RIZD exhibited test inhibition against gram-positive bacteria S. aureus as well as gram-negative bacteria E. coli. The RIZD for S. aureus was $153 \%$ and for $E$. coli $123 \%$ (Table 4), whereas the inhibition of gentamicin sulfate as positive control was $100 \%$. Other complexes were not suitable for antibacterial activity in concentration of $33.6 \mu \mathrm{M}$. This concentration was still possible, due to the solubility of the tested compounds.

Table 4. Antibacterial activity of tested complexes. RIZD (\%) means percentage of relative inhibition zone diameter. All complexes were tested against $E$. coli and $S$. aureus in 3 replicates ( $\mathrm{n}=3, \pm \mathrm{SD}$ ).

| RIZD (\%) | $\mathbf{1 b}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{6}$ | HCIBrQ | HBrQ | HdNQ | HCINQ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $E$. coli | NA | NA | NA | NA | NA | NA | NA | 123.51 |
| S. aureus | NA | NA | NA | NA | NA | NA | NA | 153.31 |

NA: no activity.
MIC was tested with ligand HClNQ in all dilutions (1:1; $1: 2 ; 1: 4 ; 1: 8)$. For $E$. coli, as well as S. aureus, the absorbance in dilutions $1: 1$ and $1: 2$ was lower and comparable with negative control (average $0.042 \pm 0.005$ ). Dilutions $1: 4$ and $1: 8$ showed higher absorbance, due to turbidity caused by the growing bacteria (Table 5).

Table 5. MIC (minimal inhibition concentration) of tested complex HCINQ with dilution ratio. Values mean absorbance. Absorbance was based on the cloudiness of the sample. Higher value means that bacteria were growing. Positive control represents bacterial growth without any treatment.

|  | $\mathbf{1 : 1}$ | $\mathbf{1 : 2}$ | $\mathbf{1 : 4}$ | $\mathbf{1 : 8}$ |
| :--- | :---: | :---: | :---: | :---: |
| E. coli |  |  |  |  |
| HClNQ | $0.047 \pm 0.001$ | $0.051 \pm 0.001$ | $0.105 \pm 0.007$ | $0.166 \pm 0.043$ |
| Positive control | $0.363 \pm 0.007$ | $0.363 \pm 0.007$ | $0.363 \pm 0.007$ | $0.363 \pm 0.007$ |
| S. aureus |  |  |  |  |
| HClNQ | $0.046 \pm 0.001$ | $0.063 \pm 0.003$ | $0.107 \pm 0.001$ | $0.224 \pm 0.012$ |
| Positive control | $0.341 \pm 0.035$ | $0.341 \pm 0.035$ | $0.341 \pm 0.035$ | $0.341 \pm 0.035$ |

### 2.7. Radical Scavenging Activity

Radical scavenging activity was tested for complexes $\mathbf{1 b}, \mathbf{3 , 4}$ and 6, along with free parental ligands against ABTS and DPPH radicals. Ligands HClBrQ and HdNQ showed low radical scavenging activity, while HClNQ was completely inactive within the measured range. Among the prepared compounds only 3 was active against both radicals (Table 6); however, its parental ligand HBrQ showed even stronger antioxidant activity [53]. The lower activity of studied complexes in comparison with free ligand molecules suggested that the radical scavenging mechanism involved reaction of radicals with 8-hydroxyquinoline derivatives, rather than $\mathrm{Cu}(\mathrm{II})$ central atoms. Antioxidant activity was more pronounced against ABTS radical than DPPH radical for all active compounds. This trend was previously observed for analogous metal complexes with the derivatives of 8 -quinolinol [54,55].

Table 6. ABTS and DPPH radical scavenging activity ( $\mathrm{IC}_{50}$ in $\mu \mathrm{M}$; and $\mathrm{SC} \%$ for $200 \mu \mathrm{M}$ antioxidant concentration) for complex 3, free ligands and L-ascorbic acid.

|  | ABTS |  | DPPH |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{I C}_{50}(\boldsymbol{\mu M})$ | $\mathbf{S C}(\%)$ | $\mathbf{I C}_{\mathbf{5 0}}(\boldsymbol{\mu M})$ | $\mathbf{S C} \mathbf{( \% )}$ |
| $\mathbf{3}$ | $33.33 \pm 0.31$ | 100 | - | $6.09 \pm 2.08$ |
| HClBrQ | $109.29 \pm 1.50$ | $82.80 \pm 1.87$ | - | $24.08 \pm 0.78$ |
| HBrQ $^{\text {a }}$ | $8.23 \pm 0.52$ | 100 | $46.03 \pm 1.09$ | - |
| HdNQ | - | 0 | 100 |  |
| L-ascorbic acid | $21.03 \pm 0.30$ | 100 | $35.24 \pm 1.25$ | $13.489 \pm 0.87$ |

Complexes 1b, 4 and 6 and ligand HCINQ were inactive in the measured range 0-200 $\mu \mathrm{M}$. ${ }^{\text {a }}$ Data from [53].

## 3. Materials and Methods

### 3.1. Materials and Chemicals

The coordination compounds to be investigated were prepared using copper(II) chloride dihydrate, p.a. (Lachema, Neratovice, Czech Republic), copper(II) bromide, 99\% (Sigma Aldrich, Bratislava, Slovakia), 5-chloro-8-hydroxyquinoline (HClQ), 95\% (Sigma Aldrich), 7-bromo-8-hydroxyquinoline (HBrQ), 97\% (Sigma Aldrich), N,N-dimethylformamide, 99\% (Merck KGaA, Darmstadt, Germany), 1,2-dimethoxyethane, 99\% (Alfa Aesar, Karlsruhe, Germany), ethanol, 96\% (BGV, Hniezdne, Slovakia), methanol, p.a. (Centralchem, Bratislava, Slovakia), 1,4-dioxane, 99\% (Centralchem), dimethyl sulfoxide, $\geq 99.9 \%$ (Sigma Aldrich). All commercially available chemicals were used without further purification. HdNQ, HClNQ and HClBrQ ligands were synthesised.

### 3.2. Syntheses

### 3.2.1. Synthesis of $\left[\mathrm{Cu}(\mathrm{ClBrQ})_{2}\right]$ (1a)

The HClQ ( $35.9 \mathrm{mg}, 0.2 \mathrm{mmol}$ ) was dissolved in DMF ( 10 mL ). While continuously stirring, 10 mL of DMF solution of $\mathrm{CuBr}_{2}(44.7 \mathrm{mg}, 0.2 \mathrm{mmol})$ was added. After 30 min of stirring, the beaker was laid down at room temperature. After three months, yellow needles of $\mathbf{1 a}$ had formed, and were filtered off, and dried in the air.
$\left[\mathrm{Cu}(\mathrm{ClBrQ})_{2}\right](\mathbf{1 a})$ —Calc. for $\mathrm{C}_{18} \mathrm{H}_{8.30} \mathrm{Br}_{1.70} \mathrm{Cl}_{2} \mathrm{~N}_{2} \mathrm{O}_{2} \mathrm{Cu}\left(554.85 \mathrm{~g} \cdot \mathrm{~mol}^{-1}\right): \mathrm{C}, 38.96$; $\mathrm{H}, 1.51 ; \mathrm{N}, 5.05 \%$. Found: not measured. IR (ATR, $\left.\mathrm{cm}^{-1}\right): v(\mathrm{C}-\mathrm{H})_{\mathrm{ar}} 3075(\mathrm{vw}), v(\mathrm{C}=\mathrm{C})_{\mathrm{ar}}$ 1595 (w), 1578 (w), 1555 (m), 1485 (m), $v(\mathrm{C}=\mathrm{N}) 1448$ (m), v(C-C) 1370 (s), 1223 (m), 1135 (m), $\nu(\mathrm{C}-\mathrm{O}) 1114(\mathrm{~m}), \beta(\mathrm{C}-\mathrm{H}) 1045(\mathrm{~m}), v\left(\mathrm{C}_{5}-\mathrm{Cl}\right) 973(\mathrm{~m}), v\left(\mathrm{C}_{7}-\mathrm{Br}\right) 864(\mathrm{~m}), \gamma(\mathrm{C}-\mathrm{H}) 806(\mathrm{~m})$, Ring breathing 779 (m), 748 (m), $\beta(\mathrm{CCC}) 723$ (m), 654 (s), $\beta(\mathrm{CNC}) 596(\mathrm{~m}), \beta\left(\mathrm{C}_{5}-\mathrm{Cl}\right) 508(\mathrm{w})$, $\gamma(C C C) 485(m)$.

### 3.2.2. Synthesis of $\left[\mathrm{Cu}(\mathrm{ClBrQ})_{2}\right](\mathbf{1 b})$

$\mathrm{HClBrQ}(25.9 \mathrm{mg}, 0.1 \mathrm{mmol})$ was dissolved in ethanol $(10 \mathrm{~mL})$ and warmed to $60^{\circ} \mathrm{C}$. While continuously stirring, 10 mL of DMF solution of $\mathrm{CuCl}_{2}$ ( 8.5 mg of $\mathrm{CuCl}_{2} \cdot 2 \mathrm{H}_{2} \mathrm{O}$, 0.05 mmol ) (warmed to $60^{\circ} \mathrm{C}$ ) was added. After 30 min of stirring, the beaker was laid
down at room temperature. After five days, yellow needles of $\mathbf{1 b}$ had formed, and were filtered off, and dried in the air.
$\left[\mathrm{Cu}(\mathrm{ClBrQ})_{2}\right](\mathbf{1 b})$ —Calc. for $\mathrm{C}_{18} \mathrm{H}_{8} \mathrm{Br}_{2} \mathrm{Cl}_{2} \mathrm{~N}_{2} \mathrm{O}_{2} \mathrm{Cu}\left(578.73 \mathrm{~g} \cdot \mathrm{~mol}^{-1}\right)$ : C, 37.37; H, 1.39; N, $4.84 \%$. Found: C, $37.72 ; \mathrm{H}, 1.58 ; \mathrm{N}, 4.65 \%$. IR (ATR, $\left.\mathrm{cm}^{-1}\right): v(\mathrm{C}-\mathrm{H})_{\mathrm{ar}} 3074(\mathrm{vw}), v(\mathrm{C}=\mathrm{C})_{\mathrm{ar}}$ 1594 (w), 1578 (w), 1555 (m), 1485 (m), $v(\mathrm{C}=\mathrm{N}) 1448$ (m), v(C-C) 1370 (s), 1223 (m), 1136 (m), $\nu(\mathrm{C}-\mathrm{O}) 1114(\mathrm{~m}), \beta(\mathrm{C}-\mathrm{H}) 1045(\mathrm{~m}), v\left(\mathrm{C}_{5}-\mathrm{Cl}\right) 974(\mathrm{~m}), v\left(\mathrm{C}_{7}-\mathrm{Br}\right) 863(\mathrm{~m}), \gamma(\mathrm{C}-\mathrm{H}) 806(\mathrm{~m})$, Ring breathing 779 (m), 750 (m), $\beta(\mathrm{CCC}) 723$ (m), 654 (s), $\beta(\mathrm{CNC}) 596(\mathrm{~m}), \beta\left(\mathrm{C}_{5}-\mathrm{Cl}\right) 509(\mathrm{w})$, $\gamma$ (CCC) 484 (m)

### 3.2.3. Synthesis of $\left[\mathrm{Cu}(\mathrm{ClBrQ})_{2}\right] \cdot 1 / 2$ Diox (2)

$\mathrm{HClBrQ}(25.9 \mathrm{mg}, 0.1 \mathrm{mmol})$ was dissolved in 1,4-dioxane $(10 \mathrm{~mL})$ and warmed to $60^{\circ} \mathrm{C}$. While continuously stirring, 10 mL ethanol solution of $\mathrm{CuCl}_{2}\left(8.5 \mathrm{mg}\right.$ of $\mathrm{CuCl}_{2} \cdot 2 \mathrm{H}_{2} \mathrm{O}$, 0.05 mmol ) (warmed to $60^{\circ} \mathrm{C}$ ), was added. After 30 min of stirring, the beaker was laid down and the precipitate of $\mathbf{2}$ formed during stirring was filtered off. Mother liquor was laid to crystallise at room temperature. After five days, yellow needles of 2 had formed, and were filtered off, and dried in the air. The identity of the powder and crystals was verified by IR spectroscopy.
$\left[\mathrm{Cu}(\mathrm{ClBrQ})_{2}\right] \cdot 1 / 2$ diox (2)—Calc. for $\mathrm{C}_{20} \mathrm{H}_{12} \mathrm{Br}_{2} \mathrm{Cl}_{2} \mathrm{~N}_{2} \mathrm{O}_{3} \mathrm{Cu}\left(622,58 \mathrm{~g} \cdot \mathrm{~mol}^{-1}\right): \mathrm{C}, 38.58$; H, 1.94; N, $4.50 \%$. Found: C, 38.34; H, 1.92; N, 4.42\%. IR (ATR, $\mathrm{cm}^{-1}$ ): v(C-H) ar 3079 (vw), $v\left(\mathrm{CH}_{2}\right) 2965(\mathrm{w}), 2912(\mathrm{w}), 2887(\mathrm{w}), 2849(\mathrm{~m}), v(\mathrm{C}=\mathrm{C})_{\text {ar }} 1592(\mathrm{w}), 1577(\mathrm{w}), 1553(\mathrm{~m})$, 1486 (m), $v(\mathrm{C}=\mathrm{N}) 1448$ (m), $v(\mathrm{C}-\mathrm{C}) 1369$ (s), 1253 (m), 1139 (m), $v(\mathrm{C}-\mathrm{O}) 1113$ (m), $\beta(\mathrm{C}-\mathrm{H})$ $1045(\mathrm{~m}), v\left(\mathrm{C}_{5}-\mathrm{Cl}\right) 975(\mathrm{~m}), v\left(\mathrm{C}_{7}-\mathrm{Br}\right) 873(\mathrm{~m}), \gamma(\mathrm{C}-\mathrm{H}) 805(\mathrm{~m})$, Ring breathing $779(\mathrm{~m})$, 613 (w), $750(\mathrm{~m}), 728(\mathrm{~m}), \beta(\mathrm{CCC}) 657(\mathrm{~s}), \beta(\mathrm{CNC}) 594(\mathrm{~m}), \beta\left(\mathrm{C}_{5}-\mathrm{Cl}\right) 509(\mathrm{w}), \gamma(\mathrm{CCC})$ 482 (m).

### 3.2.4. Synthesis of $\left[\mathrm{Cu}(\mathrm{BrQ})_{2}\right]$ (3)

$\mathrm{HBrQ}(22.4 \mathrm{mg}, 0.1 \mathrm{mmol})$ was dissolved in 10 mL of ethanol and warmed to $60^{\circ} \mathrm{C}$. While continuously stirring, 10 mL of 1,4-dioxane solution of $\mathrm{CuCl}_{2}\left(\mathrm{CuCl}_{2} \cdot 2 \mathrm{H}_{2} \mathrm{O}\right.$ of 8.5 mg , 0.05 mmol ) (warmed to $60^{\circ} \mathrm{C}$ ) was added. After 30 min of stirring, the beaker was laid down at room temperature. After five days, yellow needles of 3 had formed, and were filtered off, and dried in the air.
$\left[\mathrm{Cu}(\mathrm{BrQ})_{2}\right](3) —$ Calc. for $\mathrm{C}_{18} \mathrm{H}_{10} \mathrm{Br}_{2} \mathrm{Cl}_{2} \mathrm{~N}_{2} \mathrm{O}_{2} \mathrm{Cu}\left(509.64 \mathrm{~g} \cdot \mathrm{~mol}^{-1}\right): \mathrm{C}, 42.42 ; \mathrm{H}, 1.98 ; \mathrm{N}$, $5.50 \%$. Found: C, $42.57 ; \mathrm{H}, 2.10 ; \mathrm{N}, 5.37 \%$. IR (ATR, $\left.\mathrm{cm}^{-1}\right): v(\mathrm{C}-\mathrm{H})_{\mathrm{ar}} 3054(\mathrm{vw}), v(\mathrm{C}=\mathrm{C})_{\mathrm{ar}}$ 1584 (m), 1561 (s), 1483 (s), v(C=N) 1453(s), v(C-C) 1371 (s), 1259 (m), 1231 (m), 1219 (m), $v(\mathrm{C}-\mathrm{O}) 1112(\mathrm{~m}), \beta(\mathrm{C}-\mathrm{H}) 1041(\mathrm{~m}), v\left(\mathrm{C}_{7}-\mathrm{Br}\right) 861(\mathrm{~m}), \gamma(\mathrm{C}-\mathrm{H}) 821$ (m), Ring breathing 786 (m), 751 (s), $\beta(\mathrm{CCC}) 654$ (s), $\beta(\mathrm{CNC}) 599(\mathrm{w}), 587(\mathrm{w}), \beta(\mathrm{C}-\mathrm{O}) 555(\mathrm{~m}), \gamma(\mathrm{CCC}) 482(\mathrm{~m})$.

### 3.2.5. Synthesis of $\left[\mathrm{Cu}(\mathrm{dNQ})_{2}\right]$ (4)

HdNQ ( $23.5 \mathrm{mg}, 0.1 \mathrm{mmol}$ ) was dissolved in methanol $(10 \mathrm{~mL})$ and warmed to $60^{\circ} \mathrm{C}$. While continuously stirring, solution of $\mathrm{CuCl}_{2}$ ( 8.5 mg of $\mathrm{CuCl}_{2} \cdot 2 \mathrm{H}_{2} \mathrm{O}, 0.05 \mathrm{mmol}$ ) in dimethoxyethane ( 10 mL , warmed to $60^{\circ} \mathrm{C}$ ) was added. After 30 min of stirring, the precipitate of 4 was filtered off and dried in the air.
$\left[\mathrm{Cu}(\mathrm{dNQ})_{2}\right](4)$ —Calc. for $\mathrm{C}_{18} \mathrm{H}_{8} \mathrm{~N}_{6} \mathrm{O}_{10} \mathrm{Cu}\left(531,84 \mathrm{~g} \cdot \mathrm{~mol}^{-1}\right): \mathrm{C}, 40.65 ; \mathrm{H}, 1.52 ; \mathrm{N}$, $15.80 \%$. Found: C, $41.04 ; \mathrm{H}, 1.88 ; \mathrm{N}, 15.48 \%$. IR (ATR, $\mathrm{cm}^{-1}$ ): $v(\mathrm{C}-\mathrm{H})_{\mathrm{ar}} 3056(\mathrm{vw}), v(\mathrm{C}=\mathrm{C})_{\mathrm{ar}}$ $1594(\mathrm{~m}), 1518(\mathrm{~m}), 1492(\mathrm{~m}), v(\mathrm{~N}-\mathrm{O})_{\text {as }} 1567(\mathrm{~m}), v(\mathrm{C}=\mathrm{N}) 1453(\mathrm{~m}), v(\mathrm{C}-\mathrm{C}) 1405(\mathrm{w})$, 1379 (m), 1255 (m), $v(\mathrm{~N}-\mathrm{O})_{\text {sym }} 1321(\mathrm{~m}), \beta(\mathrm{C}-\mathrm{H}) 1169(\mathrm{~m}), 1155(\mathrm{~m}), 1016(\mathrm{w}), v(\mathrm{C}-\mathrm{O})$ $1113(\mathrm{~m}), \delta\left(\mathrm{NO}_{2}\right) 928(\mathrm{~m}), 699(\mathrm{~m}), \gamma(\mathrm{C}-\mathrm{H}) 831(\mathrm{~m}), 797(\mathrm{~m})$, Ring breathing $749(\mathrm{~s}), 733(\mathrm{w})$, $\beta(\mathrm{CCC}) 655(\mathrm{~m}), \beta(\mathrm{CNC}) 592(\mathrm{w}), \beta(\mathrm{C}-\mathrm{O}) 530(\mathrm{~m}), \gamma(\mathrm{CCC}) 457(\mathrm{~m})$.

### 3.2.6. Synthesis of $\left[\mathrm{Cu}(\mathrm{dNQ})_{2}(\mathrm{DMF})_{2}\right]$ (5)

HdNQ ( $23.5 \mathrm{mg}, 0.1 \mathrm{mmol}$ ) was dissolved in DMF ( 10 mL ) and warmed to $60^{\circ} \mathrm{C}$. While continuously stirring, 10 mL of DMF solution of $\mathrm{CuCl}_{2}\left(8.5 \mathrm{mg}\right.$ of $\mathrm{CuCl}_{2} \cdot 2 \mathrm{H}_{2} \mathrm{O}$, 0.05 mmol ) (warmed to $60^{\circ} \mathrm{C}$ ) was added. After 30 min of stirring, the beaker was laid
down at room temperature. After two days, green prisms of 5 had formed, and were filtered off, and dried in the air.
$\left[\mathrm{Cu}(\mathrm{dNQ})_{2} \mathrm{DMF}_{2}\right](5)$ —Calc. for $\mathrm{C}_{18} \mathrm{H}_{8} \mathrm{~N}_{6} \mathrm{O}_{10} \mathrm{Cu}\left(531.84 \mathrm{~g} \cdot \mathrm{~mol}^{-1}\right): \mathrm{C}, 40.65 ; \mathrm{H}, 1.52$; $\mathrm{N}, 15.80 \%$. Found: not measured, IR (ATR, $\left.\mathrm{cm}^{-1}\right): v(\mathrm{C}-\mathrm{H})_{\mathrm{ar}} 3058(\mathrm{vw}), v(\mathrm{C}-\mathrm{H})_{\mathrm{al}} 2968(\mathrm{vw})$, 2928 (vw), 2860 (vw), $v(\mathrm{C}=\mathrm{O}) 1651$ (s), $v(\mathrm{C}=\mathrm{C})_{\text {ar }} 1601$ (m), 1591 (m), 1525 (m), 1497 (m), $v(\mathrm{~N}-\mathrm{O})_{\text {as }} 1569(\mathrm{~m}), v(\mathrm{C}=\mathrm{N}) 1454(\mathrm{~m}), v(\mathrm{C}-\mathrm{C})_{\text {ar }} 1399(\mathrm{~m}), 1374(\mathrm{~m}), 1260(\mathrm{~m}), v(\mathrm{~N}-\mathrm{O})_{\text {sym }}$ $1323(\mathrm{~m}), \beta(\mathrm{C}-\mathrm{H}) 1182(\mathrm{~m}), 1151(\mathrm{~m}), v(\mathrm{C}-\mathrm{O}) 1122(\mathrm{~m}), \delta\left(\mathrm{CH}_{3}\right) 1098(\mathrm{~m}), \delta\left(\mathrm{NO}_{2}\right) 922(\mathrm{~m})$, $705(\mathrm{~m}), \gamma(\mathrm{C}-\mathrm{H}) 831(\mathrm{~m}), 801(\mathrm{~m})$, Ring breathing $756(\mathrm{~m}), 733(\mathrm{~s}), \beta(\mathrm{CCC}) 660(\mathrm{~m}), \beta(\mathrm{CNC})$ 591 (w), $\beta(\mathrm{C}-\mathrm{O}) 527$ (m), $\gamma(\mathrm{CCC}) 470$ (w), $450(\mathrm{w})$.

### 3.2.7. Synthesis of $\left[\mathrm{Cu}(\mathrm{ClNQ})_{2}\right]$ (6)

HCINQ ( $22.5 \mathrm{mg}, 0.1 \mathrm{mmol}$ ) was dissolved in 10 mL of DMF and warmed to $60^{\circ} \mathrm{C}$. While continuously stirring, 10 mL of DMF solution of $\mathrm{CuCl}_{2}\left(8.5 \mathrm{mg}\right.$ of $\mathrm{CuCl}_{2} \cdot 2 \mathrm{H}_{2} \mathrm{O}$, 0.05 mmol ) (warmed to $60^{\circ} \mathrm{C}$ ), was added. After 30 min of stirring, the beaker was laid down and the precipitate of 6 , that formed during stirring, was filtered off. The mother liquor was laid to crystallise at room temperature. After five days, green needles of $\mathbf{6}$ had formed, and were filtered off, and dried in the air. The identity of the powder and crystals was verified by IR spectroscopy.
$\left[\mathrm{Cu}(\mathrm{ClNQ})_{2}\right](6)$-Calc. for $\mathrm{C}_{18} \mathrm{H}_{8} \mathrm{Cl}_{2} \mathrm{~N}_{4} \mathrm{O}_{6} \mathrm{Cu}\left(510.73 \mathrm{~g} \cdot \mathrm{~mol}^{-1}\right): \mathrm{C}, 42.50 ; \mathrm{H}, 1.78 ; \mathrm{N}$, $10.97 \%$. Found: C, $42.33 ; \mathrm{H}, 1.58 ; \mathrm{N}, 10.97 \%$. IR (ATR, $\left.\mathrm{cm}^{-1}\right): v(\mathrm{C}-\mathrm{H})_{\mathrm{ar}} 3078(\mathrm{vw}), v(\mathrm{C}=\mathrm{C})_{\mathrm{ar}}$ 1599 (m), 1482 (s) $v(\mathrm{~N}-\mathrm{O})_{\text {as }} 1561$ (m), $v(\mathrm{C}=\mathrm{N}) 1434$ (s), $v(\mathrm{C}-\mathrm{C}) 1384(\mathrm{~m}), 1374$ (m), $1249(\mathrm{~m})$, 1220 (s), $v(\mathrm{~N}-\mathrm{O})_{\text {sym }} 1323$ (s), $v(\mathrm{C}-\mathrm{O}) 1123$ (m), $\beta(\mathrm{C}-\mathrm{H}) 1148(\mathrm{~m}), 1052(\mathrm{~m}), v\left(\mathrm{C}_{5}-\mathrm{Cl}\right) 984(\mathrm{~m})$, $\delta\left(\mathrm{NO}_{2}\right) 934(\mathrm{~m}), 679(\mathrm{~m}), \gamma(\mathrm{C}-\mathrm{H}) 831(\mathrm{~m}), 818(\mathrm{~s})$, Ring breathing $754(\mathrm{~s}), \beta(\mathrm{CCC}) 726(\mathrm{~m})$, $679(\mathrm{~m}), 655(\mathrm{~s}), \beta(\mathrm{CNC}) 613(\mathrm{w}), \beta(\mathrm{C}-\mathrm{O}) 535(\mathrm{~m}), \beta\left(\mathrm{C}_{5}-\mathrm{Cl}\right) 510(\mathrm{w}), \gamma(\mathrm{CCC}) 476(\mathrm{~m})$.

### 3.3. Physical Measurements

Infrared spectra of prepared complexes were recorded on a Nicolet 6700 FT-IR spectrometer from Thermo Scientific with a diamond crystal Smart OrbitTM, in the range $4000-400 \mathrm{~cm}^{-1}$. Elemental analyses of C, H, and N were with a CHNS Elemental Analyzer varioMICRO from Elementar Analysensysteme GmbH. Absorption spectra were measured with a SPECORD 250 spectrophotometer (Analytik Jena, Jena, Germany), from 300 to 600 nm , in Nujol, and DMSO and DMSO/water (1:1) solutions at 24, 48 and 72 h intervals. IR and UV-Vis spectra were described in Origin 2022b [56]. The morphological characteristics of the samples were studied using a JEOL JSM 6510 scanning electron microscope ( W cathode, 20 nm resolution at 1 kV ). Semi-quantitative chemical analysis of the samples was determined using the attached Oxford Instruments EDS analyser INCA X act. Measurements were performed on native samples without any conductive coating.

### 3.4. X-ray Structure Analysis

The crystal structures of 3 and 5 were determined using an Oxford Diffraction Xcalibur2 diffractometer equipped with a Sapphire2 CCD detector, while the structures of 1a, 1b and $\mathbf{6}$ were determined using a Rigaku XtaLAB Synergy S diffractometer with Hybrid Pixel Array detector (HyPix-6000HE). CrysAlis Pro software was used for data collection and cell refinement, data reduction and absorption correction [57]. Structures of prepared complexes were solved by SHELXT [58] and refined by SHELXL [59], implemented in the WinGX program [60]. For all non-H atoms, anisotropic displacement parameters were refined. Hydrogen atoms of XQ and DMF molecules were placed in calculated positions and refined riding on carbon atoms. Presence of hydrogen bonds was analysed by using SHELXL, while PLATON [61], running under WinGX, was used to analyse $\pi-\pi$ interaction. Diamond was used for molecular graphics [62]. The summary of crystal data and structure refinements for $\mathbf{1 a}, \mathbf{1 b}, \mathbf{3}, \mathbf{5}$ and $\mathbf{6}$ is presented in Table 7.
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Table 7. Crystal data and structural refinement of $\mathbf{1 a}, \mathbf{1 b}, \mathbf{3}, \mathbf{5}$ and $\mathbf{6}$.

| Compound | 1a | 1b | 3 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Empirical formula | $\mathrm{C}_{18} \mathrm{H}_{8.30} \mathrm{Br}_{1.70} \mathrm{Cl}_{2} \mathrm{CuN}_{2} \mathrm{O}_{2}$ | $\mathrm{C}_{18} \mathrm{H}_{8} \mathrm{Br}_{2} \mathrm{Cl}_{2} \mathrm{CuN}_{2} \mathrm{O}_{2}$ | $\mathrm{C}_{18} \mathrm{H}_{10} \mathrm{Br}_{2} \mathrm{CuN}_{2} \mathrm{O}_{2}$ | $\mathrm{C}_{24} \mathrm{H}_{22} \mathrm{CuN}_{8} \mathrm{O}_{12}$ | $\mathrm{C}_{18} \mathrm{H}_{8} \mathrm{Cl}_{2} \mathrm{CuN}_{4} \mathrm{O}_{6}$ |
| Formula weight [ $\mathrm{g} \cdot \mathrm{mol}^{-1}$ ] | 554.85 | 578.52 | 509.64 | 678.03 | 510.72 |
| Temperature [K] | 100(2) | 100(2) | 173(2) | 173(2) | 100(2) |
| Wavelength [ $\AA$ ] | 1.54184 | 1.54184 | 0.71073 | 0.71073 | 1.54184 |
| Crystal system | monoclinic | monoclinic | monoclinic | triclinic | monoclinic |
| Space group | P2 $2_{1} / \mathrm{c}$ | $P 2{ }_{1} / \mathrm{c}$ | $P 2_{1} / n$ | $P-1$ | $P 2_{1} / \mathrm{c}$ |
| Unit cell dimensions [ $\AA^{( },{ }^{\circ}$ ] | $a=4.89650$ (10) | $a=4.88650$ (10) | $a=4.9383(2)$ | $a=6.5539$ (6) | $a=3.7670(2)$ |
|  | $b=10.32300$ (10) | $b=10.3474(3)$ | $b=10.1335(4)$ | $b=10.1953$ (7) | $b=12.4567$ (6) |
|  | $c=17.5282(2)$ | $c=17.5221$ (4) | $c=16.2276$ (6) | $c=11.1513$ (7) | $c=18.1614(5)$ |
|  | $\beta=90.182(1)$ | $\beta=90.201(2)$ | $\beta=90.581(3)$ | $\alpha=103.833$ (5) | $\beta=93.452(3)$ |
|  |  |  |  | $\beta=100.445$ (6) |  |
|  |  |  |  | $\gamma=103.446(7)$ |  |
| Volume [ $\left.{ }^{3}{ }^{3}\right]$ | 885.99(2) | 885.96(4) | 812.02(5) | 681.18(9) | 850.67(7) |
| Z; density (calculated) [ $\left.\mathrm{g} \cdot \mathrm{cm}^{-3}\right]$ | 2; 2.080 | 2; 2.169 | 2; 2.084 | 1;1.653 | 2; 1.994 |
| Absorption coefficient [ $\mathrm{mm}^{-1}$ ] | 9.162 | 9.962 | 6.280 | 0.883 | 5.193 |
| $F(000)$ | 538 | 558 | 494 | 347 | 510 |
| Crystal shape, colour | needle, yellow | needle, yellow | needle, yellow | prism, green | needle, green |
| Crystal size [mm] | $0.161 \times 0.078 \times 0.031$ | $0.050 \times 0.040 \times 0.020$ | $0.560 \times 0.228 \times 0.064$ | $0.654 \times 0.216 \times 0.152$ | $0.048 \times 0.015 \times 0.009$ |
| $\theta$ range for data collection [ ${ }^{\circ}$ ] | 4.972-77.225 | 4.964-76.881 | 3.216-28.707 | 3.295-28.514 | 4.306-77.467 |
| Index ranges | $\begin{gathered} -5 \leq h \leq 6,-13 \leq k \leq 13, \\ -21 \leq l \leq 22 \end{gathered}$ | $\begin{gathered} -5 \leq h \leq 6,-12 \leq k \leq 11, \\ -21 \leq l \leq 21 \end{gathered}$ | $\begin{gathered} -6 \leq h \leq 6,-13 \leq k \leq 11, \\ -20 \leq l \leq 21 \end{gathered}$ | $\begin{gathered} -8 \leq h \leq 8,-13 \leq k \leq 13, \\ -11 \leq l \leq 14 \end{gathered}$ | $-2 \leq h \leq 4,-11 \leq k \leq 15,-22 \leq l \leq 22$ |
| Reflections collected/independent | $30,356 / 1833$ $[R($ nt $)=0.0494$ | $8341 / 1769$ $[R($ int $)=0.0323]$ | $5221 / 1863$ $[R($ int $/ 100257$ | 7356/3093 | 6520/1709 |
|  | [ $R($ int $)=0.0494]$ $1833 / 0 / 124$ | [ $R($ int $)=0.0323]$ $1769 / 0 / 124$ | [ $R($ int $)=0.0257]$ $1863 / 0 / 115$ | [ $R($ int $)=0.0261]$ $3093 / 0 / 237$ | [ $R(\mathrm{int}$ ) $=0.0335]$ $1709 / 0 / 142$ |
| Goodness-of-fit on $F^{2}$ | 1.161 | 1.062 | 1.070 | 1.089 | 1.161 |
| Final $R$ indices [ $I>2 \sigma(I)$ ] | $\begin{aligned} R 1 & =0.0347, \\ w R 2 & =0.0768 \end{aligned}$ | $\begin{gathered} R 1=0.0271 \\ w R 2=0.0776 \end{gathered}$ | $\begin{gathered} R 1=0.0312 \\ w R 2=0.0646 \end{gathered}$ | $\begin{gathered} R 1=0.0428 \\ w R 2=0.0905 \end{gathered}$ | $\begin{gathered} R 1=0.0367, \\ w R 2=0.1057 \end{gathered}$ |
| $R$ indices (all data) | $\begin{gathered} R 1=0.0371 \\ w R 2=0.0777 \end{gathered}$ | $R 1=0.0296$ $w R 2=0.0788$ | $R 1=0.0441,$ $w R 2=0.0718$ | $\begin{aligned} R 1 & =0.0549, \\ w R 2 & =0.0975 \end{aligned}$ | $\begin{gathered} R 1=0.0452 \\ w R 2=0.1093 \end{gathered}$ |
| Largest diff. peak and hole [ $\mathrm{e} \cdot \mathrm{A}^{-3}$ ] | 0.435 and -0.476 | 0.458 and -0.573 | 0.424 and -0.384 | 0.402 and -0.452 | 0.461 and -0.643 |

### 3.5. Cell Cultures

The human cancer cell lines were purchased from ATCC (American Type Culture Collection; Manassas, VA, USA). HCT116 (human colorectal carcinoma), HeLa (human cervical adenocarcinoma) and Jurkat (human leukemic T cell lymphoma) were cultured in RPMI 1640 medium (Biosera, Kansas City, MO, USA) while A549 (human alveolar adenocarcinoma), MCF-7 (human Caucasian breast adenocarcinoma), Caco-2 (human colorectal adenocarcinoma) and MDA-MB-231 (human breast cancer cell line) were maintained in a growth medium consisting of high glucose Dulbecco's Modified Eagle Medium (DMEM) + sodium pyruvate (Biosera). The human kidney fibroblasts (Cos-7) were cultured in DMEM medium (Biosera). All media were supplemented with a $10 \%$ fetal bovine serum (FBS; Invitrogen, Carlsbad, CA, USA), Antibiotic/Antimycotic Solution (Sigma, St. Louis, MO, USA) and maintained in an atmosphere containing $5 \% \mathrm{CO}_{2}$ in humidified air at $37^{\circ} \mathrm{C}$. Prior to each experiment, cell viability was greater than $95 \%$.

## Screening of Antiproliferative/Cytotoxic Activity

The antiproliferative/cytotoxic effect of copper complexes (concentrations of 10,50 and $100 \mu \mathrm{M}$ ) was determined by resazurin assay in HCT116, Caco-2, A549, MCF-7, MDA-MB231, HeLa, Jurkat and Cos-7 cells. Tested cells ( $1 \times 10^{4}$ /well) were seeded in 96-well plates. After 24 h , final copper complex concentrations, prepared from DMSO stock solution, were added, and incubation proceeded for the next 72 h . Ten microliters of resazurin solution (Merck, Darmstadt, Germany), at a final concentration of $40 \mu \mathrm{M}$, was added to each well at the end-point ( 72 h ). After a minimum of 1 h incubation, the fluorescence of the metabolic product resorufin was measured by the automated Cytation ${ }^{\mathrm{TM}} 3$ cell imaging multi-mode reader (Biotek, Winooski, VT, USA) at 560 nm excitation/590 nm emission filter. The results were expressed as a fold of the control, where control fluorescence was taken as $100 \%$. All experiments were performed in triplicate. The $\mathrm{IC}_{50}$ values were calculated from these data.

### 3.6. Antibacterial Activity

### 3.6.1. Microorganisms Used

The tested bacteria (S. aureus CCM 4223 and E. coli CCM 3988) were obtained from the Czech collection of microorganisms (CCM, Brno, Czech Republic).

### 3.6.2. Agar Well-Diffusion Method

The antibacterial properties of the four complexes, $\mathbf{1 b}, \mathbf{3}, 4$ and $\mathbf{6}$, and their ligands, $\mathrm{HClBrQ}, \mathrm{HBrQ}, \mathrm{HdNQ}$ and HClNQ , were evaluated by the agar well diffusion method using a slightly modified process compared to [63]. Firstly, each compound was dissolved in a small amount of $100 \%$ DMSO and then dissolved to $33.6 \mu \mathrm{M}$ solution. As a positive control, gentamicin sulfate (Biosera, Nuaille, France), with concentration $50 \mu \mathrm{~g} / \mathrm{mL}$, was used.

Bacteria were cultured overnight, aerobically, at $37^{\circ} \mathrm{C}$ in LB medium (Sigma-Aldrich, Saint-Louis, MO, USA), with agitation. The inoculum from these overnight cultures was prepared by adjusting the density of the culture to equal that of the 0.5 McFarland standard $\left(1-2 \times 10^{8} \mathrm{CFU} / \mathrm{mL}\right)$, by adding a sterile saline solution. These bacterial suspensions were diluted 1:300 in liquid plate count agar (HIMEDIA, Mumbai, India) resulting in a final concentration of bacteria approximately $5 \times 10^{5} \mathrm{CFU} / \mathrm{mL}$, and 20 mL of this inoculated agar was poured into a Petri dish (diameter 90 mm ). Once the agar was solidified, five mm diameter wells were punched in the agar and filled with $50 \mu \mathrm{~L}$ of samples. Gentamicin sulfate, with a concentration of $50 \mu \mathrm{~g} / \mathrm{mL}$, was used as a positive control. The plates were incubated for $18-20 \mathrm{~h}$ at $37^{\circ} \mathrm{C}$. Afterwards, the plates were photographed, and the inhibition zones were measured by ImageJ 1.53e software (U. S. National Institutes of Health, Bethesda, MD, USA). The values used for the calculation were mean values calculated from 3 replicate tests.

The antibacterial activity was calculated by applying the formula reported in [63]:

$$
\% \text { RIZD }=[(\text { IZD sample }- \text { IZD negative control) } / \text { IZD gentamicin }] \times 100
$$

where RIZD is the relative inhibition zone diameter (\%) and IZD is the inhibition zone diameter (mm).

As a negative control, the inhibition zones of $5 \%$ DMSO equal to 0 were taken. The inhibition zone diameter (IZD) was obtained by measuring the diameter of the transparent zone.

### 3.6.3. Determination of the Minimum Inhibitory Concentration (MIC) by the Microdilution Method

The minimum inhibitory concentration was determined by the microdilution method with a slight modification of the procedure described in [64].

Stock solutions of the test samples prepared in 5\% DMSO (Sigma-Aldrich, USA) were two-fold diluted (1:1 to 1:8) in wells of a 96-well plate (Greiner Bio-One, Germany): the wells of the microtiter plate were filled with $50 \mu \mathrm{~L}$ of Mueller-Hinton Broth (MHB HIMEDIA, Mumbai, India), and $50 \mu \mathrm{~L}$ of stock solution of the test substance was added to the first well (1:1 dilution). After mixing, $50 \mu \mathrm{~L}$ of this solution was transferred to the next well (1:2 dilution), etc. Each sample was tested in triplicate.

Bacteria were cultured overnight, aerobically, at $37{ }^{\circ} \mathrm{C}$ in MHB, with agitation. The inoculum from the overnight cultures was prepared by adjusting the density of bacterial suspension to 0.5 McFarland standard $\left(1-2 \times 10^{8} \mathrm{CFU} / \mathrm{mL}\right)$ by adding sterile saline and then diluting 1:150 in MHB. Subsequently, $50 \mu \mathrm{~L}$ of this inoculum was added to each well with $50 \mu \mathrm{~L}$ of diluted test samples (final concentration of bacteria in the well ca. $5 \times 10^{5} \mathrm{CFU} / \mathrm{mL}$ ). Wells filled only with MHB medium and bacterial suspension were used as a positive control, and wells filled with sterile MHB alone were used as a negative control. The plates were covered with a lid and incubated for $18-20 \mathrm{~h}$ at $37^{\circ} \mathrm{C}$. The evaluation was made by measuring the absorbance at 600 nm on a microplate reader (Synergy HT, Biotek, Santa Clara, CA, USA).

### 3.7. Radical Scavenging Experiments

Radical scavenging activity of complexes and free ligands was estimated by DPPH (2,2-diphenyl-1-picrylhydrazyl) and ABTS (diammonium 2,2'-azino-bis(3-ethylbenzothiaz-oline-6-sulfonate) radicals, according to slightly modified methods described in literature $[65,66]$. Compounds were dissolved in DMSO and the resulting solutions were diluted with MeOH in 1:3 ratio. The prepared solutions were mixed with methanolic solutions of the respective radicals and incubated in the dark at room temperature ( 7 min ABTS and 30 min DPPH). The absorbance was recorded at 734 nm (ABTS) and 517 nm (DPPH), respectively. L-ascorbic acid was used as a standard, and experiments were performed in triplicate. The $\mathrm{IC}_{50}$ parameters were calculated from a linear plot of the inhibition percentage against the concentration of compounds.

## 4. Conclusions

In this work, we present six new copper(II) complexes: $\left[\mathrm{Cu}(\mathrm{ClBrQ})_{2}\right](\mathbf{1 a ,} \mathbf{1 b}),\left[\mathrm{Cu}(\mathrm{ClBrQ})_{2}\right] \cdot 1 / 2$ diox (2) (diox = 1,4-dioxane), $\left[\mathrm{Cu}(\mathrm{BrQ})_{2}\right](3),\left[\mathrm{Cu}(\mathrm{dNQ})_{2}\right](4),\left[\mathrm{Cu}(\mathrm{dNQ})_{2}(\mathrm{DMF})_{2}\right](5)$ and $\left[\mathrm{Cu}(\mathrm{ClNQ})_{2}\right]$ (6), where HClBrQ is 5-chloro-7-bromo-8-hydroxyquinoline, HBrQ is 7-bromo-8-hydroxyquinoline, HClNQ is 5-chloro-7-nitro-8-hydroxyquinoline and HdNQ is 5,7-dinitro-8-hydroxyquinoline. Prepared complexes were characterised by IR spectroscopy (1-6), and elemental ( $\mathbf{1 b} \mathbf{- 4}$ and 6) and X-ray structural ( $\mathbf{1 a}, \mathbf{1 b}, \mathbf{3}, \mathbf{5}$ and $\mathbf{6}$ ) analysis. The sability of 1b-4 and $\mathbf{6}$ in DMSO and DMSO/water solutions was verified by UV-Vis spectroscopy.

Complexes 1a, 1b, 3, $\mathbf{5}$ and $\mathbf{6}$ were molecular compounds. Crystal structures of 1a, $\mathbf{1 b}, \mathbf{3}$ and $\mathbf{6}$ formed by square planar $\left[\mathrm{Cu}(\mathrm{XQ})_{2}\right]$ complexes, in which copper atoms were coordinated by two pairs of oxygen and nitrogen atoms from two deprotonated XQ ligands. On the other hand, a tetragonal bipyramidal coordination of the copper atom in 5 was observed. The equatorial plane was occupied by the same atoms as in the mentioned $\left[\mathrm{Cu}(\mathrm{XQ})_{2}\right]$ complexes, and oxygen atoms from DMF molecules occupied axial positions. Interestingly, despite similar structures, intramolecular interactions were observed only in

5 and 6, where hydrogen bonds existed. They created layers parallel with (01-1) (5) and (100) (6) plane.

After cytotoxic evaluation, only complex 3 showed promising potential as an anticancer agent, but, due to the low selectivity towards non-cancerous cells, modification of the complex was required.

Among the prepared compounds only $\mathbf{3}$ was active against both tested radicals (ABTS and DPPH). Antioxidant activity could be involved in the cytotoxic effects of 3 against the tested cell line; however, the free ligand showed even better antiradical properties. Apparently, the coordination of HBrQ ligand to $\mathrm{Cu}(\mathrm{II})$ decreased its antioxidant activity.

Only the HCINQ ligand showed antibacterial potential with concentration $33.6 \mu \mathrm{M}$.
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#### Abstract

Two tetranuclear $\left[\mathrm{Zn}_{4} \mathrm{Cl}_{2}(\mathrm{ClQ})_{6}\right] \cdot 2 \mathrm{DMF}(\mathbf{1})$ and $\left[\mathrm{Zn}_{4} \mathrm{Cl}_{2}(\mathrm{ClQ})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right] \cdot 4 \mathrm{DMF}(\mathbf{2})$, as well as three dinuclear $\left[\mathrm{Zn}_{2}(\mathrm{ClQ})_{3}\left(\mathrm{HClQ}_{3}\right]_{3}(3),\left[\mathrm{Zn}_{2}(\mathrm{dClQ})_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}\left(\mathrm{SO}_{4}\right)\right](4)\right.$ and $\left[\mathrm{Zn}_{2}(\mathrm{dBrQ})_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}\left(\mathrm{SO}_{4}\right)\right]$ (5), complexes ( $\mathrm{HClQ}=5$-chloro-8-hydroxyquinoline, $\mathrm{HdClQ}=5,7$-dichloro-8-hydroxyquinoline and $\mathrm{HdBrQ}=5,7$-dibromo-8-hydroxyquinoline) were prepared as possible anticancer or antimicrobial agents and characterized by IR spectroscopy, elemental analysis and single crystal X-ray structure analysis. The stability of the complexes in solution was verified by NMR spectroscopy. Antiproliferative activity and selectivity of the prepared complexes were studied using in vitro MTT assay against the HeLa, A549, MCF-7, MDA-MB-231, HCT116 and Caco-2 cancer cell lines and on the Cos-7 non-cancerous cell line. The most sensitive to the tested complexes was Caco-2 cell line. Among the tested complexes, complex 3 showed the highest cytotoxicity against all cell lines. Unfortunately, all complexes showed only poor selectivity to normal cells, except for complex 5 , which showed a certain level of selectivity. Antibacterial potential was observed for complex 5 only. Moreover, the DNA/BSA binding potential of complexes 1-3 was investigated by UV-vis and fluorescence spectroscopic methods.


Keywords: crystal structure; Zn complexes; 8-hydroxyquinoline; cytotoxicity; antimicrobial activity; DNA/BSA binding

## 1. Introduction

Cancer diseases represent one of the greatest challenges for society. Cancer is responsible of around 10.0 million deaths worldwide and 19.3 million new cases each year [1]. There are seven platinum-containing drugs with a great effect in a cancer treatment. Three of them (cisplatin, carboplatin and oxaliplatin) are approved worldwide while other four (nedaplatin, lobaplatin, heptaplatin and miriplatin) are approved in specific Asian countries [2]. Despite their success in a cancer treatment, there are not only several side effects, such as allergic reactions, kidney problems, ototoxicity and decreased immunity associated with the use of these drugs, but also platinum drugs cell resistance can be developed.

Therefore, new drugs need to be synthesized to overcome the drug-resistance and unwanted side effects [3]. New transition metal complexes could be a suitable choice because of their bioactivity, biocompatibility, varying coordination numbers and geometries; they can also bind with DNA through covalent, noncovalent and electrostatic interactions, which can lead to cellular death [4]. There are many classes of organic compounds, including heterocyclic compounds, which have been synthesized as suitable bioactive ligands, and their complexes were tested as possible anticancer drugs. Growing interest is noted for 8-hydroxyquinoline (H8-HQ) and its derivatives (HXQ) [5,6]. H8-HQ, as well as HXQ, are known to exhibit anti-SARS-CoV-2 [7], antimicrobial [8,9], antifungal [10], anti-inflammatory [11], anticancer [12-14] and antioxidant activity [15,16]. They also have significant effects in the treatment of malaria, HIV and neurological diseases [6]. The lipophilic derivative of $\mathrm{H} 8-\mathrm{HQ}$, clioquinol ( $\mathrm{HCQ}=5$-chloro-7-iodo-8-hydroxyquinoline), has been studied as a treatment for Alzheimer's disease [17]. The halogenation of H8-HQ at various positions makes it more lipophilic, which leads to better absorption and better activity. In addition, the complexation of HXQ with metal ions shows better anticancer activity [6 and citations therein]. Recently, we published several papers describing the biological activities of both transition and non-transition metal complexes with HXQ. Some of them, such as $\mathrm{K}\left[\mathrm{PdCl}_{2}(\mathrm{dClQ})\right]$, $\mathrm{Cs}\left[\mathrm{PdCl}_{2}(\mathrm{dClQ})\right]$ ( $\mathrm{HdClQ}=5,7$-dichloro-8-hydroxyquinoline) [18] and $\left[\mathrm{Ga}(\mathrm{ClQ})_{3}\right](\mathrm{HClQ}=5$-chloro-8-hydroxyquinoline) $[19]$, exhibited strong and selective cytotoxic effects against tested cancer cell lines. On the other hand, although mononuclear zinc complexes with HXQ , such as $\mathrm{K}\left[\mathrm{Zn}(\mathrm{dClQ})_{3}\right] \cdot 2 \mathrm{DMF} \cdot \mathrm{H}_{2} \mathrm{O}$, $(\mathrm{HdClQ})_{2}\left[\mathrm{ZnCl}_{4}\right] \cdot 2 \mathrm{H}_{2} \mathrm{O}$ or $\left[\mathrm{Zn}(\mathrm{dBrQ})_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)\right]_{2} \cdot$ DMF $\cdot \mathrm{H}_{2} \mathrm{O}(\mathrm{HdBrQ}=5,7$-dibromo-8-hydroxyquinoline $)$, have shown significant cytotoxic activity against colon cancer HCT116 cell lines, they were not selective. However, we have observed strong antimicrobial and antifungal activity of these complexes [20]. These results motivated us to continue our work, and we have prepared a series of di- and tetranuclear zinc complexes with mono and dihalogen derivatives of H8-HQ with the aim of studying their cytotoxic and antimicrobial activity. In this work, we describe preparation of five new zinc(II) complexes, $\left[\mathrm{Zn}_{4} \mathrm{Cl}_{2}(\mathrm{ClQ})_{6}\right] \cdot 2 \mathrm{DMF}$ (1), $\left[\mathrm{Zn}_{4} \mathrm{Cl}_{2}(\mathrm{ClQ})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right] \cdot 4 \mathrm{DMF}(2),\left[\mathrm{Zn}_{2}(\mathrm{ClQ})_{3}(\mathrm{HClQ})_{3}\right] \mathrm{I}_{3}(3),\left[\mathrm{Zn}_{2}(\mathrm{dClQ})_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}\left(\mathrm{SO}_{4}\right)\right](4)$ and $\left[\mathrm{Zn}_{2}(\mathrm{dBrQ})_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}\left(\mathrm{SO}_{4}\right)\right]$ (5), which were characterized by IR and NMR spectroscopy, as well as elemental and single crystal X-ray structure analysis. Moreover, the results of cytotoxic and antimicrobial assays and their DNA/BSA binding properties are presented.

## 2. Results and Discussion

### 2.1. Syntheses

In this work, we have focused on the preparation of zinc complexes with halogen derivatives of H8-HQ. We have used several zinc salts, solvents, different synthetic strategies and different procedures of crystallization. Regarding solvents, DMF was used to dissolve respective HXQ ligands, while ethanol was used to dissolve zinc(II) chloride or iodide. Because of the better solubility of $\mathrm{ZnSO}_{4} \cdot 7 \mathrm{H}_{2} \mathrm{O}$ in methanol, for the preparations of sulphato complexes 4 and $\mathbf{5}$, methanol was used instead of ethanol. The preparation of $\mathbf{1}$, 3, 4 and 5 was performed at room temperature by a simple one-pot synthesis. After the mixing of reactants, complexes were isolated after several months of crystallization at room temperature. On the other hand, the preparation of 2 was performed at low temperatures; moreover, KOH was used to improve deprotonation of the HClQ hydroxyl group and crystallization was carried out at a low temperature in a fridge. It has to be noted that we attempted to prepare complexes with all three HXQ derivatives at room temperature and also under reflux either with or without added KOH ; however, no other products were obtained. Figure 1 schematically describes the synthetic procedure used for the synthesis of 1-5.


Figure 1. Synthesis and formulae of 1-5. 1: $\operatorname{bis}\left(\mu_{3}-5\right.$-chloro-8-hydroxyquinolinato)-tetrakis $\left(\mu_{2}-\right.$ 5-chloro-8-hydroxyquinolinato)-dichloride-tetra-zinc(II) bis-dimethylformamide solvate, $\left[\mathrm{Zn}_{4} \mathrm{Cl}_{2}(\mathrm{ClQ})_{6}\right]$. 2DMF; 2: $\operatorname{bis}\left(\mu_{3}-5\right.$-chloro-8-hydroxyquinolinato)-tetrakis( $\mu_{2}-5$-chloro-8-hydroxyquinolinato)-diaqua-dichloride-tetra-zinc(II) tetra-dimethylformamide solvate, $\left[\mathrm{Zn}_{4} \mathrm{Cl}_{2}(\mathrm{ClQ})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right] \cdot 4 \mathrm{DMF} ; \quad 3$ : tris(5-chloro-8-hydroxyquinolinato)-tris(5-chloro-8-hydroxyquinoline)-di-zinc(II) triiodide, [ $\mathrm{Zn}_{2}$ $(\mathrm{ClQ})_{3}(\mathrm{HClQ})_{3} \mathrm{I}_{3} ; 4$ : catena-( $\mu_{2}$-sulphato)-haxaaqua-bis(5,7-dichloro-8-hydroxyquinolinato)-di-zinc (II), $\left[\mathrm{Zn}_{2}(\mathrm{dClQ})_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}\left(\mathrm{SO}_{4}\right)\right] ;$ 5: catena-( $\mu_{2}$-sulphato)-haxaaqua-bis(5,7-dibromo-8-hydroxyquinolinato)-di-zinc(II), $\left[\mathrm{Zn}_{2}(\mathrm{dBrQ})_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}\left(\mathrm{SO}_{4}\right)\right]$.

### 2.2. Infrared Spectroscopy

The presence of HXQ ligands in 1-5 was first proven by IR spectroscopy. The IR spectra of pure $\mathrm{HdClQ}, \mathrm{HdBrQ}$ and HClQ ligands have already been described [21,22]. The characteristic vibrations of the free ligands include the $v(\mathrm{O}-\mathrm{H})$ vibration, which manifests as a broad band starting at $3360 \mathrm{~cm}^{-1}$ and ending with a vibration band of $v(\mathrm{C}-\mathrm{H})_{\text {ar }}$ at $3060 \mathrm{~cm}^{-1}$, and its absence in 1-5 suggests the coordination of the respective ligand to the zinc atom through the oxygen atom after the deprotonation of a hydroxyl group. The coordination of the ligands to the zinc atom through pyridine nitrogen atom is supported by the characteristic shift of $v(\mathrm{C}=\mathrm{N})$ bands to lower frequencies in the spectra of $\mathbf{1 - 5}$ ( $1462-1454 \mathrm{~cm}^{-1}$ ) compared to the free ligands ( $1470-1460 \mathrm{~cm}^{-1}$ ). The remaining ligands bands are still present in the spectra of the complexes. However, they are often shifted compared to the IR spectra of free ligands.

Tetranuclear complexes 1 and 2 have a similar composition with two extra water molecules in 2 and thus their IR spectra will be discussed together. Despite the presence of water molecules, in the spectrum of 2 the valence vibration of the OH group is not clearly visible (Figure 2). We attribute it to a wide band starting at $3305 \mathrm{~cm}^{-1}$, which smoothly passes into the $v(\mathrm{C}-\mathrm{H})_{\mathrm{ar}}$ vibration observed at $3076 \mathrm{~cm}^{-1}$. On the other hand, the planar deformation vibration of $\mathrm{H}_{2} \mathrm{O}$ is clearly visible $\left(1650 \mathrm{~cm}^{-1}\right)$; however, the bands of the rocking, twisting and wagging vibrational modes of coordinated water molecules, which should appear in the spectrum in the ranges of $970-930 \mathrm{~cm}^{-1}$ and $660-600 \mathrm{~cm}^{-1}$ [23], are again missing. DMF molecules in both complexes are proven by the weak bands of $v(\mathrm{C}-\mathrm{H})_{\mathrm{al}}$ vibrations between 2990 and $2850 \mathrm{~cm}^{-1}$ and by strong absorption bands of $v(\mathrm{C}=\mathrm{O})$ vibration at $1672 \mathrm{~cm}^{-1}$. The absorption bands of ClQ ligands are at the same wavenumbers in both spectra and are close to those of free ligands with the exception of the above-mentioned $v(\mathrm{O}-\mathrm{H})$ and $v(\mathrm{C}=\mathrm{N})$ bands.


Figure 2. FT-IR spectra of 1-5.
IR spectrum of 3, which contains the same ClQ ligand, is similar to those of $\mathbf{1}$ and $\mathbf{2}$; of course, the absorption bands of water and DMF molecules are missing.

The composition of 4 and 5 is again very similar; both complexes differ only by HXQ ligands. The presence of water molecules in these complexes is proven by strong and wide bands of $v(\mathrm{O}-\mathrm{H})$ vibration starting at $3630 \mathrm{~cm}^{-1}$ and ending by $v(\mathrm{C}-\mathrm{H})_{\text {ar }}$ vibrations observed at $3072 \mathrm{~cm}^{-1}$, as well as by deformation vibrations around $1630 \mathrm{~cm}^{-1}$.

We observed huge bands around 1110 and $1050 \mathrm{~cm}^{-1}$ in the spectra of 4 and 5 , which can be attributed to the $v_{\text {as }}(\mathrm{S}-\mathrm{O})$ and $v_{\mathrm{s}}(\mathrm{S}-\mathrm{O})$ valence vibrations, respectively, originating from the sulphato ligand $\left(\mathrm{ZnSO}_{4} \cdot 7 \mathrm{H}_{2} \mathrm{O}\right.$ was used in the synthesis). The weak bands of deformation vibrations of the $\mathrm{SO}_{4}$ group around $624 \mathrm{~cm}^{-1}$ are also observed in the spectra [24]. The main difference in the bands of HdClQ and HdBrQ ligands present in 4 and 5 , respectively, are the bands of $v(\mathrm{C} 5-\mathrm{X})$ vibrations. In 4, the $v(\mathrm{C} 5-\mathrm{Cl})$ vibration is observed at $964 \mathrm{~cm}^{-1}$ (in the spectra of complexes 1-3 with HClQ ligand, corresponding bands are between 961 and $955 \mathrm{~cm}^{-1}$ ) while $v(\mathrm{C} 5-\mathrm{Br})$ vibration is observed at $943 \mathrm{~cm}^{-1}$ in the spectrum of 5 . On the other hand, $v(\mathrm{C} 7-X)$ vibrations that were absent in the spectra of $1-3$ are in the spectra of 4 and 5 at the same wavenumber, $863 \mathrm{~cm}^{-1}[21,25,26]$.

### 2.3. NMR Characterization and Stability Studies

The assignment of resonances for individual proton and carbon atoms within all complexes were made based on ${ }^{1} \mathrm{H},{ }^{13} \mathrm{C}$ and ${ }^{1} \mathrm{H},{ }^{13} \mathrm{C}$-COSY, ${ }^{1} \mathrm{H},{ }^{13} \mathrm{C}-\mathrm{HSQC},{ }^{1} \mathrm{H}$ and ${ }^{13} \mathrm{C}-\mathrm{HMBC}$ spectra. These studies were performed at 298 K . The data obtained from these spectra are listed in Table 1 and Table S1. It should be noted that the same sets of proton and carbon signals were detected for each quinoline ligand of $\mathbf{1}$ and $\mathbf{2}$ because their composition is almost the same. They only differ by the presence of two water molecules in the coordination sphere of complex 2 whose signals are overlapped by the signals of water from DMSO- $\mathrm{d}_{6}$. On the other hand, the separate and broadened signals were detected for complexes 3,4 and 5.

Based on the crystal structures, we assume that complexes $\mathbf{1}$ and 2 should have symmetric structures in solution and ${ }^{1} \mathrm{H}$ NMR spectra display only one set of chemical shifts (Table 1), corresponding to the appropriate units, and no fluxional phenomena were observed for these complexes.

Table 1. ${ }^{1} \mathrm{H}$ NMR $\left(600 \mathrm{MHz}\right.$, DMSO- $\left.\mathrm{d}_{6}\right)$ chemical shifts $\delta_{\mathrm{H}}[\mathrm{ppm}]$ for $\mathbf{1 - 5}$.

|  |  | $\delta_{\mathrm{H}}$ (mult., $J$ [Hz]) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | H-2 | H-3 | H-4 | H-6 | H-7 |
| 1* | ClQ | 8.74 (br s) | $\begin{aligned} & 7.75 \text { (dd, } \\ & 8.5,4.5) \end{aligned}$ | 8.54 (d, 8.5) | 7.50 (d, 8.5) | 6.73 (br s) |
| 2* | ClQ | 8.74 (br s) | $\begin{gathered} 7.75 \text { (dd, } \\ 8.4,4.4) \end{gathered}$ | $\begin{aligned} & 8.54(\mathrm{dd}, \\ & 8.4,1.5) \end{aligned}$ | 7.50 (d, 8.4) | 6.74 (d, 8.4) |
| 3 | ClQ | 8.66 (br s) | 7.74 (br s) | 8.52 (br s) | 7.51 (br s) | 6.72 (br s) |
|  | HClQ | 8.95 (br s) | 7.74 (br s) | 8.52 (br s) | 7.60 (br s) | 7.08 (br s) |
| $4^{* *}$ | dClQ | $\begin{aligned} & 8.55 \text { (br s) } \\ & 8.79 \text { (br s) } \end{aligned}$ | 7.70 (m) | 8.50 (d, 8.4) | 7.70 (m) | - |
| $5^{* *}$ | dBrQ | $\begin{aligned} & 8.47 \text { (br s) } \\ & 8.76 \text { (br s) } \end{aligned}$ | $\begin{aligned} & 7.70 \text { (br s) } \\ & 7.75 \text { (br s) } \end{aligned}$ | $\begin{gathered} 8.41(\mathrm{~d}, 8.5) \\ 8.44(\mathrm{br} \mathrm{~s}) \end{gathered}$ | $\begin{aligned} & 7.92 \text { (s) } \\ & 7.92 \text { (s) } \end{aligned}$ | - |

* 7.95 (s, HDMF), 2.89 (s, MeDMF) and 2.73 (s, MeDMF); ** chemical shifts for major form are in the first line and for the minor form in the second line.

Figure S1 displays the ${ }^{1} \mathrm{H}$ NMR spectrum for 3 . At $25^{\circ} \mathrm{C}$, the ${ }^{1} \mathrm{H}$ NMR spectrum consists of broadened signals attributable to the protons of ClQ and HClQ ligands. At first sight, one could think that this effect arises from a dynamic within a system. However, it is most likely that broadened signals of $\mathbf{3}$ arise from its low solubility and the presence of some particulate matter in the solution. For the same reason, it was not possible to measure ${ }^{13} \mathrm{C}$ and 2D NMR spectra and to assign carbon chemical shifts.

We assumed that in the solution, 4 and 5 would give well-resolved signals like the above-described complexes $\mathbf{1}$ and $2 .{ }^{1} \mathrm{H}$ NMR experiments confirmed the opposite to be true. ${ }^{1} \mathrm{H}$ NMR spectra of complexes 4 and 5 contained broadened peaks consistent with the presence of a dynamic exchange process. As illustrated by Figure 3 and Figure S2, in the ${ }^{1} \mathrm{H}$ NMR spectrum of 4 only, signals belonging to proton $\mathrm{H}-2$ are broadened, and in the ${ }^{1} \mathrm{H}$ NMR spectrum of 5 , almost all proton signals $\mathrm{H}-2, \mathrm{H}-3$ and $\mathrm{H}-4$ are broadened. All broadened proton signals are shifted to the low field. This observation indicated that protons described as major must exchange positions with protons signed as minor. It is a consequence of the slow proton exchange of 4 and 5 within the NMR time scale. Similarly, ${ }^{13} \mathrm{C}$ signals of 4 and 5 (Figure 3 and Figure S2) exhibited very interesting changes. At ambient temperature, signals belonging to carbons C-8, C-2, C-8a, C-4a and C-5 of 4 are doubled. We expected a similar pattern for the complex 5 , but the very low solubility of the complex in DMSO- $\mathrm{d}_{6}$ caused the minor form signals to not be well distinguished (Figure S2). Only the signals of carbons C-4, C-6 and C-4a are visibly doubled.

Because of the different structures of all studied complexes, complexes 4 and 5 are fluxional and are characterized by the proton position exchange without the dissociation of the complex. If the process occurred with dissociation, the process should be associated with the presence of free ligand peaks in NMR spectra, which is not the case.

The stability of the complexes $\mathbf{1}-\mathbf{5}$ in DMSO- $\mathrm{d}_{6}$ solution was tested using ${ }^{1} \mathrm{H}$ NMR time-dependent spectra to evaluate their suitability for biological testing.

As shown in Figure 4 and Figure S3, at ambient temperature, the time-dependent ${ }^{1} \mathrm{H}$ NMR spectra of complexes $\mathbf{1}$ and 2 show peaks corresponding to the one set of chemical shifts, an indication of the presence of complexes that are structurally the same for 72 h . However, as shown in Figure 4 and Figure S3, the ${ }^{1} \mathrm{H}$ NMR spectra after 48 h show new peaks at $\delta_{\mathrm{H}} 10.20(\mathrm{~s}, \mathrm{OH}), 9.03$ (dd, J 4.7, 1.7, H-2), 8.31 (dd, J 7.9, 1.7, H-4) and 7.86 (dd, J 7.9, 4.7, H-3). Whereas the signals belonging to protons H-6 and H-7 are not detectable. By comparing chemical shifts with free ligand shifts ( ${ }^{1} \mathrm{H}$ NMR ( $600 \mathrm{MHz}, \mathrm{DMSO}-\mathrm{d}_{6}$ ): $\delta_{\mathrm{H}} 10.18$ (s, OH), 8.94 (dd, J 4.1, 1.6, H-2), 8.48 (dd, J 8.6, 1.6, H-4), 7.71 (dd, J 8.6, 4.1, H-3), 7.60 (d, J 8.3, H-6) and 7.08 (d, J 8.3, H-7)), we cannot completely exclude complex decomposition. The ratio of the complex and newly formed structure is $90: 1$ after 48 h and 70:1 after 96 h for $\mathbf{1}$ and 56:1 after 48 h and $46: 1$ after 72 h for $\mathbf{2}$ (based on integral values
of H-4 signals). Nevertheless, we believe that the low concentration of the newly formed structures will not significantly affect the results of biological activity tests. Contrary to our findings, Zhang et al. [27] prepared tetranuclear $\left[\mathrm{Zn}_{4}(8-\mathrm{HQ})_{6} \mathrm{Ac}_{2}\right](\mathrm{Ac}=$ acetate $)$ and $\left[\mathrm{Zn}_{4}(\mathrm{MeQ})_{6} \mathrm{Ac}_{2}\right]$ (MeQ = 2-methyl-8-hydroxylquinoline) complexes, which are very similar to complexes $\mathbf{1}$ and $\mathbf{2}$ in our work, and tested them for their stability in the physiological conditions within 48 h . Based on the results of UV-Vis spectroscopy, they concluded that both complexes were stable.


Figure 3. ${ }^{1} \mathrm{H}\left(600 \mathrm{MHz}, \mathrm{DMSO}-\mathrm{d}_{6}\right)$ and ${ }^{13} \mathrm{C}\left(150 \mathrm{MHz}, \mathrm{DMSO}-\mathrm{d}_{6}\right)$ NMR spectrum of complex 4.


Figure 4. Time-dependent ${ }^{1} \mathrm{H}$ NMR ( 600 MHz , DMSO-d6) spectra of complex 1.

As shown in Figure S3, the ${ }^{1} \mathrm{H}$ NMR spectrum measured the after dissolving of the complex in DMSO- $\mathrm{d}_{6}$ shows broad peaks corresponding to complex 3. After 24 h , spectrum becomes somewhat better resolved but remains broad. It can be confirmed that all time-dependent spectra ( $24-72 \mathrm{~h}$ ) are consistent with the structure of complex $\mathbf{3}$ observed immediately after dissolving. Likewise, complexes 4 (Figure S5) and 5 (Figure S6) are stable in the DMSO- $\mathrm{d}_{6}$ solution for 72 h . Minor peaks at $\delta_{\mathrm{H}} 8.75$ and 8.29 ppm appeared in the spectra (Figure S6) of the complex 5 and can be attributed to the dynamics rather than the decomposition of complex 5.

### 2.4. X-ray Structure Analysis

The $\left[\mathrm{Zn}_{4} \mathrm{Cl}_{2}(\mathrm{ClQ})_{6}\right] \cdot 2 \mathrm{DMF}(\mathbf{1})$ and $\left[\mathrm{Zn}_{4} \mathrm{Cl}_{2}(\mathrm{ClQ})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right] \cdot 4 \mathrm{DMF}$ (2) complexes are similar tetranuclear molecular compounds with a complicated type of structure. They crystallize in the triclinic $P 1$ space group. In both complexes, there are two pairs of crystallographically independent zinc atoms. Zn 1 atoms are pentacoordinated in both structures by N2 and O2 atoms of one chelate ClQ ligand, with O 2 atom being a bridge between Zn 1 and Zn 2 atoms. Other two coordination places are occupied by bridging O 1 and O3 atoms of the other two ClQ chelate-bridging ligands, while the fifth place is occupied by the chloride ligand, $\mathrm{Cl1} . \mathrm{Zn} 2$ atoms are hexacoordinated in both structures; however, coordination spheres around the Zn 2 atoms in both structures are different. In both structures, two chelate-bridging ClQ ligands coordinate to the Zn 2 atoms through N 1 and N3, and O1 and O3 atoms, which are bridges to the Zn 1 atoms. The last two coordination places in 1 are occupied by two bridging oxygen atoms of another two ClQ ligands (Figure 5), while only one place is occupied by the bridging oxygen atom of another ClQ ligand in 2 and the last coordination place is occupied by the O 4 atom of a water molecule (Figure 5). In summary, there are two tridentate and four bidentate oxygen atoms of the six ClQ ligands in 1 and each $\mathrm{Zn} 1-\mathrm{Zn} 2$ pair is bridged by two oxygen atoms of two different ClQ ligands. Thus, there are four double-oxygen bridges between Zn 1 and Zn 2 atoms in $\mathbf{1}$ (Figure 5). On the other hand, all six ClQ oxygen atoms are bidentate in $\mathbf{2}$ and thus there are only two double-oxygen bridges between Zn 1 and Zn 2 atoms, while the remaining two bridges are single-oxygen bridges only.

Based on bond angles (Table 2), the shapes of coordination polyhedra around Zn 2 atoms in $\mathbf{1}$ and $\mathbf{2}$ are distorted octahedrally. On the other hand, Zn 1 atoms are coordinated in a trigonal bipyramidal or square pyramidal shape, respectively, as suggested by the $\tau$ parameter [28] and program SHAPE [29] (Table S2).

Bond distances around the zinc atoms in both structures are listed in Table 2. It can be seen that the $\mathrm{Zn}-\mathrm{O}$ and $\mathrm{Zn}-\mathrm{N}$ distances within the chelate rings are in the range of $2.0789(12)-2.1525(16) \AA$, while distances between Zn atoms and bridging oxygen atoms are shorter, 2.0134(12)-2.0463(13) $\AA$, except for the $\mathrm{Zn} 1^{\mathrm{i}}-\mathrm{O} 2$ bond $(2.2779$ (13) $\AA$; $\mathrm{i}=-x+$ $1,-y+1,-z+1)$ in the structure of $\mathbf{1}$ which length is comparable to $\mathrm{Zn} 1-\mathrm{Cl} 1$ in $\mathbf{1}$ and $\mathbf{2}$ (2.2766(5) and $2.3149(5) \AA$, respectively). In addition, a water molecule in 2 is coordinated with a $\mathrm{Zn} 2-\mathrm{O} 4$ bond length being $2.2044(13) \AA$. All mentioned distances and angles are similar to those described in the literature for other tetranuclear zinc complexes [27,30].

Outside the tetranuclear complex species there are two or four solvated molecules of DMF in $\mathbf{1}$ and $\mathbf{2}$, respectively, which are joined with the complexes by hydrogen bonds stabilizing both structures. These and other hydrogen bonds present in the structure of both complexes are gathered in Table 3 and are shown in Figures 6 and 7. Due to these hydrogen bonds, a layered structure parallel with the (011) plane in $\mathbf{1}$ and a chain-like structure along the $c$ axis in $\mathbf{2}$ is formed.


Figure 5. Molecular structure of $\mathbf{1}$ (up) and 2 (down). Solvated DMF molecules are omitted, symmetry code: $\mathrm{i}=-x,-y+1,-z+1$. Displacement ellipsoids are drawn at $50 \%$ probability.

The further stabilization of both structures arises from $\pi-\pi$ interactions between aromatic rings. Data characterizing $\pi-\pi$ interactions are given in Table S3.

Complex 3 crystallizes in the monoclinic space group I2/c. In its structure, there is a binuclear $\left[\mathrm{Zn}_{2}(\mathrm{ClQ})_{3}(\mathrm{HClQ})_{3}\right]^{+}$cation (Figure 8, Table 4) in which both Zn atoms are hexacoordinated by three $\mathrm{N}, \mathrm{O}$-chelate bonded ligands. Three of them $(\mathrm{ClQ})$ are anionic with deprotonated hydroxyl groups, while remaining three ligands ( HClQ ) contain protonated hydroxyl groups and are neutral. The hydrogen atoms of these hydroxyl groups are involved in strong hydrogen bonds, which link the two mononuclear Zn complex units into the binuclear cation. One of the hydrogen atoms lies on a two-fold rotation axis and is thus shared equally by O 1 and $\mathrm{O}^{\mathrm{i}}$ oxygen atoms $(\mathrm{i}=-x+1, y,-z+1.5)$. The remaining two hydrogen atoms involved in hydrogen bonds are shared unequally, and corresponding covalent bonds are elongated and are thus only slightly shorter than hydrogen bonds (Table 5). The positive charge of the binuclear cation is balanced by a triiodide anion.

Selected bond lengths and angles are gathered in Table 4 and are similar to those in 1,2 and 5 (below), as well as in other similar zinc complexes [31,32].

Table 2. Selected bond distances and angles $\left[\AA^{\circ},^{\circ}\right]$ for $\mathbf{1}$ and 2.

|  | 1 | 2 |  | 1 | 2 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Zn1-Cl1 | 2.2766 (5) | 2.3149 (5) | O3-Zn1-O1 | 106.79 (6) | 95.66 (5) |
| Zn1-O1 | 2.0153 (13) | 2.0388 (13) | $\mathrm{O} 3-\mathrm{Zn} 1-\mathrm{N} 2^{\text {i }}$ | 106.90 (6) | 93.30 (5) |
| $\mathrm{Zn} 1{ }^{\text {i }}$-O2 | 2.2779 (13) | 2.0789 (12) | O1-Zn1-N2 ${ }^{\text {i }}$ | 128.77 (6) | 148.68 (5) |
| Zn1-O3 | 2.0134 (12) | 2.0194 (12) | O3-Zn1-Cl1 | 109.17 (4) | 116.24 (4) |
| $\mathrm{Zn} 1^{\text {i }}$-N2 | 2.1101 (17) | 2.1126 (16) | O1-Zn1-Cl1 | 106.28 (4) | 98.52 (4) |
| $\mathrm{Zn} 2{ }^{\text {i }}$-O1 | 2.0926 (13) | 2.0893 (12) | N2 ${ }^{\text {i }}$-Zn1-Cl1 | 97.67 (5) | 104.23 (4) |
| Zn2-O2 | 2.0809 (12) | 2.0463 (13) | $\mathrm{O} 3-\mathrm{Zn} 1-\mathrm{O}{ }^{\text {i }}$ | 78.82 (5) | 143.62 (5) |
| $\begin{aligned} & \mathrm{Zn} 2^{\mathrm{i}}- \\ & \mathrm{O} 2 / 4^{\mathrm{ia}} \end{aligned}$ | 2.2058 (12) | 2.2044 (13) | O1-Zn1-O2 ${ }^{\text {i }}$ | 75.39 (5) | 77.12 (5) |
| Zn2-O3 | 2.1016 (13) | 2.1054 (12) | $\mathrm{N} 2{ }^{\text {i }}-\mathrm{Zn} 1-\mathrm{O} 2{ }^{\text {i }}$ | 74.63 (6) | 77.92 (5) |
| Zn2 ${ }^{\text {i }}$-N1 | 2.0983 (15) | 2.1525 (16) | $\mathrm{Cl1-Zn1-O2}{ }^{\text {i }}$ | 170.49 (4) | 100.13 (4) |
| Zn2-N3 | 2.0791 (15) | 2.0791 (15) | O2-Zn2-N3 | 100.07 (5) | 108.62 (6) |
|  |  |  | $\mathrm{O} 2-\mathrm{Zn} 2-\mathrm{O}{ }^{1}$ | 78.25 (5) | 76.73 (5) |
|  |  |  | N3-Zn2-O1 ${ }^{\text {i }}$ | 102.75 (6) | 170.93 (6) |
|  |  |  | $\mathrm{O} 2-\mathrm{Zn} 2-\mathrm{N} 1^{\text {i }}$ | 153.47 (6) | 150.34 (5) |
|  |  |  | $\mathrm{N} 3-\mathrm{Zn} 2-\mathrm{N} 1^{1}$ | 98.11 (6) | 99.11 (6) |
|  |  |  | $\mathrm{O} 1^{\mathrm{i}}-\mathrm{Zn} 2-\mathrm{N} 1^{\mathrm{i}}$ | 79.01 (5) | 77.27 (5) |
|  |  |  | O2-Zn2-O3 | 99.92 (5) | 99.00 (5) |
|  |  |  | N3-Zn2-O3 | 78.85 (6) | 79.48 (5) |
|  |  |  | O1 ${ }^{\text {i }} \mathrm{Zn} 2-\mathrm{O} 3$ | 177.72 (5) | 92.56 (5) |
|  |  |  | N1 ${ }^{\text {i }}$-Zn2-O3 | 102.44 (5) | 96.15 (5) |
|  |  |  | $\begin{aligned} & \mathrm{O} 2-\mathrm{Zn} 2- \\ & \mathrm{O} 2^{\mathrm{i}} / \mathrm{O} 4^{\mathrm{i}} \end{aligned}$ | 78.62 (5) | 81.48 (5) |
|  |  |  | $\begin{aligned} & \mathrm{N} 3-\mathrm{Zn} 2- \\ & \mathrm{O}^{\mathrm{i}} / \mathrm{O} 4 \end{aligned}$ | 156.91 (6) | 92.26 (5) |
|  |  |  | $\begin{aligned} & \mathrm{O}_{1}^{\mathrm{i}-\mathrm{Zn} 2-} \\ & \mathrm{O}^{\mathrm{i}} / \mathrm{O} 4 \end{aligned}$ | 99.55 (5) | 95.84 (5) |
|  |  |  | $\begin{aligned} & \mathrm{N} 1^{\mathrm{i}-\mathrm{Zn} 2-} \\ & \mathrm{O}^{\mathrm{i}} / \mathrm{O} 4 \end{aligned}$ | 91.90 (5) | 87.24 (5) |
|  |  |  | $\begin{aligned} & \text { O3-Zn2- } \\ & \text { O2 } / \text { /O4 } \end{aligned}$ | 78.69 (5) | 171.46 (5) |

Symmetry code: ${ }^{\mathrm{i}}=-x+1,-y+1,-z+1 .{ }^{\text {a }}$ Atom $\mathrm{O} 4{ }^{\mathrm{i}}$ from 2.
Table 3. Hydrogen bond interactions $\left(\AA^{\circ},{ }^{\circ}\right)$ in 1 and 2.

| Complex | D-H $\cdots$ A | $d$ (D-H) | $d(\mathbf{H} \cdots \mathrm{~A})$ | $d(\mathrm{D} \cdots \mathrm{A})$ | <(DHA) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | C22-H22 $\cdots$ O40 ${ }^{\text {i }}$ | 0.95 | 2.32 | 3.127 | 149.9 |
|  | C26-H26...Cl1A ${ }^{\text {ii }}$ | 0.95 | 2.77 | 3.633 | 151.6 |
| 2 | C22-H22 .. $\mathrm{Cl}^{\text {i }}$ ii | 0.95 | 2.76 | 3.592 | 146.2 |
|  | C37-H37...Cl1 | 0.95 | 2.80 | 3.661 | 151.2 |
|  | C11-H11..O5 | 0.95 | 2.38 | 3.158 | 138.3 |
|  | $\mathrm{C} 36-\mathrm{H} 36 \cdots \mathrm{Cl} 25{ }^{\text {i }}$ | 0.95 | 2.71 | 3.631 | 162.3 |
|  | O4-H1O $\cdots$ O6 | 0.88 | 1.81 | 2.685 | 171.2 |
|  | $\mathrm{O} 4-\mathrm{H} 2 \mathrm{O} \cdots \mathrm{Cl}^{\text {iv }}$ | 0.86 | 2.44 | 3.247 | 155.6 |

[^3]

Figure 6. Part of the two-dimensional structure of 1 viewed along the $a$ axis with hydrogen bonds (red dashed lines). Only hydrogen atoms involved in the hydrogen bonds are shown for clarity.


Figure 7. Part of the one-dimensional structure of 2 viewed along the $c$ axis with hydrogen bonds (red dashed lines). Only hydrogen atoms involved in the hydrogen bonds are shown for clarity.


Figure 8. Molecular structure of $\mathbf{3}$, symmetry code: $\mathrm{i}=-x+1, y,-z+1.5$. Displacement ellipsoids are drawn at $50 \%$ probability.

Table 4. Selected bond distances and angles $\left[\AA,^{\circ}\right]$ for 3.

| Zn1-O1 | 2.097 (3) | O1-Zn1-O2 | 88.54 (11) |
| :---: | :---: | :---: | :---: |
| Zn1-O2 | 2.101 (3) | O1-Zn1-O3 | 91.48 (10) |
| Zn1-O3 | 2.171 (3) | O1-Zn1-N1 | 77.03 (12) |
| Zn1-N1 | 2.142 (3) | O1-Zn1-N2 | 165.42 (12) |
| Zn1-N2 | 2.098 (3) | O1-Zn1-N3 | 93.46 (12) |
| Zn1-N3 | 2.089 (3) | O2-Zn1-N1 | 93.25 (12) |
|  |  | O2-Zn1-N2 | 78.93 (12) |
|  |  | O2-Zn1-N3 | 161.62 (12) |
|  |  | O3-Zn1-O2 | 84.24 (11) |
|  |  | O3-Zn1-N1 | 168.32 (12) |
|  |  | O3-Zn1-N2 | 94.61 (11) |
|  |  | O3-Zn1-N3 | 77.46 (11) |
|  |  | N1-Zn1-N2 | 88.3 (3) |
|  |  | N3-Zn1-N1 | 169.4 (3) |
|  |  | N3-Zn1-N2 | 84.5 (3) |

Table 5. Hydrogen bond interactions $\left[\AA^{\circ},^{\circ}\right]$ for 3.

| $\mathbf{D}-\mathbf{H} \cdots \mathbf{A}$ | $d(\mathbf{D}-\mathbf{H})$ | $d(\mathbf{H} \cdots \mathbf{A})$ | $d(\mathbf{D} \cdots \mathbf{A})$ | $<$ (DHA) |
| :---: | :---: | :---: | :---: | :---: |
| O1-H1-O1 ${ }^{\text {i }}$ | 1.202 | 1.202 | 2.399 | 172 |
| $\mathrm{O}^{\mathrm{i}}-\mathrm{H} 2 \cdots \mathrm{O}^{\mathrm{i}}$ | 1.20 | 1.24 | 2.435 | 174 |

Symmetry code: ${ }^{\mathrm{i}}=-x+1, y,-z+1.5$.

The further stabilization of the structure arises from $\pi-\pi$ interactions between parallel aromatic rings of neighboring complexes. Due to these interactions a zig-zag chain parallel with the $a$ axis is formed (Figure S7). Data characterizing $\pi-\pi$ interactions are given in Table S4.

The complexes $\left[\mathrm{Zn}_{2}(\mathrm{dClQ})_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}\left(\mathrm{SO}_{4}\right)\right](4)$ and $\left[\mathrm{Zn}_{2}(\mathrm{dBrQ})_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}\left(\mathrm{SO}_{4}\right)\right]$ (5) crystallize in the triclinic $P 1$ space group and their structures are very similar. They are formed by binuclear complexes in which two Zn -species are bridged by a sulphate group (Figure 9). Both Zn atoms in the binuclear complexes are hexacoordinated by a corresponding N,Obidentate chelate XQ ligand, three oxygen atoms of water molecules and one oxygen atom of the sulphate group. Interestingly, in 4 there are four crystallographically independent binuclear complexes. However, due to the extremely small crystals of 4, their diffraction power was low, and thus the quality of the obtained data enabled us to present only an isotropic model of its structure without hydrogen atoms. Therefore, we discuss neither bond distances and angles nor nonbonding interactions in this complex.


Figure 9. Molecular structure of 5. Displacement ellipsoids are drawn at 50\% probability.
Bond distances around both Zn atoms in 5 are normal (Table 6) and are close to the bond lengths observed in the above-described complexes and also in other $\mathrm{Zn}-\mathrm{HXQ}$ complexes described in the literature [20,31,32]. Coordination polyhedra around Zn 1 and Zn 2 atoms are distorted octahedra, as represented by $\mathrm{N}-\mathrm{Zn}-\mathrm{O}$ and $\mathrm{O}-\mathrm{Zn}-\mathrm{O}$ trans-angles
spanning from $165.6(3)$ to $173.8(3)^{\circ}$, while cis-angles are in a range $79.1(3)$ to $97.8(3)^{\circ}$. The shape of the coordination polyhedra is also confirmed by octahedral distortion parameter $\Sigma$ and the results of the program SHAPE (Table S2).

Table 6. Selected bond distances and angles $\left[\AA,^{\circ}\right]$ for 5.

| Zn1-O1w | 2.079 (6) | O1-Zn1-O2 | 172.5 (2) |
| :---: | :---: | :---: | :---: |
| Zn1-O2w | 2.053 (6) | N1-Zn1-O1 | 79.5 (3) |
| Zn1-O3w | 2.078 (6) | N1-Zn1-O2 | 93.0 (3) |
| Zn1-N1 | 2.094 (7) | O1w-Zn1-N1 | 93.5 (3) |
| Zn1-O1 | 2.118 (6) | O1w-Zn1-O1 | 93.1 (2) |
| Zn1-O2 | 2.214 (6) | O1w-Zn1-O2 | 87.9 (2) |
| Zn2-O5 | 2.060 (6) | $\mathrm{O} 2 \mathrm{w}-\mathrm{Zn} 1-\mathrm{O} 2$ | 87.4 (2) |
| Zn2-O4w | 2.061 (7) | O2w-Zn1-O3w | 82.8 (2) |
| Zn2-O6 | 2.088 (6) | O2w-Zn1-O1w | 167.9 (2) |
| Zn2-O6w | 2.095 (7) | O2w-Zn1-N1 | 97.8 (3) |
| Zn2-O5w | 2.112 (7) | O2w-Zn1-O1 | 93.1 (3) |
| Zn2-N6 | 2.135 (7) | O3w-Zn1-O1w | 86.4 (3) |
|  |  | O3w-Zn1-N1 | 173.8 (3) |
|  |  | O3w-Zn1-O1 | 94.3 (2) |
|  |  | O3w-Zn1-O2 | 93.2 (2) |
|  |  | O4w-Zn2-O6 | 96.0 (3) |
|  |  | O4w-Zn2-N6 | 94.2 (3) |
|  |  | O4w-Zn2-O5w | 169.4 (3) |
|  |  | O4w-Zn2-O6w | 84.5 (3) |
|  |  | O5-Zn2-O4w | 88.3 (3) |
|  |  | O5-Zn2-O5w | 87.6 (3) |
|  |  | O5-Zn2-O6 | 86.6 (2) |
|  |  | O5-Zn2-O6w | 101.3 (3) |
|  |  | O5-Zn2-N6 | 165.6 (3) |
|  |  | O5w-Zn2-N6 | 92.1 (3) |
|  |  | O6-Zn2-O5w | 93.5 (3) |
|  |  | O6w-Zn2-O5w | 86.7 (3) |
|  |  | O6-Zn2-O6w | 172.1 (3) |
|  |  | O6-Zn2-N6 | 79.1 (3) |
|  |  | O6w-Zn2-N6 | 93.0 (3) |

Water molecules are involved in hydrogen bonds (Table 7), forming a hydrophilic layer parallel with the (001) plane (Figure 10). On the borders of this layer there are hydrophobic dBrQ ligands, and between neighboring ligands $\pi-\pi$ interactions stabilize the two-dimensional structure of 5 (Figure 10, Table S5).

Table 7. Hydrogen bond interactions $\left[\AA,{ }^{\circ}\right]$ in 5.

| D-H $\cdots$ A | $d$ (D-H) | $d(\mathrm{H} \cdots \mathrm{A})$ | $d(\mathrm{D} \cdots \mathrm{A})$ | <(DHA) |
| :---: | :---: | :---: | :---: | :---: |
| O1w-H1O2 $\cdots$ O6 ${ }^{\text {ii }}$ | 0.87 | 1.89 | 2.740 | 165.6 |
| $\mathrm{O} 1 \mathrm{w}-\mathrm{H} 2 \mathrm{O} 2 \cdots \mathrm{O}^{\text {ii }}$ | 0.87 | 2.16 | 3.021 | 173.0 |
| $\mathrm{O} 2 \mathrm{w}-\mathrm{H} 2 \mathrm{O} 4 \cdots \mathrm{O} 6^{\text {i }}$ | 0.88 | 1.96 | 2.788 | 157.2 |
| O2w-H1O4 $\cdots$ O 4 | 0.88 | 1.97 | 2.738 | 146.1 |
| O3w-H1O3 $\cdots$ O2 ${ }^{\text {ii }}$ | 0.87 | 2.05 | 2.879 | 159.3 |
| O3w-H2O3 . ${ }^{\text {O }} 4^{\text {i }}$ | 0.87 | 2.21 | 2.932 | 139.3 |
| $\mathrm{O} 4 \mathrm{w}-\mathrm{H} 2 \mathrm{O} 8 \cdots \mathrm{O}^{\text {ii }}$ | 0.87 | 2.05 | 2.789 | 141.7 |
| O4w-H1O8 $\cdots \mathrm{O}^{\text {iv }}$ | 0.87 | 2.08 | 2.886 | 153.6 |
| O5w-H1O7...O1 ${ }^{\text {i }}$ | 0.87 | 1.87 | 2.707 | 160.7 |
| O5w-H2O7...O3 ${ }^{\text {iii }}$ | 0.87 | 1.99 | 2.787 | 152.3 |
| O6-H1O9...O5w ${ }_{\text {iii }}$ | 0.87 | 2.01 | 2.855 | 161.2 |
| O6w-H2O9...O4 $4^{\text {iii }}$ | 0.87 | 2.03 | 2.825 | 151.5 |

Symmetry codes: ${ }^{\mathrm{i}}=-x+2,-y+1,-z+1 ;{ }^{\mathrm{ii}}=-x+1,-y+1,-z+1 ; \mathrm{iii}^{\mathrm{iii}}=-x+2,-y+2,-z+1 ;{ }^{\mathrm{iv}}=-x+1$, $-y+2,-z+1$.


Figure 10. Part of the two-dimensional structure of 5 viewed along the $b$ axis with hydrogen bonds (red dashed lines) and $\pi-\pi$ interactions (black dashed lines).

### 2.5. The DNA Binding Potency

The UV-vis spectrometry is one of the basic techniques for analyzing small moleculeDNA interactions. The UV-vis titrations were realized at a fixed concentration of investigated zinc complexes with HClQ ligand $(\mathbf{1}-\mathbf{3})$ and varying concentrations of calf thymus DNA (ctDNA). The absorbance maxima of complexes $\mathbf{1 - 3}$ show reduced absorbance intensity (hypochromism) upon titration with ctDNA (Figures S8 and S9 and Figure 11). Hypochromic effect is noticed when molecules bind into DNA-supporting helix stabilization by the insertion of the flat aromatic part between base pairs [2]. This determined hypochromicity is associated with the intercalative binding mode of studied complexes [33]. The most obvious hypochromicity was recorded for complex 3 (about 46\%) (Table 8). This means that the dinuclear complex 3, which shows a promising cytotoxic effect (see Section 2.7 ), binds better into DNA compared to the tetranuclear complexes $\mathbf{1}$ and 2.


Figure 11. UV-vis spectrum of complex $3\left(6.14 \times 10^{-6} \mathrm{M}\right)$ with ctDNA. The arrow indicates changes in absorbance upon increasing DNA concentration. Inset: UV-vis absorption spectrum of 3 .

Table 8. Spectral binding parameters of complexes 1-3.

| Complex | $\lambda_{\text {max1 }}$ [nm] | $\lambda_{\text {max } 2}$ <br> [nm] | $\begin{gathered} \Delta \lambda_{\max 2} \\ {[\mathrm{~nm}]} \end{gathered}$ | hypochromism at $\lambda_{\max 2}$ [\%] | $\begin{gathered} K_{\text {sv }}{ }^{\text {EB }} \\ \times 10^{4}\left[\mathrm{M}^{-1}\right] \end{gathered}$ | $\begin{gathered} K_{\text {sv }} \text { BSA } \\ \times 10^{6}\left[\mathrm{M}^{-1}\right] \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 215 | 275 | 2 | 16.32 | 1.06 | 2.04 |
| 2 | 218 | 275 | 1 | 21.72 | 0.62 | 0.68 |
| 3 | 219 | 259 | 4 | 46.54 | 0.34 | 5.44 |

We tried to examine the actual binding mode of the Zn (II) complexes with DNA by competitive fluorometric dye displacement assay with Ethidium bromide (EB) also. EB is often used as a DNA intercalating agent, which displays maximum emission at about 602 nm upon binding to double helical DNA [34]. The fluorescence emission spectra of the DNA-EB system was measured from 565 nm to 700 nm with incremental amounts of complexes 1-3 (Figures S10 and S11 and Figure 12).


Figure 12. Fluorescence spectrum of DNA-EB complex in the absence (black line) and presence of complex 3. Inset: the corresponding Stern-Volmer plot for quenching process of EB by 3.

Table 8 shows Stern-Volmer quenching constants $\left(K_{s v}\right)$, which are estimated by the linear regression of the $F_{0} / F$ against quencher concentration. Obtained $K_{s v}$ are in the range from $3.4 \times 10^{3} \mathrm{M}^{-1}$ to $1.06 \times 10^{4} \mathrm{M}^{-1}$. Similar $K_{s v}$ constants were found for complexes $[\mathrm{Zn}($ bpy $)(\mathrm{Gly})] \mathrm{NO}_{3}$ and $[\mathrm{Zn}($ phen $)(\mathrm{Gly})] \mathrm{NO}_{3}$ [35]. Since the calculated $K_{s v}$ values are quite low, we assume that the complexes are only weak intercalators.

### 2.6. BSA Interaction Study

The bovine serum albumin (BSA) works as a model protein to explore drug-protein interactions due to its structural similarities with human serum albumin (HSA). In vivo, the BSA serves as a transporter for biologically efficient drugs and also for endogenous molecules. The binding of biologically effective drugs to serum albumins is an important criterion for pharmacokinetics [36].

The changes noticed in the fluorescence emission spectra of BSA with various concentrations of $\mathrm{Zn}(\mathrm{II})$ complexes are presented in Figures S12 and S13 and Figure 13.


Figure 13. Fluorescence quenching spectra of BSA in presence of complex 3. Inset: the corresponding Stern-Volmer plot for 3 at $25^{\circ} \mathrm{C}$.

Upon the addition of 1-3, we have observed a substantial quenching of the fluorescence intensity of BSA at 348 nm . The decrease in fluorescence intensity indicates the formation of certain complexes between the Zn (II) complexes and BSA. The fluorescence quenching is also described by the Stern-Volmer relationship. The values of the parameters $K_{s v}$ for BSA binding are listed in Table 8. The highest $K_{s v}$ value ( $5.44 \times 10^{6} \mathrm{M}^{-1}$ ) was found for the complex 3, which shows the highest cytotoxicity against all cell lines. All estimated $K_{s v}$ values were about 100 times higher than that found by Butkus et al. for small zinc complexes [37].

### 2.7. Antiproliferative Activity

The robust screening test was used to analyze antiproliferative activity of the zinc complexes in various cancer cell lines (Table 9). As the data clearly showed, based on $\mathrm{IC}_{50}$ values, the most cytotoxic complexes were 3 and 4 but unfortunately with poor selectivity towards normal kidney fibroblasts. Good cytotoxic potential and higher selectivity was shown by complex 5 on all cancer cell lines except HeLa. Complexes $\mathbf{1}$ and $\mathbf{2}$ showed the lowest cytotoxic $\mathrm{IC}_{50}$ values on MCF-7 and HCT116 cells and average $\mathrm{IC}_{50}$ concentration on other cell lines. As can be seen from the $\mathrm{IC}_{50}$ values, $\mathbf{3}$ and 4 exhibited higher cytotoxic effect than cisplatin against all cancer cell lines except HCT116. In general, HeLa cells were most resistant to the tested complexes. The ligands used in synthesis showed cell-dependent cytotoxicity in the range of 5 to $103 \mu \mathrm{M}$ concentration. In general, binuclear complexes 3-5 showed higher cytotoxic activity compared to their free ligands against all cancer cell lines. Tetranuclear complexes $\mathbf{1}$ and $\mathbf{2}$ showed the lowest efficiency from the complexes and ligands, probably due to their bigger size preventing their entrance to the cells. As the results showed, changing the structure of the complexes did not lead to an improvement in their cytotoxicity or selectivity in comparison with our mononuclear zinc complexes [20].

Table 9. $\mathrm{IC}_{50}$ values $[\mu \mathrm{M}]$ for complexes $\mathbf{1 - 5}$, corresponding ligands and cisplatin in the various cell lines.

|  | HeLa | A549 | MCF-7 | MDA-MB-231 | HCT116 | Caco-2 | Cos-7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | 71.2 | 39.5 | 8.6 | 29.9 | 7.9 | 33.9 | 26.5 |
| $\mathbf{2}$ | 33.6 | 30.3 | 7.1 | 25.5 | 6.9 | 28.6 | 25.2 |
| $\mathbf{3}$ | 8.3 | 5.8 | 5.9 | 8.1 | 5.5 | 6.2 | 6.9 |
| $\mathbf{4}$ | 14.88 | 5.81 | 5.93 | 6.92 | 5.49 | 6.30 | 6.53 |
| $\mathbf{5}$ | 31.83 | 25.70 | 5.93 | 8.10 | 6.89 | 17.63 | 36.76 |
| HClQ | 39.60 | 18.17 | 6.56 | 9.51 | 5.93 | 103.68 | 20.82 |
| HdClQ | 33.12 | 31.23 | 6.57 | 9.85 | 7.10 | 38.86 | 62.95 |
| HdBrQ | 59.91 | 79.72 | 12.03 | 47.15 | 28.66 | 85.05 | 88.17 |
| cisplatin | 18.82 | 13.50 | 21.60 | 73.40 | 3.28 | 23.20 | 18.30 |

### 2.8. Antimicrobial Activity

The antibacterial activity of the prepared complexes was tested against Gram-positive (S. aureus) and Gram-negative (E. coli) bacteria. The RIZD (percentage of relative inhibition zone diameter) was performed. Only 5 showed in RIZD test inhibition against Grampositive bacteria S. aureus. The inhibition was $66.97 \%$ (Table 10), whereas the inhibition of gentamicin sulphate as positive control was $100 \%$. Oher complexes are not suitable for antibacterial activity in concentrations of $33.6 \mu \mathrm{M}$. Concentration was the same as gentamicin sulphate. In the case of 2 and 3, we observed problems with dissolution and after a few minutes it started flocculation.

Table 10. Antibacterial activity of tested complexes. RIZD (\%) means percentage of relative inhibition zone diameter. All complexes were tested against $E$. coli and $S$. aureus in three replicates ( $\mathrm{n}=3, \pm \mathrm{SD}$ ). NA means no activity.

| RIZD (\%) | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $E$. coli | NA | NA | NA | NA | NA |
| S. aureus | NA | NA | NA | NA | 66.97 |

## 3. Materials and Methods

### 3.1. Materials and Chemicals

Reagents were obtained from the following commercial sources: HClQ— $95 \%$ from Sigma-Aldrich (Darmstadt, Germany); HdClQ-99\%, HdBrQ—98\%, and N,N-dimethylform amide- $99 \%$ from Alfa Aesar (Kandel, Germany); ethanol-96\% from BGV (Hniezdne, Slovakia), zinc(II) iodide-98\% from Fisher Chemical (Loughborough, UK); zinc sulphate heptahydrate- p.a. from Lachema (Neratovice, Czech Republic); KOH—p.a. from ITES (Vranov, Slovakia); methanol—p.a.; and zinc(II) chloride-98\% from Centralchem (Bratislava, Slovakia). All mentioned chemicals were used as received.

### 3.2. Syntheses

### 3.2.1. Synthesis of $\left[\mathrm{Zn}_{4} \mathrm{Cl}_{2}(\mathrm{ClQ})_{6}\right] \cdot 2 \mathrm{DMF}$ (1)

HClQ ( $179 \mathrm{mg}, 1 \mathrm{mmol}$ ) was dissolved in DMF $(10 \mathrm{~mL})$. Soon afterwards a solution of zinc chloride ( $136 \mathrm{mg}, 1 \mathrm{mmol} \mathrm{ZnCl}_{2}$ in 10 mL of ethanol) was added and mixed for a while at room temperature. After one month at room temperature, orange crystals of 1 were formed, filtered off and dried on air.
$\left[\mathrm{Zn}_{4} \mathrm{Cl}_{2}(\mathrm{ClQ})_{6}\right] \cdot 2 \mathrm{DMF}(1):$ Anal. Calc. for $\mathrm{C}_{60} \mathrm{H}_{44} \mathrm{Cl}_{8} \mathrm{~N}_{8} \mathrm{O}_{8} \mathrm{Zn}_{4}\left(1550.11 \mathrm{~g} \cdot \mathrm{~mol}^{-1}\right)$ : C, $46.35 ; \mathrm{H}, 2.53 ; \mathrm{N}, 6.64 \%$. Found: C, $46.04 ; \mathrm{H}, 2.56 ; \mathrm{N}, 6.91 \%$. Yield: $111.09 \mathrm{mg}(43 \%) .{ }^{1} \mathrm{H}$ NMR (DMSO-d ${ }_{6}$ ): $\delta=8.74\left(1 \mathrm{H}, \mathrm{br}\right.$ s, H-2), $8.54(1 \mathrm{H}, \mathrm{d}, J 8.5 \mathrm{~Hz}, \mathrm{H}-4), 7.95\left(1 \mathrm{H}, \mathrm{s}, \mathrm{H}_{\mathrm{DMF}}-1\right)$, 7.75 (1H, dd, J 8.5, $4.5 \mathrm{~Hz}, \mathrm{H}-3), 7.50(1 \mathrm{H}, \mathrm{d}, J 8.5 \mathrm{~Hz}, \mathrm{H}-6), 6.73(1 \mathrm{H}, \mathrm{br}$ s, H-7), 2.89 (3H, s, $\left.\mathrm{H}_{\mathrm{DMF}}-4\right), 2.73\left(3 \mathrm{H}, \mathrm{s}, \mathrm{H}_{\mathrm{DMF}}-3\right) \mathrm{ppm} .{ }^{13} \mathrm{C}$ NMR (DMSO-d $\left.{ }_{6}\right): \delta=162.3\left(\mathrm{C}-8, \mathrm{C}_{\mathrm{DMF}}-1\right), 145.6$ (C-2), 139.7 (C-8a), 135.0 (C-4), 130.0 (C-6), 126.6 (C-4a), 122.8 (C-3), 111.6 (C-7), 109.0 (C-5), 35.8 (C-4DMF), 30.8 (C-3DMF) ppm. IR (ATR, $\mathrm{cm}^{-1}$ ): 3047(vw), 2921(w), 2853(w), 1671(s), $1599(\mathrm{~m}), 1575(\mathrm{~m}), 1495(\mathrm{~m}), 1458(\mathrm{~m}), 1381(\mathrm{~m}), 1364(\mathrm{~m}), 1305(\mathrm{~m}), 1253(\mathrm{~m}), 1240(\mathrm{~m}), 1199(\mathrm{w})$, $1159(\mathrm{w}), 1129(\mathrm{w}), 1083(\mathrm{~m}), 1043(\mathrm{~m}), 961(\mathrm{~m}), 935(\mathrm{w}), 838(\mathrm{~m}), 810(\mathrm{w}), 783(\mathrm{~m}), 735(\mathrm{~s}), 672(\mathrm{~m})$, 647(w), 638(w), 613(w), 590(w), 541(m), 504(m), 450(m).

### 3.2.2. Synthesis of $\left[\mathrm{Zn}_{4} \mathrm{Cl}_{2}(\mathrm{ClQ})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right] \cdot 4 \mathrm{DMF}$ (2)

$\mathrm{HClQ}(263 \mathrm{mg}, 1.46 \mathrm{mmol})$ was dissolved in a mixture of DMF $(7.5 \mathrm{~mL})$ and ethanol $(15 \mathrm{~mL}) . \mathrm{KOH}(29 \mathrm{mg}, 1 \mathrm{mmol} \mathrm{KOH}$ in 1 mL water) was added afterwards, and the formed solution was cooled down to approximately $-10^{\circ} \mathrm{C}$. Additionally, zinc chloride solution, ( 136 mg , $1 \mathrm{mmol} \mathrm{ZnCl}_{2}$ in 10 mL of ethanol) cooled down to approximately $-10^{\circ} \mathrm{C}$, was added and the reaction mixture was mixed for couple of minutes. After keeping the solution in the fridge for around four months, yellow crystals of $\mathbf{2}$ were formed, filtered off and dried in air.
$\left[\mathrm{Zn}_{4} \mathrm{Cl}_{2}(\mathrm{ClQ})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right] \cdot 4 \mathrm{DMF}$ (2): Anal. Calc. for $\mathrm{C}_{66} \mathrm{H}_{62} \mathrm{Cl}_{8} \mathrm{~N}_{10} \mathrm{O}_{12} \mathrm{Zn}_{4}\left(1732.42 \mathrm{~g} \cdot \mathrm{~mol}^{-1}\right)$ : C, $45.76 ; \mathrm{H}, 3.61$; N, $8.08 \%$. Found: C, $45.91 ; \mathrm{H}, 3.13 ; \mathrm{N}, 7.88 \%$. Yield: $88.53 \mathrm{mg}(21 \%) .{ }^{1} \mathrm{H}$ NMR (DMSO-d ${ }_{6}$ ): $\delta=8.74(1 \mathrm{H}$, br s, H-2), $8.54(1 \mathrm{H}, \mathrm{dd}, J 8.4,1.5 \mathrm{~Hz}, \mathrm{H}-4), 7.95(1 \mathrm{H}, \mathrm{s}$, $\left.\mathrm{H}_{\mathrm{DMF}}-1\right)$, $7.75(1 \mathrm{H}, \mathrm{dd}, J 8.4,4.4 \mathrm{~Hz}, \mathrm{H}-3), 7.50(1 \mathrm{H}, \mathrm{d}, J 8.4 \mathrm{~Hz}, \mathrm{H}-6), 6.74(1 \mathrm{H}, \mathrm{d}, J 8.4 \mathrm{~Hz}$, H-7), $2.89\left(3 \mathrm{H}, \mathrm{s}, \mathrm{H}_{\mathrm{DMF}}-4\right), 2.73\left(3 \mathrm{H}, \mathrm{s}, \mathrm{H}_{\mathrm{DMF}}-3\right) \mathrm{ppm} .{ }^{13} \mathrm{C}$ NMR (DMSO-d ${ }_{6}$ ): $\delta=162.3(\mathrm{C}-8$, $\left.\mathrm{C}_{\mathrm{DMF}}-1\right)$, 145.7 (C-2), 140.2 (C-8a), 135.0 (C-4), 130.0 (C-6), 126.6 (C-4a), 122.8 (C-3), 111.7 (C-7), 109.0 (C-5), 35.8 (CDMF-4), 30.8 (CDMF-3) ppm. IR (ATR, cm ${ }^{-1}$ ): 3075(vw), 2923(w), 2847(w), 1672(m), 1649(m), 1598(m), 1573(m), 1495(m), 1457(m), 1398(w), 1378(m), 1364(m), 1320(m), 1257(w) 1241(w), 1200(w), 1155(w), 1129(w), 1100(w), 1087(m), 1044(m), 956(m), $885(\mathrm{w}), 862(\mathrm{w}), 834(\mathrm{w}), 820(\mathrm{~m}), 784(\mathrm{~m}), 739(\mathrm{~m}), 666(\mathrm{~m}), 656(\mathrm{w}), 636(\mathrm{~m}), 613(\mathrm{~m}), 541(\mathrm{~m})$, 501(m), 451(m), 429(m).

### 3.2.3. Synthesis of $\left[\mathrm{Zn}_{2}(\mathrm{ClQ})_{3}(\mathrm{HClQ})_{3}\right] \mathrm{I}_{3}(3)$

$\mathrm{ZnI}_{2}(159 \mathrm{mg}, 0.5 \mathrm{mmol})$ in ethanol $(10 \mathrm{~mL})$ was added drop by drop to the solution of $\mathrm{HClQ}(89 \mathrm{mg}, 0.5 \mathrm{mmol})$ in ethanol $(10 \mathrm{~mL})$ under stirring. After one month at room temperature, dark brown crystals of 3 were formed, filtered off and dried in air.
$\left[\mathrm{Zn}_{2}(\mathrm{ClQ})_{3}(\mathrm{HClQ})_{3}\right] \mathrm{I}_{3}(3):$ Anal. Calc. for $\mathrm{C}_{54} \mathrm{H}_{33} \mathrm{Cl}_{6} \mathrm{I}_{3} \mathrm{~N}_{6} \mathrm{O}_{6} \mathrm{Zn}_{2}\left(1586.09 \mathrm{~g} \cdot \mathrm{~mol}^{-1}\right)$ : C, 40.89; H, 2.10; N, $5.30 \%$. Found: C, 40.72; H, 2.29; N, $4.98 \%$. Yield: $87.23 \mathrm{mg}(66 \%) .{ }^{1} \mathrm{H}$ NMR (DMSO-d ${ }_{6}$ ): $\delta=10.19\left(1 \mathrm{H}, \mathrm{br} \mathrm{s}, \mathrm{OH}_{\mathrm{HClQ}}\right), 8.95\left(1 \mathrm{H}, \mathrm{br} \mathrm{s}, \mathrm{H}-2_{\mathrm{HClQ}}\right), 8.66(1 \mathrm{H}, \mathrm{br} \mathrm{s}$, $\left.\mathrm{H}-2_{\mathrm{ClQ}}\right), 8.52\left(2 \mathrm{H}, \mathrm{br} \mathrm{s}, \mathrm{H}-4_{\mathrm{HClQ}}, \mathrm{H}-4_{\mathrm{ClQ}}\right), 7.74\left(2 \mathrm{H}, \mathrm{br}\right.$ s, $\left.\mathrm{H}-3_{\mathrm{HClQ}}, \mathrm{H}-3_{\mathrm{ClQ}}\right), 7.60(1 \mathrm{H}, \mathrm{br} \mathrm{s}$,
 (ATR, $\mathrm{cm}^{-1}$ ): 3062(w), 1633(w), 1580(m), 1500(m), 1463(m), 1453(w), 1393(m), 1361(m), 1319(m), 1261(m), 1239(w), 1206(w), 1155(w), 1107(w), 1059(w), 955(w), 868(w), 820(m), 807(w), 777(m), 730(m), 660(m), 629(m), 575(w), 534(m), 510(w), 485(m), 458(w), 430(m).

### 3.2.4. Synthesis of $\left[\mathrm{Zn}_{2}(\mathrm{dClQ})_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}\left(\mathrm{SO}_{4}\right)\right]$ (4)

$\mathrm{ZnSO}_{4} \cdot 7 \mathrm{H}_{2} \mathrm{O}(144 \mathrm{mg}, 0.5 \mathrm{mmol})$ in methanol $(10 \mathrm{~mL})$ was added drop by drop to the solution of $\mathrm{HdClQ}(107 \mathrm{mg}, 0.5 \mathrm{mmol})$ in DMF $(10 \mathrm{~mL})$ under stirring. After one month at room temperature, yellow crystals of 4 were formed, filtered off and dried in air.
$\left[\mathrm{Zn}_{2}(\mathrm{dClQ})_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}\left(\mathrm{SO}_{4}\right)\right](4):$ Anal. Calc. for $\mathrm{C}_{18} \mathrm{H}_{20} \mathrm{Cl}_{4} \mathrm{~N}_{2} \mathrm{O}_{12} \mathrm{SZn}_{2}\left(761.01 \mathrm{~g} \cdot \mathrm{~mol}^{-1}\right)$ : C, 28.41; H, 2.65; N, 3.68; S, 4.21\%. Found: C, 28.22; H, 2.48; N, 3.39; S, 3.90\%. Yield: $62.78 \mathrm{mg}(33 \%) .{ }^{1} \mathrm{H}$ NMR (DMSO- $\left.\mathrm{d}_{6}\right): \delta=8.79(1 \mathrm{H}, \mathrm{br} \mathrm{s}, \mathrm{H}-2$ of minor form), $8.55(1 \mathrm{H}, \mathrm{br} \mathrm{s}$, $\mathrm{H}-2), 8.50(\mathrm{~d}, J 8.4 \mathrm{~Hz}, \mathrm{H}-4), 7.70(2 \mathrm{H}, \mathrm{m}, \mathrm{H}-3, \mathrm{H}-6) .{ }^{13} \mathrm{C}$ NMR (DMSO-d ${ }_{6}$ ): $\delta=158.2$ (C-8), 146.1 (C-2), 140.0 (C-8a), 135.1 (C-4), 129.5 (C-6), 125.7 (C-4a), 122.7 (C-3), 114.8 (C-7), 108.5 (C-5). IR (ATR, $\mathrm{cm}^{-1}$ ): 3056(vs), 1624(m), 1566(m), 1491(m), 1455(m), 1395(m), 1377(w), 1364(m), 1290(w), 1249(w), 1231(w), 1110(w), 1052(m), 963(m), 885(w), 862(m), 803(m), 780(m), 740(m), 665(m), 593(w), 503(w), 432(w).

### 3.2.5. Synthesis of $\left[\mathrm{Zn}_{2}(\mathrm{dBrQ})_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}\left(\mathrm{SO}_{4}\right)\right]$ (5)

$\mathrm{ZnSO}_{4} \cdot 7 \mathrm{H}_{2} \mathrm{O}(144 \mathrm{mg}, 0.5 \mathrm{mmol})$ in methanol $(10 \mathrm{~mL})$ was added drop by drop to the solution of HdBrQ ( $151 \mathrm{mg}, 0.5 \mathrm{mmol}$ ) in DMF ( 10 mL ) under stirring. After one month at room temperature, yellow crystals of 5 were formed, filtered off and dried in air.
$\left[\mathrm{Zn}_{2}(\mathrm{dBrQ})_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}\left(\mathrm{SO}_{4}\right)\right]$ (5): Anal. Calc. for $\mathrm{C}_{18} \mathrm{H}_{20} \mathrm{Br}_{4} \mathrm{~N}_{2} \mathrm{O}_{12} \mathrm{~S}_{1} \mathrm{Zn}_{2}\left(938.82 \mathrm{~g} \cdot \mathrm{~mol}^{-1}\right)$ : C, 23.03; H, 2.15; N, 2.98; S, 3,42\%. Found: C, $23.45 ; \mathrm{H}, 2.13 ; \mathrm{N}, 2,97 ; \mathrm{S}, 3.31 \%$. Yield: $110.31 \mathrm{mg}(47 \%) .{ }^{1} \mathrm{H}$ NMR (DMSO-d ${ }_{6}$ ): minor form: $\delta=8.76(1 \mathrm{H}, \mathrm{br} \mathrm{s}, \mathrm{H}-2), 8.44(1 \mathrm{H}, \mathrm{br} \mathrm{s}$, $\mathrm{H}-4), 7.92$ ( $1 \mathrm{H}, \mathrm{s}, \mathrm{H}-6$ ), 7.75 ( $1 \mathrm{H}, \mathrm{br} \mathrm{s}, \mathrm{H}-3$ ) ppm. ${ }^{1} \mathrm{H}$ NMR (DMSO-d ${ }_{6}$ ): major form: $\delta=8.47$ (1H, br s, H-2), $8.41(1 \mathrm{H}, \mathrm{d}, \mathrm{J} 8.5 \mathrm{~Hz}, \mathrm{H}-4), 7.92(1 \mathrm{H}, \mathrm{s}, \mathrm{H}-6), 7.70(1 \mathrm{H}, \mathrm{br} \mathrm{s}, \mathrm{H}-3) \mathrm{ppm} .{ }^{13} \mathrm{C}$ NMR (DMSO-d ${ }_{6}$ ): minor form: $\delta=159.8$ (C-8), 145.9 (C-2), 140.0 (C-8a), 137.6 (C-4), 134.6 (C-6), 127.3 (C-4a), 123.2 (C-3), 105.3 (C-7), 97.7 (C-5) ppm. ${ }^{13} \mathrm{C}$ NMR (DMSO-d ${ }_{6}$ ): major form: $\delta=159.8$ (C-8), 145.9 (C-2), 140.0 (C-8a), 137.4 (C-4), 134.7 (C-6), 127.3 (C-4a), 123.2 (C-3), 105.3 (C-7), 97.7 (C-5) ppm. IR (ATR, $\mathrm{cm}^{-1}$ ): 3186(m), 3072(vw), 1632(m), 1556(m), 1484(m), 1455(m), 1389(m), 1359(s), 1284(w), 1247(w), 1221(w), 1121(w), 1106(w), 1050(m), 985(w), 943(m), 863(m), 800(w), 777(m), 741(m), 684(m), 660(m), 577(w), 500(w), 428(w).

### 3.3. Physical Measurements

The infrared spectra of the prepared complexes were recorded on a Nicolet 6700 FT-IR spectrophotometer from Thermo Scientific equipped with a diamond crystal Smart Orbit ${ }^{\mathrm{TM}}$ in the range $4000-400 \mathrm{~cm}^{-1}$. Elemental analyses of C, H, N and S were obtained on CHNOS Elemental Analyzer Vario MICRO from Elementar Analysensysteme GmbH. NMR spectra were recorded at room temperature on a Varian VNMRS spectrometer operating at 599.87 MHz for ${ }^{1} \mathrm{H}$ and 150.84 MHz for ${ }^{13} \mathrm{C}$. Spectra were recorded in DMSO- $\mathrm{d}_{6}$ and the chemical shifts were referenced to the residual solvent signal ( ${ }^{1} \mathrm{H}$ NMR $2.50 \mathrm{ppm},{ }^{13} \mathrm{C}$ NMR 39.5 ppm ). The 2D gCOSY, gHSQC and gHMBC (optimized for a long-range coupling of $8 \mathrm{~Hz})$ methods were employed.

### 3.4. X-ray Structure Analysis

The data collection for 1,2,3 and 4 was carried out on SuperNova diffractometer from Rigaku OD equipped with Atlas2 CCD detector; for 5 a Rigaku XtaLAB Synergy, Dualflex diffractometer equipped with Hybrid Pixel Array Detector (HyPix-6000HE) was used. CrysAlisPro software was used for data collection and cell refinement, data reduction and absorption correction [38]. Crystal structure of 3 was solved and refined by JANA2020 [39], other structures were solved and refined by SHELXT [40] and subsequent Fourier syntheses using SHELXL-2018 [41], respectively, implemented in WinGX program suit [42] Anisotropic displacement parameters were refined for all non-H atoms, except for heavily disordered triiodide anion in the canals formed in the crystal structure of 3. The maxima found in the difference Fourier map were assigned as iodine and their thermal movement is described by refinement of the $4^{\text {th }}$ order anharmonic ADP for each atom using JANA2020 program. Hydrogen atoms of HXQ and DMF molecules were placed in calculated positions and refined riding on their parent C atoms. H atoms of hydroxyl groups in 3 and water molecules in 2 and 5 involved in hydrogen bonds were found in a Fourier difference map and refined as riding model. A geometric analysis was performed using SHELXL-2018, PLATON [43] was used to analyze $\pi-\pi$ interaction, while DIAMOND [44] was used for molecular graphics. A summary of crystal data and structure refinement for all complexes is presented in Table 11.

Table 11. Crystal data and structural refinement for 1-5.

| Compound | 1 | 2 | 3 | $4^{\text {a }}$ | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Empirical formula | $\mathrm{C}_{60} \mathrm{H}_{44} \mathrm{Cl}_{8} \mathrm{~N}_{8} \mathrm{O}_{8} \mathrm{Zn}_{4}$ | $\mathrm{C}_{66} \mathrm{H}_{62} \mathrm{Cl}_{8} \mathrm{~N}_{10} \mathrm{O}_{12} \mathrm{Zn}_{4}$ | $\mathrm{C}_{54} \mathrm{H}_{33} \mathrm{Cl}_{6} \mathrm{I}_{3} \mathrm{~N}_{6} \mathrm{O}_{6} \mathrm{Zn}_{2}$ | $\mathrm{C}_{18} \mathrm{H}_{20} \mathrm{Cl}_{4} \mathrm{~N}_{2} \mathrm{O}_{12} \mathrm{~S}_{1} \mathrm{Zn}_{2}$ | $\mathrm{C}_{18} \mathrm{H}_{20} \mathrm{Br}_{4} \mathrm{~N}_{2} \mathrm{O}_{12} \mathrm{~S}_{1} \mathrm{Zn}_{2}$ |
| Formula weight [ $\mathrm{g} \cdot \mathrm{mol}^{-1}$ ] | 1550.11 | 1732.33 | 1586.1 | 761.01 | 938.8 |
| Temperature [K] | 95 (2) | 95 (2) | 95 (2) | 95 (2) | 100 (2) |
| Wavelength [ $\AA$ ] | 1.54184 | 1.54184 | 1.54184 | 1.54184 | 1.54184 |
| Crystal system | Triclinic | Triclinic | Monoclinic | Triclinic | Triclinic |
| Space group | P1 | P1 | I2/c | P1 | P1 |
| Unit cell dimensions [ $\AA$, ${ }^{\circ}$ ] | $\begin{aligned} & a=10.5958(2) \\ & b=11.9402(2) \\ & c=13.4286(2) \\ & \alpha=110.555(1) \\ & \beta=106.214(1) \\ & \gamma=97.530(1) \end{aligned}$ | $\begin{aligned} & a=11.5637(1) \\ & b=12.8889(1) \\ & c=13.9496(2) \\ & \alpha=108.460(1) \\ & \beta=103.392(1) \\ & \gamma=107.652(1) \end{aligned}$ | $\begin{aligned} & a=16.1712(2) \\ & b=15.5676(2) \\ & c=22.0518(3) \\ & \beta=99.646(1) \end{aligned}$ | $\begin{aligned} a & =10.2395(2) \\ b & =18.4516(5) \\ c & =27.6232(11) \\ \alpha & =75.983(3) \\ \beta & =86.842(2) \\ \gamma & =89.267(2) \end{aligned}$ | $\begin{aligned} & a=7.1417(2) \\ & b=10.3496(4) \\ & c=17.6888(8) \\ & \alpha=89.915(3) \\ & \beta=86.591(3) \\ & \gamma=88.077(2) \end{aligned}$ |
| Volume [ $\AA^{3}$ ] | 1477.08 (4) | 1751.46 (4) | 5472.98 (12) | 5055.9 (3) | 1304.40 (9) |
| Z; density (calculated) [ $\mathrm{g} \mathrm{cm}^{-3}$ ] | 1;1.743 | 1;1.642 | 4;1.9249 | 8;1.999 | 2; 2.390 |
| Absorption coefficient [ $\mathrm{mm}^{-1}$ ] | 5.708 | 4.935 | 17.53 | 7.616 | 10.790 |
| $F(000)$ | 780 | 880 | 3072 | 3056 | 908 |
| Crystal shape, color | prism, orange | prism, yellow | prism, dark brown | plate, yellow | plate, yellow |

Table 11. Cont.

| Compound | 1 | 2 | 3 | $4^{\text {a }}$ | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Crystal size [ $\mathrm{mm}^{3}$ ] | $0.187 \times 0.119 \times 0.058$ | $0.154 \times 0.113 \times 0.088$ | $0.20 \times 0.18 \times 0.12$ | $0.016 \times 0.029 \times 0.204$ | $0.042 \times 0.056 \times 0.086$ |
| $\theta$ range for data collection [ ${ }^{\circ}$ ] | 3.753 to 76.298 | 3.584 to 76.466 | 3.45 to 74.56 | 3.285 to 74.115 | 2.502 to 77.357 |
| Index ranges | $\begin{aligned} & -12 \leq \mathrm{h} \leq 13, \\ & -15 \leq \mathrm{k} \leq 15, \\ & -16 \leq 1 \leq 16 \end{aligned}$ | $\begin{aligned} & -14 \leq \mathrm{h} \leq 14, \\ & -16 \leq \mathrm{k} \leq 16, \\ & -17 \leq 1 \leq 17 \end{aligned}$ | $\begin{aligned} & -20 \leq \mathrm{h} \leq 20, \\ & -18 \leq \mathrm{k} \leq 19, \\ & -27 \leq 1 \leq 27 \end{aligned}$ | $\begin{aligned} &-12 \leq \mathrm{h} \leq 10, \\ &-23 \leq \mathrm{k} \leq 21, \\ &-30 \leq 1 \leq 34 \end{aligned}$ | $\begin{aligned} -8 & \leq \mathrm{h} \end{aligned} \leq_{8,}, ~=13 \leq \mathrm{k} \leq 13,$ |
| Reflections collected/ independent | $\begin{gathered} 54196 / 6102 \\ {[R(\text { int })=0.0240]} \end{gathered}$ | $\begin{gathered} 64538 / 7280 \\ {[R(\mathrm{int})=0.0348]} \end{gathered}$ | $\begin{gathered} 52620 / 5599 \\ {[R(\text { int })=0.0319]} \end{gathered}$ | $\begin{gathered} 30212 / 19479 \\ {[R(\text { int })=0.0375]} \end{gathered}$ | $\begin{gathered} 12316 / 12316 \\ {[R(\text { int })=0.0705]} \end{gathered}$ |
| Data/restraints/ parameters | 6102/0/449 | 7280/0/455 | 5590/0/390 | 19479/0/745 | 12316/0/361 |
| Goodness-of-fit on $F^{2}$ | 1.022 | 1.047 | 3.579 | 1.078 | 1.091 |
| Final $R$ indices [ $1>2 \sigma(I)]$ | $\begin{aligned} R 1 & =0.0276, \\ w R 2 & =0.0683 \end{aligned}$ | $\begin{aligned} R 1 & =0.0282, \\ w R 2 & =0.0721 \end{aligned}$ | $\begin{aligned} R 1 & =0.0567, \\ w R 2 & =0.1826 \end{aligned}$ | $\begin{array}{r} R 1=0.1206, \\ w R 2=0.3232 \end{array}$ | $\begin{array}{r} R 1=0.0527, \\ w R 2=0.1657 \end{array}$ |
| $R$ indices (all data) | $\begin{aligned} R 1 & =0.0292, \\ w R 2 & =0.0692 \end{aligned}$ | $\begin{aligned} R 1 & =0.0316, \\ w R 2 & =0.0748 \end{aligned}$ | $\begin{aligned} R 1 & =0.0601, \\ w R 2 & =0.1854 \end{aligned}$ | $\begin{aligned} R 1 & =0.1362, \\ w R 2 & =0.3334 \end{aligned}$ | $\begin{aligned} R 1 & =0.0567, \\ w R 2 & =0.1696 \end{aligned}$ |
| Largest diff. peak and hole $\left[\mathrm{e} \AA^{-3}\right.$ ] | 0.528 and -0.779 | 0.491 and -0.565 | 2.64 and -1.26 | 3.824 and -1.557 | 1.502 and -0.960 |

${ }^{\mathrm{a}}$ Only isotropic model.

### 3.5. DNA/BSA Binding Studies

### 3.5.1. UV-vis Absorption Study

UV-vis spectrophotometric measurements were carried out on a Varian Cary 100 UV-vis spectrophotometer at room temperature $\left(24^{\circ} \mathrm{C}\right)$ in 10 mM Tris buffer ( pH 7.4 ) using quartz cuvettes with 10 mm light path in the range of $230-500 \mathrm{~nm}$. The complexes were dissolved in DMSO, while the stock solution of ctDNA was prepared in Tris-EDTA buffer (pH 7.4). The DNA concentration per nucleotide was determined by absorption spectroscopy using the molar absorption coefficient $\left(6600 \mathrm{M}^{-1} \mathrm{~cm}^{-1}\right)$ at 260 nm . An equal volume of nucleic acid was added to both the sample and reference cuvettes to eliminate any interference due to the absorbance of DNA itself.

### 3.5.2. Ethidium Bromide Displacement Assay

The fluorescence emission spectra were measured using a Varian Cary Eclipse spectrofluorometer at room temperature $\left(24^{\circ} \mathrm{C}\right)$ in 10 mM Tris buffer ( pH 7.4 ). The fluorescence spectra were measured at an excitation wavelength of 510 nm and slit width 10 nm for the excitation and emission beams. The emission spectra were recorded in the range $565-700 \mathrm{~nm}$ and analyzed according to the classical Stern-Volmer equation:

$$
\frac{F_{0}}{F}=1+K_{S V} \cdot[Q]
$$

where $F_{0}$ and $F$ represent the fluorescence intensities in the absence and presence of the quencher, $K_{S V}$ is the Stern-Volmer quenching constant and $[Q]$ is the concentration of the quencher [33].

### 3.5.3. BSA Binding Experiments

The fluorescence spectra were recorded using a Varian Cary Eclipse spectrofluorometer at a temperature of $25^{\circ} \mathrm{C}$ in 0.01 M phosphate-buffered saline ( pH 7.4 ). The excitation wavelength $\left(\lambda_{\text {ex }}\right)$ for BSA was 280 nm and slit width 10 nm for the excitation and emission beams. The spectroflorometric titrations with increasing concentrations of the zinc complexes were recorded in the range 300-450 nm.

### 3.6. In Vitro Antitumor Activity

### 3.6.1. Cell Lines and Cell Culture

The human cancer cell lines purchased from ATCC (American Type Culture Collection; Manassas, VA, USA): HCT116 (human colorectal carcinoma) and HeLa (human
cervical adenocarcinoma) were cultured in RPMI 1640 medium (Biosera, Kansas City, MO, United States), and A549 (human alveoral adenocarcinoma), MCF-7 (human Caucasian breast adenocarcinoma), Caco-2 (human colorectal adenocarcinoma) and MDA-MB-231 (human breast adenocarcinoma) were maintained in growth medium consisting of high glucose Dulbecco's Modified Eagle Medium (DMEM) + sodium pyruvate (Biosera). The human kidney fibroblasts (Cos-7) were cultured in DMEM medium (Biosera). All media were supplemented with a $10 \%$ fetal bovine serum (FBS; Invitrogen, Carlsbad, CA, USA), 1X HyClone ${ }^{\mathrm{TM}}$ antibiotic/antimycotic solution (GE Healthcare, Little Chalfont, UK) and maintained in an atmosphere containing $5 \% \mathrm{CO}_{2}$ in humidified air at $37^{\circ} \mathrm{C}$. Prior to each experiment, cell viability was greater than $95 \%$.

### 3.6.2. Assessment of Cytotoxicity

The antiproliferative effect of zinc complexes (concentrations of $10,50,100 \mu \mathrm{M}$ ) was determined by resazurin assay in HCT116, Caco-2, A549, MCF-7, MDA-MB-231, HeLa and Cos-7 cells. Tested cells ( $1 \times 10^{4}$ /well) were seeded in 96-well plates. After 24 h , final zinc complex concentrations prepared from DMSO stock solution were added, and incubation proceeded for the next 72 h . Ten microliters of resazurin solution (Merck, Darmstadt, Germany) at a final concentration of $40 \mu \mathrm{M}$ was added to each well at the end-point ( 72 h ). After a minimum of 1 h incubation, the fluorescence of the metabolic product resorufin was measured by the automated Cytation ${ }^{\mathrm{TM}} 3$ cell imaging multi-mode reader (Biotek, Winooski, VT, USA) at 560 nm excitation/ 590 nm emission filter. The results were expressed as a fold of the control, where control fluorescence was taken as $100 \%$. All experiments were performed in triplicate. The $\mathrm{IC}_{50}$ values were calculated from these data.

### 3.7. Antimicrobial Activity

### 3.7.1. Microorganisms Used

The tested bacteria (S. aureus CCM 4223 and E. coli CCM 3988) were obtained from the Czech collection of microorganisms (CCM, Brno, Czech Republic).

### 3.7.2. Agar Well-Diffusion Method

The antibacterial properties of the complexes 1-5 and their ligands $\mathrm{HClQ}, \mathrm{HdClQ}$ and HdBrQ were evaluated by the agar well diffusion method by slightly modified process compared to [45]. Firstly, each compound was dissolved in a small amount of $100 \%$ DMSO and then dissolved to $33.6 \mu \mathrm{M}$ solution. As a positive control, gentamicin sulphate (Biosera, Nuaille, France) with a concentration of $50 \mu \mathrm{~g} / \mathrm{mL}$ was used.

Bacteria were cultured overnight, aerobically at $37{ }^{\circ} \mathrm{C}$ in LB medium (Sigma-Aldrich, Saint-Louis, MO, USA) with agitation. The inoculum from these overnight cultures was prepared by adjusting the density of culture to equal that of the 0.5 McFarland standard $\left(1-2 \times 10^{8} \mathrm{CFU} / \mathrm{mL}\right)$ by adding a sterile saline solution. These bacterial suspensions were diluted 1:300 in liquid plate count agar (HIMEDIA, Mumbai, India), resulting in a final concentration of bacteria approximately $5 \times 10^{5} \mathrm{CFU} / \mathrm{mL}$, and 20 mL of this inoculated agar was poured into a Petri dish (diameter 90 mm ). Once the agar was solidified, five mm diameter wells were punched in the agar and filled with $50 \mu \mathrm{~L}$ of samples. Gentamicin sulphate with a concentration of $50 \mu \mathrm{~g} / \mathrm{mL}$ was used as a positive control. The plates were incubated for $18-20 \mathrm{~h}$ at $37^{\circ} \mathrm{C}$. Afterward, the plates were photographed, and the inhibition zones were measured by the ImageJ 1.53 e software (U. S. National Institutes of Health, Bethesda, MD, USA). The values used for the calculation are mean values calculated from 3 replicate tests.

The antibacterial activity was calculated by applying the formula reported in [45]:

$$
\% \text { RIZD }=[(\text { IZD sample }- \text { IZD negative control) } / \text { IZD gentamicin }] \times 100
$$

where RIZD is the relative inhibition zone diameter (\%) and IZD is the inhibition zone diameter (mm). As a negative control, the inhibition zones of $5 \%$ DMSO equal to 0 were
taken. The inhibition zone diameter (IZD) was obtained by measuring the diameter of the transparent zone.

## 4. Conclusions

In this work, we have prepared five new $\mathrm{Zn}(\mathrm{II})$ complexes, $\left[\mathrm{Zn}_{4} \mathrm{Cl}_{2}(\mathrm{ClQ})_{6}\right] \cdot 2 \mathrm{DMF}$ (1), $\left[\mathrm{Zn}_{4} \mathrm{Cl}_{2}(\mathrm{ClQ})_{6}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right] \cdot 4 \mathrm{DMF}(2),\left[\mathrm{Zn}_{2}(\mathrm{ClQ})_{3}(\mathrm{HClQ})_{3}\right] \mathrm{I}_{3}(3),\left[\mathrm{Zn}_{2}(\mathrm{dClQ})_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}\left(\mathrm{SO}_{4}\right)\right]$ (4) and $\left[\mathrm{Zn}_{2}(\mathrm{dBrQ})_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}\left(\mathrm{SO}_{4}\right)\right](5)(\mathrm{HClQ}=5$-chloro-8-hydroxyquinoline, $\mathrm{HdClQ}=5,7-$ dichloro-8-hydroxyquinoline and $\mathrm{HdBrQ}=5,7$-dibromo-8-hydroxyquinoline), which were characterized by IR spectroscopy, elemental analysis and single crystal X-ray structure analysis. Complexes $\mathbf{1}$ and 2 are tetranuclear molecular complexes with a complicated type of structure. Dinuclear complex 3 is an ionic compound and dinuclear complexes 4 and 5 have a similar molecular type of structure. The complexes $\mathbf{1}$ and 2 have symmetric structures in solution and ${ }^{1} \mathrm{H}$ NMR spectra display only one set of signals, corresponding to the appropriate units, and no fluxional phenomena were observed for these complexes. The broadened ${ }^{1} \mathrm{H}$ NMR signals of 3 arise from its low solubility and the presence of some particulate matter in the solution, but, on the other hand, the broadened ${ }^{1} \mathrm{H}$ NMR signals of 4 and 5 are due to the presence of a dynamic exchange process in solution. The time-dependent ${ }^{1} \mathrm{H}$ NMR spectra confirmed the stability of the studied complexes within 72 h . This study also provides information about the DNA binding mode and BSA binding potency of zinc complexes. According to the fairly low $K_{s v}$ constant for EB displacement, we conclude that these complexes are only weak intercalators. We have also found that complex 3 , which shows considerable cytotoxic capacity, has the highest affinity to BSA of all the measured complexes. This outcome can be important for further potential pharmacokinetic measurements. The antiproliferative activity of the prepared complexes was studied using in vitro MTT assay against the HeLa, A549, MCF-7, MDA-MB-231, HCT116 and Caco-2 cancer cell lines and on Cos-7 non-cancerous cell line. The most sensitive to the tested complexes was Caco-2 cell line. Among the tested complexes, complex 3 showed the highest cytotoxicity against all cell lines. Complexes 3 and 4 showed better activity than cisplatin in almost all cases. Unfortunately, all complexes showed only poor selectivity to normal cells, except for complex 5, which showed a certain level of selectivity. Only complex 5 showed antibacterial potential with a concentration of $33.6 \mu \mathrm{M}$.
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#### Abstract

The conditions for achieving the maximal unquenched orbital angular momentum $L=3$ and the highest magnetic anisotropy in mononuclear 3d complexes with axial coordination symmetry are examined in terms of the ligand field theory. It is shown that, apart from the known linear two-coordinate $3 \mathrm{~d}^{7}$ complex $\mathrm{Co}^{\mathrm{II}}\left(\mathrm{C}\left(\mathrm{SiMe}_{2} \mathrm{ONaph}\right)_{3}\right)_{2}$ characterized by record magnetic anisotropy and single-molecule magnet (SMM) performance (with the largest known spin-reversal barrier $U_{\text {eff }}=450 \mathrm{~cm}^{-1}$ ), the maximal orbital angular momentum $L=3$ can also be obtained in linear two-coordinate $3 \mathrm{~d}^{2}$ complexes $\left(\mathrm{V}^{3+}, \mathrm{Cr}^{4+}\right)$ and in trigonal-prismatic $3 \mathrm{~d}^{3}\left(\mathrm{Cr}^{3+}, \mathrm{Mn}^{4+}\right)$ and $3 \mathrm{~d}^{8}\left(\mathrm{Co}^{+}, \mathrm{Ni}^{2+}\right)$ complexes. A comparative assessment of the SMM performance of the $3 \mathrm{~d}^{2}, 3 \mathrm{~d}^{3}$ and $3 \mathrm{~d}^{8}$ complexes indicates that they are unlikely to compete with the record linear complex $\mathrm{Co}^{\mathrm{II}}\left(\mathrm{C}\left(\mathrm{SiMe}_{2} \mathrm{ONaph}\right)_{3}\right)_{2}$, whose magnetic anisotropy is close to the physical limit for a 3d metal.


Keywords: magnetic anisotropy; single-molecule magnet; unquenched orbital momentum; spinreversal barrier; mononuclear 3d complexes; spin-orbit coupling

## 1. Introduction

Mononuclear paramagnetic metal complexes with high magnetic anisotropy are of great interest in recent years, largely due to the development of low-dimensional moleculebased magnetically bistable materials featuring slow magnetic relaxation and blocking of magnetization at low temperature-single-molecule magnets (0D, SMMs) [1-9] and single-chain magnets (1D, SCMs) [10-12]. The overall performance of SMMs and SCMs is quantified by two key parameters, the effective energy barrier to magnetization reversal ( $U_{\text {eff }}$ ) and the blocking temperature $\left(T_{\mathrm{B}}\right)$, below which the magnetization persists in zero external fields [6-12]. The $U_{\text {eff }}$ and $T_{\mathrm{B}}$ values depend strongly on the magnetic anisotropy of spin carriers incorporated in the high-spin molecule. The early research was mainly focused on polynuclear transition-metal complexes based on high-spin 3d-ions with enhanced single-ion magnetic anisotropy arising from the zero-field splitting (ZFS) of the ground spin state, such as $\mathrm{Mn}^{3+}$ and $\mathrm{Ni}^{2+}[1-3]$. Then, after the discovery of slow magnetic relaxation in mononuclear lanthanide complexes (2003) [13] and later in mononuclear transition metal compounds (2010) [14,15], research interest has turned to SMMs involving single paramagnetic ion with high magnetic anisotropy due to the first-order unquenched orbital angular momentum, 4f-complexes [16-24] and special orbitally degenerate 3d-complexes with high axial symmetry $[25,26]$. These mononuclear $4 \mathrm{f}-$ and $3 \mathrm{~d}-\mathrm{SMMs}$ are known as single-ion magnets (SIMs).

At present, it is generally recognized that the unquenched orbital angular momentum of the magnetic metal ions is the most important factor governing large magnetic anisotropy and high SMM characteristics [8]. In this respect, lanthanide ions are especially attractive. In fact, all $\mathrm{Ln}^{3+}$ ions with open $4 \mathrm{f}^{N}$-shell exhibit large unquenched orbital angular momentum $L$ (ranging from 3 to 6 , except $\mathrm{Gd}^{3+}$ with $L=0$ ) due to very weak ligand-field (LF) splitting
energy and strong spin-orbit coupling (SOC) of 4f-electrons; the maximal orbital momentum $L=6$ occurs in $\mathrm{Nd}^{3+}\left(4 \mathrm{f}^{3},{ }^{4} \mathrm{I}_{9 / 2}\right), \mathrm{Pm}^{3+}\left(4 \mathrm{f}^{4},{ }^{5} \mathrm{I}_{4}\right), \mathrm{Ho}^{3+}\left(4 \mathrm{f}^{10},{ }^{5} \mathrm{I}_{8}\right)$ and $\mathrm{Er}^{3+}\left(4 \mathrm{f}^{11},{ }^{4} \mathrm{I}_{15 / 2}\right)$ ions. Due to the strong SOC of 4 f electrons, the orbital momentum $L$ and spin $S$ are coupled into the total angular momentum $J$; the ground state of free $\operatorname{Ln}^{3+}\left(4 f^{N}\right)$ ions corresponds to the ${ }^{2 S+1} L_{J}$ multiplet with $J=L-S(N<7)$ and $J=L+S(N>7)$. For $\operatorname{Ln}^{3+}$ ions in a ligands coordination environment, the ground $J$-multiplet undergoes LF splitting into $2 J+1$ sublevels (called Stark sublevels) creating a highly anisotropic ground state [8,20]. In particular, pure Ising-type uniaxial magnetic anisotropy occurs in monometallic lanthanide complexes with distinct axial symmetry, in which axial LF lifts the $(2 J+1)$-fold degeneracy of the ground multiplet into $\pm M_{J}$ microstates with a definite projection of the total angular momentum [16-24]. The energy splitting diagram of $\pm M_{J}$ states ( $E$ vs. $M_{J}$ ) depends on both the strength and the intrinsic structure of the axial LF, which is specified by three axial LF parameters $B_{20}, B_{40}, B_{60}$ [27]. In the optimal case, the strong field stabilizes the doubly degenerate ground state with maximal $M_{J}$ projection $\left(M_{J}= \pm J\right)$ and with large energy separation from excited LF states thereby resulting in a double-well potential with the highenergy barrier $U_{\text {eff }}$ inherent to high-performance SMMs. In particular, such LF-splitting pattern is observed in square antiprismatic [13], pentagonal-bipyramidal [28,29] and quasilinear metallocene lanthanide complexes [30,31], many of which exhibit exceptionally high $U_{\text {eff }}$ and $T_{\mathrm{B}}$ values, including a record-setting dysprosium metallocene SMM with $U_{\text {eff }}=1541 \mathrm{~cm}^{-1}$ and $T_{\mathrm{B}}=80 \mathrm{~K}$ [31]. Recent trends in high-performance 4 f SIM are reviewed in ref. [32].

Later on, since the report on the first mononuclear trigonal pyramidal $\mathrm{Fe}^{\mathrm{II}}$ complexes with SMM behavior (2010) [14,15], extensive efforts have been taken to the development of 3d SIMs using diverse approaches to increase magnetic anisotropy and energy barrier; numerous 3d SIMs were reported in the past decade [8,25,26]. However, in contrast to f-block element complexes, in transition metal complexes the orbital angular momentum is commonly quenched $(L=0)$ by a strong LF to produce the spin-only ground state with low second-order magnetic anisotropy [33]. In the majority of high-spin 3d complexes, magnetic anisotropy is typically due to zero-field splitting (ZFS) of the ground spin multiplet $2 S+1$, which is generally a weak effect resulting from second-order SOC [34]. Hence, the barriers $U_{\text {eff }}$ of 3 d SIMs are mostly low, within a few tens of $\mathrm{cm}^{-1}[8,25,26,33]$. The most efficient strategy toward high-performance 3d SIMs takes advantage of unquenched orbital angular momentum $(L \neq 0)$ giving rise to the first-order spin-orbit splitting of the ground spin stated with $L \neq 0$, which provides considerably stronger magnetic anisotropy and high energy barriers [16-24]. Unquenched first-order orbital angular momentum can only appear in orbitally degenerate transition metal complexes with high symmetry, such as octahedral $\mathrm{Co}^{\mathrm{II}}$ and $\left[\mathrm{Fe}^{\mathrm{III}}(\mathrm{CN})_{6}\right]^{3}$ complexes $\left(O_{h}\right)[33,34]$, trigonal-pyramidal $\left(C_{3 v}\right)$, $[14,15]$ trigonal-bipyramidal $\left(D_{3 h}\right)$, [35] trigonal-prismatic $\left(D_{3 h}\right)$ [36,37], pentagonal-bipyramidal $\left(D_{5 h}\right)$ [38] and linear ( $D_{\infty h}$ ) two-coordinate complexes [39-43].

However, apart from unquenched orbital angular momentum, another important condition for the highest SMM performance of mononuclear 3d complexes is the axial limit of the magnetic anisotropy, which has a purely Ising-type nature, with zero transverse components. This case occurs in the LF of axial symmetry, which is produced by tuning the geometric axiality of the ligand environment of the 3d-ion. Depending on the specific type of the coordination polyhedron and electronic configuration of the 3d ion, the axial LF may stabilize the ground orbital doublet with the projection of the orbital angular momentum $M_{L}=0, \pm 1, \pm 2$, or $\pm 3$. The latter is further split by the first-order SOC into energy levels $\pm M_{J}$ with definite projection $M_{J}$ of the total angular momentum $J$ along the magnetic axis, which ranges from $L+S$ to $|L-S|$. In this regime, spin energy levels are represented by pure $I \pm M_{J}>$ spin wave functions, in which quantum tunneling of magnetization (QTM) is suppressed both in the ground and exited spin states. In these systems the barrier $U_{\text {eff }}$ is controlled by the first-order SOC energy $\zeta_{3 \mathrm{~d}} L S$, which is proportional to the value of the ground-state orbital angular momentum $M_{L}$; approximately, $U_{\text {eff }}$ is specified by $\zeta_{3 \mathrm{~d}} M_{L} / 2 S$, which is the energy separation between the ground $\pm M_{J}$ and first exited
$\pm\left(M_{J}-1\right)$ states [42]. This leads to a pure Ising magnetic anisotropy and double-well potential with two lowest $M_{J}= \pm J$ states similar to those in 4f SIMs [16-24]. Accordingly, the highest barriers $U_{\text {eff }}$ are observed in 3d SIMs with large orbital momentum $M_{L}$, namely, in linear $3 \mathrm{~d}^{7}$ complexes $\left[\mathrm{Fe}^{\mathrm{I}}\left(\mathrm{C}\left(\mathrm{SiMe}_{3}\right)_{3}\right)_{2}\right]^{-}\left(226 \mathrm{~cm}^{-1}\right)$ [40] and [(sIPr) $\left.\mathrm{Co}^{\mathrm{II}} \mathrm{NDmp}\right]$ ( $413 \mathrm{~cm}^{-1}$ ) [41] and also in trigonal-prismatic $\mathrm{Co}^{\mathrm{II}}$ complex ( $152 \mathrm{~cm}^{-1}$ ) [36] featuring $L=2, S=3 / 2$ and $M_{J}= \pm 7 / 2$ in the ground state. The record barrier belongs to linear two-coordinate cobalt complex, $\mathrm{Co}^{\mathrm{II}}\left(\mathrm{C}\left(\mathrm{SiMe}_{2} \mathrm{ONaph}\right)_{3}\right)_{2}\left(U_{\text {eff }}=450 \mathrm{~cm}^{-1}\right)$ [42] and for the monocoordinated cobalt(II) adatom on a MgO surface ( $U_{\text {eff }}=468 \mathrm{~cm}^{-1}$ ) [43] which have $L=3, S=3 / 2$ and $M_{J}= \pm 9 / 2$ in the ground state.

Considering that a large unquenched orbital angular momentum is extremely important for attaining the highest SMM performance in 3d-SIMs, the relevant question is in which mononuclear 3d complexes, besides the already known record-breaking linear two-coordinate $3 \mathrm{~d}^{7}$ complexes [42,43], the maximum orbital angular momentum $L=3$ (represented by the ground orbital doublet $M_{L}= \pm 3$ ) is feasible. In this paper, general conditions for the appearance of the maximum orbital angular momentum $L=3$ in mononuclear 3d complexes are analyzed in terms of the LF theory. We show that, apart from the linear two-coordinate $3 \mathrm{~d}^{7}$ complex $\mathrm{Co}^{\mathrm{II}}\left(\mathrm{C}\left(\mathrm{SiMe}_{2} \mathrm{ONaph}\right)_{3}\right)_{2}$ [42], the ground-state orbital doublet $M_{L}= \pm 3$ can occur in linear $3 d^{2}$ complexes and in trigonal-prismatic $3 d^{3}$ and $3 d^{8}$ complexes. Specific conditions for the LF splitting pattern of 3d orbitals leading to $L=3$ are established.

## 2. Results

Below, the basic conditions for the realization of the maximal orbital angular momentum $M_{L}= \pm 3$ in mononuclear 3d complexes with the axial LF are analyzed. First of all, it is clear that the ground orbital doublet $M_{L}= \pm 3$ can only occur in 3d ions, which in the free-ion state have a ${ }^{2 S}+1 F$ ground atomic term featuring the maximum orbital angular momentum $L=3$ for 3 d ions, i.e., $3 \mathrm{~d}^{2}, 3 \mathrm{~d}^{3}, 3 \mathrm{~d}^{7}$ and $3 \mathrm{~d}^{8}$ ions. In transition-metal complexes with the LF of axial symmetry, the lowest ${ }^{2 S+1} F$ term splits into four orbital components ${ }^{2 S+1} F\left(M_{L}\right)$ with a projection of orbital momentum $M_{L}=0, \pm 1, \pm 2, \pm 3$ (Figure 1). The objective of the present study is to establish conditions for the $M_{L}= \pm 3$ orbital doublet to be the ground state.


Figure 1. Energy splitting of the ground-state atomic term ${ }^{2 S+1} F(L=3)$ and 3d orbitals in a ligand field of axial symmetry. The orbital composition of the ${ }^{2 S+1} F\left(M_{L}= \pm 3\right)$ states is shown below in the insets to the corresponding figures.

In an axial LF, five 3d orbitals are split into three groups of orbitals with a definite projection of the one-electron orbital angular momentum $m_{l}$ on the anisotropy axis $z, 3 d_{z 2}$ $\left(m_{l}=0\right),\left(3 d_{x z}, 3 d_{y z}\right)\left(m_{l}= \pm 1\right)$ and $3 d_{x y}, 3 d_{x 2-y 2}\left(m_{l}= \pm 2\right)$ (Figure 1). A necessary (but not sufficient) condition for the $M_{L}= \pm 3$ ground state is the presence of one unpaired electron in each of the two doubly degenerate 3 d orbitals with magnetic numbers $m_{l}= \pm 1$, and $m_{l}$ $= \pm 2$, i.e., $(x z, y z)^{1}(x y, x 2-y 2)^{1}$ or $(x z, y z)^{3}(x y, x 2-y 2)^{3}$. For each of the 3d ions selected above, the LF splitting pattern of 3d-orbitals leading to the ${ }^{2 S+1} F\left(M_{L}= \pm 3\right)$ ground state is examined in terms of the conventional LF theory, which takes into account the interelectron repulsion (quantified in terms of the Racah parameters $B$ and $C$ ) and SOC, $\zeta_{3 \mathrm{~d}} \Sigma_{i} l_{i} \boldsymbol{s}_{i}$. LF
calculations are performed with the full basis set of $3 d^{N}$ configurations involving $45\left(3 d^{2}\right.$, $\left.3 \mathrm{~d}^{8}\right)$ and $120\left(3 \mathrm{~d}^{3}, 3 \mathrm{~d}^{7}\right) \mid L M_{L} S M_{S}>$ microstates. Details of LF calculations are available in the Supplementary Materials.

## 2.1. $3 d^{2}$ Complexes ( $V^{3+}, \mathrm{Cr}^{4+}$ )

The necessary condition for the ${ }^{3} F\left(M_{L}= \pm 3\right)$ orbital doublet to be the ground state is to have the LF spitting pattern $E\left(z^{2}\right)>E(x z, y z)>E(x y, x 2-y 2)$. Such an orbital energy scheme can occur in complexes with linear or quasi-linear two-coordinate complexes [44] similar to the quasi-linear $\mathrm{Fe}^{\mathrm{II}}$ [39] and $\mathrm{Co}^{\mathrm{II}}$ complexes [42]. For a quantitative evaluation, LF calculations for the energy levels of the $3 \mathrm{~d}^{2}$ configuration were performed using the Racah parameters $B=600, C=2900 \mathrm{~cm}^{-1}$ and SOC constant $\zeta=150 \mathrm{~cm}^{-1}$, which are typical for $\mathrm{V}^{3+}$ ion [45]. The calculations were performed with fixed orbital energies $E\left(z^{2}\right)=10,000 \mathrm{~cm}^{-1}, E(x y, x 2-y 2)=0$ and variable orbital energy $E(x z, y z)=\Delta$ (see inset in Figure 2a). The orbital doublet ${ }^{3} F\left(M_{L}= \pm 3\right)$ (shown in the solid red line in Figure 2a) is found to be the ground state in the energy range $0 \leq \Delta \leq 5400 \mathrm{~cm}^{-1}$; at larger energies, the ground state is the orbital singlet ${ }^{3} F\left(M_{L}=0\right)$, whose wave function Det $||x y \uparrow, x 2-y 2 \uparrow||$ corresponds to two singly occupied $x y$ and $x 2-y 2$ orbitals with parallel electron spins (Figure 2a). From the point of view of coordination geometry, the only suitable case for the ${ }^{3} F\left(M_{L}= \pm 3\right)$ ground state is a linear two-coordination of $3 \mathrm{~d}^{2}$ ion. Numerous 3d complexes of this type were reported in the literature, as outlined in a review article [44].

(a)

(b)

Figure 2. (a) Variation of the energies of the ${ }^{3} F\left(M_{L}\right)$ LF states of $V^{3+}\left(3 d^{2}\right)$ ion in linear coordination with increasing energy separation $\Delta=E(x z, y z)-E(x y, x 2-y 2)$ between the lowest and first excited sets of 3d orbitals. The range of the stabilization of the ${ }^{3} F\left(M_{L}= \pm 3\right)$ ground state $\left(0 \leq \Delta \leq 5400 \mathrm{~cm}^{-1}\right)$ is marked with light pink. Inset: the LF splitting pattern of 3d orbitals in a linear two-coordination, $E(x y, x 2-y 2)=0, E\left(z^{2}\right)=10,000 \mathrm{~cm}^{-1}$ (fixed) and $E(x z, y z)=\Delta$ (variable); (b) $E$ vs. $M_{J}$ diagram calculated at $\Delta=3000 \mathrm{~cm}^{-1}$. The spin-reversal barrier $U_{\text {eff }} \approx 200 \mathrm{~cm}^{-1}$ is approximately estimated by the energy separation between the ground $M_{J}= \pm 2$ and the first excited $M_{J}= \pm 3$ states.

The calculated $E$ vs. $M_{J}$ diagram indicates that such a $3 \mathrm{~d}^{2}$ complex may be a SMM with a barrier $U_{\text {eff }}$ of about $200 \mathrm{~cm}^{-1}$, as estimated from the energy gap between ground $M_{J}= \pm 2$ and first excited $M_{J}= \pm 3$ states (Figure 2b). Remarkably, the $E$ vs. $M_{J}$ diagram has an inverse order of $\pm M_{J}$ levels compared to the usual double-well spin energy profile (with the maximum $M_{J}$ at the bottom and the minimum $M_{J}$ at the top) due to the antiparallel coupling of the orbital momentum $L=3$ and spin $S=1$ of $\mathrm{V}^{3+}\left(3 \mathrm{~d}^{2}\right)$ ion. However, the actual SMM performance of the linear two-coordinate complex of $\mathrm{V}^{3+}$ is expected to be
much lower due to the non-Kramers nature of the ground doublet $M_{J}= \pm 2$, which is subject to splitting due to possible deviations from the axiality of the molecular structure, leading to fast under-barrier quantum tunneling of magnetization (QTM) that shortcuts the energy barrier. Hence, in terms of SMM performance, the situation with the linear two-coordinate $3 \mathrm{~d}^{2}$ complex is much less favorable compared to the record cobalt $3 \mathrm{~d}^{7}$ complex $\mathrm{Co}^{\mathrm{II}}\left(\mathrm{C}\left(\mathrm{SiMe}_{2} \mathrm{ONaph}\right)_{3}\right)_{2}[42]$.

## 2.2. $3 d^{3}$ Complexes $\left(\mathrm{Cr}^{3+}, \mathrm{Mn}^{4+}\right)$

The ground state of a free $3 \mathrm{~d}^{3}$ ion is a ${ }^{4} F$ atomic term, which is split by the axial LF into four orbital components, ${ }^{4} F\left(M_{L}= \pm 3\right),{ }^{4} F\left(M_{L}= \pm 2\right),{ }^{4} F\left(M_{L}= \pm 1\right)$ and ${ }^{4} F\left(M_{L}=0\right)$. The ${ }^{4} F\left(M_{L}= \pm 3\right)$ state originates from the $(x y, x 2-y 2)^{1}(x z, y z)^{1}\left(z^{2}\right)^{1}$ electronic configuration. LF analysis indicates that this configuration can only occur at the $E(x y, x 2-y 2)>E(x z, y z)>E\left(z^{2}\right)$ LF splitting pattern of 3d orbitals. Comparative LF calculations with atomic parameters $B=650$, $C=3000 \mathrm{~cm}^{-1}$ and $\zeta=250 \mathrm{~cm}^{-1}$ for $\mathrm{Cr}^{3+}$ ion reveal that the orbital doublet ${ }^{4} F\left(M_{L}= \pm 3\right)$ is the ground state when the energy difference $\Delta=E(x y, x 2-y 2)-E(x z, y z)$ between the energy levels of the $(x y, x 2-y 2)$ and $(x z, y z)$ orbitals is within the range $0 \leq \Delta \leq 5850 \mathrm{~cm}^{-1}$. Beyond this range, the ground state turns to the ${ }^{4} F\left(M_{L}=0\right)$ orbital singlet, which is represented by a mixture of the $(x y)^{1}\left(x^{2}-y^{2}\right)^{1}\left(z^{2}\right)^{1}$ and $(x z)^{1}(y z)^{1}\left(z^{2}\right)^{1}$ electronic configurations (Figure 3).


Figure 3. Dependence of the energies of the ${ }^{4} F\left(M_{L}\right)$ LF states of $\mathrm{Cr}^{3+}\left(3 \mathrm{~d}^{3}\right)$ ion on the energy separation $\Delta=E(x y, x 2-y 2)-E(x z, y z)$ between the $(x y, x 2-y 2)$ and $(x z, y z)$ sets of 3 d orbitals. The range of the stabilization of the ${ }^{4} F\left(M_{L}= \pm 3\right)$ ground state $\left(0 \leq \Delta \leq 5850 \mathrm{~cm}^{-1}\right)$ is marked with light pink. Inset: the LF splitting pattern of 3d orbitals, $E\left(z^{2}\right)=0, E(x z, y z)=5000 \mathrm{~cm}^{-1}$ (fixed) and $E(x y, x 2-y 2)$ $=5000 \mathrm{~cm}^{-1}+\Delta$ (variable). LF calculations were done with atomic parameters $B=650, C=3000$ and $\zeta=250 \mathrm{~cm}^{-1}$.

Evidently, the linear two-coordinate geometry of $3 d^{3}$ complexes cannot provide the required orbital pattern $E(x y, x 2-y 2)>E(x z, y z)>E\left(z^{2}\right)$ since linear coordination is characterized by another order of orbital energies, $E\left(z^{2}\right)>E(x z, y z)>E(x y, x 2-y 2)$, which can result in $M_{L}= \pm 1$ or $M_{L}= \pm 2$ ground state. Therefore, unlike the record linear twocoordinate $\mathrm{Co}^{2+}\left(3 \mathrm{~d}^{7}\right)$ complexes with the $M_{L}= \pm 3$ ground state, linear $3 \mathrm{~d}^{3}$ complexes have a maximum achievable orbital angular momentum of only $M_{L}= \pm 2$.

Among a variety of axial symmetry coordination geometries, the necessary orbital splitting pattern $E(x y, x 2-y 2)>E(x z, y z)>E\left(z^{2}\right)$ can be obtained in the trigonal-prismatic coordination of the $3 \mathrm{~d}^{3}$ ion. However, in trigonal-prismatic complexes, the energy order of 3d orbital strongly depends on the polar angle $\theta$ of the trigonal prism. In order to evaluate the conditions for stabilization of the $M_{L}= \pm 3$ ground state, LF calculations are performed in combination with the angular overlap model (AOM) [46-51] using the AOM parameters $e_{\sigma}=9000 \mathrm{~cm}^{-1}$ and $e_{\sigma} / e_{\pi}=4$ for $\mathrm{Cr}^{3+}$ ions. These calculations show that the ground state
${ }^{4} F\left(M_{L}= \pm 3\right)$ with the maximal orbital momentum $M_{L}= \pm 3$ stabilizes in a compressed trigonal prism with a polar angle $\theta$ ranging between $61^{\circ}$ and $66.5^{\circ}$ (Figure 4a).

(a)

(b)

Figure 4. (a) Variation of the energies of the ${ }^{4} F\left(M_{L}\right)$ LF states of $\mathrm{Cr}^{3+}\left(3 \mathrm{~d}^{3}\right)$ ion with increasing polar angle $\theta$ in a trigonal-prismatic coordination polyhedron. The range of the stabilization of the ${ }^{4} F\left(M_{L}= \pm 3\right)$ ground state $\left(61^{\circ} \leq \theta \leq 66.5^{\circ}\right)$ is marked with light pink; (b) $E$ vs. $M_{I}$ diagram calculated at $\theta=64^{\circ}$. The spin-reversal barrier $U_{\text {eff }} \approx 200=250 \mathrm{~cm}^{-1}$ is approximately estimated by the energy separation between the ground $M_{J}= \pm 3 / 2$ and the first excited $M_{J}= \pm 5 / 2$ states.

SOC splits the ground orbital doublet $M_{L}= \pm 3$ into four Kramer doublets with the projection of the total angular momentum $M_{J}= \pm 3 / 2, \pm 5 / 2, \pm 7 / 2$ and $\pm 9 / 2$, listed in order of increasing energy; their energy diagram with the total splitting energy of $762 \mathrm{~cm}^{-1}$ is shown in Figure 4b. These results indicate that such a complex should have a SMM behavior with a barrier of about $250 \mathrm{~cm}^{-1}$, corresponding to the energy separation between the ground $M_{J}= \pm 3 / 2$ and first excited $M_{J}= \pm 5 / 2$ states. However, as opposed to linear two-coordinate $\mathrm{Co}^{\mathrm{II}}$ complexes [42,43], the trigonal-prismatic $3 \mathrm{~d}^{3}$ complexes with doubly degenerate ground state $M_{L}= \pm 3$ is Jahn-Teller active, subject to distortions that remove orbital degeneracy and thereby reduce the magnetic anisotropy of the complex. Nevertheless, LF/AOM calculations indicate that with moderate departures from the regular $D_{3 h}$ geometry, the overall energy pattern of the $J_{M}$ states (Figure 4b) does not change much, so the trigonal-prismatic $3 \mathrm{~d}^{3}$ complex behaves as an SMM with an estimated barrier of about $150-200 \mathrm{~cm}^{-1}$.

## 2.3. $3 d^{7}$ Complexes $\left(\mathrm{Fe}^{+}, \mathrm{Co}^{2+}\right)$

Linear two-coordinate $3 \mathrm{~d}^{7}$ cobalt complex $\mathrm{Co}^{\mathrm{II}}\left(\mathrm{C}\left(\mathrm{SiMe}_{2} \mathrm{ONaph}\right)_{3}\right)_{2}$ [42] is currently the only known individual mononuclear 3d complex featuring the maximal orbital angular momentum $L=3$. From the point of view of the LF theory, in the $3 d^{7}$ configuration the orbital LF splitting pattern $E\left(z^{2}\right)>E(x z, y z)>E(x y, x 2-y 2)$ is a necessary condition for the stabilization of the $M_{L}= \pm 3$ ground state. Note that the order of the 3d orbitals in the $3 d^{7}$ configuration is opposite to that in the $3 d^{3}$ configuration because of the electronhole symmetry. As in the case of $3 \mathrm{~d}^{2}$ and $3 \mathrm{~d}^{3}$ complexes, the additional condition is the restriction on the energy separation between the $m_{l}= \pm 1$ and $m_{l}= \pm 2$ orbitals, $\Delta=E(x z, y z)$ $-E(x y, x 2-y 2)$, which is $0 \leq \Delta \leq 6750 \mathrm{~cm}^{-1}$ (Figure 5). Outside this range, the ground state is the orbital singlet ${ }^{4} F\left(M_{L}=0\right)$. Formally, an extra condition is a limitation on the total LF splitting energy $\Delta_{\mathrm{LF}}=E\left(z^{2}\right)-E(x y, x 2-y 2)<22,000 \mathrm{~cm}^{-1}$, which is, however, too large to occur in a linear two-coordinate $3 \mathrm{~d}^{7}$ complex exhibiting much lower total LF splitting energy, around $6000 \mathrm{~cm}^{-1}$ [42].


Figure 5. Energies of the ${ }^{4} F\left(M_{L}\right)$ LF states of $\mathrm{Co}^{2+}\left(3 \mathrm{~d}^{7}\right)$ ion in a linear coordination as a function of the energy gap $\Delta=E(x z, y z)-E(x y, x 2-y 2)$. The range of the stabilization of the ${ }^{4} F\left(M_{L}= \pm 3\right)$ ground state ( $0 \leq \Delta \leq 6750 \mathrm{~cm}^{-1}$ ) is marked with light pink. Inset: the LF splitting pattern of 3d orbitals, $E(x y, x 2-y 2)=0, E\left(z^{2}\right)=10,000 \mathrm{~cm}^{-1}$ (fixed) and $E(x z, y z)=\Delta$ (variable). LF calculations are performed with atomic parameters $B=750, C=3800$ and $\zeta=480 \mathrm{~cm}^{-1}$.

In light of these results, it is interesting to consider the difference in the nature of the ground state of the isoelectronic linear two-coordinate $3 \mathrm{~d}^{7}$ complexes $\left[\mathrm{Fe}^{\mathrm{I}}\left(\mathrm{C}\left(\mathrm{SiMe}_{3}\right)_{3}\right)_{2}\right]^{-}$ $\left(M_{L}= \pm 2\right)$ [40] and $\mathrm{Co}^{\mathrm{II}}\left(\mathrm{C}\left(\mathrm{SiMe}_{2} \mathrm{ONaph}\right)_{3}\right)_{2}\left(M_{L}= \pm 3\right)$ [42]. The underlying reason is the different order of the actual 3d orbitals, which is $E(x z, y z)>E(x y, x 2-y 2)>E\left(z^{2}\right)($ ca. 5200, 3200 and $0 \mathrm{~cm}^{-1}$, respectively) in the $\mathrm{Fe}^{\mathrm{I}}$ complex [40] and $E\left(z^{2}\right)>E(x z, y z)>E(x y, x 2-y 2)$ ((ca. 5700, 3000 and $0 \mathrm{~cm}^{-1}$ ) in $\mathrm{Co}^{\mathrm{II}}$ complex [42]. A significant decrease in the energy of the $3 \mathrm{~d}_{z}{ }^{2}$ orbital in $\left.\mathrm{Fe}^{\mathrm{I}}\left(\mathrm{C}\left(\mathrm{SiMe}_{3}\right)_{3}\right)_{2}\right]^{-}$is caused by a very strong $4 \mathrm{~s}-3 \mathrm{~d}_{z}{ }^{2}$ mixing [40]. The combination of the ground orbital state $M_{L}= \pm 3$, the parallel coupling of the orbital momentum $L=3$ and spin $S=3 / 2$ and a sufficiently strong SOC leads to the most favorable conditions for obtaining a record spin-reversal barrier $U_{\text {eff }}=450 \mathrm{~cm}^{-1}$ of $\mathrm{Co}^{\mathrm{II}}\left(\mathrm{C}\left(\mathrm{SiMe}_{2} \mathrm{ONaph}\right)_{3}\right)_{2}$ [42].

## 2.4. $3 d^{8}$ Complexes $\left(\mathrm{Ni}^{2+}, \mathrm{Co}^{1+}\right)$

As in the case of $3 \mathrm{~d}^{2}$ complexes with $L=3$, the necessary condition for the occurrence of the $M_{L}= \pm 3$ ground state in a $3 \mathrm{~d}^{8}$ complex is the presence of one unpaired electron on the doubly degenerate 3d orbitals with magnetic quantum numbers $m_{l}= \pm 1$ and $m_{l}= \pm 2$, i.e., $(x 2-y 2, x y)^{3}(x z, y z)^{3}\left(z^{2}\right)^{2}$. For this, the order of the 3d orbitals should be the same as in $3 \mathrm{~d}^{3}$ complexes, i.e., $E(x y, x 2-y 2)>E(x z, y z)>E\left(z^{2}\right)$. Therefore, this LF splitting pattern can occur in trigonal-prismatic complexes (see Figure 4a), but not in linear two-coordinate complexes (Figure 5). As in the case of other above 3d complexes, there is an additional condition that constrains the energy separation between $m_{l}= \pm 1$ and $m_{l}= \pm 2$ orbitals, $\Delta=E(x y, x 2-y 2)-E(x z, y z)$, which is $0 \leq \Delta \leq 7200 \mathrm{~cm}^{-1}$.(Figure 6). LF/AOM calculations for a trigonal-prismatic $3 \mathrm{~d}^{8}$ complex with variable polar angle $\theta$ indicate that the $M_{L}= \pm 3$ ground state stabilizes at $61^{\circ} \leq \theta \leq 74.2^{\circ}$, corresponding to a compressed trigonal prism (Figure 7a). Several trigonal-prismatic cage complexes of $\mathrm{Ni}^{\mathrm{II}}$ were recently reported in [52]. In these complexes, the $\mathrm{Ni}^{2+}$ ion is encapsulated in a frame-type clathrochelate cage, that forces robust trigonal-prismatic coordination. However, in these complexes, the polar angle $\theta$ is about $52^{\circ}$, which is well below the critical angle $\theta>61^{\circ}$ (Figure 7a). Accordingly, the ground state of these complexes was found to be orbital singlet ${ }^{3} F\left(M_{L}=0\right)$ with a second-order magnetic anisotropy due to ZFS [48], which agrees well with the results of LF/AOM calculations indicating the $M_{L}=0$ ground state at $\theta \approx 52^{\circ}$ (Figure 7a). One more example of a trigonal-prismatic $3 \mathrm{~d}^{8}$ complex is given by similar
clathrochelate complexes $\mathrm{Co}^{\mathrm{I}}\left(\mathrm{GmCl}_{2}\right)_{3}(\mathrm{BPh})_{2}$ reported in ref. [53]. Unfortunately, these complexes also do not fall into the range of existence of the ground state $M_{L}= \pm 3$ due to violation of the $\Delta>0$ criterion (which is actually $\Delta \approx-4500 \mathrm{~cm}^{-1}$ ), resulting in the ground state being the orbital singlet ${ }^{3} F\left(M_{L}=0\right)$.


Figure 6. Variation of the energies of the ${ }^{3} F\left(M_{L}\right)$ LF states of $\mathrm{Ni}^{2+}\left(3 \mathrm{~d}^{8}\right)$ ion with increasing energy gap $\Delta=E(x y, x 2-y 2)-E(x z, y z)$. The range of the stabilization of the ${ }^{3} F\left(M_{L}= \pm 3\right)$ ground state $\left(0 \leq \Delta \leq 7200 \mathrm{~cm}^{-1}\right)$ is marked with light pink. Inset: the LF splitting pattern of 3d orbitals, $E\left(z^{2}\right)=0, E(x z, y z)=5000 \mathrm{~cm}^{-1}$ (fixed) and $E(x y, x 2-y 2)=5000 \mathrm{~cm}^{-1}+\Delta$ (variable). LF calculations are performed with atomic parameters $B=800, C=3200$ and $\zeta=600 \mathrm{~cm}^{-1}$.


Figure 7. (a) Variation of the energies of the ${ }^{3} F\left(M_{L}\right)$ LF states of $\mathrm{Ni}^{2+}\left(3 \mathrm{~d}^{8}\right)$ ion with increasing polar angle $\theta$ in trigonal-prismatic coordination, as obtained from LF/AOM calculations. The range of the stabilization of the ${ }^{3} F\left(M_{L}= \pm 3\right)$ ground state $\left(61^{\circ} \leq \theta \leq 74.2^{\circ}\right)$ is marked with light pink; (b) $E$ vs. $M_{J}$ diagram calculated at $\theta=64^{\circ}$. The spin-reversal barrier $U_{\text {eff }} \approx 850 \mathrm{~cm}^{-1}$ is approximately estimated by the energy separation between the ground $M_{J}= \pm 3 / 2$ and the first excited $M_{J}= \pm 5 / 2$ states; the $M_{J}=0$ and $M_{J}= \pm 1$ states (marked in blue) originate from ${ }^{2 S+1} L$ atomic terms other than ${ }^{3} F$. LF/AOM calculations were performed with $e_{\sigma}=5000 \mathrm{~cm}^{-1}, e_{\sigma} / e_{\pi}=4 \mathrm{AOM}$ parameters and atomic parameters $B=800, C=3200$ and $\zeta=600 \mathrm{~cm}^{-1}$.

The calculated $E$ vs. $M_{J}$ diagram suggests potentially high SMM characteristics of the compressed $\left(\theta>61^{\circ}\right)$ trigonal-prismatic $\mathrm{Ni}^{2+}$ complex with a perfect $D_{3 h}$ symmetry. In particular, the spin-reversal barrier $U_{\text {eff }}$, assigned to the energy separation between the ground state $J_{M}= \pm 4$ and the first excited state $J_{M}= \pm 3$, is as high as $857 \mathrm{~cm}^{-1}$ (Figure 7b), which is significantly larger than in the record cobalt complex $\mathrm{Co}^{\mathrm{II}}\left(\mathrm{C}\left(\mathrm{SiMe}_{2} \mathrm{ONaph}\right)_{3}\right)_{2}$
( $450 \mathrm{~cm}^{-1}$ ) [42]. However, it should be considered that, similarly to the trigonal-prismatic $3 \mathrm{~d}^{3}$ complex, this complex is Jahn-Teller active and is subject to significant distortions that tend to reduce magnetic anisotropy. In fact, LF/AOM calculations for distorted complexes show that even subtle departures from the regular trigonal-prismatic geometry ( $D_{3 h}$ ) of the complex cause noticeable splitting of the ground non-Kramers doublet $J_{M}= \pm 4$ (tens of $\mathrm{cm}^{-1}$ ), which should lead to complete suppression of the SMM behavior due to fast QTM processes in the split ground state $J_{M}= \pm 4$ (Figure 7b).

## 3. Materials and Methods

Ligand Field and Angular Overlap Model Calculations
Ligand-field calculations for many-electron $3 d^{N}$ ions $\left(3 d^{2}, 3 d^{3}, 3 d^{7}\right.$ and $\left.3 d^{8}\right)$ were performed in terms of the conventional LF theory involving the one-electron LF operator (specified by the set of energies of $3 d$ orbitals in an axial LF, $E(x y, x 2-y 2), E(x z, y z)$ and $E\left(z^{2}\right)$ ), interelectron Coulomb repulsion (treated in terms of the Racah parameters $B$ and $C)$ and the spin-orbit coupling $\zeta_{3 \mathrm{~d}} \Sigma_{i} \boldsymbol{l}_{i} \boldsymbol{s}_{i}$. Angular-overlap model calculations [46-48] for trigonal-prismatic complexes were carried out with the AOM parameters $e_{\sigma}=5000 \mathrm{~cm}^{-1}$ (for $\mathrm{Ni}^{2+}$ ) and $9000 \mathrm{~cm}^{-1}\left(\mathrm{Cr}^{3+}\right)$ at a fixed ratio of $e_{\sigma} / e_{\pi}=4$. Details of LF and AOM calculations are available in the Supplementary Materials.

## 4. Discussion and Conclusions

This study has established that the maximum orbital angular momentum $L=3$ observed in the linear two-coordinate $3 d^{7}$ complex $\mathrm{Co}^{\mathrm{II}}\left(\mathrm{C}\left(\mathrm{SiMe}_{2} \mathrm{ONaph}\right)_{3}\right)_{2}$ [42] (as well as in the monocoordinated Co adatom on a MgO surface [43]) is not a unique single phenomenon, but under specific conditions, it can also be obtained in some complexes of $3 \mathrm{~d}^{2}$, $3 \mathrm{~d}^{3}$ and $3 \mathrm{~d}^{8}$ transition metal ions. The basic point is that in the free-ion state these ions have the ground-state atomic term ${ }^{2 \mathrm{~S}+1} \mathrm{~F}$ with maximal orbital angular momentum $L=3$, which, when split in the ligand field of axial symmetry, can produce the ground orbital doublet ${ }^{2 S+1} F\left(M_{L}= \pm 3\right)$ with a maximum projection $M_{L}= \pm 3$ of the orbital momentum $L=3$. For each of these electronic configurations, the LF splitting pattern of 3d orbitals leading to the ground orbital doublet ${ }^{2 S+1} F\left(M_{L}= \pm 3\right)$ has been established. Then, with the help of LF and AOM calculations, it was shown that the maximal orbital angular moment $L=3$ is realized in the linear two-coordinate geometry for the $3 d^{2}$ and $3 \mathrm{~d}^{7}$ ions and in the compressed trigonal-prismatic coordination (with polar angle $\theta>61^{\circ}$ ) for the $3 \mathrm{~d}^{3}$ and $3 d^{8}$ ions. In this regard, it is worth noting that the linear two-coordinate geometry, which intuitively appears to be the most preferable for obtaining maximum magnetic anisotropy, in the case of $3 d^{3}$ and $3 d^{8}$ ions yields only an orbital momentum $L=2$, $\operatorname{not} L=3$.

These results can be used to assess the prospects for improving the SMM performance of single-ion 3d SMMs. The calculated $E$ vs. $M_{J}$ spin energy diagrams show that the SMM performance of the linear $3 \mathrm{~d}^{2}$ complex and the trigonal-prismatic $3 \mathrm{~d}^{3}$ complex is significantly lower than that of the linear cobalt complex due to weaker spin-orbit coupling and antiparallel coupling of $L$ and $S$. On the other hand, although the calculated spin energy diagram for the trigonal-prismatic $\mathrm{Ni}^{2+}\left(3 \mathrm{~d}^{8}\right)$ complex formally indicates a higher barrier ( $U_{\text {eff }} \approx 850 \mathrm{~cm}^{-1}$ ) than for the record linear cobalt complex ( $450 \mathrm{~cm}^{-1}$ ) [42], in reality, this complex is unlikely to be a good SMM because of the Jahn-Teller distortions resulting in the significant splitting of the ground non-Kramer doublet $M_{J}= \pm 4$ (Figure 7b), that causes fast QTM processes bypassing the barrier. Thus, despite the possible presence of maximum orbital momentum $L=3$ in the aforementioned $3 \mathrm{~d}^{2}, 3 \mathrm{~d}^{3}$ and $3 \mathrm{~d}^{8}$ complexes, they cannot compete as SMMs with linear two-coordinate $3 \mathrm{~d}^{7}$ cobalt complex $\mathrm{Co}^{\mathrm{II}}\left(\mathrm{C}\left(\mathrm{SiMe}_{2} \mathrm{ONaph}\right)_{3}\right)_{2}$ [42].

In summary, this study has shown that the maximal orbital angular momentum $L=3$ can occur only in $3 d^{2}, 3 d^{3}, 3 d^{7}$ and $3 d^{8}$ complexes with axial symmetry of the ligand field. However, the SMM performance of $3 \mathrm{~d}^{2}, 3 \mathrm{~d}^{3}$ and $3 \mathrm{~d}^{8}$ complexes appeared significantly lower than that of the linear two-coordinate $3 d^{7}$ complex $\mathrm{Co}^{\mathrm{II}}\left(\mathrm{C}\left(\mathrm{SiMe}_{2} \mathrm{ONaph}\right)_{3}\right)_{2}$ with $L=3$. Thus, these results confirm the earlier conclusion [42] that linear two-coordinate
$3 \mathrm{~d}^{7}$ complexes provide the maximal SMM performance of mononuclear 3d complexes ( $U_{\text {eff }}=450 \mathrm{~cm}^{-1}$ ), which is apparently near the physical limit for a single 3d metal ion.

Supplementary Materials: The following supporting information can be downloaded at: https: //www.mdpi.com/article/10.3390/inorganics10120227/s1, details of LF and AOM calculations.

Author Contributions: Conceptualization, validation, methodology, writing-original draft preparation, writing-review and editing, supervision, V.S.M. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the Russian Science Foundation, project No. 18-13-00264.
Data Availability Statement: The data presented in this study are available in this article and in the Supplementary Materials.

Acknowledgments: V.S.M. acknowledges support by the Ministry of Science and Higher Education within the State assignment FSRC 'Crystallography and Photonics' RAS in part of the development of computational approaches for analysis of extreme magnetic anisotropy in transition-metal complexes.

Conflicts of Interest: The author declares no conflict of interest.

## References

1. Sessoli, R.; Gatteschi, D.; Caneschi, A.; Novak, M.A. Magnetic bistability in a metal-ion cluster. Nature 1993, 365, 141-143. [CrossRef]
2. Gatteschi, D.; Sessoli, R. Quantum tunneling of magnetization and related phenomena in molecular materials. Angew. Chem. Int. Ed. 2003, 42, 268-297. [CrossRef] [PubMed]
3. Gatteschi, D.; Sessoli, R.; Villain, J. Molecular Nanomagnets; Oxford University Press: Oxford, UK, 2006. [CrossRef]
4. Leuenberger, M.N.; Loss, D. Quantum computing in molecular magnets. Nature 2001, 410, 789-793. [CrossRef] [PubMed]
5. Bogani, L.; Wernsdorfer, W. Molecular spintronics using single-molecule magnets. Nat. Mater. 2008, 7, 179. [CrossRef] [PubMed]
6. Bartolomé, J.; Luis, F.; Fernández, J.F. (Eds.) Molecular Magnets: Physics and Applications; NanoScience and Technology; Springer: Berlin/Heidelberg, Germany, 2014; pp. 1-395, ISBN 1010:9783642406089.
7. McInnes, E.J.L.; Winpenny, R.E.P. 4.14-Molecular Magnets. Comprehensive Inorganic Chemistry II; Elsevier: Edinburgh, UK, 2013; Volume 4, pp. 371-396. [CrossRef]
8. Feng, M.; Tong, M.-L. Single Ion Magnets from 3d to 5f: Developments and Strategies. Chem.—Eur. J. 2018, 24, 7574-7594. [CrossRef]
9. Coronado, E. Molecular magnetism: From chemical design to spin control in molecules, materials and devices. Nat. Rev. Mat. 2020, 5, 87-104. [CrossRef]
10. Caneschi, A.; Gatteschi, D.; Lalioti, N.; Sangregorio, C.; Sessoli, R.; Venturi, G.; Vindigni, A.; Rettori, A.; Pini, M.G.; Novak, M.A. Cobalt(II)-Nitronyl Nitroxide Chains as Molecular Magnetic Nanowires. Angew. Chem. Int. Ed. 2001, 40, 1760-1763. [CrossRef]
11. Coulon, C.; Miyasaka, H.; Clérac, R. Single-Chain Magnets: Theoretical Approach and Experimental Systems. In Single-Molecule Magnets and Related Phenomena. Structure and Bonding; Winpenny, R., Ed.; Springer: Berlin/Heidelberg, Germany, 2006; Volume 122, pp. 163-206. [CrossRef]
12. Sun, H.-L.; Wang, Z.-M.; Gao, S. Strategies towards Single-Chain Magnets. Coord. Chem. Rev. 2010, 254, 1081-1100. [CrossRef]
13. Ishikawa, N.; Sugita, M.; Ishikawa, T.; Koshihara, S.-Y.; Kaizu, Y. Lanthanide Double-Decker Complexes Functioning as Magnets at the Single-Molecular Level. J. Am. Chem. Soc. 2003, 125, 8694-8695. [CrossRef]
14. Freedman, D.E.; Harman, W.H.; Harris, T.D.; Long, G.J.; Chang, C.J.; Long, J.R. Slow magnetic relaxation in a high-spin iron(II) complex. J. Am. Chem. Soc. 2010, 132, 1224-1225. [CrossRef]
15. Harman, W.H.; Harris, T.D.; Freedman, D.E.; Fong, H.; Chang, A.; Rinehart, J.D.; Ozarowski, A.; Sougrati, M.T.; Grandjean, F.; Long, G.J.; et al. Slow magnetic relaxation in a family of trigonal pyramidal iron(II) pyrrolide complexes. J. Am. Chem. Soc. 2010, 132, 18115-18126. [CrossRef]
16. Rinehart, J.D.; Long, J.R. Exploiting Single-Ion Anisotropy in the Design of f-Element Single-Molecule Magnets. Chem. Sci. 2011, 2, 2078-2085. [CrossRef]
17. Woodruff, D.N.; Winpenny, R.E.P.; Layfield, R.A. Lanthanide Single-Molecule Magnets. Chem. Rev. 2013, 113, 5110-5148. [CrossRef]
18. Liddle, S.T.; van Slageren, J. Improving f-Element Single Molecule Magnets. Chem. Soc. Rev. 2015, 44, 6655-6669. [CrossRef]
19. Zhang, P.; Zhang, L.; Tang, J. Lanthanide single molecule magnets: Progress and perspective. Dalton Trans. 2015, 44, 3923-3929. [CrossRef]
20. Layfield, R.; Murugesu, M. Lanthanides and Actinides in Molecular Magnetism; John Wiley \& Sons: New York, NY, USA, 2015; pp. 1-368. ISBN 978-3-527-33526-8.
21. Lu, J.; Guo, M.; Tang, J. Recent Developments in Lanthanide Single-Molecule Magnets. Chem.—Asian J. 2017, 12, 2772-2779. [CrossRef]
22. Liu, J.-L.; Chen, Y.-C.; Tong, M.-L. Symmetry Strategies for High Performance Lanthanide-Based Single-Molecule Magnets. Chem. Soc. Rev. 2018, 47, 2431-2453. [CrossRef]
23. Feltham, H.L.C.; Brooker, S. Review of Purely 4f and Mixed-Metal nd-4f Single-Molecule Magnets Containing only One Lanthanide Ion. Coord. Chem. Rev. 2014, 276, 1-33. [CrossRef]
24. Layfield, R.A. Organometallic Single-Molecule Magnets. Organometallics 2014, 33, 1084-1099. [CrossRef]
25. Craig, G.A.; Murrie, M. 3d single-ion magnets. Chem. Soc. Rev. 2015, 44, 2135-2147. [CrossRef]
26. Frost, J.M.; Harriman, K.L.M.; Murugesu, M. The rise of 3-d single-ion magnets in molecular magnetism: Towards materials from molecules? Chem. Sci. 2016, 7, 2470-2491. [CrossRef] [PubMed]
27. Wyborne, B.G. Spectroscopic Properties of Rare Earths; John Wiley \& Sons, Inc.: Hoboken, NJ, USA, 1965; pp. 1-241, ISBN 978-0470965078.
28. Liu, J.; Chen, Y.-C.; Liu, J.-L.; Vieru, V.; Ungur, L.; Jia, J.-H.; Chibotaru, L.F.; Lan, Y.; Wernsdorfer, W.; Gao, S.; et al. A stable pentagonal bipyramidal Dy(III) single-ion magnet with a record magnetization reversal barrier over 1000 K. J. Am. Chem. Soc. 2016, 138, 5441-5450. [CrossRef] [PubMed]
29. Ding, Y.-S.; Chilton, N.F.; Winpenny, R.E.P.; Zheng, Y.-Z. On approaching the limit of molecular magnetic anisotropy: A nearperfect pentagonal bipyramidal dysprosium(III) single-molecule magnet. Angew. Chem. Int. Ed. 2016, 55, 16071-16074. [CrossRef] [PubMed]
30. Goodwin, C.A.P.; Ortu, F.; Reta, D.; Chilton, N.F.; Mills, D.P. Molecular magnetic hysteresis at 60 kelvin in dysprosocenium. Nature 2017, 548, 439-442. [CrossRef] [PubMed]
31. Guo, F.-S.; Day, B.M.; Chen, Y.-C.; Tong, M.-L.; Mansikkamäki, A.; Layfield, R.A. Magnetic Hysteresis up to 80 Kelvin in a Dysprosium Metallocene Single-Molecule Magnet. Science 2018, 362, 1400-1403. [CrossRef]
32. Zhu, Z.; Tang, J. Lanthanide single-molecule magnets with high anisotropy barrier: Where to from here? Natl. Sci. Rev. 2022, nwac194. [CrossRef]
33. Bar, A.K.; Pichon, C.; Sutter, J.-P. Magnetic Anisotropy in Two- to Eight-Coordinated Transition-Metal Complexes: Recent Developments in Molecular Magnetism. Coord. Chem. Rev. 2016, 308, 346-380. [CrossRef]
34. Boca, R. Zero-field splitting in metal complexes. Coord. Chem. Rev. 2004, 248, 757-815. [CrossRef]
35. Marriott, K.E.R.; Bhaskaran, L.; Wilson, C.; Medarde, M.; Ochsenbein, S.T.; Hill, S.; Murrie, M. Pushing the limits of magneticanisotropy in trigonal bipyramidal Ni(II). Chem. Sci. 2015, 6, 6823-6828. [CrossRef]
36. Novikov, V.V.; Pavlov, A.A.; Nelyubina, Y.V.; Boulon, M.-E.; Varzatskii, O.; Voloshin, Y.Z.; Winpenny, R.E.P. A Trigonal Prismatic Mononuclear Cobalt(II) Complex Showing Single-Molecule Magnet Behavior. J. Am. Chem. Soc. 2015, 137, 9792-9795. [CrossRef]
37. Yao, B.; Singh, M.K.; Deng, Y.-F.; Wang, Y.-N.; Dunbar, K.R.; Zhang, Y.-Z. Trigonal Prismatic Cobalt(II) Single-Ion Magnets: Manipulating the Magnetic Relaxation Through Symmetry Control. Inorg. Chem. 2020, 59, 8505-8513. [CrossRef]
38. Sutter, J.P.; Béreau, V.; Jubault, V.; Bretosh, K.; Pichon, C.; Duhayon, C. Magnetic anisotropy of transition metal and lanthanide ions in pentagonal bipyramidal geometry. Chem. Soc. Rev. 2022, 51, 3280-3313. [CrossRef]
39. Zadrozny, J.M.; Atanasov, M.; Bryan, A.M.; Lin, C.-Y.; Rekken, B.D.; Power, P.P.; Neese, F.; Long, J.R. Slow magnetization dynamics in a series of two-coordinate iron(II) complexes. Chem. Sci. 2013, 4, 125-138. [CrossRef]
40. Zadrozny, J.M.; Xiao, D.J.; Atanasov, M.; Long, G.J.; Grandjean, F.; Neese, F.; Long, J.R. Magnetic blocking in a linear iron(I) complex. Nat. Chem. 2013, 5, 577-581. [CrossRef]
41. Yao, X.-N.; Du, J.-Z.; Zhang, Y.-Q.; Leng, X.-B.; Yang, M.-W.; Jiang, S.-D.; Wang, Z.-X.; Ouyang, Z.-W.; Deng, L.; Wang, B.-W.; et al. Two-Coordinate Co(II) Imido Complexes as Outstanding Single-Molecule Magnets. J. Am. Chem. Soc. 2017, 139, 373-380. [CrossRef]
42. Bunting, P.C.; Atanasov, M.; Damgaard-Møller, E.; Perfetti, M.; Crassee, I.; Orlita, M.; Overgaard, J.; van Slageren, J.; Neese, F.; Long, J.R. A linear cobalt(II) complex with maximal orbital angular momentum from a non-Aufbau ground state. Science 2018, 362, eaat7319. [CrossRef]
43. Rau, G.; Baumann, S.; Rusponi, S.; Donati, F.; Stepanow, S.; Gragnaniello, L.; Dreiser, J.; Piamonteze, C.; Nolting, F.; Gangopadhyay, S.; et al. Reaching the magnetic anisotropy limit of a 3d metal atom. Science 2014, 344, 988-992. [CrossRef] [PubMed]
44. Powell, P.P. Stable Two-Coordinate, Open-Shell ( $\mathrm{d}^{1}-\mathrm{d}^{9}$ ) Transition Metal Complexes. Chem. Rev. 2012, 112, 3482-3507. [CrossRef]
45. Reber, C.; Güdel, H.U. Near-infrared luminescence spectroscopy of $\mathrm{Al}_{2} \mathrm{O}_{3}: \mathrm{V}^{3+}$ and $\mathrm{YP}_{3} \mathrm{O}_{9}: \mathrm{V}^{3+}$. Chem. Phys. Lett. 1989, 154, 425-431. [CrossRef]
46. Schaeffer, C.E.; Jorgensen, C.K. The angular overlap model, an attempt to revive the ligand field approaches. Mol. Phys. 1965, 9, 401-412. [CrossRef]
47. Schäffer, C.E. A perturbation representation of weak covalent bonding. Struct. Bonding. 1968, 5, 68-95. [CrossRef]
48. Jorgensen, C.K. The Nephelauxetic Series. Prog. Inorg. Chem. 1962, 4, 73-124. [CrossRef]
49. Mironov, V.S.; Bazhenova, T.A.; Manakin, Y.V.; Lyssenko, K.A.; Talantsev, A.D.; Yagubskii, E.B. A new Mo(IV) complex with the pentadentate $\left(\mathrm{N}_{3} \mathrm{O}_{2}\right)$ Schiff-base ligand: The first non-cyanide pentagonal-bipyramidal paramagnetic 4 d complex. Dalton Trans. 2017, 46, 14083-14087. [CrossRef] [PubMed]
50. Manakin, Y.V.; Mironov, V.S.; Bazhenova, T.A.; Lyssenko, K.A.; Gilmutdinov, I.F.; Bikbaev, K.S.; Masitov, A.A.; Yagubskii, E.B. $\left(\mathrm{Et}_{4} \mathrm{~N}\right)\left[\mathrm{Mo}^{\mathrm{III}}(\mathrm{DAPBH}) \mathrm{Cl}_{2}\right]$, the first pentagonal-bipyramidal $\mathrm{Mo}(\mathrm{III})$ complex with a $\mathrm{N}_{3} \mathrm{O}_{2}$-type Schiff-base ligand: Manifestation of unquenched orbital momentum and Ising-type magnetic anisotropy. Chem. Commun. 2018, 54, 10084-10087. [CrossRef]
51. Bazhenova, T.A.; Zorina, L.V.; Simonov, S.V.; Mironov, V.S.; Maximova, O.V.; Spillecke, L.; Koo, C.; Klingeler, R.; Manakin, Y.V.; Vasiliev, A.N.; et al. The first pentagonal-bipyramidal vanadium(iii) complexes with a Schiff-base $\mathrm{N}_{3} \mathrm{O}_{2}$ pentadentate ligand: Synthesis, structure and magnetic properties. Dalton Trans. 2020, 49, 15287-15298. [CrossRef]
52. Campanella, A.J.; Ozvat, T.M.; Zadrozny, J.M. Ligand design of zero-field splitting in trigonal prismatic Ni(ii) cage complexes. Dalton Trans. 2022, 51, 3341-3348. [CrossRef]
53. Nehrkorn, J.; Veber, S.L.; Zhukas, L.A.; Novikov, V.V.; Nelyubina, Y.V.; Voloshin, Y.Z.; Holldack, K.; Stoll, S.; Schnegg, A. Determination of Large Zero-Field Splitting in High-Spin Co(I) Clathrochelates. Inorg. Chem. 2018, 57, 15330-15340. [CrossRef]

## Article

# The Role of the Bridge in Single-Ion Magnet Behaviour: Reinvestigation of Cobalt(II) Succinate and Fumarate Coordination Polymers with Nicotinamide 

Marek Brezovan ${ }^{\mathbf{1}}$, Jana Juráková ${ }^{\mathbf{2}}{ }^{(D)}$, Ján Moncol ${ }^{\mathbf{1}}$, L'ubor Dlháň ${ }^{\mathbf{1}}$, Maria Korabik ${ }^{\mathbf{3}}$, Ivan Šalitroš ${ }^{\mathbf{1 , 2}, 4}$, Ján Pavlik ${ }^{1, *(D)}$ and Peter Segl'a ${ }^{1}$<br>1 Faculty of Chemical and Food Technology, Slovak University of Technology, Radlinského 9, 81237 Bratislava, Slovakia<br>2 Central European Institute of Technology, Brno University of Technology, Purkyňova 123, 61200 Brno, Czech Republic<br>3 Faculty of Chemistry, University of Wrocław, F. Joliot-Curie 14, 50-383 Wrocław, Poland<br>4 Faculty of Science, Palacký University, 17. Listopadu 12, 77146 Olomouc, Czech Republic<br>* Correspondence: jan.pavlik@stuba.sk

Citation: Brezovan, M.; Juráková, J.; Moncol, J.; Dlháň, L.; Korabik, M.; Šalitroš, I.; Pavlik, J.; Segl'a, P. The Role of the Bridge in Single-Ion Magnet Behaviour: Reinvestigation of Cobalt(II) Succinate and Fumarate Coordination Polymers with Nicotinamide. Inorganics 2022, 10, 128. https://doi.org/10.3390/ inorganics10090128

Received: 1 August 2022
Accepted: 26 August 2022
Published: 30 August 2022
Publisher's Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Copyright: © 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:// creativecommons.org/licenses/by/ 4.0/).


#### Abstract

Two previously synthesized cobalt(II) coordination polymers; $\left\{\left[\mathrm{Co}\left(\mu_{2}-\mathrm{suc}\right)(\mathrm{nia})_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right]\right.$. $\left.2 \mathrm{H}_{2} \mathrm{O}\right\} n$ (suc $=\operatorname{succinate}(2-)$, nia $=$ nicotinamide) and $\left[\mathrm{Co}\left(\mu_{2}-\right.\right.$ fum $\left.)(\text { nia })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right] n$ (fum = fumarate $(2-)$ ) were prepared and thoroughly characterized. Both complexes form 1D coordination chains by bonding of $\mathrm{Co}(\text { nia })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ units through succinate or fumarate ligands while these chains are further linked through hydrogen bonds to 3D supramolecular networks. The intermolecular interactions of both complexes are quantified using Hirshfeld surface analysis and their infrared spectra, electronic spectra and static magnetic properties are confronted with DFT and state-of-the-art ab-initio calculations. Dynamic magnetic measurements show that both complexes exhibit single-ion magnet behaviour induced by a magnetic field. Since they possess very similar chemical structure, differing only in the rigidity of the bridge between the magnetic centres, this chemical feature is put into context with changes in their magnetic relaxation.


Keywords: single-ion magnet; cobalt(II) coordination polymer; ab-initio calculations

## 1. Introduction

Coordination polymers have been studied for a long time in terms of architecture, topology, and their potential applications in catalysis [1-3], gas adsorption [4-6], chemical adsorption [7], luminescence [8,9], and design of molecular magnetic materials [10-12]. The proper choice of relevant ligands and metal centre is the key to form fascinating and useful coordination polymers [13-23].

An extremely appealing class of molecular magnetic materials is formed by single-molecule magnets (SMMs) [24]. Very simply speaking, in these materials, the magnetic dipole moments tend to keep their orientation with respect to the molecular or polymeric frame. In reality, however, any imposed orientation disappears after some time, mostly due to their interference with thermal bath of molecular surroundings. In current SMMs it happens typically within milliseconds, albeit the limit of second has already been breached [25]. This measurable process is called slow relaxation of magnetization and its time constant is used as a characteristic of SMM systems. In special cases of 1D polymers, the term single-chain magnets (SCM) is used [26]. In both SMMs and SCMs, the slow relaxation of magnetization exists as a collective property of the magnetic centres. If, on the other hand, magnetically isolated centres are capable of slow relaxation of magnetization, a single-ion magnet (SIM) is encountered [27]. Counterintuitively, the chemical and magnetic structure of a system need not coincide, one can find, e.g., a chain of SIMs [28]. Although the best performing SIMs are based on the
lanthanide and actinide central atoms [29], among few suitable $3 d$-elements, cobalt (II) occupies a prominent position forming SIMs with two-, three- four-, five-, six-, seven- and eightcoordinate Co (II) centres and various geometries of coordination environment [30]. The vast majority of them, however, are six-coordinate, which is thanks to the high unquenched angular momentum they bear [31]. The role of the angular momentum and symmetry of coordination environment plays important role for the mechanism of magnetic relaxation and there is a lot of attention being paid to the fine tuning of the relaxation process by design of the coordination environment. For example, the effect of linearity of coordinated pseudohalides was systematically addressed by Herchel et al. [32] or Wang et al. [33], and distortion of octahedral coordination environment was studied by groups of Pardo [34], Gao [35], Song [36,37], Herchel [38,39], or Colacio [40], concluding sometimes that the closest environment of $\mathrm{Co}($ II) ion is decisive for SIM behaviour [41]. Nevertheless, there occur some clues that the focus on the central atom itself cannot uncover the full story behind slow relaxation of magnetization in SIMs. As discussed e.g., by Ren et al. [42] or Boča et al. [43] and very explicitly stated by Dunbar et al. [44]: " . . . the deciding factor for SMM behavior is not the degree of distortion which, a priori, would be expected to be the case, but rather the interactions between neighboring molecules in the solid state". Nonetheless, the stiffness of molecular and supramolecular structures is somehow overlooked in this context and the research in this sake is almost exclusively theoretical [29]. In one of very scarce works, Marinho et al. synthesized by carefully controlled conditions four variants of $\mathrm{Co}(\mathrm{II})$ coordination polymer which differed in their folding. The conformation of bridges manifested itself in the relaxation of the chain-arranged SIMs [45]. However, to the best of our knowledge no study yet addressed the question of the effect of rigidity of bridges connecting SIM centres.

Keeping this in mind, herein we attempted to compare the effect of bridge saturation upon the SIM behaviour in two analogous $\mathrm{Co}(\mathrm{II})$ coordination polymers. The succinate polymer $\left\{\left[\mathrm{Co}\left(\mu_{2} \text {-suc) }(\text { nia })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right] \cdot 2 \mathrm{H}_{2} \mathrm{O}\right\}_{n}\right.$ (suc $=$ succinate $(2-)$, nia $=$ nicotinamide, complex I) was synthesized in 2009 by Demir et al. and characterized by single-crystal X-ray crystallography, IR spectroscopy, photoluminescence and TG-DTA [46]. The fumarate polymer $\left[\mathrm{Co}\left(\mu_{2} \text {-fum }\right)(\text { nia })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right]_{n}($ fum $=$ fumarate $(2-)$, complex II) was prepared in 2018 by Kansiz et al. and characterized by FT-IR, X-ray crystallography and DFT calculations [47].

We demonstrated an alternative synthetic route for complex I employing $N$-(hydroxym ethyl)nicotinamde (hmnia) instead of nicotinamide. Crystal structures of both complexes were refined using aspheric atomic scattering factors by Hirshfeld Atomic Refinement and analysed using Hirshfeld surface analysis. Infrared and electronic spectra were interpreted and confronted with the prediction from DFT. The magnetic properties of complexes were measured and thoroughly interpreted with assistance of state-of-the-art quantum chemistry method CASSCF-NEVPT2-SOI. Finally, magnetic relaxation was discussed for these systems in context of mutual variances in their chemical structure.

## 2. Results

### 2.1. Syntheses and Characterization

Direct preparation of polymeric cobalt(II) carboxylates from nicotinamide-nia is represented in Scheme 1. Complex $\left\{\left[\mathrm{Co}\left(\mu_{2} \text {-suc) }(\text { nia })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right] \cdot 2 \mathrm{H}_{2} \mathrm{O}\right\}_{n}(\mathbf{I})\right.$ was also prepared from $N$-(hydroxymethyl)nicotinamide-hmnia (Scheme 2). Such a tendency of Co(II) salts to degradation of hmnia was not yet described in literature despite the fact that only very few $\mathrm{Ni}(\mathrm{II}), \mathrm{Co}(\mathrm{II})$ and $\mathrm{Cu}(\mathrm{II})$ complexes with hmnia are known [48-50]. A similar reaction occurs in the Chłopicki's preparation of the pyridinium salts of nicotinamide [51]. In Chłopicki's procedure the nitrogen atom of the amide group of nicotinamide is protected with methanal and after subsequent alkylation at the pyridine nitrogen atom, the methanal is released in water media at $37{ }^{\circ} \mathrm{C}$. Cobalt (II) dichloride serves as Lewis acid, coordinating the pyridine nitrogen atom (instead of quarternization like it was in the patent) thus enabling easier methanal release (Scheme 2). In contrast with Chłopicki’s procedure, however, in our case the reaction mixture was refluxed for two hours.


Scheme 1. Synthesis of polymeric cobalt(II)dicarboxylate complexes (I and II) from nicotinamide.


Scheme 2. Synthesis of polymeric cobalt(II)succinate complex (I) from N-(hydroxymethyl) nicotinamide.

The preparation of complexes I and II was carried out by short refluxing from a water + n-pentanol (complex I, prepared from nia, Scheme 1), water + methanol (complex I, prepared from hmnia, Scheme 2) and water solution (complex II). The molar ratio of the reactants was 1:1:2 for cobalt(II) salts, sodium salts of dicarboxylic acids and nicotinamide or $N$-(hydroxymethyl)nicotinamide, respectively. To synthesize the discussed complexes, various molar ratios of cobalt(II) chloride hexahydrate or cobalt(II) nitrate hexahydrate to sodium carboxylate (succinate or fumarate)— $\mathrm{Na}_{2}$ carb (where carb is suc or fum anion) and corresponding nicotinamide or $N$-(hydroxymethyl)nicotinamide were tested, specifically 1:1:1;1:2:1;1:1:2 and 1:2:2. Well-defined crystalline products were obtained only for the case of 1:1:2 (Schemes 1 and 2). The syntheses of complexes I and II was very well reproducible in terms of the product quality and yield. Prepared complexes are non-hygroscopic and stable in air and soluble in hot water.

### 2.2. Description of the Structures

The crystal structure of both compounds I and II was previously determined using standard single-crystal X-ray diffraction at room temperature, and their models were refined using the standard IAM [46,47]. In this study, the structural parameters of both compounds are significantly more accurate as they were obtained by refining the structure model (all H atoms being refined isotropically and independently) using aspheric atomic scattering factors and the HAR method. Selected bond distances are given in Table S2 (see Supplementary Materials).

The cobalt atoms of both complexes lie in the centre of symmetry and are octahedrally coordinated by two oxygen atoms (O1) of the carboxyl groups of the succinate (I) $[\mathrm{Co1-O} 1=2.0931(9) \AA$ A or fumarate (II) $[\mathrm{Co1}-\mathrm{O} 1=2.0683(8) \AA$ A anionic ligands, two nitrogen atoms ( N 1 ) of the pyridine rings of the nicotinamide ligands [Co1-N1 $=2.1672(12) \AA$ for I and $2.1689(10) \AA$ for II], and a pair of oxygen atoms (O1W) of the coordinated water
molecules [Co1-O1W = 2.1090(10) $\AA$ for I and 2.0924(9) $\AA$ for II] in trans positions (Figure 1). Both substances form 1D coordination chains formed by bonding of $\mathrm{Co}(\mathrm{nia})_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ units bridged through succinate (I) or fumarate (II) ligands. The closest Co $\cdots$ Co distances are $9.465 \AA$ in I and 9.740 in II.

(a)

(b)

Figure 1. Comparison of perspective view of the molecular structure of the complexes: (a) I and (b) II. Thermal ellipsoids are drawn at the $50 \%$ probability level. Symmetry codes: (i) $1-x, 1-y$, $2-z$; (ii) $-x, 2-y, 2-z$; (iii) $1+x,-1+y,+z$; (iv) $1-x, 1-y,-z$; (v) $-x,-y,-z$; (vi) $1+x, 1+y,+z$.

Several ideal six-coordinate geometries were compared with I and II through SHAPE structural analysis, proposed by S. Alvarez et al. [52-55] (Table S3, see Supplementary Materials). The obtained symmetry measure parameters undoubtedly prove the octahedral shape of coordination polyhedra of reported compounds ( $\mathrm{S}\left(\mathrm{O}_{\mathrm{h}}\right) \approx 0.2$ for $\mathbf{I}$ and 0.3 for II) and the next lowest values for the trigonal prism shape $\left(\mathrm{S}\left(D_{3 \mathrm{~h}}\right) \approx 16.1\right.$ for both $\mathbf{I}$ and II) suggest that the Bailar twist does not occur in the reported complexes. Furthermore, the distortion parameter $\Sigma[56,57]$, calculated from the twelve cis angles of the hexacoordinated polyhedron (Table S3, see Supplementary Materials) acquiring zero values when ideal octahedral symmetry is present, can express the degree of angular distortion of coordination polyhedra of reported compounds. Both reported complexes indicate only moderate angular distortion, although more pronounced in the complex II $\left(\Sigma=43^{\circ}\right)$, since its value of distortion parameter is notably higher comparing the one observed in $\mathbf{I}\left(\Sigma=30^{\circ}\right)$.

The 1D coordination chains of both complexes are linked through hydrogen bonds to 3D supramolecular hydrogen-bonding networks. Parameters of hydrogen bonds are given in Table S4 (see Supplementary Materials). Figure S1 (see Supplementary Materials) shows the $\mathrm{O}-\mathrm{H} \cdots \mathrm{O}$ hydrogen bonds between the two 1D coordination chains of compound I (top) and compound II (bottom). Two coordination chains of I are joined via $\mathrm{O}-\mathrm{H} \cdots \mathrm{O}$ hydrogen bonds between coordinated water molecules (O1W) and oxygen atoms (O2) of the carboxyl groups of succinate anions of adjacent coordination chains [O1W-H1WB $\cdots$ O2, with O . . O distance of 2.857(1) Å (Table S4, see Supplementary Materials)]. The oxygen atoms (O1W) of coordinated water molecules are linked by $\mathrm{O}-\mathrm{H} \cdots$; O hydrogen bonds to the oxygen atoms of uncoordinated water molecules (O2W) [O1W-H1WA . . O2W, with O . . O distance of 2.758(1) Å]. Uncoordinated water molecules (O2W) are further involved as donor atoms in other $\mathrm{O}-\mathrm{H} \cdots \mathrm{O}$ hydrogen bonds where the oxygen atoms ( O 1$)$ of carboxyl groups [O2W-H2WA $\cdots$ O1, with O $\cdots$ O distance of 2.794(1) Å], and oxygen atoms (O3) of carboxamide groups of nicotinamide ligands [O2W-H2WB $\cdots$ O3, with $\mathrm{O} \cdots \mathrm{O}$ distance of $2.834(1) \AA$ A serve as acceptor atoms of H -bonds. On the other hand, the $\mathrm{O}-\mathrm{H} \cdots \mathrm{O}$ hydrogen bonds in crystal structure of II are observed only between the oxygen atoms (O1W) of the coordinated water molecules and the oxygen atoms ( O 2 ) of the carboxyl groups of fumarate anions [O1W-H1WB $\cdots \mathrm{O} 2$, with $\mathrm{O} \cdots \mathrm{O}$ distance of $2.758(1) \AA$ ], and between the
oxygen atoms (O1W) of the coordinated water molecules and the oxygen atoms (O3) of carboxamide groups of nicotinamide ligands [O1W-H1WA $\cdots$ O3, with O $\cdots$ O distance of 2.822(1) Å].

The $\mathrm{N}-\mathrm{H} \cdots \mathrm{O}$ and $\mathrm{C}-\mathrm{H} \cdots \mathrm{O}$ hydrogen bonds of both complexes are shown in the Figures S2 and S3 (see Supplementary Materials). Crystal structures of both complexes show formation of supramolecular rings $\mathrm{R}_{2}{ }^{2}(8)$ [58] by linking two carboxamide groups via a pair of $\mathrm{N}-\mathrm{H} \cdots \mathrm{O}$ hydrogen bonds [N2-H2A…O3, with $\mathrm{N} \cdots$ O distance of 2.943(1) Å for I and 2.972(1) Å for II, (Table S4 and Figure S2, see Supplementary Materials)]. The crystal structure of II also shows $\pi-\pi$ stacking interactions of the pyridine rings [N1/C2-C5] of nicotinamide ligands (distances between two planes of $3.52 \AA$, centroid-centroid distance of $3.95 \AA$, shift distance of $1.77 \AA$ [59]). In Figure S3 (see Supplementary Materials) the supramolecular rings $R_{2}{ }^{1}(7)$ [58] observed in the crystal structure of both complexes is displayed. These supramolecular rings form nicotinamide molecules and oxygen atoms (O2) of carboxylate groups of succinate (I) or fumarate (II) ligands through $\mathrm{N}-\mathrm{H} \cdots \mathrm{O}$ hydrogen bonds between nitrogen atom (N2) of carboxamide group of nicotinamide ligand and carboxylate oxygen atom (O2) [N2-H2B $\cdots$ O2, with $\mathrm{N} \cdots$ O distance of $3.046(1) \AA$ for I and 2.901(1) A for II, (Table S4 and Figure S3, see Supplementary Materials)], and C3-H3 . . O2 hydrogen bonds between carbon atom (C3) of pyridine ring of nicotinamide ligand and carboxylate oxygen atom (O2) [C3-H3 $\cdots$ O3, with C $\cdots$ O distance of $3.357(1) \AA$ for I and 3.232(1) A for II].

### 2.2.1. Hirshfeld Surface Analysis

The intermolecular interactions of both complexes have been quantified using Hirshfeld surface analysis. Figures S4 and S5 (see Supplementary Materials) show transparent 3D Hirshfeld surface mapped over $d_{\text {norm }}$ shape index for complex I and complex II, respectively. Deep red spots on these surfaces indicate close-contact interactions majority of which is due to intermolecular hydrogen bonds. In the case of II $\pi-\pi$ stacking interactions between pyridine rings of nicotinamide ligands are also visible (Figure S5, see Supplementary Materials). As shown in the 2D fingerprint plots (Figures S6 and S7, see Supplementary Materials), $\mathrm{H} \cdots$ H interactions cover $37.3-40.6 \%$ range of the total Hirshfeld surface, $\mathrm{H} \cdots \mathrm{O} / \mathrm{O} \cdots \mathrm{H}$ interactions span between $31.1-35.3 \%, \mathrm{H} \cdots \mathrm{C} / \mathrm{C} \cdots \mathrm{H}$ interactions cover between 9.1 and $11.1 \%$ and $\mathrm{C} \cdots \mathrm{C}$ interactions between 9.0 and $10.6 \%$.

### 2.2.2. X-ray Powder Diffraction

The Le Bail analysis of both samples shows that they are of good crystalline quality without any significant amount of foreign impurity (Figures S8 and S9, see Supplementary Materials). A small residual intensity in difference plot can be assigned to the effect of real structure of powder sample. For example, artifacts of "first derivative" shape on difference plot originate from peak asymmetry of strong diffraction lines at low angle region. It can be concluded that both powder samples of I and II possess the same crystal structure as the structure of the corresponding single crystals.

### 2.3. Spectral Characterization

Infrared spectra of complexes I and II comprise bands confirming the presence of all characteristic functional groups. Some characteristic bands in the IR mid region of the nicotinamide (nia), the sodium salts $\left(\mathrm{Na}_{2} \mathrm{Suc} \cdot 6 \mathrm{H}_{2} \mathrm{O}\right.$ and $\mathrm{Na}_{2}$ fum) and cobalt(II) complex I (prepared from nia and hmnia) and complex II are given in Table S5 (see Supplementary Materials).

IR spectra of model molecules 1 and 2 (Figures S10-S12, see Supplementary Materials) were calculated at the B3LYP/def2-TZVP level of theory after successful geometry optimization. Comparison of experimental and theoretical IR spectra is displayed in Figures S10-S12 and assigned bands of both complexes are collected in Table S5 (see Supplementary Materials).

In the IR spectra of $\mathbf{I}, \mathbf{I I}$ and $\mathrm{Na}_{2}$ suc $\cdot 6 \mathrm{H}_{2} \mathrm{O}$ the broad bands at ca. $3500 \mathrm{~cm}^{-1}$ were assigned to $v(\mathrm{O}-\mathrm{H})$ groups from coordinated and uncoordinated water molecules [60].

In theoretical spectra of $\mathbf{1}$ and 2 the O-H stretching modes were recorded at 3653 and $3628 \mathrm{~cm}^{-1}$ (Table S5, see Supplementary Materials).

In the experimental IR spectra of I, II and nia, the bands assigned to the symmetric and antisymmetric stretching vibrations of $\mathrm{NH}_{2}$ groups from nicotinamide are observed in region about 3400-3140 $\mathrm{cm}^{-1}$ (Table S5, see Supplementary Materials). In calculated spectra only symmetric $v_{\mathrm{s}}\left(\mathrm{NH}_{2}\right)$ (and none antisymmetric) stretching vibration modes were obtained at $3293 \mathrm{~cm}^{-1}$ for both model molecules.

The $\mathrm{C}-\mathrm{H}$ aromatic stretching modes are observed in experimental spectra at the same wavenumber $3062 \mathrm{~cm}^{-1}$, while calculation gives $3012 \mathrm{~cm}^{-1}$ (complex I) and $3018 \mathrm{~cm}^{-1}$ (complex II). Aliphatic stretching vibrations are observed only for complex I, the antisymmetric $v_{\mathrm{as}}\left(\mathrm{CH}_{2}\right)$ at $2988 \mathrm{~cm}^{-1}$ and symmetric $v_{\mathrm{s}}\left(\mathrm{CH}_{2}\right)$ at $2955 \mathrm{~cm}^{-1}$ while the calculation predicts $2957 \mathrm{~cm}^{-1}$ and $2939 \mathrm{~cm}^{-1}$, respectively (Table S6, see Supplementary Materials).

Most characteristic bands for dicarboxylate complexes are due to symmetric $v_{\mathrm{s}}\left(\mathrm{COO}^{-}\right)$ and antisymmetric $v_{\mathrm{as}}\left(\mathrm{COO}^{-}\right)$stretching vibrations of carboxylate groups [61]. While the former are observed at ca. $1370 \mathrm{~cm}^{-1}$, the latter occur at ca. $1560 \mathrm{~cm}^{-1}$ (Table S5, see Supplementary Materials). The difference ( $\Delta$ ) between the wavenumber of antisymmetric and symmetric vibration of carboxylate group gives information on the carboxylate bonding mode of complexes. When confronted with disodium succinate ( $141 \mathrm{~cm}^{-1}$ ) and disodium fumarate ( $188 \mathrm{~cm}^{-1}$ ) which possess ionic carboxylic groups, complexes I and II show higher values of $\Delta\left(180 \mathrm{~cm}^{-1}\right.$ and $201 \mathrm{~cm}^{-1}$, respectively) which are typical for monodentate O-coordination of carboxylate groups [61]. Bis(monodentate) bridging coordination mode of both carboxylate group in all complexes agrees with the structure of complexes as was determined by X-ray analysis.

In the recorded experimental IR spectra for the nia as well as for the complexes under study very strong or strong bands at about 1670,1620 and $1390 \mathrm{~cm}^{-1}$ were assigned to Amide I (mainly $v(\mathrm{C}=\mathrm{O})$ ), Amide II (mainly $\delta\left(\mathrm{NH}_{2}\right)$ ) and Amide III (mainly $v(\mathrm{C}-\mathrm{N})$ stretching) (S4). The vibration mode of Amide II and Amide III was calculated at about 1610 and $1370 \mathrm{~cm}^{-1}$, respectively (Table S6, see Supplementary Materials). Relatively close positions of the bands assigned to Amide I, Amide II and Amide III for complexes under study to positions of bands in corresponding free molecules of nicotinamide are typical for non-coordinated amide groups [60].

In the UV-Vis absorption spectra, bands at about 220 and 265 nm can be observed, which are assigned to ligand (suc, fum and nia) internal transitions (Figures S13-S15, see Supplementary Materials). The shoulder at 350 nm is assigned to ligand-to-metal charge transfer transition [62] (LMCT, $\mathrm{O} \alpha \mathrm{Co}, \mathrm{N} \alpha \mathrm{Co}$ ). A band in the visible region between 470 and 480 nm with shoulder between 490 and 506 nm can be assigned to the ${ }^{4} \mathrm{~T}_{1 \mathrm{~g}}(\mathrm{~F}) \rightarrow{ }^{4} \mathrm{~T}_{1 \mathrm{~g}}(\mathrm{P})$ transition. Obtained electronic spectra are consistent with a strictoctahedral or a tetragonally-distorted-octahedral structure of coordination environment [63].

The electronic spectra of model molecules 1 and 2 were calculated at the same level of theory like the IR spectra. Only one dominant absorption was found for both cases, centred at 354 nm for 1 and 357 nm for 2 (Figure S16, Table S7, see Supplementary Materials). Inspection of the natural transition orbitals (NTOs) [64] associated with this electronic transition suggests that it corresponds to metal-to-ligand charge transfer in both cases (Figure S17, see Supplementary Materials) In both cases, a corresponding peak can be found in the experimental spectra, overlaid by strong intraligand absorption peak.

### 2.4. Static Magnetic Properties

Magnetic behaviour of complexes I and II is displayed in Figure 2. In general, the decrease of magnetic moment with decreasing temperature is mostly due to local magnetic anisotropy and/or magnetic coupling interaction. Usually, the simple isotropic form of the interaction is applicable for octahedral Co(II) complexes [65]. A DFT assessment on model systems 11 and 22 (Figure S18, Table S8, see Supplementary Materials) indicated however its negligible contribution and studied systems cannot be considered single-chain magnets. The local magnetism of $\mathrm{Co}(\mathrm{II})$ complexes with octahedral coordination environment is
governed by both, spin magnetic momentum and angular magnetic momentum of the ground state [66]. Nevertheless, in some cases the angular momentum can be omitted, and it can be effectively described by simple spin Hamiltonian. As a rule of thumb this approximation can be applied if two lowest Kramers' doublets of the ground term ${ }^{4} T_{1 \mathrm{~g}}$ are separated from excited doublets by more than $1000 \mathrm{~cm}^{-1}$ [67].


Figure 2. Product of magnetic susceptibility and temperature as a function of temperature (left) and magnetization as a function of magnetic field (right) per one magnetic centre for: (a) I and (b) II. Circles: experiment, solid line: optimum parameter fit.

To obtain this kind of insight, the magnetic energetic levels of mononuclear model systems 1 and 2 (Figure 3) were inspected using the method SA-CAS[7,5]SCF-NEVPT2-SOI. The resulting energy values of relevant Kramers' doublets are presented in Table S9 (see Supplementary Materials) revealing that the spin Hamiltonian is not justified in these systems (separation of $\Gamma_{c}$ and $\Gamma_{b}$ by $420.1 \mathrm{~cm}^{-1}$ and $272.9 \mathrm{~cm}^{-1}$ for $\mathbf{1}$ and 2 , respectively).


Figure 3. A cut-off from respective polymeric systems I and II forming a neutral mononuclear model molecule: (a) $\mathbf{1}$; (b) $\mathbf{2}$ (right). The yellow transparent surface shows calculated directional dependence of molecular magnetization.

Therefore, more appropriate Griffith-Figgis Hamiltonian was employed instead [19,38,66], which in atomic units adopts the form of Equation (1).

$$
\begin{equation*}
\hat{H}=\sigma \lambda \overrightarrow{\hat{L}} \cdot \overrightarrow{\hat{S}}+\sigma^{2} \Delta_{a x}\left(\hat{L}_{z}^{2}-\hat{L}^{2} / 3\right)+\sigma^{2} \Delta_{r h}\left(\hat{L}_{x}^{2}-\hat{L}_{y}^{2}\right)+(\sigma \overrightarrow{\hat{L}}+g \overrightarrow{\hat{S}}) \cdot \vec{B} \tag{1}
\end{equation*}
$$

Here $\overrightarrow{\hat{L}}$ and $\overrightarrow{\hat{S}}$ are vector operators of angular momentum and spin, respectively, and $\vec{B}$ is vector of magnetic field. Parameters of the model are the constant of spinorbit interaction $\lambda$, combined parameter $\sigma$ (accounting for covalence of chemical bonds between central ion and ligands along with configuration interaction between ground and excited terms of matching symmetry), parameter of crystal field of axial symmetry $\Delta_{a x}$, parameter of crystal field of rhombic symmetry $\Delta_{r h}$ and gyromagnetic factor $g$ which was fixed equal to 2.00 . In this Hamiltonian the convention with $\sigma^{2}$ absorbed in to $\Delta_{a x}$ and $\Delta_{r h}$ can be often encountered [66]. To improve the agreement between the model and experiment the effect of molecular field was included in the fitting procedure (quantified by parameter $z j$ ). The optimum values of parameters $\Delta_{a x}, \Delta_{r h}, \sigma$ and $\lambda$ obtained from fitting of experimental curves are collected in Table 1 and the match of experimental and optimum fit curves is displayed in Figure 2. The product of error residuals $R(\chi T) \times R(M)$ gains value considerably lower than 0.05 indicating very good accordance between model and experiment. The values resulting from ab-initio calculation are collected in Table 2. Comparing the calculated and fitted values, a satisfactory agreement can be concluded for the constant of spin-orbit interaction and parameter of crystal field of axial symmetry, for the parameter of rhombic splitting; however, there is a discrepancy of one order of magnitude in the case of couple $\mathbf{I} / \mathbf{1}$. Since the values obtained as optimum fit of experimental data (Table 1) are model-dependent and simultaneous fit for II is not perfect, the values obtained by ab-initio calculation (Table 2) can be considered somewhat more reliable. Finally, the visual assessment of directional dependence of molecular magnetization derived from all SA-CAS[7,5]SCF-NEVPT2-SOI states [38,67] shows, that magnetic anisotropy is of axial-like type (which is in accordance with negative value of parameter $\Delta_{a x}$ ) and that the preferred orientation of molecular magnetization is towards the connecting bridge (Figure 3).

Table 1. Magnetic parameters extracted from optimum fit for complexes I and II.

| Complex | $\lambda / \mathbf{c m}^{-\mathbf{1}}$ | $\sigma$ | $\Delta_{\mathrm{ax}} / \mathrm{cm}^{-\mathbf{1}}$ | $\Delta_{\mathrm{rh}} / \mathrm{cm}^{\mathbf{- 1}}$ | $z j / \mathrm{cm}^{-\mathbf{1}}$ | $R(\chi \mathbf{T}) \times R(\mathbf{M})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | -177.4 | -1.14 | -424.7 | -11.6 | -0.06 | 0.0006 |
| II | -161.5 | -1.39 | -395.1 | -92.1 | 0.007 | 0.0094 |

Table 2. Calculated magnetic parameters for model molecules $\mathbf{1}$ and 2.

|  | $\lambda / \mathbf{c m}^{\mathbf{1}}$ | $\boldsymbol{\Delta}_{\mathbf{a x}} / \mathbf{c m}^{\mathbf{1}}$ | $\boldsymbol{\Delta}_{\mathrm{rh}} / \mathbf{c m}^{\mathbf{- 1}}$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | -175.3 | -522.7 | -151.2 |
| $\mathbf{2}$ | -175.2 | -425.3 | -128.8 |

### 2.5. Dynamic Magnetic Properties

To examine the presence of the slow relaxation of magnetization (SRM), which is the proof of SIM behaviour, the temperature and frequency dependence of the alternatingcurrent (AC) susceptibility was measured at low temperatures for both complexes (see Supplementary Materials, Tables S10 and S11 for a detailed experimental description of AC susceptibility measurements and data analysis). The DC field scan for a limited number of frequencies over four orders of magnitude shows that out-of-phase component of AC susceptibility is silent at $B_{\mathrm{DC}}=0 \mathrm{~T}$ (Figure S19, see Supplementary Materials). This indicates very fast SRM, probably due to the quantum tunnelling of magnetization induced by hyperfine interactions with the nuclear spin and/or dipolar interactions between the spin centres in the lattice. In order to determine the optimal $B_{D C}$ to suppress the quantum tunnelling effect, $A C$ susceptibility measurements under various $B_{D C}$ fields were applied at 2 K (Figure S19). Upon increasing DC field up to $B_{\mathrm{DC}}=0.8 \mathrm{~T}$, the out-of-phase component varies, but differently for individual frequencies. This confirms that compounds I and II show field-induced SRM and the subsequent temperature and frequency dependent measurements were carried out by choosing $B_{D C}$ fields at which the out-of-phase components
$\chi^{\prime \prime}$ reach the maximal response $\left(B_{\mathrm{DC}}=0.1 \mathrm{~T}\right.$ for $\mathbf{I}$ and $B_{\mathrm{DC}}=0.2 \mathrm{~T}$ for $\left.\mathbf{I I}\right)$. Furthermore, in order to detect changes in mechanisms of the SRM upon the various static magnetic fields, the temperature variable AC susceptibility measurements have been recorded also at $B_{\mathrm{DC}}=0.02 \mathrm{~T}$ for complex I as well as at $B_{\mathrm{DC}}=0.05 \mathrm{~T}, B_{\mathrm{DC}}=0.1 \mathrm{~T}$ and $B_{\mathrm{DC}}=0.15 \mathrm{~T}$ for complex II (Figures S20-S25).

At 2 K and 0.1 T , the out-of-phase component $\chi^{\prime \prime}$ of I does not yet show maximum, which indicates that the SRM acquires relaxation times $\tau$ longer than 0.16 s (Figure 4a). However, the reduction of static magnetic field to 0.02 T has already caused the appearance of maxima even at the lowest temperatures of measurement ( $14 \mathrm{~Hz}, \tau=73 \mathrm{~ms}$ at 1.8 K ; Figure S20, Table S12). At both fields, the increase of temperature resulted in the obvious shift of the maxima in the $\chi^{\prime \prime}$ vs. f dependencies towards higher frequencies and proves that I is field-induced SIM. On the contrary, the out-of-phase component $\chi^{\prime \prime}$ of complex II shows maxima around 63 Hz at 1.8 K which indicates much faster relaxation of magnetisation ( $\tau \approx 2.54 \mathrm{~ms}$ ) in comparison to complex $\mathbf{I}$. Also here, the increase of temperature shifts those maxima towards higher frequencies (shorter relaxation times). All herein reported AC susceptibility measurements recorded at various static magnetic field $B_{\mathrm{DC}}$ were satisfactorily fitted by one-set Debye model for a single relaxation channel relaxation of magnetisation (Equations (S1) and (S2), see Supplementary Materials). This analysis resulted in the set of four parameters-adiabatic $\chi_{S}$ and isothermal $\chi_{T}$ susceptibilities, the distribution parameters $\alpha_{\mathrm{i}}$ and relaxation times $\tau_{\mathrm{i}}$ (see Supplementary Materials, Tables S12 and S13 for I, Tables S14-S17 for II).


Figure 4. (a) Frequency dependent out-of-phase $\chi$ " components of AC susceptibility for compound I recorded at the applied static magnetic field $B_{\mathrm{DC}}=0.1 \mathrm{~T}$ (Solid lines present fits using the one-component Debye's model, Equations (S1) and (S2); see Supplementary Materials); (b) The $\ln \tau$ vs. $1 / T$ dependency obtained from AC susceptibility measurements at two static magnetic fields.

The obtained thermal dependency of relaxation time, presented in the form $\ln \tau \mathrm{vs} .1 / T$, was analysed according to extended relaxation Equation (2) [68,69]

$$
\begin{equation*}
\frac{1}{\tau}=\frac{1}{\tau_{0}} \exp \left(-\frac{U}{\mathrm{k} T}\right)+C T^{\mathrm{n}}+A B^{\mathrm{m}} T \tag{2}
\end{equation*}
$$

where the terms correspond to thermally activated Orbach, Raman and direct processes, respectively (Tables S18-S22, see Supplementary Materials). At first, the high temperature regions of $\ln \tau$ vs. 1/T dependencies were fitted to the Arrhenius-like plot, which considers the Orbach relaxation process only (Figures 4b and 5b, dashed lines). Such simple analysis resulted in the preliminary evaluation of the effective energy barrier of spin reversal $U$, which in the case of $I$ showed a decrease upon the increase of the $B_{\mathrm{DC}}$ from 0.02 T ( $U=52 \mathrm{~K}$ ) to $0.1 \mathrm{~T}(U=38 \mathrm{~K})$. On the other hand, complex II shows field-independent
values that are twice as small $(U=26 \mathrm{~K})$ in the range $0.1-0.2 \mathrm{~T}$, while the linear fit of the low field measurement at 0.05 T has not yielded reliable results (Table S18).


Figure 5. (a) Frequency dependent out-of-phase $\chi^{\prime \prime}$ components of AC susceptibility for compound II recorded at the applied static magnetic field $B_{\mathrm{DC}}=0.05 \mathrm{~T}$ (Solid lines present fits using the one-component Debye's model, Equations (S1) and (S2); see Supplementary Materials); (b) The $\ln \tau$ vs. $1 / T$ dependency obtained from AC susceptibility measurements at four static magnetic fields.

In the more complex analysis of $\ln \tau$ vs. $1 / T$ dependencies, combinations of two or all three relaxation processes from Equation (2) have been used for the fitting procedure (Tables S18-S22, see Supplementary Materials). The most reliable results were obtained for the combination of Orbach and Raman processes in the case of complex I and for the combination of all three relaxation processes in the case of complex II (Figures 4b and 5b) [68,69].

Although the contribution of Orbach process to the overall slow relaxation magnetisation in hexacoordinated $\mathrm{Co}(\mathrm{II})$ complexes is quite rare [70], some recent studies suggest that this two-phonon thermally activated relaxation can be operative also in this type of SIMs [70,71]. Obtained values of energy barriers $U$ are relatively small for the class of hexacoordinated $\mathrm{Co}(\mathrm{II})$ single-ion magnets [67,71,72]. The values of Raman exponent were fixed to the recommended value $n=9$ for Kramers' systems, pre-exponential constant $C$ are rather field independent and pre-exponential factor of direct process $A$ (if $m=4$ for Kramers' system $[68,69])$ has an decreasing trend when the static magnetic field is increased.

To put the observed changes in magnetic relaxation in context with the change of geometry of coordination environment, the difference of symmetry measure parameter $\mathrm{S}\left(\mathrm{O}_{\mathrm{h}}\right)$ from 0.198 (I) to 0.306 (II) is associated with decrease of relaxation time limit $\tau_{0}$ from $3.2 \times 10^{-4} \mathrm{~s}$ to $1.0 \times 10^{-5} \mathrm{~s}$ at the field of 0.1 T. For comparison, a recent work by Liu et al. [73] reported the effect of subtle geometry changes in isolated octahedral complexes with the same coordination environment $\mathrm{CoN}_{2} \mathrm{O}_{4}$ but an easy-plane magnetic anisotropy. In their work, the difference of symmetry measure parameter from $\mathrm{S}\left(\mathrm{O}_{\mathrm{h}}\right)=0.025(\mathrm{Co} 1)$ and $\mathrm{S}\left(\mathrm{O}_{\mathrm{h}}\right)=0.067$ (Co2) to $\mathrm{S}\left(\mathrm{O}_{\mathrm{h}}\right)=0.117$ induced a small increase of relaxation time limit $\tau_{0}$ from $1.67 \times 10^{-8}$ s to $1.88 \times 10^{-8} \mathrm{~s}$ at the field of 0.2 T .

## 3. Materials and Methods

### 3.1. Chemical Reagents

The chemicals were of reagent grade (Sigma-Aldrich, Darmstadt, Germany) and used without further purification. The organic reagents were purchased from Sigma-Aldrich (Darmstadt, Germany) and TCI Chemicals (Tokyo, Japan); their purity was checked by IR spectra.

### 3.2. Syntheses of the Complexes

3.2.1. Synthesis of $\left\{\left[\mathrm{Co}\left(\mu_{2} \text {-suc }\right)(\text { nia })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right] \cdot 2 \mathrm{H}_{2} \mathrm{O}\right\}_{n}($ Complex I)
(a) From nicotinamide (nia)

Crystals of $\left\{\left[\mathrm{Co}\left(\mu_{2} \text {-suc) }(\text { nia })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right] \cdot 2 \mathrm{H}_{2} \mathrm{O}\right\}_{n}(\mathbf{I})\right.$ were obtained by dissolving cobalt(II) nitrate hexahydrate ( 2 mmol ) with equimolar quantity of sodium succinate hexahydrate in $20 \mathrm{~cm}^{3}$ of water. Nicotinamide ( 4 mmol ) was dissolved in $20 \mathrm{~cm}^{3}$ of $n$-pentanol. This solution was slowly added to an aqueous solution of cobalt(II) nitrate and $\mathrm{Na}_{2}$ suc $\cdot 6 \mathrm{H}_{2} \mathrm{O}$ (Scheme 1). The resulting solution was refluxed for 1 h and during the reflux the precipitate was formed. Then the solution was slowly cooled down. The solution was filtered and two layers were created-a layer of pink water solution, which was covered by $n$-Pentanol. These two layers were left to slowly diffuse at ambient temperature. After several weeks purple crystals of complex I were filtered off.

Yield: $54 \%$ based on Co. Elemental analysis for $\mathrm{C}_{16} \mathrm{H}_{24} \mathrm{CoN}_{4} \mathrm{O}_{10}\left(\mathrm{M}_{\mathrm{W}}=491.32\right)$ found \% (expected \%): C 38.7 (38.3); N 11.0 (10.8); H 4.9 (4.7); Co 12.11 (12.30). IR (ATR, $\mathrm{cm}^{-1}$ ): 3424 sh, 3367 s, 3202 s, 3060 w, 2988 w, 2955 w, 1661 vs, 1559 vs, br, 1395 s, 1367 vs, 1151 m, 1138 m, 780 m, 652 vs, 516 vs. Electronic spectra (nujol mulls, nm): 223, 265, $330 \mathrm{sh}, 480$, 495 sh.
(b) From N -(hydroxylmethyl)nicotinamide (hmnia)

Complex $\left\{\left[\mathrm{Co}\left(\mu_{2} \text {-suc)(nia }\right)_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right] \cdot 2 \mathrm{H}_{2} \mathrm{O}\right\}_{n}$, which has the same composition as complex I, was prepared by reaction of cobalt(II) chloride hexahydrate ( 2 mmol ) with disodium succinate hexahydrate ( 2 mmol ) and N -(hydroxymethyl)nicotinamide-hmnia ( 4 mmol ) in $50 \mathrm{~cm}^{3}$ of water (Scheme 2). The resulting solution was stirred under reflux. After 20 min of reflux the colour of the solution changed to purple and after another 20 min the colour changed to pink and a light precipitate was formed. After 2 h of reflux, the solution was slowly cooled down. The precipitate was filtered off and pink solution was left to evaporate at ambient temperature. After few days, purple crystals of complex $\left\{\left[\mathrm{Co}\left(\mu_{2} \text {-suc) }(\text { nia })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right] \cdot 2 \mathrm{H}_{2} \mathrm{O}\right\}_{n}\right.$ were collected.

Yield: $48 \%$ based on Co. Elemental analysis for $\mathrm{C}_{16} \mathrm{H}_{24} \mathrm{CoN}_{4} \mathrm{O}_{10}\left(\mathrm{M}_{\mathrm{W}}=491.32\right)$ found \% (expected \%): C 38.8 (38.3); N 11.3 (10.8); H 5.1 (4.7); Co 12.2 (12.3). IR (ATR, $\mathrm{cm}^{-1}$ ): 3430 sh, 3360 sh, 3200 vs, 3061 w, 2989 w, 2959 w, 1656 s, 1597 s, 1546 vs, br, 1395 s, 1366 s, 1150 m, 1133 m, 779 m, 652 vs, 515 vs. Electronic spectra (nujol mull, nm): 208, 267, 325 sh, 480, 506 sh.

### 3.2.2. Synthesis of $\left[\mathrm{Co}\left(\mu_{2} \text {-fum }\right)(\text { nia })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right]_{n}$ (Complex II)

Pink crystals of $\left[\mathrm{Co}\left(\mu_{2}-\text { fum }\right)(\text { nia })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right]_{n}$ (II) were acquired by dissolving cobalt(II) nitrate hexahydrate ( 2 mmol ), disodium fumarate ( 2 mmol ) and nicotinamide ( 4 mmol ) in $50 \mathrm{~cm}^{3}$ mixture of water and methanol (1:1). Solution was refluxed for 2 h (Scheme 1). After 20 min of reflux the precipitate was formed. After 2 h , the solution was slowly cooled down and a pink precipitate was filtered off. The resulting pink solution was left to evaporate at ambient temperature. Pink crystals of complex $\left[\mathrm{Co}\left(\mu_{2} \text {-fum }\right)(\text { nia })_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\right]_{n}$ were separated after few weeks.

Yield: $61 \%$ based on Co. Elemental analysis for $\mathrm{C}_{16} \mathrm{H}_{18} \mathrm{CoN}_{4} \mathrm{O}_{8}\left(\mathrm{M}_{\mathrm{W}}=453.27\right)$ found \% (expected \%): C 41.8 (42.4); N 12.1 (12.4); H 4.2 (4.0); Co 12.2 (12.4). IR (ATR, $\mathrm{cm}^{-1}$ ): 3500 m, 3312 s, 3193 s, br, 3060 w, 1687 s, 1622 m, 1595 sh, 1573 vs, 1557 vs, 1393 s, 1368 vs, 1153 m, 1099 m, 754 m, 653 vs, 638 vs, 504 vs. Electronic spectra (nujol mull, nm): 229, 265, 320 sh, 472,506 sh.

### 3.3. Analysis and Physical Measurements

Analytical grade (Mikrochem, Pezinok, Slovakia; Acros Organics, Geel, Belgium and TCI Chemical, Tokyo, Japan) chemicals and solvents were used without further purification. Cobalt was determined by electrolysis after mineralization of the complexes; carbon, hydrogen and nitrogen were determined by microanalytical methods (Thermo Electron Flash EA 1112). Electronic spectra ( $9000-50,000 \mathrm{~cm}^{-1}$ ) of the powdered samples in nujol
mull were recorded at room temperature on Specord 240 spectrophotometer (Carl Zeiss, Jena, Germany). Infrared spectra in the region of $400-4000 \mathrm{~cm}^{-1}$ were recorded on a Nicolet 5700 FT-IR spectrometer (Thermo Scientific, Waltham, MA, USA). Spectra of the solid samples were obtained by ATR technique at room temperature. Magnetism of all complexes was measured using a SQUID magnetometer (MPMS-XL7, Quantum Design, San Deigo, CA, USA). The temperature dependence of magnetization was recorded at a constant magnetic field $B=0.1$ (complex I) T or $B=0.5 \mathrm{~T}$ (complex II), corrected for diamagnetic contribution, and displayed as the product of temperature and molar susceptibility (in the cgs-emu unit system). The dependence of magnetization on the magnetic field was measured at two constant temperatures: $T=2.0 \mathrm{~K}$ and $T=4.6 \mathrm{~K}$ (complex I) or $T=2.0 \mathrm{~K}$ and $T=4.0 \mathrm{~K}$ (complex II).

### 3.4. Computational Details

Fitting of the DC magnetic susceptibility and magnetization of both compounds was performed with the program PHI 3.1.3 [74]. Fitting of AC magnetic susceptibility was realized with the help of a home-made program. Calculations of magnetic exchange coupling parameter was performed within ORCA 5.0.2 [75] using model molecules 11 and 22 (Figure S18, see Supplementary Materials), all other calculations were carried out within the program ORCA 4.2.0 [76] with the model molecules 1 and 2 (Figures 3 and S17, see Supplementary Materials). Magnetic coupling was assessed with exchange-correlation density functional approximations B3LYP [77-79], PBE0 [80] and TPSSh [81]. The resolution of identity and chain-of-spheres approximations for Coulomb and exchange integrals (RIJCOSX) [82] were set on. For all atoms the Ahlrichs' basis set def2-TZVP [83,84] was used with an auxiliary basis set def2/J [85]. Prior to this calculation, the positions of all hydrogen atoms were optimized on the model molecules 11 and 22 using the method PBEh3 C [86] and all other atoms were kept in their positions as obtained from the X-ray analysis. The energy levels of crystal-field terms in mononuclear model molecules $\mathbf{1}$ and $\mathbf{2}$ were obtained using the state averaged complete active space self-consistent field method (SACAS[7,5]SCF) [87] complemented by strongly-contracted $N$-electron valence perturbation theory of second-order (NEVPT2) [88-90] and spin-orbit interaction [91,92]. All 10 spin quartet states and 40 spin doublet reference states were taken into account. The resolution of identity approximation for Coulomb and exchange integrals (RI-JK) [82] were set on. For all atoms the basis set def2-TZVP was used, this time with an automatically generated auxiliary basis set [93]. In all calculations the increased integration grid was set (level 5 in ORCA convention). The positions of all hydrogen atoms were optimized on the model molecules $\mathbf{1}$ and $\mathbf{2}$ using the same approach as for $\mathbf{1 1}$ and 22. The molecular magnetization isosurface was visualized by a home-made program using the approach described in [38]. The infrared spectra were calculated at model molecules $\mathbf{1}$ and $\mathbf{2}$ with the abovementioned basis set and hybrid exchange-correlation density functional approximation B3LYP [77-79]. No negative vibration frequencies were obtained. The electronic spectra were calculated for molecules 1 and 2 using the time-dependent DFT method with the same setting of basis and exchange-correlation functional like it was for the IR spectra, asking for 15 roots.

### 3.5. Crystal Structure Determination

Data collections and cell refinement were carried out using four-circle diffractometer STOE StadiVari using Pilatus3R 300K HPD detector, and microfocused X-ray source Xenocs Genix3D Cu HF (CuK $\alpha_{\alpha}$ radiation) at 100 K . The diffraction intensities were corrected for Lorentz and polarization factors. The absorption corrections were made by LANA [94]. The structures were solved with program SHELXT [95], and refined by the full-matrix least squares procedure of Independent Atom Model (IAM) [96] with SHELXL-2018/3 [97]. The Hirshfeld Atom Refinement (HAR) was carried out using IAM model as a starting point. The wave function was calculated using ORCA 4.2 .0 software [76] with basis set def2TZVPP [83,84] and hybrid exchange-correlation functional PBE0 [80]. The least-squares refinements of HAR model were then carried out with olex2.refine [98], while keeping the
same constrains and restrains as for the SHELXL refinement. The NoSpherA2 implementation [99] of HAR makes used for tailor-made aspherical atomic factors calculated on-the-fly from a Hirshfeld-partitioned electron density. For the HAR approach, all H atoms were refined isotropically and independently. All calculations and structure drawings were done in the OLEX2 package [100]. Final crystal data and HAR's refinement parameters are given in Table S1 (see Supplementary Materials).

## Hirshfeld Surface Analysis

The software Crystal Explorer [101] was used to calculate Hirshfeld surface [102,103] and associated fingerprint plots [104,105]. The Hirshfeld surfaces were obtained using CIF files from HAR model.

### 3.6. Powder X-ray Analysis

PXRD data of $I$ were collected within the $2 \Theta$ range $3^{\circ}-60^{\circ}$ on a Brag-Brentano focusing powder diffractometer PHILIPS, model 1730/10. The instrument was equipped with X-ray tube providing Co $\alpha$ radiation, wavelength ( 0.179021 nm ). The experimental conditions were as follow: exciting voltage: 40 kV , anode current: 35 mA , step size: $0.02^{\circ}$, time on step 2.4 s .

In the case of II, PXRD were collected within the $2 \Theta$ range $5^{\circ}-60^{\circ}$ on a Brag-Brentano automated focusing powder diffractometer EMPYREAN. The instrument was equipped with X-ray tube providing $\mathrm{Cu} \mathrm{K} \alpha$ radiation. wavelength ( 0.15405980 nm ) and PIXcel3DMedipix3 $1 \times 1$ detector. The exciting voltage was 45 kV , and the anode current was 40 mA , continuous mode was used.

The simulated powder patterns of I and II were obtained from single-crystal data employing the Le Bail analysis in the computer program Jana 2006 [106].

## 4. Conclusions

In conclusion, we have thoroughly reinvestigated two previously described analogous cobalt (II) coordination polymers, where the isolated metal centres are bridged by succinate or fumarate anion. The molecular structures of both compounds were determined with much higher accuracy then before, showing the shortest intermetallic distances in $\mathbf{I}$ and II about $9.5 \AA$ and $9.7 \AA$, respectively, which imply isolated magnetic environments for both systems.

Static magnetic studies and ab-initio calculations further supported that the Co (II) centres can be considered magnetically isolated and they both show easy axis magnetic anisotropy pointing towards the connecting bridge.

The AC magnetic study showed that the fumarate analogue II relaxes comparatively faster at the field 0.1 T than the succinate complex I. Although the slow relaxation of magnetization is very susceptible to even small changes in local anisotropy of coordination environment, we can suppose that the enhanced rigidity of the bridge is a non-negligible factor for conservation of molecular magnetization. Indeed, as discussed in a few recent works [107-109], magnetic relaxation is faster if the material possesses low-lying avoidedcrossing points between acoustic and optical phonons, or, in simpler words, if the collective thermal vibrations spread easily to vibrations around the magnetic centre. In this sense we can state that in the studied couple of SIMs, the fumarate bridge could act as better "transmitter" of the vibrational perturbations onto the magnetic centre than the succinate bridge. We can thus conjugate that the less stiff bridges are more appropriate components for targeted design of single-molecule magnets.
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#### Abstract

Energy levels of pentacoordinate $\mathrm{d}^{5}$ to $\mathrm{d}^{9}$ complexes were evaluated according to the generalized crystal field theory at three levels of sophistication for two limiting cases of pentacoordination: trigonal bipyramid and tetragonal pyramid. The electronic crystal field terms involve the interelectron repulsion and the crystal field potential; crystal field multiplets account for the spin-orbit interaction; and magnetic energy levels involve the orbital- and spin-Zeeman interactions with the magnetic field. The crystal field terms are labelled according to the irreducible representations of point groups $D_{3 h}$ and $C_{4 v}$ using Mulliken notation. The crystal field multiplets are labelled with the Bethe notations for the respective double groups $\mathrm{D}_{3}^{\prime}$ and $\mathrm{C}_{4}^{\prime}$. The magnetic functions, such as the temperature dependence of the effective magnetic moment and the field dependence of the magnetization, are evaluated by employing the apparatus of statistical thermodynamics as derivatives of the field-dependent partition function. When appropriate, the formalism of the spin Hamiltonian is applied, giving rise to a set of magnetic parameters, such as the zero-field splitting $D$ and $E$, magnetogyric ratio tensor, and temperature-independent paramagnetism. The data calculated using GCFT were compared with the ab initio calculations at the CASSCF+NEVPT2 level and those involving the spin-orbit interaction.


Keywords: electronic terms; spin-orbit multiplets; zero-field splitting; pentacoordinate complexes

## 1. Introduction

A correct interpretation of electronic spectra for transition metal complexes (d-d transitions), magnetometric data (magnetic susceptibility and magnetization), and spectra of electron spin resonance requires appropriate theoretical support. A traditional approach is represented by the crystal field theory, which is well elaborated for octahedral complexes ( $\mathrm{O}_{\mathrm{h}}$ symmetry), even with tetragonal (trigonal) distortion $\left(\mathrm{D}_{4 \mathrm{~h}}, \mathrm{D}_{3 \mathrm{~d}}\right)$ [1-5]. Analogously, tetrahedral patterns $\left(\mathrm{T}_{\mathrm{d}}\right)$ and their distortion daughters to prolate and/or oblate bispheoids $\left(\mathrm{D}_{2 \mathrm{~d}}\right)$ are also known. However, one is rather helpless when dealing with pentacoordination in its limiting cases represented by trigonal bipyramids ( $\mathrm{D}_{3 \mathrm{~h}}$ ) and tetragonal pyramids $\left(\mathrm{C}_{4 \mathrm{v}}\right)$ and especially for intermediate geometries on the Berry rotation path $\left(\mathrm{C}_{2 \mathrm{v}}\right)$.

A target of the present work is to elucidate a comprehensive view of the crystal field terms and crystal field multiplets in the case of pentacoordinate $d^{5}$ to $d^{9}$ complexes. Whereas multielectron crystal field terms are labelled according to Mulliken notation (A, $\mathrm{B}, \mathrm{E}, \mathrm{T}$ ), the involvement of the spin-orbit interaction requires a passage from common symmetry point groups to double groups; therefore, crystal field multiplets are labelled according to Bethe notation ( $\Gamma_{1}$ to $\Gamma_{8}$ ).

Geometries belonging to point groups $\mathrm{O}_{\mathrm{h}}, \mathrm{T}_{\mathrm{d}}, \mathrm{D}_{4 \mathrm{~h}}$, or $\mathrm{D}_{2 \mathrm{~d}}$ are mostly omitted hereafter; numerical computer-assisted treatment is necessary when ligands occupy arbitrary positions. This approach is slightly more complicated, involving algebra of complex numbers due to the occurrence of complex spherical harmonic functions fixing the ligand positions. The treatment used below is termed the Generalized Crystal Field Theory, as outlined elsewhere [6].

The eigenvalues of the model Hamiltonian refer to the energy levels at a given approximation. The eigenvectors bear all information about the symmetry of the wave function; therefore, they can be utilized to assign irreducible representations (IRs) either of the crystal field terms $\left|d^{n}:(L S) ; G: \Gamma \gamma a\right\rangle$ or the crystal field multiplets $\left|d^{n}:(J) ; G^{\prime}: \Gamma^{\prime} \gamma^{\prime} a^{\prime}\right\rangle$. The irreducible representation within point group $G$ is $\Gamma, \gamma$ (its component when IR is degenerate), and $a$ (the branching (repetition) number). The same holds true for double group $G^{\prime}$.

## 2. Results

The generalized crystal field theory (GCFT) applied below is fully described elsewhere, along with the closed formulae for the matrix elements of the involved operators in the basis set of the electronic atomic terms $|\Psi\rangle=\left|d^{n}: v L S M_{L} M_{S}\right\rangle$, where the apparatus of the irreducible tensor operators has been utilized [6,7]. (Here, the seniority number $(v)$ for the terms can distinguish between terms possessing the same set $\{L S\}$; the quantum numbers adopt their usual meaning [8]). These matrix elements refer to five operators:
(a) Interelectronic repulsion $\left\langle\Psi^{\prime}\right| \hat{V}_{\text {ee }}|\Psi\rangle$ parametrized by the Racah parameters $B_{\mathrm{M}}$ and $C_{\mathrm{M}}$;
(b) Crystal field potential $\left\langle\Psi^{\prime}\right| \hat{V}_{\mathrm{cf}}|\Psi\rangle$ depending upon crystal field poles (strengths) $F_{k}\left(R_{\mathrm{L}}\right)$ of the $k$-th order $(k=4,2)$ for each ligand ( L ) and its position;
(c) Spin-orbit interaction $\left\langle\Psi^{\prime}\right| \hat{V}_{\text {so }}|\Psi\rangle$ depending upon the spin-orbit coupling constant ( $\xi_{\mathrm{M}}$ );
(d) The orbital Zeeman term $\left\langle\Psi^{\prime}\right| \hat{V}_{1 \mathrm{~B}}(B)|\Psi\rangle$, which eventually involves the orbital reduction factors; and
(e) The spin Zeeman term $\left\langle\Psi^{\prime}\right| \hat{V}_{\mathrm{sB}}(B)|\Psi\rangle$, which contains the spin-only magnetogyric $\left(g_{e}\right)$ factor.
The position of ligands (L) is arbitrary and fixed by the polar coordinates $\left\{\vartheta_{L}, \varphi_{L}\right\}$. The model Hamiltonian involves three important cases:

1. Diagonalization of $(\mathrm{a})+(\mathrm{b})$ yields the energies of crystal field terms $\left|d^{n}:(L S) ; G: \Gamma \gamma a\right\rangle$, which span the IRs of point group $G$;
2. Diagonalization of $(\mathrm{a})+(\mathrm{b})+(\mathrm{c})$ produces energies of the crystal field multiplets in the zero magnetic field $\left|d^{n}:(J) ; G^{\prime}: \Gamma^{\prime} \gamma^{\prime} a^{\prime}\right\rangle$, which span the IRs of double group $G^{\prime}$;
3. Diagonalization of $(\mathrm{a})+(\mathrm{b})+(\mathrm{c})+(\mathrm{d})+(\mathrm{e})$ gives the magnetic energy levels in the applied magnetic field.
The energy levels of crystal field multiplets for the half-integral spin ( $S=1 / 2,3 / 2,5 / 2$ ) appear as Kramers doublets and remain doubly degenerate in the absence of a magnetic field. This is the case of high-spin $\mathrm{Fe}(\mathrm{III}), \mathrm{Mn}(\mathrm{II}), \mathrm{Co}(\mathrm{II})$, and $\mathrm{Cu}(\mathrm{II})$ complexes.

Traditional crystal field theory operates with a set of collective parameters, such as $10 D q=\Delta, D s, D t$, etc., and is useful for cases certain symmetry, such as $\mathrm{O}_{\mathrm{h}}, \mathrm{T}_{\mathrm{d}}$, and $\mathrm{D}_{4 \mathrm{~h}}$, all of which are derived from the crystal field poles $\left(F_{4}(\mathrm{~L})\right.$ and eventually $\left.F_{2}(\mathrm{~L})\right)$, e.g.,

- For $\mathrm{O}_{\mathrm{h}} / \mathrm{D}_{4 \mathrm{~h}}: 10 D q=(10 / 6) F_{4}(x y)$;
- $\quad D t=(2 / 21)\left[F_{4}(x y)-F_{4}(z)\right]$;
- $\quad D s=(2 / 7)\left[F_{2}(x y)-F_{2}(z)\right] ;$ and
- For $\mathrm{T}_{\mathrm{d}}: 10 D q=(20 / 27) F_{4}(x y)$.

The crystal field poles originate in the partitioning of the matrix elements of the crystal field potential into radial $(R)$ and angular $(A)$ parts in the polar coordinates $\left(R_{K}, \vartheta_{K}, \varphi_{K}\right)$.

$$
\begin{equation*}
\left\langle\Psi^{\prime}(R, A)\right| \hat{V}_{\mathrm{cf}}(R, A)|\Psi(R, A)\rangle=\left\langle\Psi^{\prime}(R)\right| \hat{V}_{\mathrm{cf}}(R)|\Psi(R)\rangle \cdot\left\langle\Psi^{\prime}(A)\right| \hat{V}_{\mathrm{cf}}(A)|\Psi(A)\rangle \tag{1}
\end{equation*}
$$

The integration of the angular part yields some values (manually calculated for some cases, such as $\mathrm{O}_{\mathrm{h}}$ symmetry). This part contains the spherical harmonic functions $Y_{k, q}\left(\vartheta_{K}, \varphi_{K}\right)$ for the positions of ligand $K$, and in general, it is a complex number. The radial part contains the metal-ligand distance $\left(R_{K}\right)$ and defines the crystal field poles:

$$
\begin{equation*}
F_{k}\left(R_{K}\right)=\int_{0}^{\infty} R_{n l}^{*}(r) \frac{r_{<}^{k}}{r_{>}^{k+1}} R_{n l}(r) r^{2} \mathrm{~d} r \approx\left\langle r^{k}\right\rangle / R_{K}^{k+1} \tag{2}
\end{equation*}
$$

$(k=0,2,4)$, where the integration runs over the electronic coordinates. The matrix elements of the crystal field operators can be expressed as:

$$
\begin{align*}
& \left\langle l^{n} v L S M_{L} M_{S}\right| \hat{V}^{\mathrm{cf}}\left|l^{n} v^{\prime} L^{\prime} S^{\prime} M_{L}^{\prime} M_{S}^{\prime}\right\rangle \\
& =\delta_{S, S^{\prime}} \delta_{M_{S}, M_{S}^{\prime}} \sum_{k=0,2,4}^{2 l} \sum_{q=-k}^{+k}\left[\left\langle l\left\|\mathbf{C}^{k}\right\| l\right\rangle\left(\frac{4 \pi}{2 k+1}\right)^{1 / 2} \sum_{K=1}^{N} z_{K} F_{k}\left(R_{K}\right) \cdot Y_{k, q}^{*}\left(\vartheta_{K}, \varphi_{K}\right)\right]  \tag{3}\\
& \cdot\left[\left\langle l^{n} v L S\left\|\mathbf{U}^{k}\right\| l^{n} v^{\prime} L^{\prime} S^{\prime}\right\rangle(-1)^{L-M_{L}} \cdot\left(\begin{array}{ccc}
L & k & L^{\prime} \\
-M_{L} & q & M_{L}^{\prime}
\end{array}\right)\right]
\end{align*}
$$

where for the reduced matrix elements $\left\langle l^{n} v L S\left\|\mathbf{U}^{k}\right\| l^{n} v^{\prime} L^{\prime} S^{\prime}\right\rangle,\left\langle l\left\|\mathbf{C}^{k}\right\| l\right\rangle$ and the 3 j symbols, closed formulae exist $[6,7]$ and can be evaluated with a desktop computer.

In practice, the crystal field poles are not subject to evaluation; they are taken as parameters of the theory and depend on the quality of the ligand (halide, amine, phosphine, cyanide, carbonyl, etc.), as well as the quality and oxidation state of the central atom. For practical applications, the spectroscopic series is used according to the $\Delta$-value [4]. The values of $\Delta$ can be deduced from the transitions observed in the electronic d-d spectra. Moreover, the $\Delta$ value can be estimated based on the empirically determined increments $f_{\mathrm{L}}$ for the ligands and $g_{\mathrm{M}}$ for the central atoms

$$
\begin{equation*}
\Delta=f_{\mathrm{L}} \cdot g_{\mathrm{M}} \tag{4}
\end{equation*}
$$

However, the same ligand can produce different crystal field strengths depending on the actual metal-ligand distance (cf. Equation (2)). For instance, the -NCS ${ }^{-}$group can be attached at distance $\mathrm{R}(\mathrm{Ni}-\mathrm{N})=2.2$ or $2.0 \AA$. In the second case, it produces a much stronger crystal field.

For the hexacoordinate complexes, value of $F_{4}=5000 \mathrm{~cm}^{-1}$ refers to $\Delta\left(\mathrm{O}_{\mathrm{h}}\right)=8300 \mathrm{~cm}^{-1}$, which is a weak crystal field (appropriate for the halido ligand). Then, $F_{4}=15,000 \mathrm{~cm}^{-1}$ is equivalent to $\Delta\left(\mathrm{O}_{\mathrm{h}}\right)=25,000 \mathrm{~cm}^{-1}$, which refers to the strong crystal field (appropriate for cyanido or carbonyl ligands). For tetrahedral complexes, $F_{4}=5000(15,000) \mathrm{cm}^{-1}$ refers to $\Delta\left(\mathrm{T}_{\mathrm{d}}\right)=3700(11,100) \mathrm{cm}^{-1}$.

### 2.1. Crystal Field Terms

Figure 1 displays the relative energies of the crystal field terms (not to scale) for individual $\mathrm{d}^{n}$ configurations. These result from the GCFT calculations using the weak crystal field characterized by the crystal field poles $F_{4}(\mathrm{~L})=5000 \mathrm{~cm}^{-1}$ for each ligand. For the tetragonal pyramid $\left(\mathrm{C}_{4 \mathrm{v}}\right)$, the angle $\mathrm{L}^{\mathrm{a}}-\mathrm{M}-\mathrm{L}^{\mathrm{e}}=104 \mathrm{deg}$ was maintained. The passage from the fully rotation group $R_{3}$ of a free atom to point group $D_{3 h}$ or $C_{4 v}$ is shown as the splitting of the atomic terms by the crystal field. The literature outlines the branching rules for such a reduction process [9].

The character tables for the point groups usually assign the dipole moment components to the IRs; these are useful in determining the selection rules for the excitation energies. For instance, within group $D_{3 h}$, the direct product of IRs is $A_{1}^{\prime} \otimes A_{2}^{\prime \prime}=A_{2}^{\prime \prime} \in z$, meaning that the $z$ component of the dipole moment is active in transition $A_{1}^{\prime} \rightarrow A_{2}^{\prime \prime}$, yielding the non-zero transition moment $\left\langle\mathrm{A}_{1}^{\prime}\right| \mu_{z}\left|\mathrm{~A}_{2}^{\prime \prime}\right\rangle \neq 0$ (orbitally allowed transition). On the contrary, $\mathrm{A}_{1}^{\prime} \otimes \mathrm{A}_{1}^{\prime \prime}=\mathrm{A}_{1}^{\prime \prime} \notin x, y, z$ and thus transition $\left\langle\mathrm{A}_{1}^{\prime}\right| \mu_{x, y, z}\left|\mathrm{~A}_{1}^{\prime \prime}\right\rangle=0$ are forbidden.

In addition to the energy levels, Figure 1 also shows the allowed/forbidden polarized electronic dipole transitions, which are displayed as solid/dashed arrows. These data can be compared with the observations of the electronic d-d spectra [10].
$\mathbf{D}_{3 \mathrm{~h}, \text { trigonal bipyramid }}$ $d^{5}$ configuration, $\mathrm{Fe}(\mathrm{III}), \mathrm{Mn}(\mathrm{II})$ :
$\mathrm{d}^{6}$ configuration, $\mathrm{Fe}(\mathrm{II})$ :

$\mathrm{d}^{7}$ configuration, $\mathrm{Co}(\mathrm{II})$ :

$\mathrm{d}^{8}$ configuration, $\mathrm{Ni}(\mathrm{II})$ :
$\mathrm{d}^{9}$ configuration, $\mathrm{Cu}(\mathrm{II})$ :


Figure 1. Crystal field terms for $\mathrm{d}^{n}$ configurations (energies not to scale). The electronic terms are labelled by exploiting the IRs of the point group, with the spin multiplicity as the superscript index and degeneracy in parentheses, e.g., ${ }^{4} \mathrm{G}(36)$. Dipole transitions: forbidden-dashed arrows, allowed-solid arrows.

### 2.2. Crystal Field Multiplets

The crystal field terms represent a starting point for the further precision of the energy levels: upon introduction of the spin-orbit interaction, the crystal field terms are further spit into a set of crystal field multiplets (energy levels in the zero magnetic field) [11,12]. The basis set and the resulting multiplets contain $256,210,120,45$ and 10 members for electron configurations $d^{5}$ through $d^{9}$, respectively. In this case, the energy levels are labelled using the Bethe notation for the IRs within double group $G^{\prime}$. These symbols involve $\Gamma_{1}$ through $\Gamma_{8}$, and their degeneracy is shown parentheses, e.g., $\Gamma_{4}(2)$. (The IR tables for the double groups are useful for practical reasons).

The spin and the orbital parts of the wave function are assessed independently. For instance, in $\mathrm{D}_{3 \mathrm{~h}}$ the level, ${ }^{6} \mathrm{~A}_{1^{\prime}}(6)$ transforms its spin according to $\left\{2 \Gamma_{4}+\left(\Gamma_{5}+\Gamma_{6}\right)\right\}$. The orbital part matches $A_{1}=\Gamma_{1}$. Finally, the spin-orbit wavefunction transforms according to the direct product $\left\{2 \Gamma_{4}+\left(\Gamma_{5}+\Gamma_{6}\right)\right\} \otimes \Gamma_{1}$, and the result is $\left\{2 \Gamma_{4}+\left(\Gamma_{5}+\Gamma_{6}\right)\right\}$. In this special case, the levels $\left(\Gamma_{5}+\Gamma_{6}\right)$ form a complex conjugate pair that can be abbreviated as $\Gamma_{5,6}(2)$ or simply $\Gamma_{5}(2)$. To this end, upon passage from the $\mathrm{D}_{3 \mathrm{~h}}$ to double group $\mathrm{D}_{3}{ }_{3}$, the crystal field term ${ }^{6} \mathrm{~A}_{1^{\prime}}(6)$ is split into a set of $\left\{2 \Gamma_{4}(2)+\Gamma_{5,6}(2)\right\}$ multiplets. However, this part of the theory says nothing about the relative energies of the final three Kramers doublets; these result from numerical calculations by GCFT.

The principal result of the CGTF calculations with spin-orbit coupling in the complete space spanned by $\mathrm{d}^{n}$ configurations is the spectrum of the crystal field multiplets. The lowest zero-field energy gaps are abbreviated as $\delta_{1}, \delta_{2}, \ldots$, provided that the energy of the ground multiplet $\left(\delta_{0}\right)$ is set to zero (Table 1). For the non-degenerate ground state (A or B type), the lowest multiplet gaps relate to the axial zero-field splitting parameter ( $D$ ). For $\mathrm{d}^{5}-\mathrm{Fe}$ (II) (and, analogously, $\mathrm{d}^{5}-\mathrm{Mn}(\mathrm{III})$ ), the sequence of the spin-orbit multiplet does not strictly follow $D$ and $4 D$ (there is a small difference $\left(\delta_{a}\right)$ around $4 D$ ). For $\mathrm{Cu}(\mathrm{II})$, the ground electronic term is not split by the spin-orbit interaction; however, the spin-orbit multiplets are slightly influenced by the spin-orbit coupling. The concept of the $D$ parameter is strictly related to the spin-Hamiltonian theory.

Table 1. Multiplet gaps (in $\mathrm{cm}-1$ ) calculated by GCFT for pentacoordinate systems.

| System | $\mathrm{D}_{3 \mathrm{~h}}$, Trigonal Bipyramid | $\mathrm{C}_{4 \mathrm{v}}$, Square Pyramid |
| :---: | :---: | :---: |
| $\mathrm{Fe}(\mathrm{III}), F_{4}=15,000 \mathrm{~cm}^{-1}$ | ${ }^{6} \mathrm{~A}_{1^{\prime}}: \delta_{1}(2)=3.68(4 D), \delta_{2}(2)=5.53(6 D)$ | ${ }^{6} \mathrm{~A}_{1}: \delta_{1}(2)=1.50(2 D), \delta_{2}(2)=4.51(6 D)$ |
| Fe (III), $F_{4}=5000 \mathrm{~cm}^{-1}$ | ${ }^{6} \mathrm{~A}_{1^{\prime}}: \delta_{1}(2)=0.29(4 D), \delta_{2}(2)=0.44(6 D)$ | ${ }^{6} \mathrm{~A}_{1}: \delta_{1}(2)=0.10(2 D), \delta_{2}(2)=0.31(6 D)$ |
| $\mathrm{Fe}(\mathrm{II}), F_{4}=5000 \mathrm{~cm}^{-1}$ | $\begin{gathered} { }^{5} \mathrm{E}^{\prime \prime}: \delta_{1}(2)=85, \delta_{2}(2)=180, \\ \delta_{3,3^{\prime}}(2)=\{270,301\}, \delta_{4}(2)=400 \end{gathered}$ | $\begin{gathered} { }^{5} \mathrm{~B}_{2}: \delta_{1}(2)=0.31(D), \\ \delta_{2,2^{\prime}}(2)=\{1.64,1.87\}(\sim 4 D) \end{gathered}$ |
| Co (II), $F_{4}=5000 \mathrm{~cm}^{-1}$ | ${ }^{4} \mathrm{~A}_{2}{ }^{\prime \prime}: \delta_{1}(2)=84.7(2 D)$ | ${ }^{4} \mathrm{E}: \delta_{1}(2)=220, \delta_{2}(2)=389, \delta_{3}(2)=697$ |
| $\mathrm{Ni}(\mathrm{II}), F_{4}=5000 \mathrm{~cm}^{-1}$ | ${ }^{3} \mathrm{E}{ }^{\prime \prime}: \delta_{1}(2)=533, \delta_{2}(2)=1191$ | ${ }^{3} \mathrm{~B}_{2}: \delta_{1}(2)=27.4(D)$ |
| $\mathrm{Cu}(\mathrm{II}), F_{4}=5000 \mathrm{~cm}^{-1}$ | ${ }^{2} \mathrm{~A}_{1}: \Delta=3020$ | ${ }^{2} \mathrm{~B}_{1}: \Delta=1691$ |

The effect of the spin-orbit interaction leading to the passage from the crystal-field terms to the crystal-field multiplets is depicted in Figure 2.
$\mathrm{D}_{3 \mathrm{~h}, \text { trigonal bipyramid }}$ $\mathrm{d}^{5}$ configuration, $\mathrm{Fe}(\mathrm{III}), \mathrm{Mn}(\mathrm{II})$ :

$$
\begin{aligned}
& \mathrm{D}_{3 \mathrm{~h}} \longrightarrow \mathrm{D}_{3}{ }^{\prime} \\
& d^{6}, F e(I I):
\end{aligned}
$$


$\mathrm{D}_{3 \mathrm{~h}} \longrightarrow \mathrm{D}_{3}{ }^{\prime}$
$\mathrm{d}^{9}, \mathrm{Cu}(\mathrm{II})$ :

$\mathrm{C}_{4 \mathrm{v}}$, square pyramid:

$\mathrm{C}_{4 \mathrm{v}} \longrightarrow \mathrm{C}_{4 \mathrm{v}}{ }^{\prime}$


Figure 2. Crystal field multiplets for $\mathrm{d}^{n}$ configurations (energies not to scale). The crystal field multiplets are labelled by exploiting the IRs of the double group. Contributions to the $\Lambda$ tensor: forbidden-dashed arrows, allowed-solid arrows.

### 2.3. Zero-Field Splitting

The concept of the spin Hamiltonian is a popular and very useful tool for interpretation of the spectra of electron paramagnetic resonance, as well as for analysis of DC magnetometric data. The key formulae of the spin Hamiltonian are based on consideration of only the spin kets $\left|S, M_{S}\right\rangle$ of non-degenerate ground term A or B. The second-order perturbation theory offers the $\Lambda$ tensor in the following form:

$$
\begin{equation*}
\Lambda_{a b}=-\hbar^{-2} \sum_{K \neq 0} \frac{\langle 0| \hat{L}_{a}|K\rangle\langle K| \hat{L}_{b}|0\rangle}{E_{K}-E_{0}} \tag{5}
\end{equation*}
$$

where $K$ runs over all excited electronic terms, and the magnetic tensors are expressed as follows:

- the $\kappa$ tensor (reduced, temperature-independent paramagnetic susceptibility tensor):

$$
\begin{equation*}
\kappa_{a b}^{\mathrm{para}}=\mu_{\mathrm{B}}^{2} \Lambda_{a b} \tag{6}
\end{equation*}
$$

- the $g$ tensor (magnetogyric ratio tensor):

$$
\begin{equation*}
g_{a b}=g_{\mathrm{e}} \delta_{a b}+2 \lambda \Lambda_{a b} \tag{7}
\end{equation*}
$$

- the $D$ tensor (spin-spin interaction tensor):

$$
\begin{equation*}
D_{a b}=\lambda^{2} \Lambda_{a b} \tag{8}
\end{equation*}
$$

This approximation fails in the case of orbital (pseudo) degeneracy. The matrix elements of the angular momentum $\langle 0| \hat{L}_{a}|K\rangle$ can be assessed by exploiting the symmetry of the ground and excited crystal field terms; the matrix element is non-zero only if the direct product $\left(\Gamma_{0} \otimes \Gamma_{K}=\Gamma_{L x, L y, L z}+\ldots\right)$ contains the irreducible representation of at least one component of the angular momentum. For instance, within group $\mathrm{D}_{3 \mathrm{~h}}$, $\mathrm{A}_{1}^{\prime} \otimes \mathrm{E}^{\prime \prime}=\mathrm{E}^{\prime \prime} \in L_{x, y}$ and the common character tables indicate that the result contains the irreducible representation of $L_{x}$ and $L_{y}$.

The spin Hamiltonian parameters calculated via the GCFT are listed in Table 2. For $\mathrm{Fe}(\mathrm{III})$ and Mn (II), the ground electronic term ${ }^{6} \mathrm{~A}$ does not allow transitions to excited terms with different spin multiplicities. Therefore, $D=0, g_{i}=g_{\mathrm{e}}$ in this approximation. In this case, the spin Hamiltonian formalism is insufficient, so ${ }^{6} \mathrm{~A}_{1}+{ }^{4} \mathrm{~T}_{1}$ terms must be considered for the $\mathrm{O}_{\mathrm{h}}$ symmetry [13].

Table 2. Calculated spin Hamiltonian parameters for pentacoordinate systems.

| Center | $\mathbf{D}_{3 \mathbf{h}}$, Trigonal Bipyramid |  |  |  | $\mathbf{C}_{4 \mathrm{v}}$, Square Pyramid |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{D} / h \mathrm{~cm} / \mathrm{cm}^{-1}$ | $g z, g x y$ | $\chi \mathrm{TIP} / 10^{-9}[\mathrm{SI}]^{1}$ | $D / h c / \mathrm{cm}^{-1}$ | $g z, g x y$ | $\chi \mathrm{TIIP} / 10^{-9}[\mathrm{SI}]^{1}$ |
| $\mathrm{Fe}(\mathrm{II})$ | undefined | $2.002,2.096$ | 2.05 | 0.50 | $2.111,2.121$ | 3.77 |
| $\mathrm{Co}(\mathrm{II})$ | 42.8 | $2.002,2.500$ | 6.34 | undefined | $2.218,2.494$ | 7.62 |
| $\mathrm{Ni}(\mathrm{III})$ | undefined | $2.002,2.401$ | 2.77 | 36.6 | $2.343,2.576$ | 5.16 |
| $\mathrm{Cu}(\mathrm{II})$ | undefined | $2.002,2.672$ | 1.76 | undefined | $2.901,2.294$ | 1.95 |

${ }^{1}$ SI unit for $\chi_{\text {TIP }}$ is $\mathrm{m}^{3} \mathrm{~mol}^{-1}$. Calculated according to the weak-field limit of $F_{4}=5000 \mathrm{~cm}^{-1}$.
The spin Hamiltonian is often presented in the following form:

$$
\begin{equation*}
\hat{H}^{\mathrm{zfs}}=\left[D\left(\hat{S}_{z}^{2}-\hat{S}^{2} / 3\right)+E\left(\hat{S}_{x}^{2}-\hat{S}_{y}^{2}\right)\right] \hbar^{-2} \tag{9}
\end{equation*}
$$

where the $D$ tensor is considered diagonal and traceless, yielding only two independent parameters: the axial zero-field splitting parameter $(D)$ and the rhombic zero-field splitting parameter $(E)$. This form is widely used for analysis of magnetometric and EPR data. According to convention, the rhombic part is minor: $|D|>3 E>0$. $D$ serves as a measure
of zero-field splitting. This energy gap can also be measured also by FAR-infrared spectroscopy (FIRMS and FDMRS techniques), inelastic neutron scattering, calorimetry, etc. [14].

As mentioned above, the case of $\mathrm{d}^{6}-\mathrm{Fe}(\mathrm{II})$ or $\mathrm{d}^{6}-\mathrm{Mn}(\mathrm{III})$ is specific, as for $\mathrm{C}_{4 \mathrm{v}}$ geometry, the sequence of the spin-orbit multiplets differs depending on the exact multiplet splitting $\left\{0, \delta_{1}(2), \delta_{22^{\prime}}(1+1)\right.$ and the spin Hamiltonian formalism $\{0, D(2), 4 D(2)\}$; the number in parentheses corresponds to the multiplicity. The ground crystal field term is ${ }^{5} \mathrm{~B}_{2}$; the orbital and spin parts transform as $\mathrm{B}_{2} \rightarrow \Gamma_{4}, S=2 \rightarrow \Gamma_{1}+\Gamma_{3}+\Gamma_{4}+\Gamma_{5}$, and their direct product is $\Gamma_{4} \otimes\left(\Gamma_{1}+\Gamma_{3}+\Gamma_{4}+\Gamma_{5}\right)=\Gamma_{1}(1)+\Gamma_{2}(1)+\Gamma_{4}(1)+\Gamma_{5}(2)$. Only $\Gamma_{5}(2)$ is doubly degenerate, whereas the remaining multiplets are nondegenerate: $\Gamma_{1}(1), \Gamma_{2}(1)$, and $\Gamma_{4}(1)$. The GCFT calculations for $\mathrm{d}^{6}-\mathrm{Fe}(\mathrm{II})$ in the complete basis set of 210 kets obtains $\Gamma_{4}$ as the ground multiplet and the multiplet splitting $E\left(\Gamma_{5}\right)-E\left(\Gamma_{4}\right)=\delta_{1}=0.31 \mathrm{~cm}^{-1} ; E\left(\Gamma_{1}\right)-$ $E\left(\Gamma_{4}\right)=\delta_{2}=1.64 \mathrm{~cm}^{-1} ; E\left(\Gamma_{2}\right)-E\left(\Gamma_{4}\right)=\delta_{2^{\prime}}=1.87 \mathrm{~cm}^{-1}$. This feature is reflected in the spectrum of electron paramagnetic resonance. Details about the symmetry rules are listed in Supplementary Information.

Table 3 shows a comparison of the $\mathrm{d}^{n}$ configurations from the viewpoint of the spin Hamiltonian formalism. This table is also enriched by data for $\mathrm{d}^{1}$ to $\mathrm{d}^{4}$ configurations, as well as data for the intermediate geometry with $\mathrm{C}_{2 \mathrm{v}}$ symmetry and $\tau_{5}=0.47$. Table 4 analogously summarizes data for the hexacoordinate complexes.

Table 3. Review of the SH formalism for pentacoordinate systems ${ }^{1}$.

| System | $\mathbf{D}_{3 \mathbf{h},}$, Trigonal Bipyramid | $\mathbf{C}_{\mathbf{2 v}}$, Intermediate Geometry | $\boldsymbol{\tau}_{\mathbf{5}}=\mathbf{1}$ |
| :---: | :---: | :---: | :---: |

[^4]Table 4. Review of the SH formalism for hexacoordinate systems with tetragonal distortion ${ }^{1}$.

| System | $\mathrm{D}_{4 \mathrm{~h}}$, Compressed Bipyramid | $\mathrm{O}_{\mathrm{h}}$, Octahedron | $\mathrm{D}_{4 \mathrm{~h}}$, Elongated Bipyramid |
| :---: | :---: | :---: | :---: |
| $\mathrm{d}^{1}, \mathrm{Ti}$ (III) | ${ }^{2} \mathrm{Eg}_{\mathrm{g}}, \mathrm{D}$-undefined | ${ }^{2} \mathrm{~T}_{2 \mathrm{~g}}, \mathrm{D}$-undefined | ${ }^{2} \mathrm{~B}_{2 \mathrm{~g}}, \mathrm{D}$-undefined |
| $\mathrm{d}^{2}, \mathrm{~V}$ (III) | ${ }^{3} \mathrm{~A}_{2 \mathrm{~g}}, \mathrm{D}=55$ | ${ }^{3} \mathrm{~T}_{1 \mathrm{~g}}, \mathrm{D}$-undefined | ${ }^{3} \mathrm{E}_{\mathrm{g}}, \mathrm{D}$-undefined |
| $\mathrm{d}^{3}, \mathrm{Cr}(\mathrm{III})$ | ${ }^{4} \mathrm{~B}_{1 \mathrm{~g}}, 2 \mathrm{D}=-0.7$ | ${ }^{4} \mathrm{~A}_{2 \mathrm{~g}}, \mathrm{D}=0$ | ${ }^{4} \mathrm{~B}_{1 \mathrm{~g}}, 2 \mathrm{D}=0.9$ |
| $\mathrm{d}^{4}, \mathrm{Mn}$ (III) | ${ }^{5} \mathrm{~A}_{1 \mathrm{~g}}, D=2.5$ | ${ }^{5} \mathrm{Eg}_{\mathrm{g}}(\mathrm{JT}), D$-undefined | ${ }^{5} \mathrm{~B}_{1 \mathrm{~g}}, \mathrm{D}=-2.8$ |
| $\mathrm{d}^{5}, \mathrm{Fe}$ (III) | ${ }^{6} \mathrm{~A}_{1 \mathrm{~g}}$, D -small | ${ }^{6} \mathrm{~A}_{1 \mathrm{~g}}, \mathrm{D}$-small | ${ }^{6} \mathrm{~A}_{1 \mathrm{~g}}, \mathrm{D}$-small |
| $\mathrm{d}^{6}, \mathrm{Fe}$ (II) | ${ }^{5} \mathrm{Eg}_{\mathrm{g}}, D$-undefined | ${ }^{5} \mathrm{~T}_{2 \mathrm{~g}}$, $D$-undefined | ${ }^{5} \mathrm{~B}_{2 \mathrm{~g}}, \mathrm{D}=16$ |
| $\mathrm{d}^{7}, \mathrm{Co}$ (II) | ${ }^{4} \mathrm{~A}_{2 \mathrm{~g}}, 2 \mathrm{D}=300$ | ${ }^{4} \mathrm{~T}_{1 \mathrm{~g}}$, D -undefined | ${ }^{4} \mathrm{Eg}_{\mathrm{g}}, D$-undefined |
| $\mathrm{d}^{8}, \mathrm{Ni}(\mathrm{II})$ | ${ }^{3} \mathrm{~B}_{1 \mathrm{~g}}$, $\mathrm{D}=-4.3$ | ${ }^{3} \mathrm{~A}_{2 \mathrm{~g}}, \mathrm{D}=0$ | ${ }^{3} \mathrm{~B}_{1 \mathrm{~g}}, D=5.3$ |
| $\mathrm{d}^{9}, \mathrm{Cu}(\mathrm{II})$ | ${ }^{2} \mathrm{~A}_{1 \mathrm{~g}}$, D -undefined | ${ }^{2} \mathrm{E}_{\mathrm{g}}(\mathrm{JT}), \mathrm{D}$-undefined | ${ }^{2} \mathrm{~B}_{1 \mathrm{~g}}, \mathrm{D}$-undefined |

[^5]
### 2.4. DC Magnetic Functions

The magnetic energy levels $\varepsilon_{i, a}\left(B_{m}\right)$ result from the diagonalization of the interaction matrix $((\mathrm{a})+(\mathrm{b})+(\mathrm{c})+(\mathrm{d})+(\mathrm{e}))$, which includes interelectronic repulsion, crystal field potential, spin-orbit coupling, and orbital and Zeeman terms in the applied magnetic field. Statistical thermodynamics offers formulae for magnetization and magnetic susceptibility
when the partition function is evaluated for three reference fields: $B_{m}=B_{0}-\delta, B_{0}, B_{0}+\delta$ (allowing numerical derivatives):

$$
\begin{equation*}
Z_{a}\left(T, B_{m}\right)=\sum_{i} \exp \left[\varepsilon_{i, a}\left(B_{m}\right) / k_{\mathrm{B}} T\right] \tag{10}
\end{equation*}
$$

Hence, the molar magnetization is:

$$
\begin{equation*}
\left(M_{\mathrm{mol}}\right)_{a}=\frac{R T}{Z_{a}}\left(\frac{\partial Z_{a}}{\partial B_{a}}\right)_{T} \tag{11}
\end{equation*}
$$

The molar magnetic susceptibility is expressed as:

$$
\begin{equation*}
\left(\chi_{\mathrm{mol}}\right)_{a b}=\mu_{0}\left(\frac{\partial\left(M_{\mathrm{mol}}\right)_{a}}{\partial B_{b}}\right)_{T} \tag{12}
\end{equation*}
$$

where the physical constants adopt their usual meaning. The index $a$ refers either to the Cartesian coordinates $\{x, y, z\}$ or to the grid point over a sphere along which the magnetic field is aligned, which is used to obtain the powder-sample average. Therefore, the magnetic susceptibility and magnetization are functions of discrete parameters (atomic parameters $B_{\mathrm{M}}, C_{\mathrm{M}}$, and $\xi_{\mathrm{M}}$; ligand positions $\theta_{\mathrm{L}}$ and $\varphi_{\mathrm{L}} ;$ crystal field poles $F_{4}(\mathrm{~L})$; and eventually $F_{2}(\mathrm{~L})$ ), as well as the continuous parameters, such as the reference field $\left(B_{m}\right)$ and temperature $(T)$.

The modelling of the magnetization and susceptibility for pentacoordinate $\mathrm{d}^{n}$ systems is presented in Figures 3 and 4. A counterpart of these graphs for the tetragonally distorted octahedral systems can be found elsewhere [16]. In the case of zero-field splitting with an orbitally non-degenerate ground term, the effective magnetic moment in the hightemperature limit of 300 K remains almost linear with zero slope; at low temperature, it is reduced. This is the case of $d^{5}-D_{3 h}, d^{5}-C_{4 v}, d^{6}-C_{4 v}, d^{7}-D_{3 h}$, and $d^{8}-C_{4 v}$. For $d^{9}-D_{3 h}$ and $d^{9}-$ $\mathrm{C}_{4 \mathrm{v}}$, zero-field splitting is absent, so these systems follow the Curie law. The magnetization saturates to the value of $M_{1}=M_{\mathrm{mol}} /\left(N_{\mathrm{A}} \mu_{\mathrm{B}}\right)=g_{\mathrm{av}} S$ when the zero-field splitting is small. This is the case of $d^{5}-D_{3 h}, d^{5}-C_{4 v}, d^{6}-C_{4 v}, d^{9}-D_{3 h}$, and $d^{9}-C_{4 v}$; exceptions are $d^{7}-D_{3 h}$ and $\mathrm{d}^{8}-\mathrm{C}_{4 \mathrm{v}}$, with large zero-field splitting $D$ parameters.

Systems with E-type orbitally doubly degenerate ground terms, such as $\mathrm{d}^{6}-\mathrm{D}_{3 \mathrm{~h}}, \mathrm{~d}^{7}$ $C_{4 v}$, and $d^{8}-D_{3 h}$ behave differently. The effective magnetic moment is enlarged, and it passes through a round maximum. The magnetization is also suppressed and does not reach saturation until $B=10 \mathrm{~T}$.

A positive slope of the effective magnetic moment reflects the effect of the low-lying excited electronic terms mixed considerably with the ground term via the spin-orbit interaction. This results in temperature-independent paramagnetism, $\chi_{\text {TIP }}>0$. This term, along with the underlying diamagnetism $\left(\chi_{\text {dia }}<0\right)$, need be subtracted from the measured temperature dependence of the magnetic susceptibility. With respect to the underlying diamagnetism, a method of additive Pascal constants is useful and frequently utilized. However, for temperature-independent paramagnetism, the amount of information is considerably limited [6,7].


Figure 3. Magnetization functions at $T=2.0 \mathrm{~K}$ calculated by GCFT for a weak (strong) crystal field with $F_{4}=5000(15,000) \mathrm{cm}^{-1}$.


Figure 4. DC susceptibility functions at $B=0.1 \mathrm{~T}$ (Equation (12)) converted to the effective magnetic moments as calculated by GCFT for a weak (strong) crystal field with $F_{4}=5000(15,000) \mathrm{cm}^{-1}$.

### 2.5. AC Magnetic Susceptibility

In the oscillating magnetic fields (usually with a low amplitude of $B_{\mathrm{AC}}=0.3 \mathrm{mT}$ and a frequency range of $f=10^{-2}-10^{5} \mathrm{~Hz}$ ), the measured magnetic moment of the specimen has two components: in-phase and out-of-phase. This is easily transformed into two components of AC susceptibility: $\chi^{\prime}$ (dispersion) and $\chi^{\prime \prime}$ (absorption). The absorption component is a measure of the resistivity of the sample used to alter its magnetization; it provides information about the relaxation time, which is a function of temperature, frequency $(f)$, and the external applied field $\left(B_{\mathrm{DC}}\right)$. The relaxation time can be inferred from the position of the maximum at the out-of-phase susceptibility ( $f^{\prime \prime}$ max ) with the following formula: $\tau=1 /\left(2 \pi f^{\prime \prime} \max \right)$. It has been reported that the sample can exhibit two or more relaxation channels and that their absorption curves can overlap or merge to form a shoulder. The whole AC susceptibility can be fitted by exploiting the generalized Debye equation [17,18]:

$$
\begin{equation*}
\chi(\omega)=\chi_{s}+\sum_{k}^{K} \frac{\chi_{k}-\chi_{k-1}}{1+\left(\mathrm{i} \omega \tau_{k}\right)^{1-\alpha_{k}}} \tag{13}
\end{equation*}
$$

where $K$ is the number of relaxation channels, $\chi_{S}$ is the common adiabatic susceptibility (high-frequency limit), $\chi_{k}$ is the thermal susceptibilities, $\alpha_{k}$ is the distribution parameters, $\tau_{k}$ is the relaxation times, and the circular frequency is $\omega=2 \pi f$. This complex equation can be decomposed into a real and imaginary part.

The slow magnetic relaxation includes several mechanisms that can be collected to a single equation for the reciprocal relaxation time:

$$
\begin{equation*}
\tau^{-1}=\tau_{0}^{-1} \exp \left(-U_{\mathrm{eff}} / k_{\mathrm{B}} T\right)+C_{\mathrm{R}} T^{n}+C_{\mathrm{pb}} T^{l}+A B^{m} T+D_{1} /\left(D_{2}+B^{2}\right) \tag{14}
\end{equation*}
$$

The first term describes the thermally activated Orbach process, which is associated with the height of the barrier to spin reversal ( $U_{\text {eff }}$ ); the second is the Raman term, with the temperature exponent typically $n=5-9$; next is the phonon bottleneck term, with $l \sim 2$; the fourth term describes the direct relaxation process, with $m=2-4$; the last term refers to the quantum tunnelling of magnetization throughout the barrier to spin reversal. The reciprocating thermal behavior was recently registered with a term analogous to the phonon bottleneck but a negative temperature exponent $(l \sim-1)$ [18].

The effectiveness of the slow magnetic relaxation is, as a rule, evaluated by the value of $U_{\text {eff }}$ (when the Orbach process applies). It is assumed that it is related to the axial zero-field splitting parameter $(D)$, which must be negative, and the molecular spin $(S)$ [19]:

$$
\begin{equation*}
U_{\mathrm{eff}}=|D|\left(S^{2}-1 / 4\right), \tag{15}
\end{equation*}
$$

which holds true for Kramers systems with half-integral spin (e.g., $S=3 / 2$ for $\mathrm{Co}^{\text {II }}$ ); for non-Kramers systems with an integer spin, the factor $\frac{1}{4}$ is dropped (e.g., $S=1$, for $\mathrm{Ni}^{\mathrm{II}}$ ). It is common practice for the $U_{\text {eff }}$ and the pre-exponential factor $\left(\tau_{0}\right)$ to be subtracted using the Arrhenius-like plot $\ln (\tau)$ vs. $1 / T$ (Figure 5-left): a few high-temperature points are fitted by the straight line, tangential of which refers to $U_{\text {eff }}$. However, "high-temperature points" refer to the highest temperature among the data considered in our analysis, so there still could be points yielding a higher tangential and thus $U_{\text {eff }}$. A preferred approach involves plotting $\ln (\tau)$ vs. $\ln (T)$, where the temperature exponent recovering the high-temperature data refers to the slope (Figure 5, right). When the temperature coefficient is $n>9$, instead of the Raman process the Orbach process is applied.


Figure 5. Contributions to the relaxation time. (Left): Orbach process (high-temperature, black, $\left.U_{\text {eff }} / k_{\mathrm{B}}=37 \mathrm{~K}\right)$. (Right): direct process (low-temperature, green, $m \sim 1$, Raman process; intermediate temperature, blue, $n>5$; red $n<9$ ). Data adapted from [20] for a mononuclear Fe ${ }^{\text {III }}$ complex. Straight-line formula: $y=\mathrm{b}[0]+\mathrm{b}[1] x$.

For high-spin Co(II) complexes with $S=3 / 2$, eqn (15) implies a relationship of $U=2|D|$. A collection of experimental data for a series of tetracoordinate $\mathrm{Co}^{\mathrm{II}}$ complexes is shown in Figure 6 based on the analysis of higher-temperature, high-frequency relaxation data in terms of the Orbach process. Evidently, a correlation of $U$ vs. $2|D|$ fails. $D$ is a field-independent quantity, whereas the extracted value of $U$ depends upon the applied magnetic field. A positive value of $D$ contradicts the $D$ - $U$ paradigm; however, SIMs behavior can occur (the Raman mechanism is likely the leading term). With increased barrier to spin reversal $(U)$, the extrapolated relaxation time $\left(\tau_{0}\right)$ is shortened, irrespective of the sign of the $D$ parameter. A violation of the $D-U$ paradigm has been discussed elsewhere with consideration of anharmonicity contributions [21].


Figure 6. Collection of relaxation data for tetracoordinate $\mathrm{Co}(\mathrm{II})$ complexes, $S=3 / 2$. Full points for $D<0$, empty for $D>0$. Dashed line—a hypothetical $D-U$ paradigm. $\left(1 / k_{\mathrm{B}}\right)=1.439 \mathrm{~K} / \mathrm{cm}^{-1}$.

## 3. Discussion

The GCFT approach enables fast and "continuous" mapping of the energy levels, such as electronic terms and the spin-orbit multiplets: one is free to changing the ligand positions $\left\{\theta_{\mathrm{L}}, \varphi_{\mathrm{L}}\right\}$ from regular coordination polyhedra to distorted polyhedra and to alter the crystal field poles $F_{4}(\mathrm{~L})$ and, eventually, $F_{2}(\mathrm{~L})$. On the contrary, the modern ab initio calculations provide high-quality data on energy levels but only for the unique geometry of the complex under investigation. Therefore, it is interesting to utilize and compare both approaches.

Ab initio calculations have been performed using ORCA software [22] with respect to the experimental geometry of the complexes resulting from X-ray structural analysis (the corresponding cif files are deposited in the Cambridge Crystallographic Data Centre). The relativistic effects were included in the calculations with a second-order Douglas-KrollHess (DKH) procedure. An extended basis set TZVP of Gaussian functions was used, e.g., BS1 $=[17 \mathrm{~s} 11 \mathrm{p} 7 \mathrm{~d} 1 \mathrm{f}]$ and $\mathrm{BS} 2=[17 \mathrm{~s} 12 \mathrm{p} 7 \mathrm{~d} 2 \mathrm{f} 1 \mathrm{~g}]$ for $\mathrm{Ni}(\mathrm{II})$. The calculations were based on state-average complete active-space self-consistent field (SA-CASSCF) wave functions. The active space of the CASSCF calculations comprised eight electrons in five metal-based dorbitals. The state-averaged approach was used, whereby all 10 triplet and 15 singlet states were equally weighted. The spin-orbit effects were included according to quasi-degenerate perturbation theory, whereby the spin-orbit coupling operator (SOMF) was approximated according to the Breit-Pauli form. The electronic terms were evaluated at the CASSCF + NEVPT2 level, and the multiplets by considering the spin-orbit interaction (Table 5). Effective Hamiltonian was used to evaluate the spin Hamiltonian parameters.

Table 5. Energy levels for representative $\mathrm{Ni}(\mathrm{II})$ complexes calculated by ab initio method 1.

| System | Donor Set, Symmetry | SHAPE <br> Index | Reported <br> D/cm ${ }^{-1}$ | $\begin{gathered} \Delta / \mathrm{cm}^{-1} \\ \text { NEVPT2 } \end{gathered}$ | $\begin{gathered} \delta / \mathrm{cm}^{-1} \\ \text { SOC } \end{gathered}$ | $\begin{gathered} D / \mathrm{cm}^{-1} \\ E / D \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [ $\mathrm{Ni}\left(\mathrm{Me}_{4}\right.$ cyclam) $\left.\mathrm{N}_{3}\right] \mathrm{ClO}_{4}$ | $\begin{gathered} \mathrm{NiN}_{4} \mathrm{~N}^{\prime} \\ \mathrm{C}_{2 \mathrm{v}} \end{gathered}$ | $\begin{aligned} & \text { vOC-5: } 0.61 \\ & \text { SPY-5: } 0.72 \end{aligned}$ | $\begin{aligned} & +20, \text { mag } \\ & +21, \text { EPR } \end{aligned}$ | $\begin{gathered} a^{3} \mathrm{~A}: 0, \\ \mathrm{~b}^{3} \mathrm{~A}: 5777 \end{gathered}$ | $\begin{gathered} \mathrm{a}^{3} \mathrm{~A} \rightarrow \\ 0,23,27 \end{gathered}$ | $\begin{gathered} 25 \\ 0.08 \end{gathered}$ |
| [ Ni (iPrtacn $) \mathrm{Cl}_{2}$ ] | $\begin{aligned} & \mathrm{NiN}_{3} \mathrm{Cl}_{2} \\ & \tau_{5}=0.42 \end{aligned}$ | vOC-5: 2.91 <br> SPY-5: 3.53 | $\begin{gathered} \text { +14.3, mag } \\ \text { +15.7, EPR } \\ \text { +15.9, FDMRS } \end{gathered}$ | $\begin{gathered} a^{3} \mathrm{~A}: 0, \\ \mathrm{~b}^{3} \mathrm{~A}: 5815 \end{gathered}$ | $\begin{gathered} \mathrm{a}^{3} \mathrm{~A} \rightarrow \\ 0,17,24 \end{gathered}$ | $\begin{gathered} 20 \\ 0.18 \end{gathered}$ |
| [ Ni (iPrtacn $) \mathrm{Br}_{2}$ ] | $\begin{aligned} & \mathrm{NiN}_{3} \mathrm{Br}_{2} \\ & \tau_{5}=0.40 \end{aligned}$ | $\begin{aligned} & \text { vOC-5: } 2.83 \\ & \text { SPY-5: } 3.72 \end{aligned}$ | $\begin{gathered} \text { +11.0, mag } \\ \text { +13.9, EPR } \\ \text { +13.8, FDMRS } \end{gathered}$ | $\begin{gathered} a^{3} \mathrm{~A}: 0, \\ \mathrm{~b}^{3} \mathrm{~A}: 6035 \end{gathered}$ | $\begin{aligned} & a^{3} \mathrm{~A} \rightarrow \\ & 0,13,21 \end{aligned}$ | $\begin{gathered} 17 \\ 0.21 \end{gathered}$ |
| [ $\mathrm{Ni}($ iPrtacn $\left.)(\mathrm{NCS})_{2}\right]$ | $\begin{aligned} & \mathrm{NiN}_{3} \mathrm{~N}^{\prime}{ }_{2} \\ & \tau_{5}=0.44 \end{aligned}$ | $\begin{aligned} & \text { vOC-5: } 2.56 \\ & \text { SPY-5: } 2.72 \end{aligned}$ | $\begin{gathered} \text { +13.8, mag } \\ \text { +16.1, EPR } \\ \text { +15.9, FDMRS } \end{gathered}$ | $\begin{gathered} a^{3} \mathrm{~A}: 0, \\ \mathrm{~b}^{3} \mathrm{~A}: 5846 \end{gathered}$ | $\begin{gathered} \mathrm{a}^{3} \mathrm{~A} \rightarrow \\ 0,15,27 \end{gathered}$ | $\begin{gathered} 25 \\ 0.28 \end{gathered}$ |
| $\left[\mathrm{Ni}\left(\mathrm{Me}_{6}\right.\right.$ tren) $\mathrm{Cl}^{\text {] }} \mathrm{ClO}_{4}$ | $\begin{gathered} \mathrm{NiN}_{3} \mathrm{~N}^{\prime} \mathrm{Cl} \\ \mathrm{C}_{3 \mathrm{v}} \end{gathered}$ | TBPY-5: 0.61 | $\begin{gathered} \text {-179, EPR } \\ \text {-110, FIRMS } \\ \text {-205, calc } \end{gathered}$ | $\begin{gathered} a^{3} E: 0,26, \\ b^{3} \mathrm{E}: 5775,5782 \end{gathered}$ | $\begin{gathered} \mathrm{a}^{3} \mathrm{E} \rightarrow 0,5, \\ 512,538, \\ 1162,1162 \end{gathered}$ | - |
| $\left[\mathrm{Ni}\left(\mathrm{Me}_{6}\right.\right.$ tren) Br$] \mathrm{Br}$ | $\begin{gathered} \mathrm{NiN}_{3} \mathrm{~N}^{\prime} \mathrm{Br} \\ \mathrm{C}_{3 \mathrm{v}} \end{gathered}$ | TBPY-5: 0.92 | -147, calc | $\begin{gathered} a^{3} \mathrm{E}: 0,5 \\ \mathrm{~b}^{3} \mathrm{E}: 7100,7106 \end{gathered}$ | $\begin{gathered} \mathrm{a}^{3} \mathrm{E} \rightarrow 0,3, \\ 545,550, \\ 1196,1196 \end{gathered}$ | - |
| [ $\left.\mathrm{Ni}(\mathrm{MDABCO})_{2} \mathrm{Cl}_{3}\right] \mathrm{ClO}_{4}$ | $\begin{gathered} \mathrm{NiCl}_{3} \mathrm{~N}_{2} \\ \mathrm{D}_{3 \mathrm{~h}}, \tau_{5}=1 \end{gathered}$ | TBPY-5: 0.14 | $\begin{aligned} & -311, \mathrm{mag} \\ & -535, \mathrm{EPR} \end{aligned}$ | $\begin{gathered} a^{3} E: 0,342, \\ b^{3} E: 6517,6874 \end{gathered}$ | $\begin{gathered} \mathrm{a}^{3} \mathrm{E} \rightarrow 0,0.3, \\ 397,735, \\ 1243,1252 \end{gathered}$ | - |

${ }^{1}$ Abbreviations: mag-magnetometry, EPR-(high-field/high-frequency) electron paramagnetic resonance, FDMRS-frequency-domain magnetic resonance spectroscopy, FIRMS-far infrared magnetic spectroscopy; SHAPE index (consistency with the regular coordination polyhedron) [23]: TBPY-trigonal bipyramid, SPYsquare pyramid, vOC—vacant octahedron; electronic terms $\mathrm{a}^{3} \mathrm{~A}$-ground-spin triplet, $\mathrm{b}^{3} \mathrm{~A}$-first excited spin triplet, $\mathrm{a}^{3} \mathrm{E}$-ground-orbital doublet, $\mathrm{b}^{3} \mathrm{E}$-first excited orbital doublet; ground spin-orbit multiplet at zero; $\delta$-separation of the lowest multiplets: three from term $\mathrm{a}^{3} \mathrm{~A}$ (consistent with the spin Hamiltonian formalism), six from $a^{3} E$ (beyond the spin Hamiltonian formalism). Structural and experimental data according to Refs. [24-28] $A b$ initio calculations were carried out according to the same protocol.

The $a b$ initio calculations refer to in silico state, i.e., intermolecular interactions and other solid-state effects are ignored. This is not the case for experimental magnetometric or spectroscopic data, which could be influenced by the environment. The ab initio data, in general, are consistent with those obtained by experimental techniques.

When comparing the CGTF calculations with ab initio calculations, calculated transition energies can be assessed. With a proper set of crystal field poles, the CGTF can reproduce first allowed transitions; however, the electronic spectrum, has a smaller width with respect to $a b$ initio data.

An extended set of similar pentacoordinate $\mathrm{Ni}(\mathrm{II})$ complexes based on the fixed skeleton of a pentadentate Schiff base (Figure 7) was investigated by magnetometry and ab initio calculations with respect to the experimental geometry; these are listed in Table 6.


Figure 7. Schematic representations of pentacoordinate $\mathrm{Ni}(\mathrm{II})$ complexes. 1: $\mathrm{R}^{1}=\mathrm{R}^{3}=-\mathrm{CH}_{3}$, $R^{2}=-\mathrm{C}\left(\mathrm{CH}_{3}\right)_{3}, \mathrm{R}^{4}=\mathrm{H} ; 2: \mathrm{R}^{1}=-\mathrm{CH}_{3}, \mathrm{R}^{2}=\mathrm{R}^{4}=\mathrm{H}, \mathrm{R}^{3}=\mathrm{Br} ; 3: \mathrm{R}^{1}=-\mathrm{CH}_{3}, \mathrm{R}^{2}=\mathrm{R}^{4}=\mathrm{H}, \mathrm{R}^{3}=\mathrm{I} ; 4:$ $R^{1}=-\mathrm{CH}_{3}, \mathrm{R}^{2}=\mathrm{R}^{3}=-\mathrm{C}\left(\mathrm{CH}_{3}\right)_{3}, \mathrm{R}^{4}=\mathrm{H} ; 5: \mathrm{R}^{1}=-\mathrm{CH}_{3}, \mathrm{R}^{2}=\mathrm{R}^{3}=\mathrm{R}^{4}=\mathrm{H} ; 6: \mathrm{R}^{1}=\mathrm{R}^{3}=\mathrm{R}^{3}=\mathrm{H}$, $\mathrm{R}^{4}=-\mathrm{CH}_{3}$.

Table 6. Magnetometric and ab initio data for a set of pentadentate $\mathrm{Ni}(\mathrm{II})$ complexes comprising Schiff base ligands ${ }^{1}$.

| System | Addison <br> Index $\boldsymbol{\tau}_{\mathbf{5}}$ | SHAPE <br> Index | $\boldsymbol{D} / \mathbf{c m}^{-\mathbf{1}}$ <br> Magnetometry | $\boldsymbol{\delta} / \mathbf{c m}^{-\mathbf{1}}$ <br> SOC | $\boldsymbol{D} / \mathbf{c m}^{-\mathbf{1}}$ <br> Calculations | $\boldsymbol{E} / \boldsymbol{D}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | 0.52 | TBPY-5: 1.583, SPY-5: 1.664 | -45.1 | $0,4,51$ | -49.1 | 0.045 |
| $\mathbf{2}$ | 0.62 | TBPY-5: 0.899, SPY-5: 2.589 | -64.0 | $0,5,55$ | -52.6 | 0.044 |
| $\mathbf{3}$ | 0.62 | TBPY-5: 0.903, SPY-5: 2.598 | -60.2 | $0,5,54$ | -52.0 | 0.047 |
| $\mathbf{4}$ | 0.47 | vOC-5: 1.881, SPY-5: 1.508 | -45.1 | $0,6.44$ | -41.7 | 0.068 |
| $\mathbf{5}$ | 0.60 | TBPY-5: 1.050, SPY-5: 2.072 | -49.3 | $0,5,66$ | -63.2 | 0.037 |
| $\mathbf{6}$ | 0.26 | vOC-5: 0.909, SPY-5: 0.913 | -12.7 | $0,8,30$ | -25.3 | 0.169 |

${ }^{1}$ Data from ref. [29].

The experimentally reported and calculated $D$ values cover a broad interval of positive and negative values over a wide range of the $\tau_{5}$ parameters. These were used to plot $D$ vs. $\tau_{5}$, which can be termed the second magnetostructural $D$-correlation for $\mathrm{Ni}(\mathrm{II})$ complexes (MSDC). (The first magnetostructural $D$ correlation for hexacoordinate $\mathrm{Ni}(\mathrm{II})$ complexes is outlined elsewhere [30].) The MSDC can be approximated by a straight line (Figure 8) when the $\tau_{5}$ parameter guarantees that the ground electronic term is not orbitally quasidegenerate (the energy gap $\Delta>2000 \mathrm{~cm}^{-1}$ ). In the opposite case, the calculated $D$ values tend to diverge. The value of the D parameter switches between positive and negative values at $\tau_{5} \sim 0.2-0.3$. Furthermore, the E parameter plays a role that has not be considered so far.


Figure 8. Dependence of the $D$ parameter in pentacoordinate $\mathrm{Ni}(\mathrm{II})$ complexes on the distortion parameter $\left(\tau_{5}\right)$. Yellow squares-magnetometric data; red pica-ab initio calculations; solid-correlation line, dashed-confidence intervals, dotted-prediction intervals.

## 4. Conclusions

Experimental data on magnetic susceptibility, magnetization, and electron paramagnetic resonance require an appropriate model in order be analyzed correctly. For some shapes of coordination polyhedra, such as octahedron $\mathrm{O}_{\mathrm{h}}$, tetragonal bipyramid $\mathrm{D}_{4 \mathrm{~h}}$, trigonal antiprism $D_{3 d}$, tetrahedron $T_{d}$, and bispehoid $D_{2 d}$, the crystal field theory offers such a support, and the spin Hamiltonian formalism defines relationships for the set of magnetic parameters $\left(D, E, g_{x}, g_{y}, g_{z}, \chi_{\mathrm{TIP}}\right)$. A dearth in the literature with respect to pentacoordinate systems, such as the trigonal bipyramid $\mathrm{D}_{3 \mathrm{~h}}$ and tetragonal pyramid $\mathrm{C}_{4 \mathrm{v}}$ symmetry, is filled by this publication. The working tool is the generalized crystal field theory in the form of its fully numerical, computer-assisted tool [31]. The advantage of this approach is that the positions of the ligands can be arbitrary, making it applicable to any geometry of the chromophore and any ligands. Only the set of Racah parameters of the interelectronic repulsion ( $B_{\mathrm{M}}$ and $C_{\mathrm{M}}$ ), the spin-orbit coupling constant $\left(\xi_{\mathrm{M}}\right)$, polar angles (or Cartesian coordinates) of each ligand $\left\{\theta_{\mathrm{L}}, \varphi_{\mathrm{L}}\right\}$, the crystal field poles $F_{4}(\mathrm{~L})$ and, eventually, $F_{2}(\mathrm{~L})$ are required. This method enables evaluation of the energies of the multielectron crystal field terms, spin-orbit crystal field multiplets, and the magnetic energy levels at the applied magnetic field. Then, the magnetic susceptibility and magnetization can be evaluated as functions of the temperature field via derivatives of the partition function. The eigenvectors provide complete information about the symmetry and can be used to automatically label terms/multiplets.
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#### Abstract

Benzimidazoles are a very well-known, broad group of compounds containing nitrogen atoms in their structure that can mimic properties of DNA bases. The compounds show not only biological activities but also are used for spectral and catalytic properties. Biological activity of benzimidazoles can be tuned and accelerated in coordination compounds. This minireview is focused on preparation of bis(benzimidazoles), their complexes, and biological properties that can be found from 2015.
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## 1. Introduction

The benzimidazole is a bicyclic molecule composed of benzene ring and imidazole ring. The compound is isostructural with naturally occurring nucleotides [1]. Its similarity to natural molecules led to the preparation of derivatives that can be utilized in medicinal chemistry. The very broad spectrum of biological activities that it treats include antimicrobial, antibiofilm, antifungal, antiviral, antioxidant, anti-inflammatory, antidiabetic, antiparasitic, anthelmintic, anticoagulant, antiallergic, antiprotozoal, anticonvulsants, anticancer and cytotoxic activities. There are drugs already used in medicine, such as Albendazole, Bendamustine, Omeprazole, Pimonbendane, Benomyl, Carbendazim, Telmisartan, Pantoprazole, Etonitazene, and Thiabendazole (some of them are depicted in Scheme 1).


Carbendazim


Scheme 1. Examples of commercially used drugs.

Moreover, benzimidazoles can be utilized as optical sensors for bioimaging and in photovoltaics. There are not only many papers but also many reviews on the topic, such as the one on lanthanide complexes by Cruz-Navarro et al. [1], by Hernández-Romero et al. on first-row transition metal complexes [2], and Suarez-Moreno et al. on second- and third-row transition metal complexes [3]. The last two reviews contain information about the anticancer and antitumor activities of benzimidazole complexes.

In this review, we have focused on the preparation of bis(benzimidazoles) and their complexes that show biological activities. These compounds can be utilized as bridges among metal centers, chelating ligands with nitrogen atoms, or oxygen or sulfur coordinating atoms.

## 2. Bis(benzimidazole) Synthesis and Some Examples of Complex Preparation

There are many ways for benzimidazole and benzimidazole derived ligands. Some examples of the preparations are mentioned hereafter. The work of Matthews et al. described symmetric as well as asymmetric bis(benzimidazoles) [4]. The general method can be seen in Scheme 2.



Scheme 2. General synthesis of bis(benzimidazoles). ( $X=O, S, N H$ ).
For example, preparation of 4-(2-Benzimidazolyl)-3-thiabutanoic acid and 2-(1H-benzimidazol-2-ylmethylsulfanylmethyl)- 1 H -benzimidazole is given.

Thiodiacetic acid and o-phenylenediamine in a solution of 4 M HCl are refluxed for a total of 72 h and allowed to cool to room temperature. A green precipitate was filtered and dried. The precipitate was dissolved in distilled water. The solution was stirred and basified with ammonia solution to pH 9 . A precipitate of bis(benzimidazole) was filtered and dried. The filtrate was treated with concentrated HCl until pH 7 . White precipitate gave 4-(2-Benzimidazolyl)-3-thiabutanoic acid.

Similarly, 4-(2-benzimidazolyl)-3-oxabutanoic acid was prepared. These acids were used for condensation with 4-nitro-o-phenylenediamine, N -methyl-o-phenylenediamine, or 4,5-dimethyl-o-phenylenediamine to form asymmetric bis(benzimidazoles) [4]. The ligands were used for the preparation of copper(II) complexes. The complexes were prepared by equimolar addition of ligand to the copper bromide or perchlorate dissolved in methanol. The ligands were tridentate chelating.

Caymaz et al. reported synthesis of 2,2'-bis-(imidazo [1,2-a]pyridine-8-yl)-1H,1H [ $5,5^{\prime}$ ]-bisbenzimidazole [5]. The syntheses of compound were performed by reacting the imidazo(1,2-a)pyridine-8-carbaldehyde with 3,3'-diaminobenzidin (see Scheme 3).
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Scheme 3. 2,2'-bis-(imidazo[1,2-a]pyridine-8-yl)-1H,1H'-[5,5']-bisbenzimidazole.
The compound binds to DNA grooves and has peroxide mediated DNA-cleavage properties. It was tested on cell lines HepG2, DLD-1, and MDA-MB-231, and was found to have high cytotoxic activities [5].

Synthesis of (2-((1H-benzo[d]imidazol-2-yl)methylthio)-1H-benzo[d]imidazol-6-yl) (phenyl)methanone [BIPM] and its Pd complex was reported by Kumar et al. [6]. In the first step, (2-mercapto-1H-benzo[d]imidazol-6-yl)(phenyl)methanone is prepared in methanol in presence of KOH by reaction of carbon disulfide with 3,4-diaminobenzophenone. Then, 2-(chloromethyl)-1H-benzo[d]imidazole was prepared by condensing chloroacetic acid and o-phenylenediamine in 4 M hydrochloric acid. Finally, (2-( 1 H -benzo[d]imidazol-2-yl)methylthio)- 1 H -benzo[ $d$ ]imidazol-6-yl)(phenyl)methanone [BIPM], was obtained by a reaction of above-mentioned components in methanol (see Scheme 4).




Scheme 4. Synthesis of (2-((1H-benzo[d]imidazol-2-yl)methylthio)-1H-benzo[d]imidazol-6-yl)(phenyl)methanone (BIPM).

There are many papers on coordination compounds with 2,6-bis(1H-benzo[d]imidazol-2-yl)pyridine (BBP) and its derivatives (see Scheme 5, top left). These ligands are multidentate ligands and can be coordinated to metal atoms in different metal-ligand ratios. Substitution of the N-H bond in the benzimidazole ring by alkyl groups can lead to the formation of hydrogen bonds, and complexes are studied for interesting optical and magnetic properties [1]. BBP can be obtained by the reaction of pyridine-2,6-dicarboxylic acid and o-phenylenediamine in the presence of polyphosphoric acid (PPA). Higher yields can be obtained with phosphorus oxide or HCl and reaction in microwave oven. Instead of pyridine-2,6-dicarboxylic acid, pyridine-2,6-dicarbaldehyde can be used, but the yields are low [1].

N-substituted ligands derived from BBP can be obtained by condensing pyridine-2,6-dicarboxylic acid with N -alkyl-o-phenylenediamine derivative. The other possible
way is to deprotonate N3 with a base, followed by a reaction with alkyl or aryl halides. Some examples are given below. The 2,6-bis-(6-nitrobenzimidazol-2-yl)pyridine (BNBP) (see Scheme 5, top right) was prepared by reaction of BBP with concentrated sulfuric acid and nitric acid. The complex $\left[\mathrm{Ru}(\mathrm{BBP}) \mathrm{Cl}_{3}\right]$ was prepared by a reaction of BBP with ruthenium(III) chloride. The nucleophilic substitution of BBP with 3,5-di-tert-butylbenzyl bromide or 4-tert-butylbenzyl chloride, in basic heated DMSO solution, led to preparation of derivatives depicted in Scheme 5 (bottom) [7].






Scheme 5. 2,6-bis(1H-benzo[d]imidazol-2-yl)pyridine (BBP), BNBP = 2,6-bis-(6-nitrobenzimidazol-2yl)pyridine), $\left[\mathrm{Ru}(\mathrm{BBP}) \mathrm{Cl}_{3}\right]$ (middle) [8]. The substituted ligands (bottom) were obtained via the nucleophilic substitution of 2,6-bis(1H-benzimidazole-2-yl)pyridine [7] with 3,5-di-tert-butylbenzyl bromide or 4-tert-butylbenzyl chloride in the presence of KOH in DMSO solvent at an elevated temperature.

Another example of BBP derivative on pyridine ring was recently reported by Orvos et al. The synthetic route of the ligand is outlined in Scheme 6 [9]. The 4 -azidopyridine derivative was prepared from dimethyl 4-chloropyridine-2,6-dicarboxylate by the basic hydrolysis of with LiOH . Diamide was obtained with o-phenylenediamine using $O$-(benzotriazol-1-yl)$N, N, N^{\prime}, N^{\prime}$-tetramethyluronium tetrafluoroborate (TBTU) in DMF. Hydrogenation on Pd /C in MeOH gave an amino derivative. $\mathrm{NH}_{2}$-bis(benzimidazole)pyridine was obtained by heating in acetic acid. The reaction of nitrosobenzene with the amino group led to the final product.


Scheme 6. The azidopyridine derivative of BBP preparation [9].

## 3. Biologically Active Bis(benzimidazole) Complexes

Deng et al. have prepared ruthenium complexes that have potential applications as sensitizers for use in cancer radiotherapy [8]. They prepared $\left[\mathrm{Ru}(\mathrm{BBP}) \mathrm{Cl}_{3}\right](1),\left[\mathrm{Ru}(\mathrm{BBP})_{2}\right] \mathrm{Cl}_{2}$ (2a), and $\left[\mathrm{Ru}(\mathrm{BNBP})_{2}\right] \mathrm{Cl}_{2}(2 b)$. Complex $2 b$ was found to be particularly effective in sensitizing human melanoma A375 cells toward radiation. Moreover, it was found that complex $2 b$ is not toxic to normal cells. Mechanism of action is formation of intracellular reactive oxygen species (ROS) with glutathione (GSH) followed by DNA strand breaks. The subsequent DNA damage induces phosphorylation of p53 (p-p53) and upregulates the expression levels of p21, which inhibits the expression of cyclin-B, leading to G2M arrest. Moreover, p-p53 activates caspases-3 and -8, triggering cleavage of poly(ADP-ribose) polymerase (PARP), finally resulting in apoptosis [8].

BODIPY iridium(III) complexes containing 2, $2^{\prime}$-bis(benzimidazole) show selectivity for cancerous cells over normal cells [10]. The tetranuclear $(2+2)$ complexes were prepared through the self-assembly of benzimidazole and BODIPY ligands with dichloro (pentamethylcyclopentadienyl) iridium dimer. Cytotoxicity studies revealed that the complex is highly selective for cervical cancer cells (HeLa) and human glioblastoma (U87) cancer cells [10].
$\left[\mathrm{MnBr}(\mathrm{CO})_{3} \mathrm{~L} 2\right]\left(3, \mathrm{~L} 2=2,2^{\prime}\right.$-bisbenzimidazole $),\left[\mathrm{MnBr}(\mathrm{CO})_{3} \mathrm{~L} 3\right] \cdot \mathrm{CH}_{3} \mathrm{OH}(4, \mathrm{~L} 3=\mathrm{BBP}=2,6-$ bis(benzimidazole-2'-yl)pyridine), and $f a c-\left[\operatorname{MnBr}(\mathrm{CO})_{3} \mathrm{~L} 4\right](5, \mathrm{~L} 4=2,4$-bis(benzimidazole-2'-yl) pyridine) were prepared by reactions of $\mathrm{MnBr}(\mathrm{CO})_{5}$ with appropriate ligands L2-L4, respectively, and characterized by single crystal X-ray diffraction, NMR, IR, UV-vis, and fluorescence spectroscopy [11]. The CO-release properties were investigated using the myoglobin assay and CO detection, and the results show that all of the complexes could release CO rapidly upon exposure to 365 nm UV light. The fluorescence imaging show that the $\mathrm{Mn}(\mathrm{I})$ complexes can be taken up by human liver cells (HL-7702) and liver cancer cells (SK-Hep1), and are suitable for bioimaging. A cell viability assay for SK-Hep1 shows that the anticancer activity of 3 is highest in the studied complexes [11].
$\mathrm{Pd}(\mathrm{II})$ complex with (2-((1H-benzo[d]imidazol-2-yl)methylthio)-1H-benzo[d]imidazol-$5-\mathrm{yl})($ phenyl $)$ methanone (BIPM) was prepared by reaction of palladium acetate with BIPM in a 1:1 molar ratio [6]. BIPM is bidentate N,S chelating ligand, and the other two positions are occupied by oxygen atoms from two acetate anions. The in vitro antiproliferative effect of the BIPM and complex were tested against the MCF7, A549, Ehrlich ascites carcinoma (EAC), and Daltons lymphoma ascites (DLA) carcinoma cell lines. The mechanism is the antiangiogenic effect and promotion of apoptosis. The potential photo-induced binding mode on double-stranded calf thymus DNA and protein cleavage activity study on pBR322 DNA of the complex confirmed apoptosis. The molecular docking study proved its interaction with DNA [6].

Ruthenium mixed ligand complex with 2-(1H-benzimidazol-2-ylmethylsulfanylmethyl)$1 H$-benzimidazole and Schiff base (2-((E)-1H-1,2,4-triazol-5-yliminomethyl) phenol) was reported by Sur et al. [12]. The antibacterial effect of the complex was studied against Staphylococcus aureus, vancomycin-resistant Staphylococcus aureus (VRSA), methicillin-resistant Staphylococcus aureus (MRSA), and Staphylococcus epidermidis. Very high antibacterial activity was observed on growth curves and by fluorescence imaging. Moreover, in vivo tests on VRSA-infected mice proved better healing of skin wounds.

Mononuclear, binuclear, and multinuclear silver complexes of composition $\left[\mathrm{Ag}_{2}\right.$ (methacrylate $\left.)_{2}(\text { Etobb })_{2}\right] \cdot \mathrm{CH}_{3} \mathrm{CN} \mathrm{1},[\mathrm{Ag}($ methacrylate $)(\mathrm{Bobb})]$ 2, and $\left.\left[\mathrm{Ag}_{2} \text { (methacrylate) }\right)_{2}(\mathrm{Aobb})\right]_{\mathrm{n}}$ 3, where Etobb = 1,3-bis(1-ethylbenzimidazol-2-yl)-2-oxapropane, Bobb = 1,3-bis(1-benzyl-benzimidazol-2-yl)-2-oxapropane, Aobb = 1,3-bis(1-allylbenzimidazol-2-yl)-2-oxapropane were prepared by Zhang et al. [13]. Synthesis of the ligands is in Scheme 7. The three complexes have been prepared by reaction of silver nitrate with sodium methacrylate and corresponding ligand. Single-crystal X-ray diffraction revealed that complex $\mathbf{1}$ is binuclear, and the silver atom is coordinated by two N atoms to two Etobb ligands and oxygen of methacrylate. The complex 2 is mononuclear with a chelating ligand, but the oxygen atom of bis(benzimidazole is not involved in coordination. Complex 3 is a metal-organic compound with a diamond-like multinuclear silver center, with each silver atom bridged by two Aobb ligands and two methacrylate ions to form 1-D single-coordination polymer chain structures that extend into 2-D frameworks through $\pi-\pi$ interactions. The binding modes of DNA were checked through absorption titration experiments of CT-DNA with complexes at 270 nm . A binding to DNA through intercalation with strong $\pi-\pi$ stacking to the DNA base pairs was proved. Hydroxyl radical scavenging activity revealed the inhibitory effect of the complexes on $\mathrm{OH}^{\cdot}$ radicals.


Scheme 7. Synthetic way for ligands (Etobb, Bobb, Aobb), where $\mathrm{R}=-\mathrm{CH}_{2} \mathrm{CH}_{3}$ (Etobb), $\mathrm{R}=-\mathrm{CH}_{2}$-ph (Bobb), $\mathrm{R}=\mathrm{CH}_{2} \mathrm{CHCH}_{2}$

Rodriguez-Cordero et al. have characterized $\mathrm{ZnLBr}_{2}$ complexes with bis(benzimidazole) prepared by reaction of citraconic acid with o-phenylenediamine or its derivative obtained by following reaction with benzylbromide in DMF [14]. Tetrahedral zinc coordination was proven by single crystal X-ray analysis. Zinc is coordinated by two Br atoms and a chelating $\mathrm{N}-\mathrm{N}$ ligand. UV spectra of ligands and complexes showed decreases in peak intensities when increasing amounts of CT DNA. These spectral changes are consistent with intercalation or partial intercalation of the ligands and complexes into the DNA.

Pan et al. have prepared and proved structures of $\left[\mathrm{Cu}(\mathrm{bmbp})(\mathrm{HCOO})\left(\mathrm{H}_{2} \mathrm{O}\right)\right]\left(\mathrm{ClO}_{4}\right) \cdot$ DMF (1), $\left[\mathrm{Co}(\mathrm{bmbp})_{2}\right]_{2}\left(\mathrm{ClO}_{4}\right)_{4} \cdot \mathrm{DMF} \cdot \mathrm{H}_{2} \mathrm{O}(2)$ and $\left[\mathrm{Zn}(\mathrm{bmbp})_{2}\right]_{2}\left(\mathrm{ClO}_{4}\right)_{4} \cdot \mathrm{DMF} \cdot \mathrm{H}_{2} \mathrm{O}(3)$, where bmbp is 4-butyloxy-2,6-bis(1-methyl-2-benzimidazolyl)pyridine, complexes by single crystal X-ray analysis [15]. Complex 1 has square-pyramidal geometry, and complexes 2 and 3 are distorted octahedral. The complexes and bmbp were tested on a human esophageal cancer cell line
(Eca109). Inhibition of the growth was proven, and complex 1 showed that it was the most active (IC50 $=26.09 \mu \mathrm{M}$ ).

Mixed ligand $\mathrm{Cu}(\mathrm{II})$ complexes $\left[\mathrm{Cu}(\mathrm{BBP})(\mathrm{L}) \mathrm{H}_{2} \mathrm{O}\right] \mathrm{SO}_{4}$ (where $\mathrm{L}=2,2^{\prime}$ bipyridine (bpy), and ethylene diamine (en)), have been prepared, and DNA-binding properties proved by absorption spectroscopy, fluorescence spectroscopy, viscosity measurements and thermal denaturation methods. DNA intercalation mechanism was suggested as well as the cleavage of plasmid pBR322, in the presence of $\mathrm{H}_{2} \mathrm{O}_{2}$ [16].

Very interesting ligand synthesis and copper complexes are presented by Suwalsky et al. [17]. The authors have prepared tetradentate Bis(2-methylbenzimidazolyl)(2methylthioethyl)amine (L1) (see Figure 1A), and bis(1-methyl-2-methylbenzimidazolyl)(2methylthioethyl)amine (L1Me). The first ligand was prepared by refluxing 1-tert-butoxycar-bonyl-2-cloromethylbenzimidazole and 2-methylthioethylamine in the presence of $\mathrm{K}_{2} \mathrm{CO}_{3}$ and NaI in $\mathrm{CH}_{3} \mathrm{CN}$. The second ligand was prepared similarly with 1-methyl-2-chloromethylbenzimidazole. The complexes were prepared by reaction of copper perchlorates with ligands. The effect on the morphology of human erythrocytes and antiproliferative effect was tested on HeLa, REH, A546, and K-562 cells.





Figure 1. Molecular structures of (A) [ $\left.\mathrm{L}^{1} \mathrm{CuCl}\right] ; \mathrm{C}$ (gray), N (blue), S (yellow), Cl (green), and Cu (red), (B) $\left[\mathrm{Ni}\left(\mathrm{Li}^{\mathrm{Me}}\right)\left(\mathrm{H}_{2} \mathrm{O}\right)(\mathrm{Cl})\right] \mathrm{Cl}, \mathrm{Ni}$ (great green), O (red), (C) $\left.\mathrm{Ni}_{2}\left(\mathrm{~L}^{\mathrm{Me}}\right)_{2}(\mu-\mathrm{Cl})_{3}\right] \mathrm{Cl},(\mathbf{D})\left[\mathrm{Ni}_{2}\left(\mathrm{LS}^{\mathrm{Me}}\right)_{2}(\mu-\right.$ $\left.\mathrm{Cl})_{2}\right]\left[\mathrm{NiCl}_{4}\right]$, (E) $\left[\mathrm{Ni}_{2}\left(\mathrm{L4}^{\mathrm{Me}}\right)_{2}(\mu-\mathrm{Cl})_{2}\right]\left[\mathrm{NiCl}_{4}\right]$, Se (gold).

Similar Bis(benzimidazole)thio- and selenoether ligands and their nickel(II) complexes were prepared by the same group of authors [18]. This time, 1-methyl-2-(chloromethyl)benzimidazole reacted with (2-phenylethylthio)ethylamine (for L3Me) or (2-phenylseleno)ethylamine (for L4Me). Mononuclear and binuclear $\mathrm{Ni}(\mathrm{II})$ complexes were obtained by a reaction of nickel chloride with the ligands. Their structures can be seen in Figure 1.

The stability of complexes in aqueous solutions was monitored for 72 h by UV-vis spectroscopy, and these are stable in solutions. The cytotoxicity of complexes was screened against SK-LU-1 (human lung adenocarcinoma), HeLa (human cervical carcinoma), and HEK-293 (non-tumoral human embryonic kidney) cell lines using an MTT. It was found that the complexes are less cytotoxic in comparison with cisplatin, but they are selective to tumor cell lines.

1-(1H-benzimidazol-2-yl)-N-(1H-benzimidazol-2-ylmethyl)methanamine (abb) and 2-(1H-benzimidazol-2-ylmethylsulfanylmethyl)-1H-benzimidazole (tbb) have been prepared and characterized [19]. The trinuclear complex $\left[\mathrm{Ni}_{3}(\mathrm{abb})_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}(\mu-\mathrm{ttc})\right]\left(\mathrm{ClO}_{4}\right)_{3}$, was where $\mathrm{ttcH}_{3}=$ trithiocyanuric acid was prepared and characterized by X-ray (depicted in Figure 2A1,A2). The complex and ligands were tested on bacteria strains Staphylococcus aureus, Escherichia coli, and Saccharomyces cerevisiae. The complex was more active than ligands.

The same complex was used together with another trinuclear complex $\left[\mathrm{Ni}_{3}(\text { tebb })_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}(\mu-\right.$ $\mathrm{ttc})]\left(\mathrm{ClO}_{4}\right)_{3}$, tebb $=2$-[2-[2-( 1 H -benzimidazol-2-yl)ethylsulfanyl]ethyl]-1H-benzimidazole, to study cytotoxicity on breast cell lines T-47D, MCF-7 and non-malignant HBL-100 (complex cation shown in Figure 2B) [20].




Figure 2. Molecular structures of complex cations: $(\mathbf{A 1}, \mathbf{A} 2)\left[\mathrm{Ni}_{3}(\mathrm{abb})_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}(\mu\right.$-ttc) $]$; Ni (green), O (red), C (gray), N (blue), S (yellow), (B) $\left[\mathrm{Ni}_{3}(\mathrm{tebb})_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}(\mu-\mathrm{ttc})\right],(\mathbf{C 1}, \mathrm{C} 2)\left[\mathrm{Ni}(\mathrm{tebb})_{2}\right]$. The $\mathrm{abb}=1$-( 1 H -benzimidazol-2-yl)- N -( 1 H -benzimidazol-2-ylmethyl)methanamine, $\mathrm{ttcH}_{3}=$ trithiocyanuric acid, tebb $=2$-[2-[2-(1H-benzimidazol-2-yl)ethylsulfanyl]ethyl]-1H-benzimidazole.

It was found that complexes are very cytotoxic $(24 \mathrm{IC} 50=9.5 \mu \mathrm{M})$. The complex with abb was encapsulated in ferritin modified with folic acid to overcome toxicity to normal cells and enable transport to cancer cells. For a comparison of cytotoxicity of trinuclear complex with a mononuclear tebb complex, $\left[\mathrm{Ni}(\mathrm{tebb})_{2}\right]\left(\mathrm{ClO}_{4}\right)_{2}$ has been prepared (the cation shown in Figure 2C1,C2) [21]. The complex is readily uptaken by malignant MDA-MB-231 and CACO-2 cells and is not toxic to Hs27 fibroblasts. The lowest IC50 values were found for MDA-MB-231 cells $(5.2 \mu \mathrm{M})$. DNA cleavage, DNA fragmentation leads to the formation of reactive oxygen species [21]. Antibacterial study against Staphylococcus aureus and Escherichia coli on $\left[\mathrm{Ni}_{3}(\mathrm{tebb})_{3}\left(\mathrm{H}_{2} \mathrm{O}\right)_{3}(\mu-\mathrm{ttc})\right]\left(\mathrm{ClO}_{4}\right)_{3}$ was reported by Ashrafi [22].

## 4. Conclusions

The goal of the mini review was to perform a literature search of the current state of the art of chemistry of bis(benzimidazole) syntheses and the preparation of complexes with the ligands. There are plenty of papers on the topic and many reviews. We have focused on complexes that were studied for their biological properties in the last 7 years.

Bis(benzimidazoles) were selected from the broad collection of papers dealing with benzimidazole complexes because bis(benzimidazoles) are structurally interesting and offer chelating and as well as bridging modes of coordination to central atoms. Plenty of these complexes have been known for ages, though these were prepared as models mimicking biological systems, so the data on biological activities was often missing. These known compounds can be further studied for biological properties and can find their potential to be used as drugs, for example, in cases where known antibiotics are insufficient to fight against resistant bacteria. From the literature, it is obvious that the complexes were mostly studied as antiproliferative, anticancer, and antitumor agents. From this point of view the
studies are concerned on non-platinum metal-based drugs. Except of ruthenium, palladium and iridium complexes were found. There are some recent results on copper, cobalt, and zinc, and nickel, although nickel is mentioned in studies as a toxic metal. There are not many papers on silver complexes, and metals such as gold or iron can be other way to diversify our knowledge on biological properties of coordination compounds $[2,3,23]$. Very promising are combinations of ligands such as benzimidazoles with other biologically active ligands, for example Schiff bases. Some benzimidazoles contain sulfur or selenium that can increase their biological action or they can contain arms with the atoms to be more strongly coordinated to central atoms [18]. It should also be of interest to include $P$ ligands to combine them with benzimidazoles to increase bioactivity, for example in the case of 2,6-bis(2-(diphenylphosphanyl)-1H-imidazol-1-yl)pyridine [24].

Fewer studies have been performed on bacteria strains. There are some papers on copper, zinc, and nickel bis(benzimidazole) complexes and their antibacterial properties, but the data are not available for all of the already known species. These can be future trends of studies on benzimidazole biological active complexes. Probable toxicity of prepared complexes can be overcome by using transporters on the base of nanoparticles that can deliver the complexes without side effects to healthy cells.
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#### Abstract

Abbreviations BIPM = 2-((1H-benzo[d]imidazol-2-yl)methylthio)-1H-benzo[d]imidazol-6-yl)(phenyl)methanone; $\mathrm{BBP}=2,6$-bis( 1 H -benzo[d]imidazol-2-yl)pyridine; $\mathrm{PPA}=$ polyphosphoric acid; $\mathrm{BNBP}=2,6$-bis-(6-nitrobenzimidazol-2-yl)pyridine; TBTU $=O$-(benzotriazol-1-yl)- $N, N, N^{\prime}, N^{\prime}$-tetramethyluronium tetrafluoroborate; Etobb = 1,3-bis(1-ethylbenzimidazol-2-yl)-2-oxapropane; Bobb = 1,3-bis(1-benzyl-benzimidazol-2-yl)-2-oxapropane; Aobb $=1,3$-bis(1-allyl-benzimidazol-2-yl)-2-oxapropane; bmbp = 4-butyloxy-2,6-bis(1-methyl-2-benzimidazolyl)pyridine; abb = 1-(1H-benzimidazol-2-yl)-N-(1H-benzimidazol-2-ylmethyl)methanamine; tbb = 2-(1H-benzimidazol-2-ylmethylsulfanylmethyl)1 H -benzimidazole; tebb $=2$-[2-[2-( 1 H -benzimidazol-2-yl)ethylsulfanyl]ethyl]- 1 H -benzimidazole; $\mathrm{ttcH}_{3}=$ trithiocyanuric acid; Bcl-2 = B-cell lymphoma 2; BSA $=$ bovine serum albumin; HBL-100 = human breast epithelial cell line; MDA-MB-231 human breast adenocarcinoma cancer cell line; MIC = minimum inhibitory concentration; MOF = metal-organic framework; ROS = reactive oxygen species; SOD—superoxide dismutase.


## References

1. Cruz-Navarro, A.; Hernández-Romero, D.; Flores-Parra, A.; Rivera, J.M.; Castillo-Blum, S.E.; Colorado-Peralta, R. Structural diversity and luminescent properties of coordination complexes obtained from trivalent lanthanide ions with the ligands: Tris((1H-benzo[d]imidazol-2-yl)methyl)amine and 2,6-bis(1H-benzo[d]imidazol-2-yl)pyridine. Coord. Chem. Rev. 2021, 427, 213587. [CrossRef]
2. Hernandez-Romero, D.; Rosete-Luna, S.; Lopez-Monteon, A.; Chavez-Pina, A.; Perez-Hernandez, N.; Marroquin-Flores, J.; CruzNavarro, A.; Pesado-Gomez, G.; Morales-Morales, D.; Colorado-Peralta, R. First-row transition metal compounds containing benzimidazole ligands: An overview of their anticancer and antitumor activity. Coord. Chem. Rev. 2021, 439, 213930. [CrossRef]
3. Suarez-Moreno, G.V.; Hernandez-Romero, D.; Garcia-Barradas, O.; Vazquez-Vera, O.; Rosete-Luna, S.; Cruz-Cruz, C.A.; LopezMonteon, A.; Carrillo-Ahumada, J.; Morales-Morales, D.; Colorado-Peralta, R. Second and third-row transition metal compounds containing benzimidazole ligands: An overview of their anticancer and antitumour activity. Coord. Chem. Rev. 2022, 472, 214790. [CrossRef]
4. Matthews, C.J.; Leese, T.A.; Clegg, W.; Elsegood, M.R.J.; Horsburgh, L.; Lockhart, J.C. A route to bis(benzimidazole) ligands with built-in asymmetry: Potential models of protein binding sites having histidines of different basicity. Inorg. Chem. 1996, 35, 7563-7571. [CrossRef]
5. Caymaz, B.; Yildiz, U.; Akkoc, S.; Gercek, Z.; Sengul, A.; Coban, B. Synthesis, Characterization, and Antiproliferative Activity Studies of Novel Benzimidazole-Imidazopyridine Hybrids as DNA Groove Binders. ChemistrySelect 2020, 5, 8465-8474. [CrossRef]
6. Kumar, N.S.; Krishnamurthy, G.; Bodke, Y.D.; Malojirao, V.H.; Naik, T.R.R.; Kandagalla, S.; Prabhakar, B.T. Synthesis, characterization and tumor inhibitory activity of a novel Pd(ii) complex derived from methanethiol-bridged (2-((1H-benzo[d]imidazol-2-yl)methylthio)-1H-benzo[d]imidazol-6-yl)(phenyl)methanone. New J. Chem. 2019, 43, 790-806. [CrossRef]
7. Brachnakova, B.; Koziskova, J.A.; Kozisek, J.; Melnikova, E.; Gal, M.; Herchel, R.; Dubaj, T.; Salitros, I. Low-spin and spin-crossover iron(ii) complexes with pyridyl-benzimidazole ligands: Synthesis, and structural, magnetic and solution study. Dalton Trans. 2020, 49, 17786-17795. [CrossRef]
8. Deng, Z.Q.; Yu, L.L.; Cao, W.Q.; Zheng, W.J.; Chen, T.F. Rational Design of Ruthenium Complexes Containing 2,6Bis(benzimidazolyl)pyridine Derivatives with Radiosensitization Activity by Enhancing p53 Activation. ChemMedChem 2015, 10, 991-998. [CrossRef]
9. Orvos, J.; Fischer, R.; Brachnakova, B.; Pavlik, J.; Moncol, J.; Sagatova, A.; Fronc, M.; Kozisek, J.; Routaboul, L.; Bousseksou, A.; et al. Pyridyl-benzimidazole derivatives decorated with phenylazo substituents and their low-spin iron(II) complexes: A study of the synthesis, structure and photoisomerization. New J. Chem. 2023, 47, 1488-1497. [CrossRef]
10. Gupta, G.; Das, A.; Lee, S.W.; Ryu, J.Y.; Lee, J.; Nagesh, N.; Mandal, N.; Lee, C.Y. BODIPY-based Ir(III) rectangles containing bis-benzimidazole ligands with highly selective toxicity obtained through self-assembly. J. Organomet. Chem. 2018, 868, 86-94. [CrossRef]
11. Hu, M.X.; Yan, Y.L.; Zhu, B.H.; Chang, F.; Yu, S.Y.; Alatan, G. A series of Mn(i) photo-activated carbon monoxide-releasing molecules with benzimidazole coligands: Synthesis, structural characterization, CO releasing properties and biological activity evaluation. RSC Adv. 2019, 9, 20505-20512. [CrossRef] [PubMed]
12. Sur, V.P.; Mazumdar, A.; Kopel, P.; Mukherjee, S.; Vitek, P.; Michalkova, H.; Vaculovicova, M.; Moulick, A. A Novel Ruthenium Based Coordination Compound Against Pathogenic Bacteria. Int. J. Mol. Sci. 2020, 21, 18. [CrossRef] [PubMed]
13. Zhang, H.; Xu, Y.L.; Wu, H.L.; Aderinto, S.O.; Fan, X.Y. Mono-, bi- and multi-nuclear silver complexes constructed from bis(benzimidazole)-2-oxapropane ligands and methacrylate: Syntheses, crystal structures, DNA-binding properties and antioxidant activities. RSC Adv. 2016, 6, 83697-83708. [CrossRef]
14. Rodriguez-Cordero, M.; Ciguela, N.; Llovera, L.; Gonzalez, T.; Briceno, A.; Landaeta, V.R.; Pastran, J. Synthesis, structural elucidation and DNA binding profile of $\mathrm{Zn}(\mathrm{II})$ bis-benzimidazole complexes. Inorg. Chem. Commun. 2018, 91, 124-128. [CrossRef]
15. Pan, R.K.; Song, J.L.; Li, G.B.; Lin, S.Q.; Liu, S.G.; Yang, G.Z. Copper(II), cobalt(II) and zinc(II) complexes based on a tridentate bis(benzimidazole)pyridine ligand: Synthesis, crystal structures, electrochemical properties and antitumour activities. Transit. Met. Chem. 2017, 42, 253-262. [CrossRef]
16. Sunita, M.; Anupama, B.; Ushaiah, B.; Kumari, C.G. Synthesis, characterization, DNA binding and cleavage studies of mixedligand copper (II) complexes. Arab. J. Chem. 2017, 10, S3367-S3374. [CrossRef]
17. Suwalsky, M.; Castillo, I.; Sanchez-Eguia, B.N.; Gallardo, M.J.; Dukes, N.; Santiago-Osorio, E.; Aguiniga, I.; Rivera-Martinez, A.R. In vitro effects of benzimidazole/thioether-copper complexes with antitumor activity on human erythrocytes. J. Inorg. Biochem. 2018, 178, 87-93. [CrossRef]
18. Munoz-Patino, N.; Sanchez-Eguia, B.N.; Araiza-Olivera, D.; Flores-Alamo, M.; Hernandez-Ortega, S.; Martinez-Otero, D.; Castillo, I. Synthesis, structure, and biological activity of bis(benzimidazole)amino thio- and selenoether nickel complexes. J. Inorg. Biochem. 2020, 211, 111198. [CrossRef]
19. Kopel, P.; Wawrzak, D.; Langer, V.; Cihalova, K.; Chudobova, D.; Vesely, R.; Adam, V.; Kizek, R. Biological Activity and Molecular Structures of Bis(benzimidazole) and Trithiocyanurate Complexes. Molecules 2015, 20, 10360-10376. [CrossRef]
20. Tesarova, B.; Charousova, M.; Dostalova, S.; Bienko, A.; Kopel, P.; Kruszynski, R.; Hynek, D.; Michalek, P.; Eckschlager, T.; Stiborova, M.; et al. Folic acid-mediated re-shuttling of ferritin receptor specificity towards a selective delivery of highly cytotoxic nickel(II) coordination compounds. Int. J. Biol. Macromol. 2019, 126, 1099-1111. [CrossRef]
21. Masaryk, L.; Tesarova, B.; Choquesillo-Lazarte, D.; Milosavljevic, V.; Heger, Z.; Kopel, P. Structural and biological characterization of anticancer nickel(II) bis(benzimidazole) complex. J. Inorg. Biochem. 2021, 217, 111395. [CrossRef] [PubMed]
22. Ashrafi, A.M.; Kopel, P.; Richtera, L. An Investigation on the Electrochemical Behavior and Antibacterial and Cytotoxic Activity of Nickel Trithiocyanurate Complexes. Materials 2020, 13, 1782. [CrossRef] [PubMed]
23. Ferraro, M.G.; Piccolo, M.; Misso, G.; Santamaria, R.; Irace, C. Bioactivity and Development of Small Non-Platinum Metal-Based Chemotherapeutics. Pharmaceutics 2022, 14, 954. [CrossRef] [PubMed]
24. Kumar, S.; Balakrishna, M.S. Transition metal complexes of imidazole appended pyridyline linked bisphosphine, 2,6-bis(2-(diphenylphosphanyl)-1H-imidazol-1-yl)pyridine. Results Chem. 2021, 3, 100161. [CrossRef]

Disclaimer/Publisher's Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.

# Integrative Metallomics Studies of Toxic Metal(loid) Substances at the Blood Plasma-Red Blood Cell-Organ/Tumor Nexus 

Maryam Doroudian and Jürgen Gailer * (D)<br>Department of Chemistry, 2500 University Drive NW, University of Calgary, Calgary, AB T2N 1N4, Canada<br>* Correspondence: jgailer@ucalgary.ca


#### Abstract

Globally, an estimated 9 million deaths per year are caused by human exposure to environmental pollutants, including toxic metal(loid) species. Since pollution is underestimated in calculations of the global burden of disease, the actual number of pollution-related deaths per year is likely to be substantially greater. Conversely, anticancer metallodrugs are deliberately administered to cancer patients, but their often dose-limiting severe adverse side-effects necessitate the urgent development of more effective metallodrugs that offer fewer off-target effects. What these seemingly unrelated events have in common is our limited understanding of what happens when each of these toxic metal(loid) substances enter the human bloodstream. However, the bioinorganic chemistry that unfolds at the plasma/red blood cell interface is directly implicated in mediating organ/tumor damage and, therefore, is of immediate toxicological and pharmacological relevance. This perspective will provide a brief synopsis of the bioinorganic chemistry of $\mathrm{As}^{\mathrm{III}}, \mathrm{Cd}^{2+}, \mathrm{Hg}^{2+}, \mathrm{CH}_{3} \mathrm{Hg}^{+}$and the anticancer metallodrug cisplatin in the bloodstream. Probing these processes at near-physiological conditions and integrating the results with biochemical events within organs and/or tumors has the potential to causally link chronic human exposure to toxic metal(loid) species with disease etiology and to translate more novel anticancer metal complexes to clinical studies, which will significantly improve human health in the 21st century.
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## 1. Introduction

Ever since the inception of life some 3.8 billion years ago-possibly in the vicinity of deep-sea hydrothermal vents [1]-it has been continually exposed to background concentrations of inherently toxic elements released from the earth's crust into the biosphere by natural processes, including volcanism and chemical weathering. Therefore, all organisms evolved in the presence of potentially toxic metal(loid) species and had to adapt to background concentrations over millions of years [2]. A momentous event in the 1760-1780s, however, changed the organism-earth relationship forever: the industrial revolution. This represents the onset of the production of consumer products at an ever-increasing scale, which required unprecedented amounts of energy (i.e., fossil fuels) and building blocks (i.e., chemical elements). The associated advent of the mining/metallurgy industry resulted in the increased emission of toxic metal(loid) species into the environment in many parts of the world [3,4], which has dramatically affected ecosystems [5] and, in turn, inevitably exposed certain human populations [6].

A conceptually related event which involved the interaction of an entirely different type of toxic metalloid compound with humans took place in 1911: the birth of chemotherapy by Paul Ehrlich. While his synthesis of the arsenic-containing drug Salvarsan contributed to humankind's exploration of the available 'chemical space' [7], its administration to patients who suffered from syphilis-a bacterial infection caused by Treponema pal-lidum-ushered in a fundamentally new therapeutic approach to treat human diseases by exploiting the concept of 'selective toxicity' $[8,9]$.

What conceptually relates the exposure of humans to toxic metal(loid) species with the administration of an arsenic-containing drug to patients is the fact that both of these toxic substances infiltrate the systemic blood circulation, which was discovered by William Harvey [10]. His recognition that the bloodstream effectively represents a conveyor belt which supplies human organs with water, life-sustaining oxygen and nutrients (essential elements, vitamins, carbohydrates and lipids) to maintain human health makes this biological fluid one of the first sites where adverse interactions between toxic metal(loid) species/cytotoxic metallodrugs and constituents of the bloodstream unfold (Figure 1) [11,12]. The toxicological and pharmacological relevance of these interactions with constituents of the bloodstream is attributed to the simple fact that they collectively constitute a 'filter' which fundamentally determines which toxic-metal-containing species or metabolites thereof will impinge on organs to cause either a detrimental effect, in the case of toxic metal(loid) species, and / or a desirable pharmacological effect in the case of anticancer metallodrugs on a malignant tumor.


Figure 1. The central role held by the bioinorganic chemistry of toxic metal(loid) species and metallodrugs in the bloodstream in terms of linking environmental exposure to adverse health effects/organ-based diseases and in developing better drugs to treat human diseases, such as cancer (Figure modified from [13]).

Considerable progress has been made to conceptually relate toxic metal(loid) species and metallodrugs-which will from now on be referred to as toxic metal(loid) substancesin biological systems to adverse or intended human health effects. It is, therefore, timely to provide the reader with a perspective as to why the bioinorganic chemistry of toxic metal(loid) substances, specifically in the bloodstream, has become a worthwhile research avenue. Since the available experimental techniques to measure metal-containing metabolites in biological fluids are not our primary focus, the interested reader is referred to relevant reviews [14-18]. Nevertheless, a few techniques that are particularly appropriate to solve relevant problems will be outlined. Then, bioinorganic mechanisms of toxic metal(loid) species in the bloodstream will be presented, and their conceptual link to adverse health effects will be discussed. This section will be followed by an analogous brief
summary of the biochemical fate of anticancer metallodrugs in the bloodstream. Finally, we underscore the importance of integrating processes involving toxic metal(loid) substances in the bloodstream with those that happen in organs in terms of understanding their impact at the whole-organism level, either negatively (toxicology) or advantageously (pharmacology).

## 2. Critical Importance of Studying Toxic Metal(loid) Substances in the Bloodstream (Footnote: From Now on We Use the Term 'Substances' When We Refer to Both Toxic Metal(loid) Species and Metallodrugs)

The man-made emission of toxic metal(loid) species into the environment has gradually increased since the onset of the Industrial Revolution, and perturbs the global biogeochemical element cycles of at least 11 elements today, with arsenic (As), cadmium (Cd) and mercury $(\mathrm{Hg})$ species critically affecting air, water and food [19]. In fact, the input of Hg to ecosystems is estimated to have increased two- to five-fold during the industrial era [20]. These profound geochemical changes in the biosphere have prompted some scientists to refer to our age as the 'Anthropocene' [21]. Certain human populations, including children, are therefore unwittingly exposed to higher daily doses of persistent inorganic environmental pollutants through the ingestion of contaminated food [22-25], the inhalation of contaminated air [26-29] and/or dermal exposure to consumer products [30-32] than ever before. Unsurprisingly, pollution has become the world's largest environmental cause of disease and premature death, with an estimated $\sim 9$ million deaths per year [33] and is associated with staggering global healthcare costs [34]. Owing to the inherent persistence of $\mathrm{As}, \mathrm{Cd}$ and Hg species and their binding to hematite and humic acids in soils [35], their concentrations in ecosystems will either remain constant-potentially for millennia [36,37]or even gradually increase over time [38,39]. Due to the continued consumption of large quantities of Hg [40], the global-warming-induced re-mobilization of certain metal(loid) species [41] and the ongoing contamination of the food chain with these inorganic pollutants [22,25,42,43], the concomitant exposure of human populations represents a global health problem [44-46]. Owing to the severe health effects associated with human exposure to comparatively small daily doses of toxic metal(loid) species (up to $260 \mu \mathrm{~g} /$ day), the toxicology of metals has received considerable research attention [6,47], which has in turn resulted in the implementation of guidelines for maximum permissible concentrations in drinking water [48], food [22] and air [49] in many countries. As a consequence of additional human exposure to these inorganic pollutants through consumer products [30], personal care products [32], nanomaterials [50] and the global-warming-induced increase in using wastewater for food irrigation [44], an emerging challenge is the establishment of a new paradigm to assess how a lifetime of exposure affects the risk of developing chronic diseases [51]. In this context, the elucidation of the biomolecular mechanisms of toxicity associated with chronic human exposure to toxic metal(loid) species [52,53] and causally linking these mechanisms with the etiology of human illnesses that do not have a genetic origin [54] remain perhaps the two most pertinent knowledge gaps.

The development of chemotherapy to treat human diseases other than bacterial infections was-somewhat counterintuitively-accelerated during World Wars I and II, when certain warfare agents were used for the first time. In particular, the observation that soldiers' exposure to nitrogen mustards specifically targeted bone marrow cells prompted scientists to investigate if this effect may be harnessed to selectively target malignant cells. By the mid-1960s, the anticancer metallodrug cisplatin was serendipitously discovered [55] and FDA-approved in 1978. Despite cisplatin being a 'shotgun' cytotoxin (it does not differentiate between cancer and healthy cells), which is intrinsically associated with severe and dose-limiting side-effects [56], close to $50 \%$ of all cancer patients worldwide are today treated with cisplatin, carboplatin and/or oxaliplatin, either by itself or in combination with other anticancer drugs [12]. The success story of cisplatin triggered intense research efforts to develop metallodrugs for use as photochemotherapeutic drugs, antiviral drugs, antiarthritic drugs, antidiabetic drugs, drugs for the treatment of cardiovascular and gastrointestinal disorders as well as psychotropics [57], but overall metallodrugs remain a tiny
minority of all medicinal drugs that are currently on the market [58,59]. The considerable burden of cancer on the world economy [60], however, necessitates the urgent development of more effective anticancer drugs that offer higher selectivity and, thus, fewer side-effects to improve the quality of life of patients during and after cancer treatment. Even though promising novel anticancer metal complexes are being developed [9,61], advancing more of these to preclinical/clinical studies remains a major problem [12]. This problem is attributed to the fact that insufficient attention is being directed to assess the effect of pharmacologically relevant doses of novel anticancer metal complexes on (a) the integrity of red blood cells (RBCs) [62], (b) their stability in blood plasma [12,63] and (c) their selectivity toward cancer cells versus healthy cells [64].

## 3. General Considerations Pertaining to Interactions of Toxic Metal(loid) Substances in Humans

With regard to the infiltration of the bloodstream by a toxic metal(loid) species, a reasonable question to ask is how an exceedingly small daily dose (e.g., $200 \mu \mathrm{~g}$ of inorganic As/day will eventually result in cancer [65]) can reach target organs. Interactions of toxic metal(loid) species with some bloodstream constituents are 'good', as their initial binding/sequestration (e.g., binding to human serum albumin or uptake into RBCs) will delay/preclude it from reaching a target organ. Conversely, a metallodrug that is intravenously administered is intended to reach the malignant tumor intact in order to cause maximal damage. Hence, any interaction(s) of an anticancer metallodrug with bloodstream constituents (e.g., a partial decomposition followed by plasma protein binding) is/are 'bad', as less will reach the tumor tissue.

It is important to point out that the daily human exposure to toxic metal(loid) species by inhalation and ingestion is comparatively lower ( $\mu \mathrm{g} /$ day) than that of anticancer metallodrugs, which are intravenously administered (mg/day). It is, therefore, not entirely surprising that an extensive lag-time can exist between the onset of chronic human exposure to toxic metal(loid) species and the start of overt adverse health effects [52], while overt signs of toxicity manifest themselves typically within hours or days after the intravenous administration of patients with anticancer metallodrugs [56].

The challenge that pertains to both types of these toxic metal(loid) substances is the need to establish the entire sequence of bioinorganic interactions that occur at the plasma/RBC interface and to integrate them with processes that unfold in organs/tumors (Figure 2). For toxic metal(loid) species, this means revealing the biomolecular mechanisms causing organ damage; for metallodrugs, it also implies screening novel molecular structures which preferentially target the tumor cells, while leaving healthy organs unscathed. Ironically, the effect of these toxic metal(loid) substances on human health are conceptually intertwined in an interesting manner, since specific toxic metal(loid) species are established carcinogens (e.g., inorganic As and Cd [66,67]), while cancer patients are being treated with highly cytotoxic metallodrugs (e.g., cisplatin) to achieve tumor shrinkage/remission that are often associated with severe side-effects.

## Biomolecular mechanism of toxicological and/or pharmacological action



Figure 2. Conceptual relationship of bioinorganic processes in the bloodstream following (a) the chronic exposure of humans to a toxic metal(loid) species (toxicological effect) and (b) the intravenous administration by cancer patients of an anticancer metallodrug (pharmacological effect).

## 4. Bioinorganic Chemistry of Toxic Metal(loid) Substances in the Bloodstream In Vitro/In Vivo

One of the main difficulties of studying chemical reactions that unfold in the bloodstream is its biological complexity, which is directly related to its orchestration of the continual exchange of nutrients absorbed from the GI tract to organs and the eventual excretion of waste products via the kidneys. The bloodstream should not, however, be viewed as a seamless pipe, since it contains up to 10,000 plasma proteins [68], $>400$ SMW metabolites [69] and $\sim 1600$ RBC cytosolic proteins [70] which can engage in a variety of potential chemical reactions with toxic metal(loid) substances. The enormous number of potential binding sites on plasma proteins/SMW metabolites, for example, can result in their reversible vs. irreversible binding [71], while the partial or complete sequestration of toxic metal(loid) substances within RBCs would preclude their influx to target organs. Given the reducing conditions within RBCs, redox reactions of toxic metal(loid) substances within RBCs must also be considered. The intrinsic biological complexity of plasma and RBC cytosol can be overcome by using metallomics tools, which refers to hyphenated techniques that are comprised of a separation method (e.g., HPLC, 2D-PAGE) coupled to an element-specific detection technique [14-16,72]. The application of metallomics tools inherently reduces the analytical separation problem significantly, as the number of endogenous metal species within any given biological fluid (e.g., all endogenous metalloproteins) represents a sub-proteome of the proteome (i.e., all proteins within a biological fluid).

Detecting complexes containing a chemical bond between a toxic and an essential element, for example, in blood plasma, would reveal which essential trace element is targeted by a particular toxic metal(loid) species [73]. Since blood is comprised of about $50 \%$ of RBCs, it is also of importance to consider the binding of toxic metal(loid) species to the lipid bilayer membrane of intact RBCs [74] and the cytosolic proteins within RBCs [75]. In terms of anticancer metallodrugs, their metabolism in the bloodstream can lead to the formation of hydrolysis products, which can then bind to plasma proteins, such as human serum albumin (HSA). It is therefore desirable to analyze blood plasma for all
parent metal-containing metabolites, which has been successfully attained for cisplatin and carboplatin [76].

In addition to analyzing plasma and RBC cytosol, one should also heed the advice from R.J.P. Williams that 'living organisms cannot be understood by studying extracted (dead) molecules. We have to study flow systems' [77]. Accordingly, conducting in vivo experiments using animal models is invaluable as it can provide an important starting point for further research. For example, it may be possible to identify a particular complex which contains a chemical bond between a toxic and an essential element [78,79] which can then initiate studies to establish the entire mechanism of chronic toxicity/pharmacological action within the bloodstream-organ system (Figure 2). To this end, our lab has demonstrated that the metabolism of $\mathrm{As}^{\mathrm{III}}$ is fundamentally tied to that of the essential trace element selenium. After the intravenous injection of rabbits with $\mathrm{As}^{\mathrm{III}}$ and $\mathrm{Se}^{\mathrm{IV}}$, the analysis of rabbit bile revealed an As:Se molar ratio of 1:1, which implied the in vivo formation and excretion of an As-Se compound from the liver. The latter compound was structurally characterized as the seleno-bis(S-glutathionyl) arsinium ion [(GS) ${ }_{2} \mathrm{AsSe}^{-}$] [78], which is formed intracellularly following Equation 1.

$$
\begin{equation*}
\mathrm{As}(\mathrm{OH})_{3}+\mathrm{HSeO}_{3}^{-}+8 \mathrm{GSH} \rightarrow(\mathrm{GS})_{2} \mathrm{AsSe}^{-}+3 \mathrm{GSSG}+6 \mathrm{H}_{2} \mathrm{O} \tag{1}
\end{equation*}
$$

Notably, the results from this in vivo experiment were crucial to design subsequent investigations, which revealed that (GS) $)_{2} \mathrm{AsSe}^{-}$is formed in the bloodstream [80] (Figure 3). More recent experiments revealed that this metabolite is present in the liver, the gall bladder and the GI tract [81], and experiments with rabbits revealed that this As ${ }^{\text {III }}-\mathrm{Se}^{\text {IV }}$ antagonism is of direct environmental relevance [82]. Similarly, the formation and structural characterization of a Hg - and Se-containing detoxification product that is rapidly formed in rabbit blood was first observed in vivo [79]. The formation of the detoxification product $(\mathrm{HgSe})_{100}$ SelP (Figure 3) could not have been observed in blood plasma or RBCs alone, as its mechanism of formation involves the reduction of $\mathrm{Se}^{\mathrm{IV}}$ to $\mathrm{HSe}^{-}$within RBCs followed by its subsequent excretion into plasma where it then reacts with $\mathrm{Hg}^{2+}$. These few examples underscore the vital role that in vivo studies play in the context of discovering novel metabolites of toxicological importance.


Figure 3. Bioinorganic chemistry of toxic metal(loid) species that unfold in plasma (yellow) and red blood cells (red) are critical to establish their mechanism of chronic toxicity, which determines the degree of organ damage over weeks/months/years. Abbreviations: red blood cells (RBC), small molecular weight (SMW), hemoglobin ( Hb ), selenoprotein P (SelP), haptoglobin (Hp), glutathione (GSH).

## 5. Toxic Metal(loid) Species at the Plasma-RBC-Organ Nexus

From a conceptual point of view, the 'missing link' in the toxicology of metal(loid) species ultimately lies in causally linking molecular data with human health effects [83]. At face value, this problem translates to an enormous transdisciplinary chemistry-biology problem because 'molecular data' refers to toxicologically relevant interactions of any given toxic metal(loid) species with biomolecules in the bloodstream [84] and in target organs [85] which then collectively result in a specific adverse health effect at the whole organism level (e.g., kidney damage). Understanding the associated exposure-response relationship is critically dependent on predicting how much organ damage a toxic metal(loid) species absorbed into the bloodstream ( $\mathrm{As}^{\mathrm{III}}, \mathrm{Cd}^{2+}, \mathrm{Hg}^{2+}$ and $\mathrm{CH}_{3} \mathrm{Hg}^{+}$) can ultimately inflict. This goal requires one to unravel toxicologically relevant bioinorganic events in the bloodstream, which can involve chemistry of the toxic metal(loid) species in plasma (Figure 3, yellow arrows) [84] and/or in RBCs (Figure 3, red arrows) [75]. While these events can be studied separately, one must integrate the results to establish the metabolism of the toxic metal(loid) species at the plasma-RBC interface (see the bidirectional arrows between the yellow and the red arrows in Figure 3), which ultimately determines how much of the initial dose will be able to engage in organ damage 'downstream' [86]. The dynamic bioinorganic events that unfold at the plasma-RBC-organ nexus are, in all likelihood, also responsible for the considerable lag-phase that can exist between the onset of the chronic exposure of an organism to toxic metal(loid) species and the time when adverse organ-based toxic effects manifest themselves [52,87].

From a mechanistic point of view, chronic human exposure to toxic metal(loid) species can involve three bioinorganic processes that happen in the bloodstream, which may considerably reduce the fraction of the toxic metal(loid) species that is not 'detoxified' therein, and therefore, are of toxicological relevance. One important process is the sequestration of a toxic metal(loid) species within RBCs (e.g., $\mathrm{CH}_{3} \mathrm{Hg}^{+}$[88], Cd [89]) or the formation of non-toxic complexes with essential elements, such as selenium either in blood plasma [73] or RBCs [90] (Figure 3). Another process that needs to be considered is a toxic-metal(loid)-species-mediated lysis of RBCs, which releases Hb to plasma where it tightly binds to the plasma protein haptoglobin (Hp). Since the binding capacity of the latter is limited by its plasma concentration, however, the release of too much Hb can result in 'free' Hb in plasma which can then cause severe kidney damage [91]. Yet another process by which a toxic metal(loid) species may contribute to organ damage is the gradual induction of a trace-element deficiency based on events that unfold in the bloodstream-organ system [73,81,86].

Last but not least, one needs to consider a toxic-metal(loid)-species-induced adverse effect on the assembly of RBCs in the bone marrow, which may adversely affect the cytosolic concentrations of metalloproteins in the RBCs that are released into the blood circulation [e.g., a decreased hemoglobin $(\mathrm{Hb})$ concentration therein corresponds to anemia], or may result in a decreased lifetime of RBCs in the blood circulation [92]. The exposure of mammals to a toxic metal(loid) species can also result in the hypoproduction of the hormone erythropoietin, which stimulates the production of RBCs and would, therefore, result in another form of anemia [93]. Taken together, all of these individual bioinorganic mechanisms collectively contribute to organ damage over weeks, months and possibly years depending on the dose of the toxic metal(loid) species.

From a practical view, gaining insight into the bioinorganic chemistry of toxic metal(loid)s in the bloodstream is hampered by its intrinsic biological complexity. The seemingly simple task of identifying those plasma proteins that specifically bind any given toxic metal(loid) species translates-owing to the presence of thousands of plasma proteins-into a considerable separation problem, but can be dramatically simplified by using so-called metallomics tools $[13,16]$. The simultaneous detection capability of some metallomics tools allows one to use the $\sim 10$ endogenous plasma/serum metalloproteins that contain transition metals $(\mathrm{Cu}, \mathrm{Fe}$ and Zn ) (Table 1) [94,95] and the $\sim 4$ metalloproteins that are present in RBC lysate (Table 2) as internal standards, which inherently represent molecular-weight markers and,
thus, validate an obtained analytical result. Furthermore, exogenous toxic metal(loid) species, such as $\mathrm{As}^{\text {III }}, \mathrm{Cd}^{2+}, \mathrm{Hg}^{2+}$ and $\mathrm{CH}_{3} \mathrm{Hg}^{+}$can also bind to the aforementioned metalloproteins and/or proteins in plasma and/or RBC cytosol. In blood plasma, for example, $\mathrm{Cd}^{2+}$ has been shown to bind to serum albumin in rats [96]. Likewise, cisplatin-derived metabolites have been demonstrated to bind to HSA in human plasma [76], but the binding appears to be irreversible. In this context, the irreversible binding of a metallodrug to HSA renders the formed metallodrug-HSA complex ineffective for uptake into tumor cells [58], unless the tumor cells can able to achieve this [97] (e.g., by macropinocytosis). Furthermore, $\mathrm{Hg}^{2+}$, $\mathrm{CH}_{3} \mathrm{Hg}^{+}$and $\mathrm{CH}_{3} \mathrm{CH}_{2} \mathrm{Hg}^{+}$have each been demonstrated to bind to Hb in the matrix of RBC cytosol [75]. The formation of adducts between a toxic metal species and a metalloprotein can have important toxicological ramifications. For example, the binding of $\mathrm{CH}_{3} \mathrm{CH}_{2} \mathrm{Hg}^{+}$to Hb is associated with its conformational change, which significantly decreases its $\mathrm{O}_{2}$ binding capacity [98].

Table 1. Characteristics of major metalloproteins in human plasma.

| Metal | Metalloprotein or Biomolecules which Contain Bound Metal(s) | Molecular Mass (kDa) | Number of Metal Atoms Bound per Protein | Reference |
| :---: | :---: | :---: | :---: | :---: |
| Fe | Ferritin | 450 | <4500 | [94] |
|  | Transferrin | 79.9 | 1 | [94] |
|  | Haptoglobin-Hemoglobin complex | 86-900 | 2 | [99] |
| Cu | Blood coagulation factor V | 330 | 1 | [94] |
|  | Transcuprein | 270 | 0.5 | [94] |
|  | Ceruloplasmin | 132 | 6 | [94] |
|  | Albumin | 66 | 1 | [94] |
|  | Extracellular Superoxide Dismutase | 165 | 4 | [94] |
|  | Peptides and amino acids | <5 | - | [94] |
| Zn | $\alpha_{2}$ macroglobulin | 725 | 5 | [94] |
|  | Albumin | 66 | 1 | [94] |
|  | Extracellular Superoxide Dismutase | 165 | 4 | [94] |

Table 2. Characteristics of major metalloproteins in red blood cell cytosol.

| Metal | Metalloprotein | Molecular Mass <br> $\mathbf{( k D a )}$ | Number of Metal Atoms <br> Bound per Protein | Reference |
| :---: | :---: | :---: | :---: | :---: |
| Fe | Hemoglobin | 64.5 | 4 | $[100]$ |
|  | Catalase | 240 | 4 | $[101]$ |
| Zn | Carbonic anhydrase | 30 | 1 | $[102]$ |
|  | Superoxide Dismutase | 32 | 1 | $[103]$ |
| Cu | Superoxide Dismutase | 32 | 1 | $[103]$ |

To date, the application of LC-based metallomics tools has provided important new insight into the bioinorganic chemistry of toxic metal(loid)s in the bloodstream (Table 3) by observing bi- and trimetallic complexes that contain essential and toxic metals [69], which contributed important insight into the biomolecular mechanisms that mediate organ damage (Figure 3) [86]. In terms of probing the interaction of toxic metal(loid) species with constituents of plasma, it is important to note that the latter contains about 400 small molecular weight (SMW) molecules and metabolites, including amino acids, peptides, fatty acids and nucleotides that are present at $\mu \mathrm{M}$ concentrations [104]. The variation in concentration of these SMW molecules in the bloodstream has been demonstrated to be,
in part, genetically determined [104]. These SMW molecules and metabolites are likely to play an important role in the distribution of toxic metal species to target organ tissues [105] (Figure 3). Direct experimental evidence in support of this comes from a recent study in which a metallomics tool was employed to demonstrate that homocysteine (hCys) is critically involved in the delivery of $\mathrm{CH}_{3} \mathrm{Hg}^{+}$to L-type large neutral amino acid transporters (LATs) [106], which mediate the uptake of $\mathrm{CH}_{3} \mathrm{Hg}^{+}-\mathrm{Cys}$ complexes into the brain [84]. hCys, an intermediate metabolite formed by the de-methylation of methionine [107], may therefore be also involved in the translocation of other toxic metal(loid) species to target organs. It is possible that in patients with hyperhomocysteinemia- who exhibit elevated levels of hCys in blood plasma (e.g., $>15 \mu \mathrm{M}$ ) which has been linked to the development of cardiovascular disease, stroke, and Alzheimer's Disease (AD) [107]-the metabolism of toxic metal(loid)s is significantly altered and may potentially exacerbate disease progression. Other SMW species that are also likely to be implicated in the organ uptake of toxic metal(loid) species are $\mathrm{Cl}^{-}$and $\mathrm{HCO}_{3}-$ [108], which may therefore be indirectly implicatedin neurodegenerative diseases [109].

## 6. Metallodrugs/Novel Metal(loid) Complexes at the Plasma-RBC-Organ-Tumor Nexus

Metallodrugs [57], including cisplatin—the oldest and best-known metallodrug [110]— are used as therapeutics for the treatment of various diseases; most prominently, cancer. However, the severe toxic side-effects of this Pt-based anticancer metallodrug prompted the development of other Pt-based drugs, such as oxaliplatin which kills cells by inducing ribosome biogenesis stress rather than the cisplatin-mediated DNA-damage response [111]. An alternative strategy to develop better metallodrugs is to embrace different metals altogether, which has resulted in the synthesis of anticancer active Cu complexes as well as ferrocene-functionalized $\mathrm{Ru}(\mathrm{II})$ arene complexes with interesting pharmacological properties [112,113]. Despite these encouraging advances, the translation of results from in vitro studies to therapeutic success using in vivo animal models, and eventually clinical studies, remains a major challenge. Conceptually there are two reasons why metallodrugs may be inherently better-suited to target disease-relevant proteins than some one-dimensional (1D, linear) or two-dimensional (2D, planar) organic molecules. Firstly, metallodrugs allow one to build a drug molecule that provides a wider range of geometries around a metal center in three dimensions (3D conformation) compared to $75 \%$ of linear and planar organic FDA-approved drug molecules, which offers the possibility of more-selectively inhibiting the active site of a target protein [114-117]. Secondly, certain metallodrugs can induce long-lasting anticancer immune responses [118], thus offering the potential to develop 'smart' metallodrugs [119]. The latter term refers to drugs that more-selectively target cancer cells, which is in accordance with the goal of achieving 'precision medicine' [120]. Despite these potential advantages and the fact that many novel structures are reported annually, only a negligibly small number of novel metal(loid) complexes enter clinical studies $[112,117,121]$. This undesirable situation is attributed to a) the common misperception that, similar to cisplatin [56], all metallodrugs are associated with severe toxic side-effects and b) the challenge of translating more metal(loid) complexes through systematic in vitro and in vivo studies to successful metallodrugs. The magnitude of the latter dilemma is illustrated by the fact that certain metal complexes exhibit potent cytotoxicity toward cancer cell lines in vitro, but show no antitumoral activity in vivo and may even display nephrotoxicity [122]. These facts hint at a transdisciplinary 'chemistry-medicine' problem of equal proportions to the aforementioned 'chemistry-biology' problem (see Section 5).

The fundamental problem that is associated with the assessment of novel metal entities-at least in our opinion-is that their interactions with constituents of the bloodstream are often not sufficiently considered [123]. We would like to illustrate this important bottleneck in the assessment of novel metal entities based on what is known about the fate of cisplatin in the human bloodstream (Figure 4). While cisplatin is an ideal candidate in this context because we know more about its biochemical fate in the bloodstream than any
other anticancer active metallodrug, we point out that this prototypical metallodrug lacks the desired tumor selectivity.


Figure 4. Bioinorganic chemistry of cytotoxic anticancer metallodrugs that unfold in plasma (yellow) and red blood cells (red) are critical to establish their mechanism of action, as they determine the degree of tumor damage/tumor shrinkage over days/weeks. Abbreviations: human serum albumin (HSA), red blood cells (RBC), hemoglobin (Hb), glutathione (GSH), lipid bilayer membrane (LBM), copper transporter 1 (CTR1).

### 6.1. Stability of Metallodrugs/Novel Metal(loid) Complexes in Plasma

A low temporal stability of a novel metal complex in plasma will dramatically reduce its probability of reaching the cancer tissue intact, and thus, increases the probability of severe toxic side-effects that are caused by the formed degradation products [120]. Compared to small organic molecules, this potential problem is much more troublesome for metallodrugs since a rupture of the bond that anchors the metal to its drug framework will compromise the integrity of the drug molecule, in turn adversely affecting not only the intended pharmacological effect and possibly also contributing to its severe adverse side-effects. Metallomics tools, which involve the hyphenation of a separation technique [e.g., capillary electrophoresis (CE), size-exclusion chromatography (SEC), high-/ultra-performance liquid chromatography (HPLC/UPLC)] with a metal-detector [e.g., inductively-coupled plasma mass spectrometry (ICP-MS), inductively coupled plasma atomic emission spectroscopy (ICP-AES)] can provide much-needed insight into the temporal stability of metallodrugs in serum [124].

The anticancer drug cisplatin, for example, undergoes several bioinorganic chemistry processes in blood plasma, including hydrolysis followed by the binding of the formed hydrolysis products to plasma proteins [76]. These dynamic bioinorganic processes gradually decrease the plasma concentration of the parent drug that is able to reach the intended tumor tissue intact, while the formed hydrolysis products are likely responsible for its severe side-effects (Figure 4) [76]. In this context, it is important to point out that the mere observation of a degradation product of a novel metal complex in blood plasma using a metallomics tool cannot provide any information about its toxicity, as this information has to be established using toxicological assays. The capability of metallomics tools to detect highly cytotoxic Pt species in plasma is reminiscent of their ability to identify potentially toxic metal species in human serum from environmentally exposed people [125] and to
determine natural variations in the isotopic composition of $\mathrm{CH}_{3} \mathrm{Hg}^{+}$and $\mathrm{Hg}^{2+}$ in fish tissue [126]. The application of SEC-ICP-AES has been particularly valuable to demonstrate that $70 \%$ of the bimetallic Ti- and Au-containing complex Titanocref remains intact in human plasma after incubation for 60 min at $37^{\circ} \mathrm{C}$ [63], while the Ti- and Au-containing degradation products eluted bound to HSA. This comparatively novel metallomics tool has also been successfully applied to compare in vitro the metabolism of pharmacologically relevant doses of the FDA-approved platinum drugs cisplatin and carboplatin in human blood plasma [76]. The results revealed a comparatively faster hydrolysis of cisplatin followed by the binding of the formed hydrolysis products to plasma proteins, predominantly HSA, over a 24 h period compared to carboplatin. In addition, the hydrolysis products that formed from each platinum drug appeared to bind to the same plasma proteins. Importantly, these temporal changes in the metabolism of cisplatin/carboplatin provided an explanation for their considerably different toxic side-effects in patients [76] and the different biodistribution of these platinum drugs to organs after treatment.

Conceptually related to the application of SEC-ICP-AES to probe the stability of metallodrugs and novel metal complexes in plasma, this metallomics tool has also allowed researchers to visualize the deliberate modulation of the metabolism of cisplatin in human plasma by D-methionine [127], N -acetyl-L-cysteine [128] and sodium thiosulfate [129], which revealed that these SMW sulfur compounds can be used to 'neutralize' a highly toxic cisplatin hydrolysis product that is largely responsible for the severe side-effects of this Pt drug [130]. Thus, metallomics tools can be employed to obtain insight into the time-dependent in vitro metabolism of novel metal complexes in blood plasma, which is useful not only to estimate how much of the administered anticancer metal complex is likely to reach the cancer tissue intact [12,63], but also to gain insight into the formation of degradation products that may cause undesirable severe side-effects at the organ level [130,131].

### 6.2. Metallodrugs-/Novel-Metal(loid)-Complexes-Induced Rupture of RBCs

A novel-metal-entity-induced rupture of RBCs in the bloodstream results in the release of Hb into plasma, which can cause severe toxic side-effects, such as potentially lifethreatening thrombotic effects and kidney toxicity [91]. Cisplatin, for example, is wellknown to perturb the integrity of cell membranes-resulting in the damage of chicken RBCs [62]-which likely contributes to its severe side-effects in treated patients [56,123]. Based on the well-established metabolism of cisplatin in blood plasma [76], however, it is unknown if the integrity of the RBC lipid bilayer membrane is perturbed by cisplatin or its hydrolysis products. A recently developed metallomics tool can be employed to analyze blood plasma ( $50 \mu \mathrm{~L}$ ) for a hemoglobin-haptoglobin complex to estimate the RBC rupture that is induced by a pharmacologically relevant dose of a metallodrug when added to whole blood [132].

### 6.3. Assessment of the Selectivity of Metallodrugs/Novel Metal(loid) Complexes to Cancer Cells

The selectivity of a novel metal(loid) complex toward the intended cancer can be assessed in cell-culture studies by measuring the $\mathrm{IC}_{50}$ value in cancer cells and healthy cells (e.g., fibroblasts). The advent of single cell (sc) ICP-MS over the last couple of years has demonstrated that it can-at least in principle-be employed to observe the uptake of cisplatin into sensitive and resistant cancer cells [133]. Remarkably, this inherent capability offers the ability to probe the selectivity of novel metal(loid) complexes under near-physiological conditions in vitro, with the caveat that, in the presence of the bloodstream, the same selectivity may not be obtainable in vivo.

Faced with the urgent need to accelerate more novel metal(loid) complexes that exhibit the desired biological activity to clinical studies, the application of certain metallomics tools (SEC-ICP-AES) can provide useful information about potentially adverse effects of a metallodrug in the bloodstream (i.e., RBC rupture; degradation in plasma), while other metallomics tools (scICP-MS) can allow for probing the selectivity of the metallodrug to preferentially 'hit' cancer cells compared to healthy cells in vitro [133]. The analysis of a
set of novel metal(loid) complexes with different metallomics tools, therefore, offers the prospect of identifying those that are stable in plasma, do not compromise the integrity of RBCs (in blood) and exhibit selectivity toward cancer cells (Table 3). The complexes that fulfill these criteria can then be forwarded to preclinical and clinical studies. While knowledge about the mechanism of action of an anticancer drug at the biomolecular level is unquestionably useful [134], it is not necessarily a priority when screening novel metal complexes. Instead, their selective delivery to the tumor tissue should be the primary focus [63,135].

## 7. Integrative Metallomics Studies

In order to make progress in terms of linking 'molecular data' of potentially toxic metal(loid) species and cytotoxic metallodrugs with undesirable or desirable human health effects, it is necessary to establish the complete sequence of bioinorganic chemical reactions in various biological compartments of the bloodstream-organ system (i.e., plasma, RBCs and organs) (Figures 3 and 4) (Table 3). With regard to the exposure of an organism to a toxic metal(loid) species, one potential challenge is to measure an outcome in a target organ (e.g., nutrient deficiency) [69,86,108], while it is comparatively easy to observe the shrinkage/remission of a tumor after treatment with a metallodrug [136]. Our limited understanding of the 'molecular toxicology' of toxic metal(loid) species and metallodrugs in the bloodstream must be attributed to the fact that most studies are conducted using either blood plasma or RBC lysate for practical reasons, since the shelf life of whole blood is rather limited. This approach to addressing the bioinorganic chemistry in individual biological compartments can intrinsically not answer the most crucial question of which specific metal species will impinge on a toxicological target organ and/or tumor in the whole organism. In a sense, this undesirable situation is somewhat reminiscent of the problem that proteomics researchers faced who chose to study purified proteins in isolation for many years without realizing that addressing the biological complexity requires one to study protein-protein interactions to describe the events that unfold inside any given cell [137]. Since it is ultimately the flux of toxic metal(loid) substances that impinge on toxicological target organs/tumors and determine the damage [detrimental in the context of toxic metal(loid) species, but desirable in the context of metallodrugs], a better understanding of the corresponding bioinorganic chemistry in the bloodstream will contribute to advancing toxicology [108], ecotoxicology [138] and pharmacology [97]. Integrating the bioinorganic mechanisms that unfold in the bloodstream with biomolecular uptake mechanisms that are located at the organ surface [139] will inevitably advance human health, as these processes play a crucial role in terms of a) causally linking human exposure to toxic metal(loids) to disease and b) ultimately achieving 'precision oncology' [120]. Some metallomics tools, such as X-ray-based spectroscopy, even offer the capability to probe deeper inside the organ/tumor tissue to obtain information on the sub-cellular compartment that a specific toxic metal(loid) or metallodrug targets in a healthy cell or cancer cell [140]. The innovative applications of metallomics tools thus represent an essential first step in terms of unravelling the potential pharmacology and the mechanism of action of novel metal(loid) complexes to further advance the important role that integrated metallomics are destined to play in health and disease [15].

Table 3. Overview of studies which exemplify the usefulness of different metallomics tools to probe the interaction of toxic metal(loid) substances with different biological fluids and/or cells.

| Toxic Metal(loid) Species in Biological Fluid | Metallomics Tool(s) | Investigated Species | Obtained Information | Reference |
| :---: | :---: | :---: | :---: | :---: |
| Blood plasma (in vitro) | SEC-ICP-AES | $\mathrm{Cd}^{2+}$ | $\mathrm{Cd}^{2+}$-driven displacement of $\mathrm{Zn}^{2+}$ from a Zn metalloprotein | [16] |
|  | SEC-ICP-AES | $\mathrm{CH}_{3} \mathrm{Hg}^{+}$ | formation of hCys- $\mathrm{CH}_{3} \mathrm{Hg}^{+}$ complexes | [84] |
| Red blood cell cytosol (in vitro) | SEC-ICP-AES and XAS | $\begin{gathered} \mathrm{Hg}^{2+}, \mathrm{CH}_{3} \mathrm{Hg}^{+}, \\ \mathrm{CH}_{3} \mathrm{CH}_{2} \mathrm{Hg}^{+}, \mathrm{Cd}^{2+} \end{gathered}$ | formation of stable complexes of $\mathrm{Hg}^{2+}, \mathrm{CH}_{3} \mathrm{Hg}^{+}$and $\mathrm{CH}_{3} \mathrm{CH}_{2} \mathrm{Hg}^{+}$ with hemoglobin | [75] |
|  | SEC-ICP-AES and XAS | $\mathrm{CH}_{3} \mathrm{Hg}^{+}$and $(\mathrm{GS})_{2} \mathrm{AsSe}^{-}$ | formation of (GS) $2_{2} \mathrm{AsSe}-\mathrm{HgCH}_{3}$ | [90] |
| Bile (in vivo) | XAS | injection of hamsters with $\mathrm{As}^{\mathrm{III}}$ and $\mathrm{Se}^{\mathrm{IV}}$ | detection of (GS) $2_{2} \mathrm{AsSe}^{-}$ | [81] |
| Metallodrug in Biological Fluid/Compartment | Metallomics Tool | Investigated Metallodrug | Obtained Information | Reference |
| Blood plasma (in vitro) | SEC-ICP-AES | cisplatin and carboplatin, Titanocref | stability/degree of hydrolysis/degradation | $\begin{aligned} & {[76]} \\ & {[63]} \end{aligned}$ |
|  | SEC-ICP-AES | cisplatin | formation of complexes between a cisplatin-derived hydrolysis product and thiosulfate | [129] |
|  | SEC-ICP-AES | cisplatin | formation of complex between a cisplatin-derived hydrolysis product and N -acetyl-L-cysteine | [128] |
|  | SEC-ICP-AES | cisplatin | formation of complexes between a cisplatin-derived hydrolysis product and D-methionine | [127] |
|  | SEC-ICP-AES | cisplatin | modulation of the metabolism of cisplatin in serum of cancer patients with human serum albumin (HSA) | [141] |
|  | SEC-ICP-AES | (2,2':6'2"-terpyridine) platinum (II) complexes | binding to rabbit serum albumin | [131] |
|  | SEC-ICP-AES | cisplatin and NAMI-A | comparative metabolism | [142] |
| Whole blood (in vitro) | SEC-ICP-AES SEC-GFAAS | no metallodrugs investigated | dose-dependent effect of metallodrug on RBC lysis | $\begin{aligned} & {[99]} \\ & {[132]} \end{aligned}$ |
| Healthy and cancer cells (cell culture) | scICP-MS | cisplatin | selectivity of metallodrug | [133] |

## 8. Conclusions

Throughout life, the dynamic flow of toxic metal(loid) species inevitably connects every mammalian organism to the surface geochemistry of our home planet. Because of the paucity of information about possible mechanistic links that functionally connect environmental exposure to toxic metal(loid)s with adverse pregnancy outcomes [143], neurodevelopment in children [144], adverse effects on organs [145] and human diseases of unknown etiology $[54,108]$, gaining insight into the underlying bioinorganic chemistry
in the environment-bloodstream-organ system [146] is critical, especially given the rapidly growing problem of dealing with electronic waste-of which we generate 53.5 million metric t per year [147]. Elucidating this bioinorganic chemistry not only holds the prospect of causally linking human environmental exposure to toxic metal(loid) species with the etiology of neurodegenerative diseases including Alzheimer's Disease [148] and to curb emissions into the environment, but also to develop affordable, practical solutions [149]. Relatedly, the development of better anticancer metal-base drugs hinges on improving our screening process of novel metal complexes to include events that unfold in the bloodstream and, in turn, advance more drug candidates to preclinical studies [12]. The integration of bioinorganic chemistry events in the blood plasma-RBC-organ system is therefore critical to causally link human exposure to toxic metal(loid) species with diseases [150] and to help discover the next generation of metallodrugs.
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[^0]:    ${ }^{\text {a }}$ nujol; ${ }^{\mathrm{b}}$ DMSO solution; ${ }^{\text {c }}$ mixed bands; vs, very strong; s, strong; m, medium; w, weak; br, broad.

[^1]:    the anion refer to Figure 14

[^2]:    ${ }^{1}$ Difference between $\mathrm{Zn}(\mathrm{II})$ and $\mathrm{Cd}(\mathrm{II})$ affinity, if the measurement conditions were identical. ${ }^{\text {a }}$ High-affinity binding sites. ${ }^{\mathrm{b}}$ Low-affinity binding sites.

[^3]:    Symmetry codes: ${ }^{\mathrm{i}}=x+1, y, z ;{ }^{\mathrm{ii}}=-x+1,-y+1,-z(\mathbf{1}) ;{ }^{\mathrm{i}}=x+1, y, z ;{ }^{\mathrm{iii}}=x-1, y, z ;{ }^{\mathrm{iv}}=-x+1,-y+1,-z+1(\mathbf{2})$.

[^4]:    ${ }^{1}$ The Addison structural parameter $\left(\tau_{5}=(\beta-\alpha) / 60\right)$, where: $\beta>\alpha$ are the two greatest valence angles of the coordination center [15]. Data on $D$ and $E$ in $\mathrm{cm}^{-1}$ calculated with $F_{4}=5000 \mathrm{~cm}^{-1}$.

[^5]:    ${ }^{1}$ JT points to a strong Jahn-Teller effect, owing to which a spontaneous symmetry descent proceeds. Data on $D$ in $\mathrm{cm}^{-1}$ calculated with $F_{4}=5000 \mathrm{~cm}^{-1}$.

