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1. Introduction

Due to the success of the first edition of the Special Issue “Industrial Chemistry
Reactions: Kinetics, Mass Transfer and Industrial Reactor Design” in terms of both the
quantity and quality of the published papers, we thought it would be prudent to announce
a second edition.

Recently conceived, powerful calculation methods have enabled the development of
more sophisticated approaches to catalysis, kinetics, reactor design, and simulation. It is
well known that many chemical reactions of a large scale and of great interest for industrial
processes require information related to topics ranging from thermodynamics and kinetics
to transport phenomena related to mass, energy, and momentum. For reliable industrial-
scale reactor design, all these pieces of information must be incorporated into appropriate
equations and mathematical models that facilitate accurate and reliable simulations for
scale-up purposes. One challenge in this regard is to collect, in a memorable volume,
the main advances and trends in the field of industrial chemistry that have been brought
about by the contributions of various champions of scientific and technological progress
by reviewing their past activity in the field or providing, through original manuscripts,
examples of modern approaches to the investigation of industrial chemical reactions.

Therefore, the aim of this Special Issue is to collect worldwide contributions from
experts in the field of industrial reactor design pertaining to kinetic and mass-transfer
studies. The call for reviews and original papers solicited research in the following areas:

• Kinetic studies of complex reaction schemes (multiphase systems);
• Kinetics and mass transfer in multifunctional reactors;
• Reactions in mass-transfer-dominated regimes (e.g., fluid–solid and intraparticle

diffusive limitations);
• Kinetics and mass transfer modeling with alternative approaches (e.g., stochas-

tic modeling);
• Pilot plant and industrial-size reactor simulation and scale-ups based on kinetic studies

(e.g., the lab-to-plant approach).

This Special Issue collected eleven papers that could be framed within different macro
areas and whose distribution is depicted in Figure 1.

As depicted, the distribution is well-balanced among the five different macro areas, namely,

(i) kinetics for complex reaction schemes;
(ii) multifunctional reactors;
(iii) reactions in mass-transfer-dominated regimes;
(iv) modeling with alternative approaches;
(v) scale-ups.

Processes 2023, 11, 1880. https://doi.org/10.3390/pr11071880 https://www.mdpi.com/journal/processes
1



Processes 2023, 11, 1880

 
Figure 1. Statistical information related to the Special Issue, “Industrial Chemistry Reactions: Kinetics,
Mass Transfer and Industrial Reactor Design (II)”: distribution of papers per macro area.

In the following sections, the main achievements published in this SI will be reviewed
and summarized, highlighting the points of novelty with respect to each macro area.

2. Kinetics for Complex Reaction Schemes

Two articles were published in the field of kinetics for complex reaction schemes.
Santacesaria et al. [1] reviewed and analyzed the possibility of using ethanol as a liquid
organic hydrogen carrier (LOHC), analyzing in detail both the main and side reactions (see
Figure 2A for the latter), finding that the main rate expressions can be strongly dependent
on the adsorption phenomena with regard to the surface reaction mechanisms.

 
(A) (B) 

Figure 2. (A) Detailed reaction scheme of acetaldehyde condensation [1]. (B) CH4 conversion versus
reactors’ axial coordinates for 6.0 cm ID reactor [2].

Palo et al. proposed a kinetic model of thermal methane cracking on molten metal [2]
that correctly described the experimental data collected using a pilot plant even when using
simplified ideal packed bed reactor models (see Figure 2B).

3. Multifunctional Reactors

Three papers were published in the field of multifunctional reactor technologies.
Alqahtani et al. [3] explored the possibility of using a membrane reactor for hydrogen
production, specifically with respect to its modeling and simulation. Figure 3A shows the
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hydrogen concentration profiles along the residence time, illustrating that the model can
also predict instability regions for the operation, making it a valuable tool in reactor design.

 

 
(A) (B) 

 
(C) 

Figure 3. (A) Variations in hydrogen concentration with residence time in a membrane reactor [3].
(B) Diagram of a rotating zigzag bed [4]. (C) Simulated moving bed reactor [5].

Liu et al. proposed a rotating zigzag bed reactor for a modeling and experimental
study on CO2 absorption using NaOH solution [4], adopting the experimental apparatus
sketched in Figure 3B. The authors managed to measure and simulate the gas–liquid mass
transfer interfacial parameters with high precision.

Finally, Zhang et al. reviewed both the classical and the most recent technologies in
relation to simulated moving bed reactors (see Figure 3C) [5], reviewing the possibility of
using such technologies in specific applications.

4. Reactions in Mass-Transfer-Dominated Regimes

Two articles were published in the field of chemical reactions in the presence of mass-
transfer limitations. Hua et al. published a paper on a Multiphysics numerical simulation
model related to an argon-stirred ladle [6]. As revealed in Figure 4A, the model accounts
for the mass transfer aspects involved in the overall reaction network, paying particular
attention to the diffusion of the chemical components between the involved phases. The
results were promising and in line with the collected experimental data.

Tao et al. explored the hydrodynamic performance of a countercurrent total spray
tray under sloshing conditions [7]. The influence of the main experimental conditions,
including gas velocity and rolling-induced sweeping, on pressure drops, entrainment, and
plate fluctuations was determined, thereby retrieving information for a better physical
understanding of the system under investigation (see scheme reported in Figure 4B).

3
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(A) (B) 

Figure 4. (A) Diagram of the simulation model applied to the argon-stirred ladle [6]. (B) Experimental
setup used by Tao et al. to investigate the hydrodynamic performance of a countercurrent total spray
tray under sloshing conditions [7].

5. Modeling Using Alternative Approaches

The research groups of Huang and Lan published two articles on the topic of modeling
using alternative approaches. Huang et al. conducted a model-based analysis of ethylene
carbonate hydrogenation in industrial tubular reactors [8], comparing the performances
of different reactors operating in adiabatic or heat-exchanged modalities (see Figure 5A).
They identified the optimal operation-condition-related windows within which to optimize
both the conversion and selectivity of the process.

(A) (B) 

Figure 5. (A) Different industrial tubular reactors modeled in the work conducted by Huang et al. [8].
(B) Thermodynamic equilibrium distribution distributions of Zn when S and Zn coexist in the coal [9].

Lan et al. investigated the effects of S and mineral elements (Ca, Al, Si, and Fe) on the
thermochemical behavior of Zn during the co-pyrolysis of coal and waste tires [9]. The
authors conducted an in-depth experimental and thermodynamic analysis to model the
mentioned system, allowing them to predict the chemical composition of the mixtures
obtained at different temperatures after thermal treatment (Figure 5B). Undoubtedly, this
study yielded information required for the further scale-up of the operation.
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6. Scale-Up

Finally, two articles were devoted to the scale-up process. Wang et al. studied the
scaling-up of the catalytic decomposition of chlorinated hydrocarbons [10]. A dedicated
experiment (see device in Figure 6A) was conducted to prove the concept, analyzing the
quality of the products obtained for the future scaling-up of the process.

  
(A) (B) 

Figure 6. (A) Experimental setup of the catalytic decomposition of chlorinated hydrocarbons: (a–c),
reactors (b); 1 gas cylinders; 2 flow mass controllers; 3 saturator; 4 quartz reactor; 5 heating zone; 6
catalyst sample; 7 foamed quartz basket; 8 lab flowthrough quartz reactor; 9 scaled-up quartz reactor;
10 evaporator; 11 carbon collector; 12 vessel; 13 pump; 14 alkali trap. [10]. (B) One-step process
flowsheet [11].

Lacerda de Oliveira Campos et al. proposed a process and techno-economic analysis
of methanol synthesis from hydrogen and carbon dioxide with intermediate condensation
steps [11]. The authors proposed a detailed flowsheet (see Figure 6B) that was designed to
optimize the operation conditions of the whole plant.

7. Conclusions

Due to the success of the first edition, the second edition of this Special Issue on
Industrial Chemistry Reactions: Kinetics, Mass Transfer, and Industrial Reactor Design (II)
was launched and received significant attention. Part of the success of this second edition
was due to the great variety of options that can be obtained when chemical reactions,
catalysis, kinetics, transport phenomena, and multiphase systems are considered. The
high quality of the collected papers, together with the highly interdisciplinary approach,
allowed for the production of relevant papers in this sector, which will surely serve as a
reference for future research.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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Thermal Methane Cracking on Molten Metal: Kinetics
Modeling for Pilot Reactor Design

Emma Palo 1, Vittoria Cosentino 1,*, Gaetano Iaquaniello 1, Vincenzo Piemonte 2 and Emmanuel Busillo 3
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3 Department of Chemical Engineering, University La Sapienza di Roma, Via Eudossiana 18,

00184 Rome, Italy
* Correspondence: v.cosentino@nextchem.it

Abstract: Up to 80% of hydrogen production is currently carried out through CO2 emission-intensive
natural gas reforming and coal gasification. Water-splitting electrolysis using renewable energy (green
H2) is the only process that does not emit greenhouses gases, but it is a quite energy-demanding
process. To significantly contribute to the clean energy transition, it is critical that low-carbon
hydrogen production routes that can replace current production methods and can expand production
capacity to meet new demands are developed. A new path, alternative to steam reforming coupled
with CCS (blue H2) that is based on methane cracking, in which H2 production is associated with
solid carbon instead of CO2 (turquoise H2), has received increasing attention recent years. The
reaction takes place inside the liquid bath, a molten metal reactor. The aim of this article is to model
the main kinetic mechanisms involved in the methane cracking reaction with molten metals. The
model developed was validated using experimental data produced by the University of La Sapienza.
Finally, such a model was used to scale up the reactor architecture.

Keywords: hydrogen; methane cracking; molten metal process; modeling; CO2 free process

1. Introduction

The European Union aims to reach climate neutrality by the 2050, which means that
Europe needs to be carbon neutral years before. Clean energy technology deployment
must accelerate rapidly to meet climate goals [1]. Today, hydrogen is mainly produced
from fossil fuels, resulting in close to 900 Mt of CO2 emissions per year. Approximately
48% of H2 comes from natural gas through the steam reforming process, 30% comes from
naphtha/oil reforming in the chemical industry and 18% comes from coal gasification.
Only the remaining 4% is generated by water electrolysis, allowing a CO2-free process,
only if the electricity comes from renewable sources [2,3].

Therefore, in order to significantly contribute to the clean energy transition, it is critical
to develop low-carbon hydrogen production routes. Natural gas reforming with carbon
capture and storage (CCS) (Blue H2) and electrolysis (Green H2) are today the two main
alternatives [1]. However, a new path based on methane pyrolysis (Turquoise H2) has
garnered increasing interest in recent years and may represent an interesting option during
the transition to a long-term sustainable society [4].

Methane cracking is based on the splitting of methane into hydrogen and carbon, with-
out any associated CO2 emissions [5]. The main reaction is endothermic and characterized
by strong kinetic limitations due to a high activation energy, which is between 356 and
452 kJ/mol [2].

CH4 (g) = 2H2 (g) + C(s) ΔH0
298K = −74.8 kJ/mol (1)

Processes 2023, 11, 1537. https://doi.org/10.3390/pr11051537 https://www.mdpi.com/journal/processes
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The reaction can occur in a thermal, catalytic and combined process. Thermal cracking
occurs theoretically above 300 ◦C; however, only around 1000 ◦C can a reasonable high
conversion be reached [2]. Figure 1 shows the CH4 conversion calculated at equilibrium at
different pressures and temperatures using Aspen Plus software v11 by Aspen Tech, which
presents the same trend reported in the literature [6].

 
Figure 1. CH4 equilibrium conversion at different temperatures [◦C] and pressures [bar] calculated
on Aspen Plus v11.

Catalyst addition enables a reduction in the activation energy to the range of
96.1–236 kJ/mol, according to the catalyst type. Different kinds of catalysts are studied in
the literature for this application. Solid catalysts have been used to lower the activation
energy of the reaction and to increase the reaction rate at moderate temperatures (below
1000 ◦C). Such catalysts are either metallic catalysts (Ni, Pd, Pt, Fe, Ni-Pd, etc.) usually
supported on metal oxides (Al2O3, MgO, etc.), or carbonaceous catalysts (activated char,
carbon black, etc.) [2]. The active metals used in conventional methane cracking can be
based on transition metals (Ni > Co > Fe) and noble metals (Pt, Pd), with catalytic activ-
ity, however, impacted by coking in time on stream tests, due to the blockage of active
sites [7]. Ni-based catalysts are the most active and stable at temperatures between 500 and
700 ◦C, but they rapidly deactivate with increasing temperatures. Moreover, Ni is toxic,
therefore any downstream use of a carbon product is enabled if purification is carried out.
Fe-based catalysts are cheaper and use a nontoxic metal, but require higher temperatures
(700–900 ◦C) [8]. Carbonaceous catalysts, such as activated char/biochar/coal char and
carbon black, have also been reported for methane cracking. Their main benefits are a
lower cost, no contamination of by-products carbon and more resistance to sulfur [9].

One of the main concerns regarding catalytic cracking is the clogging of the catalyst
formed by the carbon, which usually therefore needs to be regenerated in steam or air.
Regeneration is not always simple and for some metals, such as Ni, it is almost impossible
to recover the initial activity of the catalyst. Furthermore, even if carbonaceous catalysts
do not theoretically necessitate regeneration, their catalytic activity also drops after a few
hours of operation [2].
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To conclude, regardless of whether methane cracking is catalytic or not, the main
problem is the cumulative deposition of coke, which can plug not only the catalyst, but the
reactor itself after a few hours of operation [10].

A possible solution is to carry out the reaction in a molten media, such as in liquid
bubble column reactors [11,12]. The feed gas is then injected at the bottom of the reactor,
which rises as bubbles through the molten metal. In this way, the carbon can be easily
separated in continuous operation since the low-density solid carbon floats on the surface
of the liquid, preventing carbon accumulation and the blockage of the reactor [2,12,13]. This
solution still represents a challenge regarding its applicability on an industrial scale [14].

Molten media present other advantages, such as their ability to improve heat transfer
and thermal inertia due to their heat capacity, to increase the residence time due to the
liquid viscosity, to enable efficient heating using renewable electricity and thus replace
fossil fuel combustion, and the liquid phase may catalyze the reaction [2,12].

Molten media can be both molten salts and molten metals. Molten metals show a higher
performance in terms of catalytic activity than molten salts. In particular, Ni, Pd, Pt, Co and Fe
have a high catalytic behavior, while In, Ga, Sn, Pb and Bi are considered inert metals with low
catalytic activity, even if their combination could highly modify the alloy activity and bring
unexpected results, exceeding the performance of active metal alloys [2,13]. Furthermore,
molten metals should offer isothermal conditions during cracking, and generally have
high thermal conductivities. Therefore, they can homogenize the temperature, enhancing
methane decomposition [2,12].

Starting from all the above considerations, it was decided that the thermal methane
cracking using molten tin in a liquid bubble reactor would be analyzed. The first patent
on molten methane cracking was proposed by Tyrer in 1931, although this solution was
not considered until the 1990s [15]. Among the studies of the last twenty years, Steinberg
was one of the first to propose a bubble reactor configuration with a tin/copper molten
metal bath to promote heat transfer and carbon separation [16]. Serban et al. conducted
experiments using a stainless-steel feed tube or a porous metal sparger, injecting the
methane gas from the top into liquid tin or lead, with or without a packed bed of SiC;
they achieved a conversion of 57% at 750 ◦C with a packed bed/tin combination and
a porous metal sparger [17]. Geißler et al. studied the thermo-chemical modeling of
hydrogen production in a liquid metal bubble column reactor filled with tin, using a packed
bed and a methane volume flow rate of 50 mL/min, obtaining a maximum hydrogen
yield of 30% at 1000 ◦C [18]. Catalan et al. proposed a model that takes into account the
coupling between kinetics and hydrodynamics for thermal and catalytic cracking. The
model combines a drift flux correlation for gas hold-up, one of the most critical parameters
in this type of application, and a thermodynamically consistent kinetic model of methane
decomposition [13]. Subsequently, this first model was improved so that the interfacial area
and gas hold-up can be calculated as a function of the operating conditions in the reactor,
with no assumptions about the bubble size [19].

The purpose of this work is to analyze in particular the kinetic mechanisms involved
in the reaction in the molten media. The main factors to be considered are the high
temperature, high residence time in the liquid phase and the diameter of the bubbles
along the reactor. A simplified mathematical model to predict methane conversion is
developed and solved for both lab-scale and industrial-scale reactors. The results of the
first case are compared with experimental data produced by the Department of Chemical
Engineering University of La Sapienza in Rome, in order to carry out a first validation of
the approach used.

This work is connected to the evaluations of the process scheme and reactor design
described in two applied patent applications, one of which will be published by 2023 [12].
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2. Materials and Methods

2.1. Experimental Set-Up

Experimental tests were carried out at the Industrial Chemistry laboratory, Department
of Chemical Engineering University of La Sapienza in Rome.

Three tubular fixed-bed quartz reactors with different diameters were tested: 1.5 cm,
3.3 cm, 6.0 cm ID; in all three cases, a height of up to 20 cm was filled.

All the reactors were heated by an electric furnace, with the temperature varying
between 950 ◦C and 1070 ◦C. The reactors were placed vertically inside the furnace. The
temperature was controlled using a K-type thermocouple. The selected temperature range
complies with the literature: looking at thermodynamics, the reaction is favored at high
temperatures; however, almost zero methane conversions are recorded below 900 ◦C [13].

The flow rate of the methane could be varied in a range of 30–140 mL/min. The
methane flow rate was controlled by a flowmeter, which was injected into the reactor from
a capillary centered at the bottom of the reactor and bubbling inside the molten tin.

A scheme of the experimental set up and the reactor configuration schemes are re-
ported in Figures 2 and 3.

Figure 2. Experimental set up scheme.

Figure 3. Experimental lab reactor: reactor scheme.

10
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The possibility of cooling the tin surface with Argon was evaluated for the 6 mm ID
reactor. In this way, it was possible to slow down the cracking kinetics and avoid a reaction
in the gas phase.

The carbon produced was separated by a trap at the reactor exit and the gas was sent
to a mass spectrometer analyzer QGA-Hiden.

The experimental CH4 conversion for each reactor diameter is reported in Table 1.

Table 1. Experimental data of methane conversion.

Reactor ID Diameter [cm] Tin Height [cm] Exp. CH4 Conversion [%]

1.5 7.1 22.0
1.5 9.9 31.0
1.5 15.0 40.0
1.5 20.0 72.0
3.3 7.0 18.0
3.3 15.0 37.0
3.3 20.0 75.0
6.0 7.0 10.0
6.0 8.0 15.0
6.0 10.0 18.0
6.0 18.0 21.0

2.2. Simplified Kinetics Model

The methane cracking mechanism in a liquid bubble reactor is determined by both
the reaction kinetics and the hydrodynamics of gas rising in the bath. In this study, only
the kinetics aspects are analyzed inside the molten media phase by assuming that there
are bubbles with a constant diameter along the entire reactor height. Therefore, the mass
transfer phenomena effects are not currently considered. This simplified hypothesis will be
removed in an updated model based on a dedicated experimental campaign.

In general, in a molten metal, as the methane bubbles rise, two types of reactions occur:
one at the center of the bubbles where the methane is not in contact with the liquid, and
one at the bubble interface where the gas is in direct contact with the molten media [2].
In this study, it is assumed that the prevalent contribution to methane conversion is due
to the heterogeneous surface reaction at the gas/liquid–metal interface; the reaction rate
is therefore proportional to the specific contact surface area, which depends on the size
distribution of the bubbles [13].

The metal bath, due to its high thermal conductivity, is assumed to have a uniform
temperature, independent of the heat required by the reaction [6,20].

The mathematic model developed is based on the methane mass balance inside the
molten tin. The methane mass balance is defined in space, along the axial axis of the reactor,
and in time. The equations reported from here on were solved using the Gproms software.

The methane mass balance (A = CH4) can be written as follows:

Vg ∗ dCa(z, t)
dt

= Q (z, t) ∗ Ca(z, t)
∣∣∣∣z − Q(z, t) ∗ Ca(z, t)

∣∣∣∣z+ΔZ − (−ra) ∗ S (2)

A first-order linear reaction kinetics with respect to methane is considered [21]:

(−ra) = k(T) Ca(z, t) (3)

where k(T) is the rate coefficient of the catalytic reaction (Equation (17)) and Ca(z, t) is the
concentration of methane as a function of height and time.

The decomposition of methane is a reversible reaction. In the model developed, only
the forward reaction is considered, since it can be assumed that the contribution of the
backward reaction tends to be zero at the high temperatures analyzed [22,23].

11



Processes 2023, 11, 1537

The methane flow rate, as a function of height and time, can be written as follows:

Q(z, t) = Q0(1 + εA ∗ Xa) (4)

Xa represents methane conversion, defined as follows:

Xa =
Q0 ∗ Ca0 − Q(z, t)Ca(z, t)

Q0 ∗ Ca0 (5)

where Q0 represents the methane inlet flow rate, Ca0 represents the methane initial concen-
tration and εA is derived from stoichiometry and defined as follows:

εA = ∑ βi ∗ yi0 (6)

where ∑ βi represents the sum of the stoichiometric coefficients and yi0 represents the
molar fraction of methane.

The final balance obtained by combining all the equations above is as follows:

dCa
dt

= − 1
π ∗ R2

[
Q (z, t)

dCa(z, t)
dz

+ Ca(z, t)
dQ(z, t)

dz

]
− k(T) ∗ Ca(z, t) ∗ a (7)

Q(z, t) = Q0
[

1 + εA ∗
(

Q0 ∗ Ca0 − QCa
Q0 ∗ Ca0

)]
(8)

with the following initial conditions:
{

Z = 0, Ca = Ca◦
Z = 0, Q = Q◦ (9)

The specific contact surface area between the methane bubble and the liquid metal, a, is
an important process parameter, since by increasing its value, a higher methane conversion
can be reached. It is calculated as follows [24]:

a =
6ε

db ∗ (1 − ε)
(10)

where db is the bubble diameter and ε is the gas hold up.
As reported in Equation (10), the specific contact surface is also inversely proportional

to the diameter of the bubble. This confirms that small bubbles lead to high methane
conversions, as also reported in the literature [2].

As explained at the beginning of this section, the bubble diameter is assumed to
be constant along the reactor height. The bubble diameter is estimated using Tate’s law,
assuming that there are no viscous effects, no interactions between the bubbles, that there is
a vertical rising pathway, and that there are no variations in the molten surface tension [25]:

db =

(
12R0σ(

ρTin − ρg
)

g

) 1
3

, (11)

where

• R0 = radius of the sparger orifice[m]

• σ = surface tension of the tin
[

N
m

]
• ρSn = density of tin

[
kg
m3

]
• ρg = density of methane

[
kg
m3

]

12
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Gas hold-up can be defined as the volume fraction of gas in the total volume of the gas–
liquid phase in the bubble column. A smaller gas hold-up requires a larger reactor volume
given the same hydrogen production rate, methane conversion and reaction temperature.
It can be estimated as the ratio of the gas volume over the total volume of the molten bed.

ε =
Vg

VSn
(12)

where
Vg = Q ∗ τm (13)

τm =
HSn
vb

= rising time (14)

VSn = π ∗ R2 ∗ HSn (15)

vb = 29.69 ∗ d0.316
b = rising velocity

[cm
s

]
(16)

with

• HSn = height of the tin bath[m]
• R = reactor radius[m]

As the bubble rising velocity is a function of the bubble diameter only, it is assumed
constant along the entire reactor height.

The kinetic constant is defined by Arrhenius’ law:

k(T) = k0 ∗ exp(−
Ea

R∗T ) (17)

Various studies in the literature were analyzed in order to find the values of the pre-
exponential factor k0 and the activation energy Ea for thermal cracking in molten tin. The
values from Rodat et al. [26] were selected since they better fitted the experimental data.

In Table 2, all the parameters fixed to solve the methane balance are reported.

Table 2. Parameters fixed to solve methane material balance.

Parameter Value

R0 [mm] 0.125
σ [N/m] 0.493

ρSn [kg/m3] 6486.1
ρg [kg/m3] 0.145

g [m/s2] 9.81
k0 [1/s] 6.6 × 1013 [26]

Ea [kJ/mol] 370 [26]

3. Results

The mathematical model described above is solved using Gprom by entering different
tin heights into the software. For each tin height, it is possible to calculate the rising time
τm (Equation (14)), the volume of the molten bed VSn (Equation (15)), the gas volume Vg
(Equation (13)) and the gas hold up ε (Equation (12)).

By combining these parameters to solve the mass balance, it is possible to obtain the
methane conversion as a function of the tin height.

To validate this approach, the model results should be compared with the experimental
data reported in Table 1. Therefore, the model was solved for 1.5, 3.3 and 6.0 cm ID
reactors, considering an initial methane flowrate of 30 mL/min. For all these three cases
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analyzed, the bubble diameter (Equation (11)) was 2 mm and, accordingly, the rising
velocity (Equation (16)) was 178.5 mm/s.

3.1. Case A: 1.5 cm and 3.3 cm ID Reactors

The first two cases analyzed use a 1.5 and 3.3 cm ID reactor. In Figure 4, the conversion
profile vs. the tin height is reported. It is evident that the experimental data for the first
two reactors are not consistent with the mathematical prediction since the experimental
conversions results are much higher than the modelling ones, which tend towards an
asymptote for relatively low values.

    
(a) (b) 

Figure 4. Model and experimental CH4 conversion [%] vs. tin height [m]. (a) Case for 1.5 cm ID
reactor. (b) Case for 3.3 cm ID reactor.

This behavior can be attributed to the small size of the reactors. The wettability of the
quartz tube with tin is very low and therefore the bubbles tend to flow along the walls of
the tube where the pressure drops are lower. This effect is called the wall effect. Bubble
velocity increases on the quartz wall and therefore bubbles leave the tin bed quickly.

This phenomenon is inversely proportional to the diameter of the reactor and is
accentuated when the tin height, and therefore the pressure drop, increases. The main
effect is that the residence time of methane in the tin bath becomes very limited, leading to
a methane conversion that occurs predominantly in the gas phase above the molten metal.
The latter must be avoided since the solid carbon, formed outside the bath in the headspace
above the molten metal, can deposit in an uncontrolled manner on the reactor surfaces,
causing the consequent problems of fouling and/or clogging.

The experimental data in Figure 4 are therefore much higher than the prediction of
the model since they consider both the conversion contribution in the liquid phase and in
the gaseous phase. As the height of the tin increases, the values diverge more and more,
confirming that the conversion occurs mostly in the headspace above the bath.

3.2. Case B: 6.0 cm ID Reactor

By following the modeling approach already described, it is possible to calculate the
methane conversion at different tin heights also for the 6.0 cm ID reactor. The model profile
is then compared with the experimental data from Table 1, and the results are shown in
Figure 5.
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Figure 5. Model and experimental CH4 conversion [%] vs. tin height [m] for 6.0 cm ID reactor.

The model conversion still presents an asymptotic behavior. However, unlike the
previous cases, the experimental data are more congruent with the model prediction. This
result can be attributed on the one hand to an increase in the diameter, which discourages
the wall effect with the consequent flow of the bubbles. On the other hand, in the exper-
imental tests of the 6.0 ID reactor, the conversion was measured only in the molten tin,
removing the contribution in the gaseous phase. This was possible thanks to a flow of cold
Argon, with the same flow rate as the methane feed, which is sent to the surface of the
tin bath; in this way, the temperature in the headspace decreases with a slowdown of the
kinetics, preventing conversion into the gaseous phase.

The described procedure is only applicable for the 6.0 cm ID reactor due to geometri-
cal constraints.

The main result is that, despite the fact that the mass of the tin is greater than in the
previous cases (the volume is greater since at the same relative height, the diameter is
bigger), the experimental points in Figure 5 have shifted downwards with respect to those
in Figure 4. The values of conversion for the 1.5 cm and 3.3 cm ID reactors should then be
corrected by subtracting the conversion in the gaseous phase:

Xa_tin = Xa_exp − Xa_gas (18)

The conversion into the gaseous phase can be estimated using experimental tests on
the empty reactor, which will be the object of a future experimentation campaign.

4. Discussion

By analyzing the results obtained, it may be concluded that the simplified model
describes the experimental data quite accurately. Figure 5 also reflects the methane conver-
sion trend reported in the literature for a similar reactor configuration [2,13]. The curve
flattening is due to the small size of the reactor, which leads to a maximum conversion of
20%. This value corresponds to a tin height of about 20 cm, above which the molten metal
seems to have no more influence.

It can be concluded that the approach developed is validated.
After this validation, the model is used to predict the methane conversion for an

industrial liquid bubble reactor, which is schematized in Figure 6.
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Figure 6. Liquid bubble reactor scheme for CH4 cracking.

The reactor details are described in the patent applied, which will be published in
2023 [12]. It consists of a metallic reactor internally coated with refractory material and
filled with molten tin. The metal is maintained at a constant temperature of 1000 ◦C by
electric elements immersed in the molten bath. The methane enters inside the molten tin as
bubbles through a gas distributor placed at the bottom of the reactor. The geometry and
the dimensions of the reactor have been optimized in the same patents mentioned above.

The main parameters fixed are reported in Table 3.

Table 3. Parameters fixed for an industrial reactor.

Parameter Value

Reactor diameter [m] 1
Temperature [◦C] 1000

Pressure [bar] 15
Methane inlet flowrate [kg/h] 80.0

As already stated, the conversion is strongly influenced by the diameter of the gas
bubble since it increases as the bubble diameter decreases. For this reason, three different
bubble diameters are analyzed: 0.2 cm, 2.0 cm and 5.0 cm. For each of them, rising velocities
(Equation (16)) of 17.85 cm/s, 36.96 cm/s and 49.37 cm/s were calculated, respectively.

Like the lab cases, the model is solved on Gproms, by entering different tin heights
into the software: for each of them, the rising time τm (Equation (14)), the volume of the
molten bed VSn (Equation (15)), the gas volume Vg (Equation (13)), the gas hold up ε

(Equation (12)) and the corresponding methane conversion are calculated.
In Figure 7, the methane conversion profile vs. the tin height is reported for each

bubble diameter. Figure 7 shows the equilibrium conversion as well, evaluated in the same
operating conditions. In addition, in this case, the conversion presents the same trend as
shown in Figures 4 and 5; what changes is the value at which the curve flattens out and the
corresponding tin height. The latter is independent of the diameter of the bubble and is
equal to 1.5 m in all cases. Instead, the methane conversion, as expected and also reported
in the literature [6,26], is strongly influenced by the bubble diameter: with big bubbles, a
maximum methane conversion of about 37% is obtained; this value can become double
only by decreasing the diameter of the bubbles and keeping all other operating conditions
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equal. This demonstrates that the bubble diameter is one of the key factors for this process
architecture.

 
Figure 7. Model CH4 conversion [%] vs. tin height [m] for industrial reactor at different bubble
diameter db [cm].

The bubble diameter depends both on the characteristics of the fluid and on the
geometry of the sparger. Conversions close to equilibrium can be obtained by suitably
designing the sparger to guarantee a bubble diameter in the order of mm or even less.

5. Conclusions

Methane cracking on molten media represents a promising process for low-emission
hydrogen production. It becomes important to understand the thermodynamic and ki-
netic mechanisms on which the cracking reaction occurs, in order to predict the methane
conversion and optimize the reactor design.

For this purpose, a mathematical model was developed in this work. The model is
based on the methane mass balance inside the molten tin. The differential equations are
solved using Gproms software.

The model results were compared with the experimental data, showing an almost
equal trend in the methane conversion during the molten phase.

Afterwards, the mathematical model developed is used to estimate the methane
conversion in an industrial reactor at different bubble diameters. The results obtained are
promising since quite high conversions can be achieved with small bubbles.

This proves that the bubble diameter is one of the main factors that plays a role in
methane cracking. Finding the right compromise between the size of the sparger orifice
and the tin bath height is a key parameter in the development of the technology.
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Abstract: In this paper, a new type of total spray tray (TST) with gas–liquid countercurrent contact is
proposed to solve the problem of slight operation flexibility and poor sloshing resistance in towers
under offshore conditions. Its hydrodynamic performance indicators, such as pressure drop, weeping,
entrainment, and liquid level unevenness, were experimentally studied under rolling motion. A
tower with an inner diameter of 400 mm and tray spacing of 350 mm was installed on a sloshing
platform to simulate offshore conditions. The experimental results show that the rolling motion
affected the hydrodynamic performance of the tray under experimental conditions. When the rolling
amplitude did not exceed 4◦, the degree of fluctuation of the hydrodynamic performance was small,
and the tray could still work stably. With increasing rolling amplitude, the TST wet plate pressure
drop, weeping, and liquid level unevenness fluctuations also increased. When the rolling amplitude
reached 7◦, the maximum fluctuation of the wet plate pressure drop was 8.9% compared to that in
the static state, and the plate hole kinetic energy factor, as the TST reached the lower limit of weeping,
increased rapidly from 6.2 at rest to 7.8 under the experimental conditions. It can be seen that the TST
still exhibits good hydrodynamic performance under rolling motion.

Keywords: pressure drop; countercurrent total spray tray; sloshing platform; hydrodynamic perfor-
mance; offshore conditions

1. Introduction

As the most widely used critical common technology in the chemical industry, distilla-
tion is widely used in petroleum, natural gas, chemical, pharmaceutical, and environmental
protection, and other industries. Furthermore, it occupies a considerable proportion of
industrial production [1]. In the 21st century, with the increasing depletion of onshore oil
and gas resources and the continuous breakthrough of offshore oil and gas exploration and
exploitation technologies, the natural gas industry has begun to extend to the sea [2,3]. The
distillation tower is the core equipment of the natural gas pretreatment process, and its
operation has a significant impact on the gas purification effect, gas quality, and economic
benefits [4]. Therefore, the development of offshore distillation and the realization of stable
and efficient distillation towers on offshore platforms have become inevitable trends in
the development of the distillation industry [5–9]. However, due to the influence of ocean
wind and waves, floating devices will produce three angular motions of rolling, pitching,
and yawing, and three displacement motions of swaying, surging, and heaving. The
movement of offshore platforms is shown in Figure 1. The sloshing that has the greatest
influence on the hydrodynamic performance of a traditional distillation tower is rolling
(pitching) [10–12]. Therefore, it is of great significance to understand the performance of
the tower under rolling motion.

Processes 2023, 11, 355. https://doi.org/10.3390/pr11020355 https://www.mdpi.com/journal/processes
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(a) (b) 

Figure 1. Movement of offshore platform. (a) Movement of offshore platform; (b) rolling motion.

Research on the influence of sloshing on equipment has mainly concentrated on the
design calculation and load analysis of ships and tanks [13–16], while research on its
effect on towers is relatively rare. Ma [4] carried out an experimental study on bubble cap
trays and valve trays on a sloshing platform. The results showed that the performance
of the trays decreased significantly with increasing rolling amplitude, and they could not
work when the rolling amplitude exceeded 3◦. Cheng [17] studied the hydrodynamic
performance of LBJ (low backmixing jet) and DLJ (double-layer jet) trays under sloshing
conditions and found that their ability to resist sloshing was improved compared to that of
traditional trays. Zhang et al. [18] studied the influence of offshore sloshing on a packed
column and found that the liquid accumulated obviously near the wall on the tilt side. The
flow field parameters in the column changed significantly after the inclination exceeded
3◦. Weedman et al. [19] studied the performance of several different packed columns
under tilting conditions. Due to the high length–diameter ratio of the distillation column,
the separation efficiency decreased rapidly under slight tilting conditions. Di et al. [20]
studied the effects of ship motion on the mass transfer area in structured packed columns
for offshore gas production. The results confirmed that the mass transfer area will decrease
under any typical ship motion. Yang et al. [21] proposed a small air separation plant with a
dual-column distillation process and carried out experiments under offshore conditions,
providing engineering guidance for the design of cryogenic distillation columns for offshore
applications. China University of Petroleum [22–28] conducted an experimental study on
a packed column and plate tower on a sloshing platform and analyzed the influence of
sloshing on the distribution and flow of gas and liquid in the tower. It was found that
rolling motion was the most influential form of sloshing with regard to the hydrodynamic
performance of the tower, and the arrangement of partitions could reduce the influence of
sloshing on the liquid in the tower.

It can be seen that offshore conditions seriously affect the hydrodynamic performance
of packed column and plate towers. The reason for this is that the tilt scale of the tower
has a significant amplification effect on the uneven liquid distribution in the tower. For a
plate tower with gas–liquid cross-flow contact, the liquid on the tray flows horizontally and
cannot be blocked in the flow direction. Thus, the unevenness of liquid on the plate becomes
severe with an increasing diameter of the tower under the tilt state. For a packed column
with gas–liquid countercurrent contact, the liquid in the column flows vertically downward;
by increasing the height of the column, the liquid will deviate to one side of the column
during falling into the tilt state. Therefore, the traditional onshore distillation tower cannot
maintain high performance under harsh conditions such as sea waves and typhoons [28].

Now, people mainly use different types of packed columns to solve the effect of
offshore sloshing on distillation columns. Compared to a packed column, a plate tower
has the advantages of a large operating range, suitability for large tower diameters, and
convenient maintenance. However, it is impossible to block the liquid in the direction of
liquid flow, which limits the application of traditional plate towers in the sea. If the plate
tower can be made to resist sloshing, the plate tower will have greater advantages under
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some working conditions. Therefore, it is of great significance to study the applicability of
plate towers under offshore conditions.

To solve the bottlenecks in existing plate towers—their low operational flexibility and
poor resistance to sloshing under sloshing conditions—we propose a new type of total
spray tray (TST) [29–31] with gas–liquid countercurrent contact and with the liquid flow
in the tower guided by a three-dimensional space barrier. Under rolling conditions, the
hydrodynamic performance of this TST was studied experimentally. The variation law of
the hydrodynamic performance of the tower plate under offshore conditions is analyzed. Its
operational flexibility range is clarified. Its ability to adapt to offshore sloshing conditions
is explored, providing technical support for the design optimization of tower equipment
on offshore platforms.

2. Materials and Methods

2.1. TST Space Barrier Drainage Principle

The TST consists of three parts: a tray with a plate hole, a spray tube above the plate
hole, and a liquid sealing cap. The structure is shown in Figure 2.

Figure 2. The structure of the TST.

By setting a layer of tray every 350 mm, the liquid will not accumulate obviously near
the wall with increasing tower height in the sloshing state. At the same time, because of
the gas–liquid countercurrent contact, the liquid does not need to cross the whole tray. The
problem with the traditional plate tower where the partitions cannot be increased in the
flow direction to reduce the sloshing effect can be solved here by increasing the partitions.
The effect of the partitions is shown in Figure 3.

 
(a) (b) 

Figure 3. The effect of the partitions. (a) Form of the partitions; (b) working principles of the TST.
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2.2. Experimental Setup and Process

The spray tube of the TST has the function of dropping liquid. Thus, the maximum
characteristic of the TST is that there is no independent liquid-receiving plate or liquid
drop area on the tray, giving the TST the features of structural symmetry in all horizontal
directions. Therefore, this paper only studied the influence of the most influential sloshing
(rolling) on the hydrodynamic performance of the TST. To simplify the experimental setup,
only one barrier unit was analyzed in this experiment, and the diameter of the tower
used was 400mm, that is, λ = 400 mm. Mobil presented a model wave experiment of
the FPSO device in 1998, which showed that under severe sea conditions, the hull roll
did not exceed 6◦. Han et al. [32] pointed out that the maximum amplitude of rolling
or pitching is 5.15◦ under the once-in-a-century combination of wind and waves along
the coast of China. Through the relevant research, it is found that the sloshing period is
mostly between 6 s–20 s with regard to the influence of offshore sloshing on the tower.
Therefore, combined with experimental conditions, the rolling experiment was carried out
at 0–7◦ and for rolling periods of 8s, 12s, 16s, and 20s. The gas flow velocity and liquid flow
were selected from the normal operating conditions in the static state. The experimental
conditions are shown in Table 1.

Table 1. Experimental conditions.

Condition Value

Liquid flow (m3/h) 2.2
F0 ((m/s)(kg/m3)0.5) 6–15
FT ((m/s)(kg/m3)0.5) 1.16, 2.01, 2.42
Rolling amplitude (◦) 0, 1, 2, 3, 4, 5, 6, 7

Rolling period (s) 8, 12, 16, 20

The experimental setup is shown in Figure 4. It consists of a tower, a blower, a
circulating pump, a measuring device, and a sloshing platform. The experimental tower
used in the experiment was composed of organic glass and PPR (pentatricopeptide repeats)
material, with a diameter of 400 mm, a tray spacing of 350 mm, and two fixed TSTs with a
diameter of 90 mm. On the spray tube side wall of the TST, 231 holes with a diameter of
8 mm were opened, and 12 half-holes with a diameter of 8 mm were opened on the bottom.
The experimental tower was placed on a circulating water tank with a diameter of 600 mm.
The highest plate was used to collect entrained liquid. The lowest plate was used to collect
weeping liquid. The experimental tower and the circulating water tank were connected to
the sloshing platform to slosh together with the sloshing platform. The sloshing platform is
shown in Figure 5.

The TST hydrodynamic experiment was carried out under ambient temperature and
pressure using an air–water system. During the experiment, gas from an air blower, driven
by a frequency conversion motor with 5 kW rated power, was introduced into the bottom of
the tower. The velocity of the gas was measured using a pitot tube flowmeter. After the air
contacted the liquid phase from bottom to top, it was removed from the vent after passing
through the entrainment collector. The water was pumped out by a circulating pump
from a circulating water tank and entered from the top of the tower after the rotameter
measured the flow. The sloshing platform was controlled by electric machinery to achieve
different amplitudes and periods of rolling. The tray pressure drop was measured using a
ZCYB-1000 electronic differential pressure gauge, which has an accuracy margin of 1 Pa.
After the operation reached stability, the rolling origin was selected as the starting point to
start timing, and the pressure drop value was recorded every quarter-period. At the same
time, the weeping and entrainment rates were calculated by collecting the weeping liquid
and entrained liquid droplets within a certain time in a graduated cylinder. The height of
clear liquid could be read from the ruler at the detection point of the tower wall, with an
accuracy margin of 1 mm.
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Figure 4. Experimental setup.

Figure 5. Sloshing platform.

3. Results and Discussion

The offshore rolling motion mainly affects the hydrodynamic performance of the
tray. The applicability of the plate tower under offshore conditions is indicated by the
hydrodynamic performance of the tray. The following hydrodynamic performance indices
are analyzed in this paper.

3.1. Pressure Drop

Plate pressure drop includes dry plate pressure drop and wet plate pressure drop,
which are directly related to energy consumption in the operation process. A low pressure
drop of the tray means that the fluid flowing through the tray loses less energy. Pressure
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drop is an important indicator for evaluating the performance of the tray [33,34]. The
pressure drop (ΔP) is calculated via Formula (1):

ΔP = Pb − Pt (1)

where Pb is the pressure at the bottom of the tray and Pt is the pressure at the top of the tray.

3.1.1. Dry Plate Pressure Drop

The dry plate pressure drop refers to the energy loss caused by the gas passing through
all of the components on the tray when there is no liquid flow, which reflects the influence
of the tray structure on the performance [28]. Energy loss in dry pressure drop during TST
operation is mainly caused by the gas passing through the plate holes and spray holes.

The change in dry plate pressure drop under different rolling amplitudes of the TST
was experimentally analyzed under a rolling period of 8 s and F0 = 15. The experimental
results are shown in Figure 6a. At times 0T, 0.5 T, and 1T, the tray was horizontal, and the
dry plate pressure drop of the tray was similar to that in the static state. In addition, in
a rolling period, the pressure drop at other times was larger than that in the static state.
The pressure drop reached the maximum value in the first half-period and the second half-
period at 0.25 T and 0.75 T. It can be seen from the figure that when the rolling amplitude
was 0–4◦, the pressure drop changed little compared to that in the static state, and the
maximum pressure drop increased by 20 Pa compared to that in the static state. When
the rolling amplitude exceeded 4◦, the fluctuation degree of the pressure drop increased
significantly. When the rolling amplitude was 7◦, the maximum pressure drop increased
by 50 Pa. The reason for this is that, due to the influence of rolling, the gas coming out
of the plate hole was no longer parallel to the spray tube. This gas directly impacted the
inclined spray tube at an angle, making it more likely to form vortices and lose more energy,
resulting in an increased pressure drop. With increasing rolling amplitude, the influence is
more obvious. It can be seen that rolling had the adverse effect of increasing the TST dry
plate pressure drop, but the effect was small when the rolling amplitude was within 4◦.

  
(a) (b) 

Figure 6. The dry plate pressure drop under rolling motion. (a) Different rolling amplitudes;
(b) different rolling periods.

For rolling amplitudes of 4◦ and 7◦, the dry plate pressure drop under different rolling
periods was analyzed. The experimental results are shown in Figure 6b. It can be seen
that the curve trends of the dry plate pressure drop under different rolling periods were
consistent, and the change was small across different rolling periods. When the periods
were 8 s and 20 s, the maximum pressure drop difference was only 2%; the pressure drop
can thus be considered to be unaffected by the rolling period.
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3.1.2. Wet Plate Pressure Drop

The wet plate pressure drop of the TST is different from that of other bubbling trays
due to its special structure and gas–liquid flow mode. The wet plate pressure drop of the
TST includes two parts: one is the energy loss of gas through the tray structure; the other
is the energy lost when the gas contacts the liquid through the spray tube. The wet plate
pressure drop of the tray is an important index to evaluate the hydraulic performance
of a tower, and it represents the energy lost by the gas phase passing through the tray.
According to these data, the tower structure can be improved, which is of great significance
to the optimization of the tray structure [35].

Figure 7 shows the change in wet plate pressure drop under rolling motion when
F0 = 8.74, VL = 2.2 m3/h, and T = 8 s. It can be seen from Figure 7a that when rolling
occurred, the pressure drop fluctuated with the rolling and reached maximum fluctuation
values in the first half-cycle and the second half-cycle at about 0.25 T and 0.75 T. When
the rolling amplitude was not more than 4◦, the wet plate pressure drop fluctuated little
compared to that in the static state, and when the rolling amplitude reached 4◦, the pressure
drop at 0.25 T and 0.75 T changed by 2.3% and 2.7%, respectively, compared to that in
the static state. After 4◦, the pressure drop fluctuated obviously with increased rolling
amplitude. When the rolling amplitude reached 7◦, the pressure drops at 0.25 T and 0.75 T
changed by 8.1% and 8.9%, respectively, compared to that in the static state. The reason for
this is that the rolling motion causes a fluctuation in the clear liquid layer on the tray, and
weeping may occur during this process, which leads to fluctuations in the pressure drop.
At 0.25 T, the spray tube sloshes to the lowest position, and the pressure drop increases
due to the increase in the liquid level around the spray tube. At 0.75 T, the spray tube
sloshes to the highest position and the liquid level at the spray tube is the lowest, resulting
in the lowest pressure drop. The larger the rolling amplitude, the greater the pressure drop
fluctuation, and the more unstable the working state of the tray.

  
(a) (b) 

Figure 7. The wet plate pressure drop under rolling motion. (a) Different rolling amplitudes;
(b) different rolling periods.

Figure 7b shows that the degree of pressure drop fluctuation under different periods
differed little, and the difference between the maximum pressure drop and the minimum
pressure drop at 0.25 T and 0.75 T was only about 1%.

We can see that the wet plate pressure drop under rolling conditions fluctuated with
rolling, and the smaller the fluctuation, the stronger the ability to resist sloshing. A rolling
amplitude within 4◦ had little effect on the wet plate pressure drop. When it reached 7◦,
the fluctuation was controlled at 10%, indicating that the TST can still maintain a good
pressure drop distribution under rolling conditions. Further, the change was small under
different rolling periods, showing little effect due to the rolling period.
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3.2. Weeping

When the rising gas velocity is low, the rising gas’ power in the riser is not enough
to support the liquid. The liquid directly drops from the riser, which is called weeping.
Weeping will affect the plate’s gas–liquid contact and reduce the tower plate’s efficiency. At
the same time, serious weeping will make the plate unable to accumulate fluid, resulting
in abnormal operation [29,31]. It is generally considered that the weep rate should not
exceed 10%. Therefore, the gas velocity at a weep rate of 10% is called the weep point gas
velocity in the industry. The gas velocity at the weeping point is the lower limit of the
normal operating range of the tray. The weep rate (eL) is calculated via Formula (2).

eL =
VW
VL

(2)

In the formula, VW and VL are the volume flow rates of the weeping liquid and the
feed liquid, respectively.

Figure 8 shows the weeping under rolling motion with different F0 at VL = 2.2 m3/h. It
can be seen from Figure 8a that there was no weeping under the three conditions in the static
state, and the weep rate increased with increased rolling amplitude. The growth rate was
flat when F0 = 8.74 and F0 = 10.05, and the weep rate was still less than 1% when the rolling
amplitude reached 7◦. The tray operated well. When F0 = 7.86, the weep rate increased
significantly with increased rolling amplitude, and the weep rate reached 7% when the
rolling amplitude reached 7◦, which is a significant change from the static state. It can be
seen that the rolling motion had the adverse effect of increasing the weep rate. At low gas
velocity, the rolling motion changes the height of the clear liquid layer and the distribution
of the airflow, resulting in the local airflow kinetic energy being insufficient to support the
liquid gravity, causing weeping. Moreover, when the rolling amplitude exceeded 4◦, the
liquid level unevenness increased and the pressure drop fluctuated significantly, so the
weep rate increased significantly compared to that from before.

  
(a) (b) 

 

 

(c)  

Figure 8. Weeping under rolling motion. (a) Different rolling amplitudes; (b) different gas velocities;
and (c) different rolling periods.
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It can be seen from Figure 8b that with increased rolling amplitude, the weep rate
increased, and the lower operating limit of the tower increased. In the static state, the weep
rate reached 10% at F0 = 6.3. When the rolling amplitude was 4◦, the weep rate reached
10% at F0 = 6.75. Under a rolling amplitude of 7◦, the weep rate reached 10% when F0 = 7.7.
We can see that the rolling motion reduced the normal operating range of the tower plate.
When the rolling amplitude was 4◦, the lower operating limit of the tower increased by
about 7.5% compared to that in the static state, having little effect on the tower. When the
rolling amplitude was 7◦, the lower operating limit of the tower increased by about 22%
compared to that in the static state. However, the weep rate can still be well controlled
under the appropriate plate hole kinetic energy factor. Figure 8c shows that as the rolling
period changed in the range of 8 s ~ 20 s, the differences between the weep rates of each
period were small and could be ignored.

3.3. Entrainment

When the gas flow velocity is low, weeping occurs, making the tray unable to operate
normally. Conversely, when the gas velocity is too large, some small droplets will be carried
by the gas to the upper tray, which is called entrainment. Excessive entrainment will affect
the efficiency of the tower [36]. In industrial production, remedial measures must be taken
when entrainment reaches 5% [37]. Entrainment is calculated via Formula (3):

ev =
Me

MG
(3)

where Me is the mass rate of the liquid lifted to the foam capture tray by the gas and MG is
the mass rate of the gas.

In order to better study the entrainment of the tray, experimental analysis was carried
out with different FT at VL = 2.2 m3/h. It can be seen from Figure 9a that with increasing
rolling amplitude, the entrainment tended to decrease, and the larger the gas velocity, the
more obvious the change trend. When FT = 1.16, the tray had no entrainment under the
rolling condition as it was under the static state, and when FT = 2.42, the entrainment
decreased slightly with increased rolling amplitude.

It can be seen from Figure 9b that the entrainment was positively correlated with FT
and decreased with increased rolling amplitude. When FT = 2.42, the entrainment was
reduced by about 5% compared to that in the static state when the rolling amplitude was
4◦, and it was reduced by 9% when the rolling amplitude was 7◦. The reason for this is
that, due to the influence of rolling, in the process of gas–liquid injection, part of the gas is
sprayed downward and part of the gas is sprayed upward. The gas and liquid sprayed
obliquely downward will directly fall on the tray, and due to the effect of gravity, the
liquid-carrying rate of this part of the gas is relatively higher. Rolling increases the collision
between the droplets and the tower components so that some of the small droplets converge
into large droplets after collision and fall directly. The higher the gas velocity, the greater
the collision’s severity. Therefore, rolling causes the entrainment to slightly decrease.

Figure 9c shows that when FT was low, the rolling period did not affect the entrainment.
When FT was high, entrainment increased with increased period length. When the rolling
amplitudes were 4◦ and 7◦ under the condition of FT = 2.42, the entrainment ratios in the
20 s period increased by 4.1% and 5.3%, respectively, compared to that in the 8 s period. The
reason for this is that, with an increase in the rolling period length, the collision intensity
between droplets decreases, which makes the entrainment rise.
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(a) (b) 

 

 

(c)  

Figure 9. Entrainment under rolling motion. (a) Different rolling amplitudes; (b) different gas
velocities; and (c) different rolling periods.

3.4. Liquid Level Unevenness

When the tower is tilted due to rolling motion, the free liquid level on the plate will
be different, and the liquid level at each position will change at any time with the rolling.
In this paper, the degree of liquid level unevenness at a certain time is called the liquid
level unevenness. The greater the liquid level unevenness is, the greater the pressure drop
fluctuation of the tray is, and the easier it is to cause weeping and other adverse effects.
Eight test points were taken on the tower wall in the experiment, as shown in Figure 10.

 

Figure 10. The locations of monitoring points.
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In this experiment, the diameter of the tower and the frequency of rolling were
small, so it can be considered that the free liquid level on the tower plate was still in the
horizontal state and did not fluctuate during the rolling. The liquid layer on the tray had a
clear free liquid level, which could be read directly. We reduced the observation error by
measuring the liquid level under multiple periods and calculating the average value. After
measuring the liquid level at the eight points, the liquid level unevenness was calculated
according to Formula (4).

Mf =

⎡
⎣ 1

n

n

∑
i=1

(
hi − h

h

)2
⎤
⎦

0.5

(4)

In the formula, n represents the number of measuring points on the tower wall; hi
represents the liquid level at point i on the tower wall, mm; and h represents the average
liquid level height on the tray, mm.

Figure 11 shows the influence of different rolling amplitudes and rolling periods on
the liquid level unevenness when F0 = 8.74 and VL = 2.2m3/h. Figure 11a shows that
the liquid level unevenness under different rolling amplitudes fluctuated periodically
with time, reaching upper and lower half-period maxima at around 0.25 T and 0.75 T.
The fluctuation in amplitude of liquid level unevenness increased with increased rolling
amplitude. Figure 11b shows that the trend of level unevenness on the tower plate was
consistent under different rolling periods, and the difference between each period was
small enough to be ignored. It can be seen that rolling motion had adverse effects on free
surface fluctuation, but there was no sharp change in the free surface in the experiment,
and the tray could still work normally.

  
(a) (b) 

Figure 11. Liquid level unevenness under rolling motion. (a) Different rolling amplitudes;
(b) different rolling periods.

4. Conclusions

In this paper, a new type of total spray tray (TST) with gas–liquid countercurrent
contact was proposed to solve the problem of poor resist sloshing ability in existing towers
under offshore conditions. Its hydrodynamic performance was experimentally studied
under rolling motion to evaluate the influence of offshore conditions on the TST. The
following conclusions were obtained under the experimental conditions:

Rolling caused adverse effects such as hydrodynamic performance fluctuation of the
tray. When the rolling amplitude did not exceed 4◦, the fluctuation was small. As the
rolling amplitude exceeded 4◦, the influence of rolling on the TST gradually increased.

The dry plate pressure drop of the TST fluctuated with the rolling motion. When the
rolling amplitude was 4◦, the dry plate pressure drop fluctuated by a maximum of 9%
compared to that in the static state, and the fluctuation was 22% when the rolling amplitude
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was 7◦. The fluctuation amplitude of wet plate pressure drop increased with increased
rolling amplitude. When the rolling amplitude was 4◦, the maximum fluctuation of wet
plate pressure drop was 2.7% compared to that in the static state, and when the rolling
amplitude was 7◦, the fluctuation was 8.9%.

Rolling induced weeping, reducing the normal range of the tray. When the rolling
amplitude was 4◦, the lower limit of operation of the tray was 7.5% higher than that in
the static state, which had little effect on the tower. At 7◦, the lower limit of operation of
the tray was 22% higher than that in the static state. However, under the condition of an
appropriate kinetic energy factor, the weep rate could still be well controlled within 10%.

Entrainment decreased slightly with an increase in the rolling amplitude, which shows
that the rolling motion had little effect on the entrainment. The fluctuation in liquid level
unevenness increased with increased rolling amplitude. However, there was no serious
liquid level fluctuation at large amplitudes, and the tower could still operate stably.

The difference in the hydrodynamic performance of the TST in different periods
was very small, so different rolling periods can be considered to have little effect on the
performance of the tray.

At the same time, it can be seen that increasing the gas velocity within the ap-
propriate range can reduce the adverse effects such as weeping caused by sloshing in
practical applications.
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Nomenclature

eL eL = Vw
VL

relative weeping
ev ev =

L2ρL
Mv

gas entrainment
F0 F0 = u0

√
ρG plate hole kinetic energy factor ((m/s)(kg/m3)0.5)

FT FT = uT
√

ρG empty tower kinetic energy factor ((m/s)(kg/m3)0.5)
hi liquid level at point i on the tower wall (mm)
h average liquid level on the tray (mm)
Lw volume of liquid per unit time (m3/h)
Me mass rate of the liquid (kg/h)
Mf unevenness of liquid level
MG mass rate of the gas (kg/h)
n number of measuring points on the tower wall
ΔP pressure drop (Pa)
Pd pressure at the bottom of the tray (Pa)
Pt pressure at the top of the tray (Pa)
ΔPd dry pressure drop across the tray (Pa)
ΔPw wet pressure drop across the tray (Pa)
u0 velocity of the gas in the plate holes (m/s)
uT velocity of the gas in the empty column (m/s)
T period (s)
VL volume flow rates of the weeping liquid (m3/h)
Vw volume flow rates of the feed liquid (m3/h)
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Greek symbols
θ deviation angle of the column axis from the vertical axis (◦)
ρG density of the gas (kg/m3)
ρL density of the liquid (kg/m3)
λ partition spacing (mm)
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Abstract: The transformation behaviors of Zn during co-pyrolysis of waste tires and coal were
studied in a fixed-bed reaction system. The effects of pyrolysis temperature and the Zn content of
coal mixture on the Zn distributions in the pyrolytic products (coke, tar and gas) were investigated in
detail. It is found that the relative percentages of Zn in the pyrolytic products are closely related to the
contents of S and mineral elements (Ca, Al, Si and Fe) in the coal. The thermodynamic equilibrium
simulations conducted using FactSage 8.0 show that S, Al and Si can interact with Zn to inhibit
the volatilization of Zn from coke. The reaction sequence with Zn is S > Al > Si, and the thermal
stability of products is in the order of ZnS > ZnAl2O4 > Zn2SiO4. These results provide insights into
the migration characteristics of Zn during co-pyrolysis of coal and waste tires, which is vital to the
prevention and control of Zn emissions to reduce the environmental burden.

Keywords: coal; waste tire; co-pyrolysis; Zn; thermochemical behaviors

1. Introduction

With the rapid development of the automobile industry, the disposal of increasing non-
biodegradable waste tires has brought a great burden on the natural environment. After
the removal of steel, carcass and textiles, the tire material generally consists of synthetic
and natural rubber, carbon black, and inorganic components such as ZnO and SiO2 [1–4].
The carbon content of waste tires exceeds 80% and the ash content is comparable to that
of coal [4,5]. The moisture content of waste tires is relatively low in comparison with
other alternative energy sources such as municipal solid waste (MSW) or biomass [4,5]. In
addition, the waste tires possess a high calorific value of 30–40 MJ/kg, which is larger than
those of coal and other solid fuels [1–6]. Considering these characteristics, combustion,
gasification and pyrolysis are proposed as the potential approaches to utilizing waste
tires [7–27]. The pyrolysis of waste wires in an inert atmosphere can produce 10–30% of gas,
38–55% of pyrolytic oil and 33–38% of char, all of which are valuable products [17–21]. The
pyrolysis gas is composed of methane, ethane, butadiene, hydrogen and other hydrocarbons
with a high calorific value (37–42 MJ/kg), which can be used as a source of energy for the
pyrolysis process itself and other required processes [19–23]. The tire pyrolysis oil (TPO) is
a complex of C5-C20 hydrocarbons containing paraffins, olefins and aromatic compounds
with a high calorific value of 41–44 MJ/kg, which can be employed as a substitute for
diesel fuel to reduce fossil fuel consumption and as a high value-added chemical source for
producing benzene, toluene, xylenes, isoprene and limonene [20–23]. The produced char
has a calorific value of 30–40 MJ/kg and can be used as a fuel [23]. Additionally, the char
can be reused as a low-quality carbon black in the tire industry because it contains high
contents of ash (12–16%), S (1.8–4%) and Zn (3–5%) and as high-quality activated carbon
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via activation using steam or carbon dioxide as activation agents for adsorption, catalysis
and electrochemical applications [24–27].

Apart from classic pyrolysis, the co-pyrolysis of waste tires with coal for metallurgical
coke production is considered an economical route for recycling waste products in the
cokemaking process, decreasing coal consumption and reducing the cost of waste disposal
without causing an apparent deterioration in coke quality under suitable conditions [28–32].
W.R. Leeder studied the effect of particle size of waste tires on the quality of coke and
found that 5 wt.% of finely pulverized tires can be incorporated into coal blends without
weakening the coke quality, but the coke yield is reduced because of the higher volatile
matter of tires [28]. C. Barriocanal et al. compared the yields and characteristics of pyrolysis
products from blends of coal and tire wastes in a fixed bed (FB) and a rotary oven (RO) [30].
It was found that the char yields obtained in the two configurations were similar and the
RO promoted the production of gas while the FB produced a higher amount of oil. The pore
characteristics of chars obtained from the two ovens were similar and the chars generated
from the waste tires are mainly mesoporous whereas that from the coal contained a larger
amount of macro- and micropores [31–33]. The oil produced in the RO was more aromatic
and contained a smaller number of oxygen functional groups due to their higher residence
time in the hot zone of the reactor. A.M. Fernández et al. found that the decrease in the
fluidity of industrial coal blends after the addition of tire wastes and the ash composition of
tires contributed to the deterioration in coke quality [34,35]. They found that the presence
of Zn-bearing phases in the tire wastes increased the coke reactivity and proposed that a
small number of waste tires (2 wt.%) should be incorporated into the industrial coal blends
to guarantee coke quality and good blast furnace performance.

ZnO, as an activator for sulfur vulcanization, is widely used in tire rubber manufac-
turing with a weight content of 1–2% [36,37]. Zn is also known as a deleterious element for
the production and life of the blast furnace [35–40], which is present in the blast furnace
as a component of sinter charge or the coke in the form of an oxide (ZnO) and a sulphide
(ZnS) and can be reduced by CO or carbon to metallic Zn [38,39]. The melting and boiling
points of metallic Zn are 420 ◦C and 910 ◦C, respectively. Therefore, the metallic Zn is easily
vaporized in the high-temperature regions and then condenses in the low-temperature
zones or is re-oxidized to ZnO by CO2 and water vapor [40]. Consequently, reduction,
vaporization, condensation, oxidation and circulation of Zn could occur in the blast fur-
nace [38,41]. The harmful effects of Zn on blast furnaces have been investigated by several
studies [42,43]. The Zn vapor can flow into the air holes of the refractory lining, then the
deposition and/or the oxidation of Zn can give rise to internal stress, volume expansion
and material damage [42]. The coke acts as a fuel, a reductant, structural support and
a carburizer in the blast furnace [43]. The penetration and deposition of Zn in the coke
pores can weaken the coke strength and accelerate the pulverization of coke. The Zn vapor
can also react with the primary minerals near the coke pores to form new Zn-bearing
compounds, resulting in the accumulation of Zn in the coke [43]. Meanwhile, Zn can
catalyze the gasification reaction of coke, thus the high content of Zn will increase the coke
reactivity index (CRI) and decrease the coke strength after reaction (CSR) [43].

As mentioned above, the presence of Zn in the coke is detrimental to the quality of
coke and the production of a blast furnace. Actually, the volatilization and condensation
of Zn vapor may also be harmful to the refractory materials of the coke oven during the
co-pyrolysis of coal with waste tires. Therefore, it is essential to study the transformation
behaviors of Zn during co-pyrolysis of waste tire and coal. The main mineral components
in coal are SiO2, Al2O3, Fe2O3 and CaO [44]. Although the reactions between ZnO, carbon
and S have been studied during the pyrolysis of waste tires alone [45–50], the impacts of
inorganic components (Ca, Al, Si, Fe) originating from the coal on the Zn conversion and
Zn distribution in the pyrolytic products during co-pyrolysis remain poorly understood.
Considering these problems, the co-pyrolysis of coal and waste tires was carried out in a
fixed bed reactor, and the Zn contents in the pyrolytic products (coke, tar and gas) with
the different addition ratios of waste tires (or ZnO) at typical temperatures were studied.
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The mineral compositions of cokes were analyzed by XRD measurement. Meanwhile, the
thermodynamic equilibrium calculations were conducted using FactSage 8.0 to simulate
the thermochemical conversion behaviors and phase distributions of Zn and other mineral
elements (Ca, Al, Si and Fe) under different co-pyrolysis conditions. Additionally, the
consistency between the experimental results and the thermodynamic equilibrium analysis
was verified [51–53].

2. Materials and Methods

2.1. Materials

An industrial coal blend provided by an iron-making plant in China was used as
the base coal, and three kinds of waste rubber powders (WT-1, WT-2 and WT-3) gained
from the tire recycling industry were employed as additives, which were obtained by the
grinding of tread rubbers from truck (WT-1) and car (WT-2) tires and sidewall rubber
(WT-3), respectively. Table 1 provides the proximate and elemental analyses of base coal
and tire wastes. The moisture content of sample was obtained by drying at 105 ◦C to
constant mass. The ash content of the sample was obtained by calcining in air at 800 ◦C
to constant mass. The sample was heated at 900 ◦C for 7 min in air to measure the
volatile matter content. The contents of C, H, O, N and S elements were determined on an
elemental analyzer (Elementar-vario EL cube). The contents of Zn, Al, Ca, Fe, Mg, Si and
Ti elements in coal and WT-2 were measured using inductively coupled plasma atomic
emission spectrometry (ICP-AES) on Agilent 720 spectrometer, as listed in Table 2. It is
shown that the chemical compositions of three tire wastes are similar, and their H, O, S
and Zn contents are higher than the base coal. WT-2 was selected as the additive to study
the Zn distributions in the pyrolytic products by fixed-bed pyrolysis experiments and the
transformation behaviors of Zn via thermodynamic simulations using FactSage 8.0.

Table 1. Characteristics of coal and tire wastes.

Amples

Proximate Analysis Elemental Analysis
Zn

(wt.% a)Moisture
(wt.%)

Ash
(wt.% a)

VM b

(wt.% a)

C
(wt.% c)

N
(wt.% c)

H
(wt.% c)

S
(wt.% c)

O
(wt.% c)

Coal 1.85 7.36 26.24 89.14 1.60 1.78 0.92 6.56 0.01
WT-1 1.35 7.00 62.02 87.93 0.62 3.81 1.67 5.97 2.17
WT-2 1.40 9.24 60.36 85.82 0.60 4.31 1.88 7.39 2.13
WT-3 1.50 9.79 67.68 83.94 0.60 4.28 2.07 9.11 2.24

a Dry basis. b Volatile matter. c Dry ash-free basis.

Table 2. Mineral compositions of coal and WT-2.

Samples
Al

(wt.%)
Ca

(wt.%)
Fe

(wt.%)
Mg

(wt.%)
Si

(wt.%)
Ti

(wt.%)

Coal 1.23 0.27 0.33 0.025 1.51 0.053
WT-2 0.038 0.29 0.13 0.042 1.01 0.006

2.2. Experimental

The co-pyrolysis experiments were carried out on a temperature-controlled fixed-bed
reactor system, which includes a heating, cooling and gas adsorption section, as illustrated
in Figure 1. The coal was mixed with 1, 3 and 5 wt.% of WT-2 powders by ball milling,
corresponding to 0.02, 0.06 and 0.1 wt.% of Zn in the hybrid, respectively. To further expand
the scope of the study, the 1 and 5 wt.% of ZnO powders were also blended with the coal,
related to 0.8 and 4 wt.% of Zn in the mixture, respectively. Then the blends were put
into the quartz tube of fixed-bed reactor and heated to 700, 900 and 1050 ◦C and kept
for 2 h with a heating rate of 5 ◦C/min in nitrogen, respectively. For comparison, the
separate pyrolysis of coal or WT-2 was also conducted under the same condition. The
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produced tar was found to be condensed on the wall of the quartz tube and in the tar
collector. To analyze the Zn content in tar, the quartz tube and tar collector were calcined
in muffle furnace at 800 ◦C for 2 h and the obtained ash was dissolved in HCl aqueous
solution (37.5 wt.%), which was subjected to inductively coupled plasma atomic emission
spectrometry (ICP-AES) measurement. Additionally, the HCl aqueous solution in the gas
absorber was also analyzed by ICP-AES to determine the amount of Zn vaporized into gas.
Zn content in coke was determined by subtraction method.

Figure 1. Schematic diagram of fixed-bed experimental device. 1—N2 cylinder, 2—flowmeter,
3—electric heating furnace, 4—quartz tube, 5—program temperature controller, 6—coal tar collector,
7—ice water, 8—HCl solution.

2.3. Materials Characterization

The phase compositions of samples were analyzed by X-ray diffraction (XRD) on a
Rigaku Smartlab 9 kw diffractometer with a Cu Kα radiation (λ = 0.15406 nm) in the 2θ
range of 5–90◦ with a scanning rate of 10◦/min. The thermal decomposition behaviors
of samples were analyzed with thermogravimetric and differential scanning calorimetry
(TG-DSC) on a Chi 449F3 thermogravimeter from room temperature to 1100 ◦C at a heating
rate of 10 ◦C/min under a nitrogen flow.

2.4. Thermodynamic Equilibrium Simulation

In order to better understand the conversion behaviors of Zn during co-pyrolysis
process, the thermodynamic equilibrium simulations were carried out using FactSage 8.0
based on the principle of Gibbs free energy minimization. The contents of C, H, O, N, S and
mineral elements (Ca, Al, Si and Fe) of coal were used as the inputs. The amounts of S, Ca,
Al, Si and Fe are 0.24, 0.07, 0.46, 0.53 and 0.06 mol per kg of coal, respectively. Additionally,
the amount of Zn is 0.0019, 0.0052, 0.0117, 0.0182, 0.12 and 0.62 mol in per kg of coal when
the Zn content is 0.01, 0.02, 0.06, 0.1, 0.8 and 4 wt.%, respectively. Equilibrium calculations
were performed at the temperature range of 100–1500 ◦C with an interval of 100 ◦C in the
nitrogen atmosphere under a pressure of 1 atm.

3. Results and Discussion

3.1. Phase Compositions of Coal and Tire Wastes

The phase compositions of coal and three tire wastes were analyzed by XRD, as shown
in Figure 2a. The main compounds in coal are kaolinite Al2Si2O5(OH)4 (JCPDS 29-1488),
quartz SiO2 (JCPDS 99-0088), goethite FeO(OH) (JCPDS 99-0055) and gypsum CaSO4(H2O)2
(JCPDS 06-0047). Calcite containing magnesium (Ca, Mg)CO3 (JCPDS 43-0697) is found
in WT-2 and limestone CaCO3 (JCPDS 86-0174) exists in WT-3. CaSO4 (JCPDS 74-2421)
and ZnO (JCPDS 99-0111) are detected in all three tire wastes. CaSO4 is commonly used
in rubber modification, which can effectively improve the mechanical performance and
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thermal stability of rubber [54]. The XRD patterns of ashes obtained by the calcination of
coal and tire wastes at 800 ◦C for 1 h are displayed in Figure 2b. SiO2, CaSO4 and Fe2O3
(JCPDS 85-0599) are detected in the ash of coal. The ashes of three tire wastes are composed
of SiO2, CaSO4, ZnO and Zn2SiO4 (JCPDS 37-1485). Zn2SiO4 is formed by the reaction of
ZnO and SiO2 at high temperatures [55].

  

Figure 2. XRD patterns of base coal and three tire wastes (a) and their ashes (b).

3.2. TG-DSC Analysis

The influences of waste tires and ZnO additives on the thermal stability of coal were
examined by TG-DSC measurements. The TG-DTG and DSC curves of coal, WT-2 and
coal containing 5 wt.% of WT-2 or 5 wt.% of ZnO were displayed in Figure 3. The TG
curve of coal can be divided into three stages, including dehydration, primary pyrolysis
and secondary pyrolysis processes, giving rise to a total weight loss of 29.2% from room
temperature to 1100 ◦C. The first stage from room temperature to 200 ◦C is attributed
to the removal of physically adsorbed water, corresponding to a peak at 74 ◦C in the
DTG curve and a small endothermic peak at around 82 ◦C in the DSC curve. The second
weight loss takes place at 400–600 ◦C; meanwhile, a peak at 479 ◦C in the DTG curve and a
broad endothermic peak at 482 ◦C in the DSC curve are observed, which is related to the
primary pyrolysis of coal with the breaking and recombining of organic functional groups
accompanied by the evolution of gas products such as CO2, CO, light aliphatics, CH4, H2O
and so on [56–58]. The third stage occurs above 700 ◦C, which is assigned to the secondary
pyrolysis of condensed carbon matrix with the release of CO and H2, corresponding to a
broad endothermic peak at 600–1000 ◦C. The decomposition of waste tire WT-2 starts at
200 ◦C and a sharp DTG peak at 382 ◦C is observed to exhibit a weight loss of 68.9% up
to 1100 ◦C. The low thermal stability of WT-2 should be due to the high volatile content
and easily breakable molecular bonds of rubber [35,59]. The co-pyrolysis of coal with
5 wt.% of WT-2 displays an additional peak at 384 ◦C in the DTG curve and the weight loss
increases by 1.7% up to 1100 ◦C compared with that of coal, indicating that more volatile
matter is released after the addition of waste tire [60]. In comparison with coal, the DTG
curve for a mixture of coal and 5 wt.% of ZnO shows an extra broad peak around 800 ◦C,
and an exothermic peak at 830 ◦C in the DSC curve is detected, which is attributed to the
carbothermal reduction of ZnO.
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Figure 3. TG-DTG (a) and DSC (b) curves of coal, WT-2, coal containing 5 wt.% of WT-2 or 5 wt.%
of ZnO.

3.3. Phase Compositions of Cokes

The XRD patterns of cokes generated by the separate pyrolysis of coal and WT-2 are
displayed in Figure 4. As shown in Figure 4a, SiO2 is detected in the coke obtained by
the pyrolysis of coal at 700, 900 and 1050 ◦C. Additionally, CaS (JCPDS 08-0464) is found
in the coke generated at 900 and 1050 ◦C. When the WT-2 pyrolyzes alone at 700 ◦C, the
sphalerite ZnS (JCPDS 77-2100), ZnO, CaS and SiO2 are detected in the resultant coke. With
the temperature rising, the diffraction peaks of ZnO disappear in the coke obtained at
900 ◦C and those of ZnS cannot be detected in the coke formed at 1050 ◦C, indicating that
the ZnS is more stable than ZnO in the coke, but ZnS can also be reduced by carbon to
metallic Zn vapor at high temperature.

  

Figure 4. XRD patterns of cokes obtained by the separate pyrolysis of coal (a) and WT-2 (b) at
different temperatures.

Figure 5 shows the XRD patterns of coke produced by pyrolysis of coal containing 1, 3
and 5 wt.% of WT-2, 1 and 5 wt.% of ZnO, corresponding to 0.02, 0.06, 0.1, 0.8 and 4 wt.%
of Zn content in the blends, respectively. When the Zn content is low (0.06 and 0.1 wt.%),
ZnS is only detected in the cokes obtained at 700 ◦C, and as the Zn content increases to 0.8
and 4 wt.%, ZnS exists in the cokes formed at 700–1050 ◦C. ZnS cannot be detected in the
coke obtained by the pyrolysis of coal containing 0.02 wt.% of Zn, which should be due
to the ultra-low content of Zn and the resultant ultra-fine crystallite size of ZnS. As the
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Zn content increases to 4 wt.%, ZnO and ZnS coexist in the coke produced at 700 ◦C. The
diffraction peaks of ZnO vanish and those of ZnAl2O4 (JCPDS 73-1961) appear at 900 ◦C,
whereas the ZnAl2O4 phase disappears and the diffraction peaks of ZnS become weak at
1050 ◦C. The above results show that Zn preferentially combines with S to generate ZnS,
and when the Zn content exceeds the molar of S (4 wt.% of Zn), excess ZnO can react with
Al2O3 to form ZnAl2O4, which is also not stable at 1050 ◦C and can be further reduced to
metallic Zn vapor by carbon. Moreover, the CaS phase can be detected in the cokes formed
at 700, 900 and 1050 ◦C when the Zn content is low (0.02, 0.06 and 0.1 wt.%), which can
only be observed in the cokes obtained at 900 and 1050 ◦C as the Zn content increases to 0.8
and 4 wt.%. This suggests that the S preferentially binds with Zn rather than Ca because
CaS can only be formed once some ZnS decomposes.

  

  

Figure 5. Cont.
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Figure 5. XRD patterns of coke generated by pyrolysis of coal containing 1 wt.% (a), 3 wt.% (b) and
5 wt.% (c) of WT-2, 1 wt.% (d) and 5 wt.% (e) of ZnO.

3.4. Migration of Zn during Pyrolysis

The mass distributions of Zn in the pyrolytic products (coke, tar and gas) under differ-
ent pyrolysis conditions are listed in Table S1, and the corresponding relative percentages
(%) and contents (g/g coke) of Zn are displayed in Figure 6. It should be emphasized that
the results for separate pyrolysis of coal and co-pyrolysis of coal with 1 wt.% of WT-2 are
not included due to the extremely low content of Zn in the pyrolytic products and the
resultant large detection error. As shown in Figure 6a, c and e, the relative percentages of
Zn in the coke decrease with the temperature increasing. The Zn residual rate in the coke
produced at 700 ◦C is 97.4%, 97.3% and 96.8% as the Zn content is 0.06, 0.1 and 0.8 wt.%
in the coal mixture, which declines to 90.3% when the Zn content is 4 wt.%. When the
co-pyrolysis temperature rises to 900 and 1050 ◦C, most of the Zn escapes from the coke and
enters into the tar. Moreover, the residual rate of Zn in the coke obtained at 900 ◦C when the
Zn content is 0.8 and 4 wt.% is higher than that of coke produced from the coal containing
0.06 and 0.1 wt.% of Zn. Additionally, the residual rate of Zn in the coke obtained at 1050 ◦C
from the coal owning 4 wt.% of Zn is slightly lower than that of coke produced from the
coal containing 0.06, 0.1 and 0.8 wt.% of Zn. The Zn contents in the pyrolytic products
were also calculated based on the per gram coke, as shown in Figure 6b,d,f. It is shown
that the Zn content of obtained coke increases with the increase of Zn content in the coal at
the same pyrolysis temperature and decreases with the increase of pyrolysis temperature
under the same Zn content of coal. The Zn content of coke formed at 700 ◦C is highest as
the coal containing 4 wt.% of Zn, reaching 0.047 g/g coke and the largest amount of Zn
(0.051 g/g coke) migrates into the tar produced at 1050 ◦C from the coal owning 4 wt.% of
Zn. When the WT-2 pyrolyzes alone, the Zn residual rate in the coke obtained at 700 ◦C is
88.3% and then decreases to 40.2% and 0.05% at 900 and 1050 ◦C, respectively (Figure 6a).
Compared with the co-pyrolysis of coal and WT-2, the coke yield by separate pyrolysis of
WT-2 is almost reduced by half (Table S1), which results in the enhancement of Zn content
calculated based on the per gram coke in the pyrolytic products (Figure 6b,d,f).
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Figure 6. The relative percentages (%) (a,c,e) and contents (g/g coke) (b,d,f) of Zn in the coke, tar
and gas under different pyrolysis conditions.

To sum up, when the coal containing 0.06, 0.1 and 0.8 wt.% of Zn (the molar ratio of
Zn to S < 1) pyrolyzes at 700 ◦C, Zn is fixed in coke in the form of ZnS, resulting in a 97%
Zn residual rate in coke. When the molar of Zn exceeds that of S (4 wt.% of Zn), ZnO and
ZnS coexist in the coke produced at 700 ◦C and partial ZnO is reduced to gaseous Zn by
carbon, causing a slight decrease in Zn residual rate in the coke (90.3%). It is noted that
the Zn residual rate in the coke obtained by separate pyrolysis of WT-2 at 700 ◦C is 88.3%,
which is lower than that of co-pyrolysis of coal with WT-2, although the molar ratio of Zn
to S in the WT-2 is 0.64. This should be attributed to the large crystallite size of ZnO in the
WT-2, which cannot be completely transformed into ZnS at 700 ◦C, as shown in Figure 4b,
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resulting in the coexistence of ZnO and ZnS in the coke obtained at 700 ◦C. As the pyrolysis
temperature increases, ZnS is reduced to metallic Zn vapor by carbon, so the residual rate
of Zn in coke decreases and the percentage of Zn in tar increases. In addition, the residual
rate of Zn in coke is related to the Zn content of coal. As the Zn content of coal is 0.8 wt.%,
a large amount of ZnO is reduced slowly by carbon with the temperature rising and leads
to a higher Zn residual rate in the cokes obtained at 900 and 1050 ◦C. When the Zn content
of coal is 4 wt.%, excess ZnO reacts with Al2O3 to generate ZnAl2O4 at 900 ◦C to enhance
the Zn residual rate in coke to 50%. Additionally, ZnAl2O4 can also be reduced by carbon
to generate gaseous Zn at 1050 ◦C, giving rise to a reduction of Zn residual rate in coke of
10%. Based on the above experimental results, the relative percentage distribution of Zn
in the pyrolytic products is closely related to the content of S and mineral elements in the
coal. FactSage 8.0 is further used to calculate the thermochemical conversion behaviors and
phase distributions of Zn at different temperatures in detail.

3.5. Thermodynamic Equilibrium Analysis
3.5.1. The Interactions of Zn with S

The effect of S on the thermodynamic equilibrium distributions of Zn in the coke was
investigated, as shown in Figure 7. When only ZnO exists in the coal, ZnO is reduced by
carbon to generate metallic Zn vapor at the temperature range of 500–700 ◦C with 0.01 wt.%
of Zn content (0.0019 mol/kg coal), as displayed in Figure 7a. As the Zn content is increased
to 4 wt.% (0.62 mol/kg coal), the stability of ZnO is improved, which decomposes at the
temperature range of 600–900 ◦C (Figure 7b). It is found that the generated amount of
CO after the addition of ZnO is 0.62 mol more than that of the base coal (Figure 7c), so
the reaction of ZnO and carbon produces CO gas, as described in Reaction (1). When
the Zn content is 0.01 wt.% (0.0019 mol/kg coal), the presence of S (0.24 mol/kg coal)
suppresses the volatilization of Zn due to the formation of ZnS, which is further reduced
to gaseous Zn by carbon at 700–1000 ◦C (Figure 7d). ZnO and ZnS coexist in the coke
as the Zn content is 4 wt.% (0.62 mol/kg coal). The gaseous Zn is produced at 600 ◦C by
the reduction of ZnO and ZnS, which starts to decompose at 900 ◦C. Some ZnS undergo
crystal phase transformation at 1000–1200 ◦C, from sphalerite ZnS(s) to wurtzite ZnS(s2)
and are completely reduced to Zn vapor at 1200 ◦C (Figure 7e). The thermodynamic
equilibrium distributions of Zn with the Zn contents of 0.02 wt.% (0.0052 mol/kg coal),
0.1 wt.% (0.0182 mol/kg coal) and 0.8 wt.% (0.12 mol/kg coal) are also calculated and
displayed in Figure S1, further demonstrating that the thermal stabilities of ZnO and ZnS
are enhanced with the increase of Zn content.

  

Figure 7. Cont.
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Figure 7. The thermodynamic equilibrium distributions of Zn (a–e) and generated amount of CO
(c) when S and Zn coexist in the coal.

ZnO + C → Zn(g) + CO(g) (1)

3.5.2. The Interactions of Zn with S and Ca

The effect of the co-existence of S and Ca on the thermodynamic equilibrium distribu-
tion of Zn was analyzed, as shown in Figure 8. When the Zn content is low
(Zn/S/Ca = 0.0019/0.24/0.07), the Zn incorporates with S to form ZnS, which decom-
poses into gaseous Zn from 700 to 900 ◦C (Figure 8a). Additionally, Ca also combines with
S to generate CaS at 400–500 ◦C, which is stable before 1500 ◦C (Figure 8b). When the
amount of Zn is high (Zn/S/Ca = 0.62/0.24/0.07), CaO can react with ZnS at 800–900 ◦C to
form CaS and gaseous Zn (Figure 8c,d). Meanwhile, 0.07 mol of CO gas is generated in
this process (Figure 8e), as described in Reaction (2). The above results indicate that the
presence of Ca reduces the stability of ZnS and promotes the volatilization of Zn from coke.
Consistent with the XRD results, CaS can be detected in the coke generated at 700 ◦C when
the Zn content is low (0.0019 mol/kg coal), while CaS is only formed in the coke obtained
at 900 ◦C when the Zn content is high (0.62 mol/kg coal).

CaO + ZnS + C → CaS + Zn(g) + CO(g) (2)

43



Processes 2022, 10, 1635

  

  

 

Figure 8. The thermodynamic equilibrium distributions of Zn (a,c), Ca (b,d) and generated amount
of CO (e) when S, Zn and Ca coexist in the coal.

3.5.3. The Interactions of Zn with S and Fe

The influence of the co-existence of S and Fe on the thermodynamic equilibrium
distributions of Zn is displayed in Figure 9. When the Zn content is low
(Zn/S/Fe = 0.0019/0.24/0.06), ZnS is formed and reduced by carbon to gaseous Zn at
the temperature range of 700–1000 ◦C (Figure 9a). Fe combines with S to form FeS2
(pyrite), FeS2 is transformed to FeS(s) (monoclinic pyrrhotite) at 200–300 ◦C, FeS(s) is
converted to FeS(s2) (hexagonal pyrrhotite) at 300–400 ◦C, and FeS(s2) reacts with car-
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bon to form Fe3C (cementite) at 1300–1500 ◦C (Figure 9b). When the Zn content is high
(Zn/S/Fe = 0.62/0.24/0.06), Fe combines with partial Zn to form ZnFe2O4 (Figure 9c), as
indicated in Reaction (3). ZnFe2O4 decomposes into ZnO and Fe3O4 at 400–500 ◦C. Fe3O4 is
continuously reduced to FeO and elemental Fe by carbon at 500–700 ◦C, then Fe reacts with
carbon at 800–900 ◦C to form Fe3C. Fe3C is further transformed to FeS at 1000–1100 ◦C,
meanwhile, the ZnS is decomposed to metallic Zn gas, finally, FeS is converted to Fe3C at
1300–1500 ◦C (Figure 9d). The above results demonstrate that the presence of Fe has no
effect on the interaction of Zn and S. In addition, when Fe and Ca coexist in coal, compared
with the case where only Fe or Ca exists, the phase distributions of Zn and Ca do not
change within 100–1500 ◦C, but the stability of FeS becomes worse. The FeS is transformed
to Fe3C from 1200 ◦C, as shown in Figure S2.

ZnO + Fe2O3 → ZnFe2O4 (3)

  

  
Figure 9. The thermodynamic equilibrium distributions of Zn (a,c) and Fe (b,d) when S, Zn and Fe
coexist in the coal.

3.5.4. The Interactions of Zn with Si

The thermodynamic equilibrium distributions of Zn and Si as Zn and Si coexist in
the coal are displayed in Figure 10. When the Zn content is low (Zn/Si = 0.0019/0.53),
partial Si combines with Zn to form Zn2SiO4 (Reaction (4)), which is further reduced
to gaseous Zn by carbon at 600–800 ◦C (Reaction (5)), as shown in Figure 10a. SiO2(s)
(α-quartz) is converted to SiO2(s2) (β-quartz) at 500–600 ◦C, SiO2(s2) is transformed to
SiO2(s3) (tridymite) at 800–900 ◦C and partial SiO2(s3) reacts with carbon to form SiO(g) and
CO(g) at 1300–1500 ◦C (Reaction (6)), and SiC(s) and CO(g) at 1400–1500 ◦C (Reaction (7)),
respectively (Figure 10b). When the Zn content is high (Zn/Si = 0.62/0.53), the stability of
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Zn2SiO4 is improved. It reacts with carbon to generate SiO2(s2) and Zn(g) at 700–800 ◦C
and SiO2(s3) and Zn(g) at 800–900 ◦C (Reaction (5)), respectively (Figure 10c,d). The phase
transitions of Si at the temperature range of 900–1500 ◦C are the same as the condition of
low Zn content (Figure 10d). When S and Si coexist in the system, as shown in Figure S3,
Zn preferentially reacts with S to form ZnS. When the Zn content is high (molar ratio of
Zn/S > 1), the excessive Zn combines with Si to generate Zn2SiO4, which is converted
to SiO2(s2) and Zn(g) at 700–800 ◦C and SiO2(s3) and Zn(g) at 800–900 ◦C. In addition,
SiO2(s3) can react with S and carbon to generate SiS(g) and CO(g) at 1200 ◦C (Reaction (8)).
The generated amount of CO during the above processes is shown in Figure 10e.

2ZnO + SiO2 → Zn2SiO4 (4)

Zn2SiO4 + 2C → SiO2 + 2Zn(g) + 2CO(g) (5)

SiO2 + C → SiO(g) + CO(g) (6)

SiO2 + 3C → SiC + 2CO(g) (7)

SiO2 + S + 2C → SiS(g) + 2CO(g) (8)

  

  

Figure 10. Cont.
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Figure 10. The thermodynamic equilibrium distributions of Zn (a,c), Si (b,d) and generated amount
of CO (e) when Zn and Si coexist in the coal.

3.5.5. The Interactions of Zn with Al

The interactions of Zn and Al were also investigated, as shown in Figure 11. When the
Zn content is low (Zn/Al = 0.0019/0.46), partial Al combines with Zn to form ZnAl2O4(s)
(Reaction (9)), and ZnAl2O4 is reduced to gaseous Zn and Al2O3(s) by carbon at 600–800 ◦C
(Reaction (10)), as shown in Figure 11a,b. When the Zn content is high (Zn/Al = 0.62/0.46),
Zn exists as ZnO(s) and ZnAl2O4(s), which are reduced to Zn(g) by carbon at 600–900 and
900–1000 ◦C (Figure 11b,c), respectively, suggesting that the stability of ZnAl2O4 is higher
than that of ZnO and that the existence of Al inhibits the volatilization of Zn from coke. The
reaction of ZnAl2O4 and carbon can also produce CO gas, and the generated amount of CO
is shown in Figure 11e, which is the same as the condition that only ZnO exists. When S and
Al coexist in the system, as shown in Figure S4, Zn preferentially reacts with S to form ZnS.
When the Zn content is high, Zn exists in the form of ZnS, ZnAl2O4 and ZnO, which are
decomposed at the temperature range of 900–1200, 800–1000 and 600–800 ◦C, respectively.
Consistent with the XRD results, ZnAl2O4 can be detected in the coke obtained at 900 ◦C
when the Zn content is high (molar ratio of Zn/S > 1).

ZnO + Al2O3 → ZnAl2O4 (9)

ZnAl2O4 + C → Al2O3 + Zn(g) + CO(g) (10)

  

Figure 11. Cont.
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Figure 11. The thermodynamic equilibrium distributions of Zn (a,c), Al (b,d) and generated amount
of CO (e) when Zn and Al coexist in the coal.

3.5.6. The Interactions of Zn with Si and Al

The effect of the co-existence of Si and Al on the thermodynamic equilibrium distri-
butions of Zn was also investigated, as shown in Figure 12. When the Zn content is low
(Zn/Si/Al = 0.0019/0.53/0.46mol), Zn combines with Al to form ZnAl2O4(s) (Figure 12a),
indicating that Al is easier to react with Zn than Si. The Si and residual Al exists as
(Al2O3)(SiO2)2(H2O)2(s) (kaolinite) and SiO2(s), and (Al2O3)(SiO2)2(H2O)2(s) decomposes
into Al2SiO5(s) (kyanite) and SiO2(s) at 100–200 ◦C. Then Al2SiO5(s) (kyanite) transforms
to Al2SiO5(s2) (andalusite) at 200–300 ◦C, and SiO2(s) (α-quartz) converts into SiO2(s2)
(β-quartz) at 500–600 ◦C (Figure 12c). The Al2SiO5(s2) (andalusite) decomposes into
Al6Si2O13(s) and SiO2(s2) at 700–800 ◦C (Figure 12c,e), as described in reaction (11). Addi-
tionally, Al6Si2O13(s) reacts with carbon to form Al2O3(s), SiC(s) and CO(g) at 1400–1500 ◦C
(reaction (12)). When Zn content is high (Zn/Si/Al = 0.62/0.53/0.46), Zn combines with Al
to form ZnAl2O4(s) and partial Si to generate Zn2SiO4(s) (Figure 12b). Zn2SiO4 is reduced
by carbon to generate SiO2(s2) and gaseous Zn at 700–900 ◦C (Figure 12b,d). Additionally,
ZnAl2O4 reacts with SiO2(s3) and carbon to generate Al6Si2O13(s), Zn(g) and CO(g) at
900–1000 ◦C (Figure 12b,d,f), as described in reaction (13). The generated amount of CO
in the reactions (12) and (13) is shown in Figure 12g. When S is present in the system, Zn
preferentially reacts with S to form ZnS and the excess Zn combines with Al and Si to
generate ZnAl2O4 and Zn2SiO4, respectively, as shown in Figure S5. There is no change
in the phase distributions of Al and Si except for the formation of SiS(g) at 1200 ◦C. The
standard-state Gibbs free energies (ΔrGθ

m) as a function of temperature for reactions (1)–(13)
are calculated by FactSage 8.0 and listed in Table S2 and Figure S6. When the Gibbs free
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energy is negative, the reaction is spontaneous. It is shown that the favored temperature
ranges for different reactions are consistent with the generation sequence of corresponding
products discussed above.

3Al2SiO5 → Al6Si2O13 + SiO2 (11)

Al6Si2O13 + 6C → 3Al2O3 + 2SiC + 4CO(g) (12)

3ZnAl2O4 + 2SiO2 + 3C → Al6Si2O13 + 3Zn(g) + 3CO(g) (13)

  

  

  

Figure 12. Cont.
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Figure 12. The thermodynamic equilibrium distributions of Zn (a,b), Si (c,d), Al (e,f) and generated
amount of CO (g) when Zn, Si and Al coexist in the coal.

3.5.7. The Interactions of Zn with Ca and Al

The effect of the co-existence of Ca and Al on the phase distributions of Zn was inves-
tigated, as shown in Figure 13. When the Zn content is low (Zn/Ca/Al = 0.0019/0.07/0.46),
Zn combines with Al to form ZnAl2O4, which decomposes to gaseous Zn at 600–800 ◦C
(Figure 13a). CaAl4O7(s) and CaAl12O19(s) are formed by the interaction between Ca
and Al at 400 ◦C, which exists stably at high temperatures (Figure 13c,e). When the
Zn content is high (Zn/Ca/Al = 0.62/0.07/0.46), Zn exists as ZnO and ZnAl2O4, and
partial ZnAl2O4 begins to decompose at 600–700 ◦C (Figure 13b), and the generated Al
species combines with Ca to form Ca3Al2O6 (Figure 13d,f). Ca3Al2O6 transforms into
CaAl4O7 at 800–900 ◦C, and part of CaAl4O7 converts into CaAl12O19 at 900–1000 ◦C.
The above results show that there is a competitive relationship between Ca and Zn
in the interaction of Al. Below 600 ◦C, Zn preferentially reacts with Al to generate
ZnAl2O4. With the increase in temperature, Ca begins to plunder Al to form Ca alu-
minate. When S is also present in the above system (Figure S7), ZnS is generated as the
Zn content is low (Zn/S/Ca/Al = 0.0019/0.24/0.07/0.46). CaAl12O19 and CaS are formed
at 400–500 ◦C, and CaAl12O19 begins to decompose and reacts with S to form CaS and
Al2O3 at 700–800 ◦C. When the Zn content is high (Zn/S/Ca/Al = 0.62/0.24/0.07/0.46),
Zn exists as ZnS, ZnAl2O4 and ZnO. ZnAl2O4 decomposes into ZnO at 600–700 ◦C and
gaseous Zn at 700–1000 ◦C, respectively. Meanwhile, Ca3Al2O6 is generated at 600–700 ◦C,
and partial Ca3Al2O6 transforms into CaAl2O4 at 700–800 ◦C, then the residual Ca3Al2O6
and CaAl2O4 converts into CaAl4O7 at 800–900 ◦C. Subsequently, part of CaAl4O7 turns
into CaAl12O19 at 900–1000 ◦C, and the remaining CaAl4O7 and CaAl12O19 combine with S
to form CaS and Al2O3 at 1000–1100 ◦C.

3.5.8. The Interactions of Zn with S, Ca, Al, Si and Fe

Finally, when Zn, Ca, Al, Si and Fe are simultaneously present in the coal, their
phase distributions are displayed in Figure 14 and Figure S8. As the Zn content is low
(Zn/S/Ca/Al/Si/Fe = 0.0019/0.24/0.07/0.46/0.53/0.06), Zn still interacts with S to gener-
ate ZnS, which turns into gaseous Zn at 700–1000 ◦C (Figure 14a). The reactions among
Ca, Si and Al are complex. CaAl2Si2O7(OH)2(H2O), (CaO)2(Al2O3)2(SiO2)8(H2O)7 and
(Al2O3)(SiO2)2(H2O)2 all transform into CaAl4Si2O10(OH)2 and Al2SiO5(s) (kyanite) at
100–200 ◦C, and CaAl4Si2O10(OH)2 decomposes into CaAl2Si2O8 and Al2SiO5(s2) (an-
dalusite) at 200–300 ◦C (Figure 14b,c). Meanwhile, the Al2SiO5(s) (kyanite) also trans-
forms into Al2SiO5(s2) (andalusite) at 200 ◦C, and Al2SiO5(s2) (andalusite) converts into
Al6Si2O13(s) at 700–800 ◦C (Figure 14c). A small amount of CaAl2Si2O8 decomposes
and CaS is generated from 1400 ◦C (Figure 14b–d). At 1400–1500 ◦C, Al6Si2O13 trans-
forms into Al2O3 and SiC under the action of carbon (Figure 14c,d). The phase dis-
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tribution of Fe at high temperatures is affected by the presence of Si. Fe3C turns into
FeSi at 1400–1500 ◦C (Figure 14e). When the Zn content is high (Zn/S/Ca/Al/Si/Fe
= 0.62/0.24/0.07/0.46/0.53/0.06), Zn exists as ZnS, ZnAl2O4 and Zn2SiO4, as shown
in Figure S8. Two-step decompositions at 200–500 and 800–1000 ◦C are observed for
ZnAl2O4, in which the ZnAl2O4 converts into Zn2SiO4 and gaseous Zn, respectively
(Figure S8a). Ca3Fe2Si3O12 and CaFeSi2O6 are formed at 100–200 and 100–300 ◦C, respec-
tively. Ca3Fe2Si3O12 transforms into CaFeSi2O6 and Ca3Al2Si3O12 at 200–300 ◦C with a
little decrease in ZnAl2O4 (Figure S8b,c). Then Ca3Al2Si3O12 converts into CaAl2Si2O8 at
300–400 ◦C along with consumption of ZnAl2O4 and SiO2(s) (Figure S8c,d). Subsequently,
CaFeSi2O6 turns into CaAl2Si2O8 and Fe2SiO4 at 400–500 ◦C, accompanied by the decom-
position of ZnAl2O4. Fe2SiO4 decomposes into elemental Fe and SiO2(s2) at 700–800 ◦C
(Figure S8d,e). The elemental Fe combines with carbon to produce Fe3C at 800–900 ◦C,
which then transforms to FeS at 1000–1100 ◦C. The FeS decomposes and Fe3C is formed
again at 1300–1400 ◦C, which finally converts into FeSi at 1400–1500 ◦C.

  

  

  

Figure 13. Thermodynamic equilibrium distributions of Zn (a,b), Ca (c,d) and Al (e,f) when Zn, Ca
and Al coexist in the coal.
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Figure 14. Thermodynamic equilibrium distributions of Zn (a), Ca (b), Al (c), Si (d) and Fe (e) in the
coal when the Zn content is low (Zn/S/Ca/Al/Si/Fe = 0.0019/0.24/0.07/0.46/0.53/0.06).

Consistent with the XRD results, when the Zn content is low (molar ratio of Zn/S < 1),
ZnS and SiO2 are the main minerals in the obtained coke, and ZnS, ZnAl2O4 and SiO2
can be detected when the Zn content is high (molar ratio of Zn/S > 1). In addition, CaS is
present in the coke whatever the Zn content, which is not the situation as predicted by the
thermodynamic equilibrium simulations. It is deduced that there is limited contact of Ca
with Al and Si species in the coal, so the Ca preferentially combines with S dispersed in the
coal matrix to generate CaS. Moreover, ZnO is found in the coke obtained at 700 ◦C, while
the theoretically predicted Zn2SiO4 is not detected, which should be due to the physical
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isolation of Zn from Si in the coal or the crystallite size of generated Zn2SiO4 being too
small to be detected by the XRD measurement. Based on the above analysis, the Zn species
in the blends of coal and waste tires can migrate to the gas products in the form of gaseous
Zn via a carbothermal reduction reaction during pyrolysis. The formation temperature
of gaseous Zn is dependent on the contents of Zn, S and mineral elements in coal. The S,
Al and Si can interact with Zn to inhibit the volatilization of Zn from coke. The reaction
sequence with Zn is S > Al > Si, and the thermal stability of products is in the order of
ZnS > ZnAl2O4 > Zn2SiO4. The decomposition of ZnS, ZnAl2O4 and Zn2SiO4 can occur in
the temperature range of 700–1200, 600–1000 and 600–900 ◦C, respectively. Moreover, Fe
and Ca can also bind with S to form metal sulfides, but their interactions are weaker than
that of Zn with S and ZnS can be preferentially formed. In actual industrial production, the
central temperature of coke cake produced in the coke oven is controlled at 950–1050 ◦C to
ensure sufficient strength, so most of the Zn species can escape from the coke, which may
be detrimental to the refractory bricks of the coke oven. Additionally, the deposition of Zn
also increases the risk of clogging of ascension pipe that is used for the discharge of coke
oven crude gas.

Although the transformation mechanisms described above are concentrated on the
co-pyrolysis process of waste tires and coal, the corresponding rules are also suitable to
understand the thermochemical behaviors of Zn in systems containing C, S, Ca, Al, Si
and Fe under an inert atmosphere. Particularly, except for Zn, the contents of S and other
inorganic components such as Ca, Al, Si and Fe are appreciable in the waste tires [34,61–63],
which is also verified by our analysis results (see Table 2). Therefore, the conclusions from
this study can also provide insights into the migration characteristics of Zn during the
pyrolysis of waste tires alone, which is vital to the prevention and control of Zn emission to
reduce the environmental burden.

4. Conclusions

In this paper, the transformation behaviors of Zn during co-pyrolysis of waste tires
and coal were studied in a fixed-bed reactor system. It is shown that the relative percentage
of Zn in the pyrolytic products (coke, tar and gas) obtained at different temperatures is
closely related to the content of S and mineral elements (Ca, Al, Si and Fe) in the coal.
When the molar ratio of Zn to S is less than 1, ZnS is formed in the coke obtained at 700 ◦C,
resulting in ca. 97% of Zn residual rate in the coke. As the pyrolysis temperature increases
to 900 and 1050 ◦C, ZnS is reduced to metallic Zn vapor by carbon, so the residual rate
of Zn in coke decreases and the percentage of Zn in the tar increases. When the molar
of Zn exceeds that of S, ZnO and ZnS coexist in the coke produced at 700 ◦C and partial
ZnO is reduced to gaseous Zn by carbon, causing a small decrease in Zn residual rate in
coke. Excess ZnO can react with Al2O3 to generate ZnAl2O4 at 900 ◦C, resulting in the
enhancement of the Zn residual rate in coke (50%). Additionally, ZnAl2O4 can also be
reduced by carbon to generate gaseous Zn at 1050 ◦C, giving rise to a reduction of the Zn
residual rate in coke to 10%. The thermodynamic equilibrium simulations show that the
formation temperature of gaseous Zn is dependent on the contents of Zn, S and mineral
elements in coal. The S, Al and Si can interact with Zn to inhibit the volatilization of Zn
from coke in the sequence of S > Al > Si, and the thermal stability of products is in the
order of ZnS > ZnAl2O4 > Zn2SiO4. The decompositions of ZnS, ZnAl2O4 and Zn2SiO4
into Zn vapor occur in the temperature range of 700–1200, 600–1000 and 600–900 ◦C,
respectively. Based on the above analysis, most Zn species can escape from the coke during
the industrial cokemaking process, which is harmful to the refractory materials of the
coke oven and brings the risk of blockage of ascension pipe due to the deposition of Zn.
The Zn transformation mechanisms studied in this work are applicable not only for the
co-pyrolysis of coal and waste tires but also for the pyrolysis of waste tires alone.
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equilibrium distributions of Zn (a, c) and Al (b, d) when S, Zn and Al coexist in the system; Figure S5:
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coexist in the system; Table S2: Standard Gibbs free energies of typical reactions; Figure S6: The
standard-state Gibbs free energies of reactions 1−13 as a function of temperature; Figure S7: Thermo-
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the system; Figure S8: Thermodynamic equilibrium distributions of Zn (a), Ca (b), Al (c), Si (d) and
Fe (e) in the coal when the Zn content is high (Zn/S/Ca/Al/Si/Fe =0.62/0.24/0.07/0.46/0.53/0.06).
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Abstract: The argon-stirred ladle is a standard piece of steelmaking refining equipment. The molten
steel quality will improve when a good argon-stirred process is applied. In this paper, a Multiphysics
model that contained fluid flow, bubble transport, alloy transport, bubble heat flux, alloy heat
flux, alloy melting, and an alloy concentration species transport model was established. The fluid
model and bubble transport model that were used to calculate the fluid velocity were verified by
the hydraulic model of the ladle that was combined with particle image velocimetry measurement
results. The numerical simulation results of the temperature fields and steel–slag interface shape were
verified by a ladle that contained 25 t of molten steel in a steel plant. The velocity difference between
the hydraulic model and numerical model decreased when the CL (integral time-scale constant)
increased from 0 to 0.3; then, the difference increased when the CL increased from 0.3 to 0.45. The
results showed that a CL of 0.3 approached the experiment results more. The bubble heat flux model
was examined by the industrial practice, and the temperature decrease rate was 0.0144 K/s. The
simulation results of the temperature decrease rate increased when the initial bubble temperature
decreased. When the initial bubble temperature was 800 ◦C, the numerical simulation results showed
that the temperature decrease rate was 0.0147 K/s, and the initial bubble temperature set at 800 ◦C
was more appropriate. The average melting time of the alloy was 12.49 s and 12.71 s, and the mixture
time was approximately the same when the alloy was added to two slag eyes individually. The alloy
concentration had fewer changes after the alloy was added in the ladle after 100 s.

Keywords: argon-stirred ladle; particle image velocimetry; numerical simulation; fluid flow; bubble

1. Introduction

In metallurgy, the argon-stirred ladle is a low-cost, highly efficient, and common
refining method for the improvement of the molten steel temperature, the homogeneity
ofmolten steel concentration [1–9], inclusion floatation [10–16], and increase in the kinetic
reaction [17–20] in the ladle.

Studies on the argon-stirred ladle numerical simulation have focused on the following
topics: (1) fluid-flow simulation [21], (2) bubble transport modeling, (3) temperature simula-
tion, (4) alloy melting, (5) alloy concentration or other species transport [22], and (6) kinetic
reaction in the ladle. In the fluid-flow simulation, the Euler–Euler approach [23,24], the
single-phase methods by exerting an additional force on the fluid flow [25–27], the multi-
phase volume of fluid (VOF) method [2,28–30], and the Euler–Lagrange method [31–33]
considered the bubble as a discrete phase and the molten steel and molten slag as the
continuum phase. In the bubble transport modeling, Xue et al. [34] studied the effect
of small bubbles on inclusion removal, and the results showed that the small bubble is
beneficial to inclusion removal. Zhu et al. [35] studied the effect of an argon-stirred ladle
on the inclusion removal, and the results showed that a larger size of inclusion will be
removed more quickly and the difficulty of the inclusion removal will increase when the
inclusion diameter decreases. In the molten steel temperature simulation, Urióstegui-
Hernández [36] considered the heat transfer between the fluid and the bubble using the
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Euler–Euler methods. Cheng et al. [37] studied the effect of the slot plug on the flow
in the ladle and temperature exchange with the argon. In the alloy melting simulation,
Bhattacharjee et al. [38] studied the alloy melting in the argon-stirred ladle by numerical
simulation, and the results showed that dissolution rates are a function of gas flow rate
and vessel dimensions and depend on the diffusivity of the alloy and initial size. In the
alloy concentration or other species, Liu et al. [28] studied the species transport in the
argon-stirred ladle, and monitoring the species concentration varies with solution time. In
the kinetic reaction in the ladle studies, Kwon et al. [39] studied the Al-deoxidation in the
argon-stirred ladle to predict the inclusion formation. Lachmund et al. [40] established a
desulfurization model and predicted the desulphurization process by numerical simulation.
Singh et al. [41] studied the desulfurization with kinetic data acquired from Thermo-Calc
software, and the results showed that dual plugs are better than a single plug when the
flow is the same.

Recently, Mantripragada [36] studied the argon plugs’ position and flow rate on the
argon-stirred ladle refined by numerical simulation. They pointed out a dimensional
variation in the optimized ladle. Wondrak et al. [42] used Sn-Bi alloy in industrial exper-
iments, and the results showed the ‘slag eye’ size and velocity magnitude in the molten
alloy surface. The experimental results will benefit the numerical simulation optimization.
Uriostegui-Hernandez et al. [43] studied the fluid flow and mass transfer of sulfur; the
results showed that the desulfurization rates increase as the argon gas flow rate increases.
Wang et al. [44] studied the effect of the argon-stirred process on the ladle refractory erosion
by numerical simulation and industrial practice. The results showed that the refractory ero-
sion will increase near the slag layer and near the bottom gas inlet. Joubert [45] studied the
mass transfer of the species in the steel–slag phase in the argon-stirred ladle by a numerical
simulation and a hydraulic model simulation. The results showed that the numerical simu-
lation model of species transport showed good consistency with the hydraulic simulation.
Guo et al. [16] studied the effect of plug position, argon flow rate, and inclusion size on
the inclusion removal. The results showed that the inclusion removal rate will increase
when the argon flow rate grows. Riabov et al. [46] studied the bubble diameter, plume area,
and bubble velocity using a hydraulic model combined with particle image velocimetry
technology. The results showed that the increase in the diameter of the porous plug will
lead to a small bubble diameter and poorer mixing conditions. Li et al. [47] studied the
bubble transport and fluid flow in an argon-stirred ladle by the volume of the fluid (VOF)
model with a finer scale of mesh coupling with a sub-grid-scale large eddy simulation.
The results showed that the slag eye size varies with time, and the bubble detachment
frequency has a direct effect on the slag eyes. A new correlation of the slag eye and the
modified Froude number was established.

In the previous work, the argon-stirred ladle that contained molten steel was 80~300 t.
The tundish was applied in the argon-stirred ladle during the casting process. The tundish
is helpful in the molten steel temperature, species homogeneity, and inclusion removal.
However, there is no tundish in the casting process; when the argon-stirred steel that
contained molten steel is about 25~30 t, the effect of molten steel temperature, species
homogeneity, and fluid flow in the argon-stirred ladle is essential. In this paper, a numerical
simulation model was established that contained a fluid flow simulation, bubble transport,
alloy transport, alloy melting, alloy concentration species transport, and a bubble and
alloy heat transfer simulation. In this paper, a random walk model was introduced
to simulate the bubble transport and bubble drive flow novelty. The effect of random
transport parameters on the bubble drive flow simulation was examined by particle
image velocimetry results of the hydraulic model. The heat transfer model of the bubble
and the molten steel was introduced for the first time, and the bubble heat transfer
simulation was examined by industrial practice where the ladle contained 25 t of molten
steel in a steel plant. The molten steel temperature distribution in the ladle was revealed
for the first time. The effect of the alloy-added situation on the alloy concentration
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diffusion was discussed. The numerical simulation model was helpful in the argon-
stirred ladle design and process modification.

2. Experimental Methods

2.1. The measurement of the Fluid Flow in the Ladle Water Model

A hydraulic model of the ladle was established by the principle of hydraulic similarity.
The ratio was 1:2.4 between the water model and the prototype. The dimensions of the
argon-stirred ladle in the prototype and water model are shown in Table 1. The angle
between the two plugs was 135◦ in the prototype. The fluid velocity in the hydraulic model
was measured by particle image velocimetry (PIV) technology. The prototype ladle can
contain 25 t of molten steel.

Table 1. The dimensions of argon-stirred ladle in prototype and water model.

Item Parameters

The bottom diameter of the hydraulic model/mm 661.75
Top diameter of the hydraulic model/mm 752

Height of the hydraulic model/mm 910.5
Height of water/mm 716.5

Position of argon plug in the hydraulic model 0.6 Rm

The bottom diameter of the prototype ladle/mm 1612
Top diameter of prototype ladle/mm 1848

Height of the prototype ladle/mm 2374
Hight of molten steel/mm 1574

Position of argon plugs in prototype 0.6 Rp and 0.67 Rp

Where R represents the radius, subscript m represents the hydraulic model, and p represents the prototype.

Figure 1 shows the schematic of the velocity measurements in the hydraulic ladle.
The plug was placed at 0.6Rm, and the laser sheet emission was from the right side and
passed through the plug. The camera was vertical to the plane where the laser sheet
was at. The flow rate was 6 L·min−1, controlled by the valve, and the argon flowed
through the tube and out from the plug. The PIV equipment contained: laser (Litron lasers
LPY704-100 PIV, Rugby, UK), guiding arm (LaVision Gmbh, Göttingen, Germany), sheet
optics, Nikon AF-S 50 mm f/1.4 G lens (Nikon Corporation, Tokyo, Japan), calibration
plate (LaVision Gmbh, Germany), camera (LaVision Gmbh, Germany), programmable
timing unit X (PTU X), workstation (Intel(R), Xeon(R), CPU E5-2650 v3 @ 2.30 GHz, two
processors), laser power equipment, and laser cooling equipment. The measurement and
postprocessing were accomplished by the DaVis 8.4.0 (LaVision GmbH, Germany). The
seeding particle was vestosint and the seeding particle diameter was 55 μm; it had a good
flow following. The laser shutter opened twice in a very short time, and the camera exposed
twice following the laser shutter opening. The time interval of the laser shutter opening
twice was 0.01428 s, the camera acquisition rate was 70 Hz, and the acquisition time lasted
two seconds. During the measurement, the sampling count was 100 and the time-averaged
results were calculated by DaVis 8.4.0. The postprocessing was a cross-correlation model,
the interrogation window size was 96 × 96 window size, and the interrogation window
was decreased to 64 × 64 window size.

59



Processes 2022, 10, 1563

 

Figure 1. The schematic of the velocity measurement setup.

2.2. Numerical Simulation Models

Figure 2 shows the schematic of the numerical simulation model included in the paper.
The numerical simulation model had the following part: the fluid flow model, the bubble
and alloy transport model, the bubble and fluid heat exchange model, the alloy melting
model, the VOF model, and the alloy concentration diffusion model.

Figure 2. Schematic of the simulation model in the argon-stirred ladle.
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2.2.1. Fluid Flow and VOF Model

In this paper, the fluid flow was driven by bubble transport. The governing equations
are shown in Equations (1)–(7), and a source term was added to simulate the flow driven by
the bubble. The drag force was considered in this paper as the bubble-driven flow, and the
source term was added. In this paper, three kinds of fluid phases were considered: molten
steel phase, molten slag phase, and argon bubble phase. The continuum surface stress and
surface tension models were used in the VOF model. The volume fraction of the bubble in
the fluid domain was adjusted by the User-Defined Function (UDF) module. The volume
fraction of the bubble was updated according to the bubble’s position.
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where αq represents the volume fraction of the qth phase, ρq represents the density in
the qth phase, v represents the velocity, n represents the phase count in the simulation,

ρ represents the density, μ represents the molecular viscosity, I is the unit tensor,
→
F is

the source term of the bubble-driven flow, k represents the turbulent kinetic energy, Gk
represents the generation of turbulence kinetic energy due to the mean velocity gradient,
Gb is the generation of turbulence kinetic energy due to buoyancy, ε is turbulent kinetic
energy dissipation, αl represents the volume fraction of the liquid phase, ΔVcell represents
the volume of the cell, N represents the bubble count in the cell, Q represents the flow rate
of the argon, Δt represents the time step, CD,i represents the coefficient of drag force, Rei
represents the Reynolds number of bubble, db,i represents the diameter of the bubble, ρb,i
represents the density of the bubble, ul is the velocity of the fluid, and ub,i is the velocity of
the bubble.

2.2.2. Bubble and Alloy Transport Model

The discrete phase model (DPM) was applied in the bubble and inclusion transport
modeling. The bubble and alloy transport equations are shown in Equations (8)–(10).
The discrete random walk model was applied in the bubble transport simulation. The
randomness of the inclusion transport will increase if the CL is increased. The bubble will
be removed when the bubble reaches the steel–slag interface. The steel–slag interface is
when the volume fraction of slag is 0.5. The bubble diameter will increase if the bubble
floats. The bubble diameter variation mechanism is shown in Equation (11).
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TE = −TL ln(r) (9)

TL = CL
k
ε

(10)
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3

√
p0 + ρlgh

p0 + ρlg(H − yi)
dbottom (11)

where
→
up and

→
u l are, respectively, the particle vector and the fluid vector; ρp is the particle

density; ρf is the fluid density; TE is the eddy lifetime; r is the random Gaussian number;
TL is the integral time scale; CL (integral time-scale constant) is a constant.

2.2.3. Energy Conservation and Bubble Heat Exchange Model

The governing equation of the temperature is shown in Equations (12) and (13). In this
paper, a heat transport model of molten steel and the bubble was applied. The equations
of the bubble heat transport are shown in Equations (14)–(19). The bubble temperature is
lower than the molten steel temperature, and the heat will transfer from the molten steel to
the bubble. The heat transfer energy is based on the energy conservation law. The bubble
will stop heat transfer if the bubble temperature is the same as that of the molten steel. The
effect of bubble initial injection temperature on the molten steel temperature simulation is
discussed in Section 3.2.2.
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where h is sensible enthalpy, ET is the total energy of the bubble, Cb.i is the heat capacity
of the bubble, mb.i is the bubble mass, Tcell is the cell’s temperature where the bubble is
injected into the fluid domain, Tb.init is the initial bubble temperature, Estep is the energy
exchange in each timestep, Nu is the Nusselt number, km is the fluid thermal conductivity,
Tb, pre.temp is the bubble temperature in the previous timestep, and Cp is the heat capacity of
the fluid.

2.2.4. Alloy Melting and Alloy Concentration Diffusion Model

In this paper, a solid crust will form when the alloy is added to the high-temperature
molten steel. At this time, the alloy began melting inside the solid crust. The alloy concen-
tration was released until the solid crust melted at a specific time. The alloy concentration
numerical simulation governing equation is shown in Equations (20)–(24). The source term
was added in a cell where the alloy melted.
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where tmelt is the alloy solid crust melting time, ρA is the alloy density, CP,A is the heat
capacity of the alloy, dA is the diameter of the alloy, hc is the coefficient of the heat transfer,
Ts is the solidification temperature of molten steel, TM is the temperature of molten steel,
T0 is the initial alloy temperature, C is the mass concentration of alloy, Sc is the source term
of the alloy melting, malloy is the mass of the melted alloy, and mcell is the mass of the cell
where the alloy is melting.

2.3. Boundary Condition and Solution Strategy

Table 2 shows the relevant parameters that are required in the numerical simulation.
The initial bubble diameter and the initial bubble velocity were calculated by Equations
(23) and (24). The numerical simulation was calculated by ANSYS Fluent software (ANSYS,
Inc., Canonsburg, PA, USA). The inlet boundary condition was set as follows: the bubbles
were injected from the plugs, and the inject position was defined by the User-Defined
Function (UDF) that was built in the ANSYS Fluent software (ANSYS, Inc., Canonsburg,
PA, USA). The boundary name, position, and condition are shown in Figure 3. The bubble
flow rate was 5 L·min−1. The bubble injection velocity was 2.63 m·s−1 in this paper. The
initial bubble diameter was 3.924 mm. The position of the alloys thrown was above the
slag eye by 2.5 m; based on the law of free fall, the velocity of the alloy contacting with
the molten steel was 7 m·s−1. Figure 3 shows the hexahedral mesh of the fluid zone in
the prototype and hydraulic model. The argon bubble was injected from the bottom of
the ladle, and the injection position is shown in Figure 3. In the prototype, argon was
injected at two places, and the angle between them was 135◦. The solution initialization
used standard initialization and computing from all zones. The solution step was 0.001 s,
the injection rate of the bubble was one bubble per solution step, and the Nper was 1000.
The free surface was used on the top of the slag (in prototype modeling) or the top of the
air (in the hydraulic modeling). The rest boundary was taken as the wall boundary. The
SIMPLE scheme was used in the pressure-velocity coupling. The residual in the governing
equations was 0.001. The heat flux in the ladle wall, the molten slag surf, and the ladle
bottom was 0.006 W2·mm−2.

db,init = (0.35 · (Q2

9.8
)

0.2

) (25)
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Q

(Nper · 1
6 · π · d3

b,init)
(26)

where vb,init is the initial velocity when the bubble is injected into the fluid zone and Nper is
the bubble injection count in 1 s.
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Table 2. Relevant parameters in the numerical simulation.

Item Parameters

Water density (25 ◦C)/kg·m−3 997.04
Water viscosity (25 ◦C)/Pa·s 0.8949 × 10−3

Air phase density (25 ◦C)/kg·m−3 1.185
Air phase viscosity (25 ◦C)/Pa·s 1.8315 × 10−5

Water surface tension/N·m−1 0.07197
Argon bubble flow rate in hydraulic model/L·min−1 6

Molten steel density/kg·m−3 7000
Molten steel viscosity/Pa·s 0.0067

Molten slag density/kg·m−3 3500
Molten slag viscosity/Pa·s 0.06

Argon density/kg·m−3 1.784
Argon viscosity/Pa·s 2.2624 × 10−5

Molten steel–slag interface surface tension/N·m−1 1.6
Molten steel specific heat/J·kg−1·K−1 680
Molten slag specific heat/J·kg−1·K−1 1100

Argon specific heat/J·kg−1·K−1 1006.43
Molten steel thermal conductivity/W·m−1·K−1 40.3
Molten slag thermal conductivity/W·m−1·K−1 34

Argon thermal conductivity/W·m−1·K−1 0.0242
Alloy density/kg·m−3 5780

Alloy specific heat/J·kg−1·K−1 364
Alloy diameter/mm 50

Alloy thermal conductivity/W·m−1·K−1 26.32
Initial alloy temperature/◦C 25

Initial bubble temperature/◦C 25, 400, 800
Alloy concentration diffusion coefficient/m2·s−1 1.566 × 10−14

Argon bubble flow rate in prototype/L·min−1 5

Figure 3. Hexahedral mesh of the fluid zone, boundary name, boundary condition, and the schematic
of the argon injection position: (a) prototype; (b) hydraulic model.
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3. Results and Discussion

3.1. Model Validation
3.1.1. Effect of Discrete Random walk Model on the Simulation Results

Figure 4 shows the simulation results of the water model simulation and the PIV mea-
surements results of the water model. Figure 4a shows the slice position of the numerical
simulation results. The PIV measurements area is identical to the slice position. Figure 4b
shows the velocity contour of the slice position, the velocity is higher in the center, and
the bubbles are transported in the center, which accelerates the fluid velocity when the
bubble random transport model is deactivated. The bubble is upward in a straight line,
and the velocity contour is symmetrical. Figure 4c shows the velocity contour when the
bubble random transport model is activated, and the CL is 0.15. The area of the velocity
at a higher speed is in a reverse cone shape. The maximum velocity is lower than when
the random walk model is deactivated. The bubbles are transported in a random way; the
degree of dispersion of the bubble position is higher, which results in a lower maximum
velocity. Figure 4d shows the PIV measurement result, and the measurement area is plotted
in Figure 4c in a red scatter line. Figure 4d shows that the velocity is higher at the top of the
ladle model, the velocity in a higher-speed area is in a reverse cone shape, and the velocity
contour distribution of the numerical simulation is similar to the PIV measurement results.

Figure 4. (a) The slice position of the simulation results of the water model, (b) the velocity magnitude
contour in the slice when the random walk model was deactivated, (c) the velocity magnitude contour
in the slice when the random walk model was activated and the CL was 0.15, and (d) the time-averaged
results of the PIV measurements in the water model.

Figure 5 shows the quantitative data of the velocity magnitude of the numerical
simulation and PIV measurement results. Figure 5a–c show the simulation results of the
bubble random walk model being deactivated and the PIV measurement results. The
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results show that the velocity magnitude distribution is sharp, and the velocity peak is
narrow and higher compared to the PIV results. The flow of the fluid in the water model
is driven by the bubbles. When the bubble random walk model is deactivated, the flow
of the bubbles in the fluid presents a vertical upward movement, so the velocity peaks
appear high and narrow. Figure 5d–f show the simulation results when the bubble random
walk model is activated, the CL is 0.15, and the PIV measurements results. The velocity
magnitude peak is smaller and broader than when the bubble random walk model is
deactivated.

Figure 5. The quantitative velocity magnitude data of numerical simulation of water model and PIV
measurements results, when the random walk model was deactivated (a) near the water surface,
(b) under the water surface by 100 mm, and (c) under the water surface by 200 mm; when the random
walk model was activated and the CL was 0.15 (d) near the water surface, (e) under the water surface
by 100 mm, and (f) under the water surface by 200 mm.

3.1.2. Effect of Time Scale Factor on the Simulation Results

Figure 6 shows the velocity magnitude of the numerical simulation results and the PIV
measurements. The numerical simulation result under the case of CL is 0.3 or 0.45. Figure 7
shows the variance in the velocity difference between the numerical simulation and the PIV
measurement results. The calculation range is the velocity data from −100 mm to 100 mm.

In Figure 7, DL represents the variance in the velocity magnitude difference between
the numerical simulation and the PIV measurements, where a CL of 0 illustrates the case
where the bubble random transport model is deactivated. The results show that the variance
is decreased when the CL increases from 0 to 0.3, then the variance is increased when the
CL increases from 0.3 to 0.45. The CL has a significant influence on the surf velocity. The
randomness of the bubble transport is higher at the top of the ladle, then the variation in
CL has a significant impact on the surf velocity. The velocity difference is less when the CL
is 0.3.
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Figure 6. The quantitative velocity magnitude data of numerical simulation of water model and PIV
measurements results, when the random walk model was activated and CL was 0.3 (a) near the water
surface, (b) under the water surface by 100 mm, and (c) under the water surface by 200 mm; when
the random walk model was activated and the CL was 0.45 (d) near the water surface, (e) under the
water surface by 100 mm, and (f) under the water surface by 200 mm.

Figure 7. The variance in the velocity difference between PIV measurements and numerical simulation
at −100 mm to 100 mm in Figures 5 and 6.
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3.2. Model Application of the Prototype Argon-Stirred Ladle
3.2.1. The Fluid Flows

Figure 8 shows the streamline, the slice position, and the quantitative data of the
velocity magnitude in the prototype. Figure 8a shows the streamline and the sliced contour
of the velocity. Figure 8a shows that the streamline flows from the ladle bottom where
the plug is situated, the streamline is forward to the top of the ladle, and the streamline
is reverse to the ladle bottom. Figure 8b shows that the velocity is higher in the bubble
transport route, and the velocity magnitude is decreased near the surf of the ladle. The
flow is divided into two streams when the stream flows to the surf of the ladle. Figure 8c
shows the velocity magnitude in the three lines shown in Figure 8b. The results show that
the stream velocity peak is broader in Line 1 compared to Lines 2 and 3. The maximum
velocity in the stream is 0.172 m·s−1.

Figure 8. The prototype numerical simulation results: (a) streamline results and slice contour position,
(b) velocity contour at the slice position, and (c) velocity magnitude results at three lines.

3.2.2. The Temperature Fields
Effect of Initial Bubble Temperature on the Temperature Filed

Figure 9 shows the temperature measurement position in industrial practice, and the
numerical simulation of the temperature varies with the solution time at the temperature
measurement position. In industrial practice, the temperature is 1759 K before the argon
blow, and the temperature is 1740 K when the argon blow lasts for 22 min. The temperature
drop rate is 0.0144 K/s. The bubble is injected from the ladle bottom, and then the bubble
temperature is lower than that of the molten steel, which will decrease the molten steel
temperature. Figure 9b shows the temperature variation with the solution time under
different initial bubble temperatures. The temperature decrease rate is 0.0147 K/s, 0.023 K/s,
and 0.0313 K/s when the initial bubble temperature is 800 ◦C, 400 ◦C, and 25 ◦C, respectively.
The temperature decrease rate is increased when the initial bubble temperature decreases.
The temperature decrease rate is similar to the industrial practice when the initial bubble
injection temperature is 800 ◦C.

Figure 10 shows the iso-surface of the temperature under the different initial bubble
temperatures when the argon blow simulation time lasts 150 s. The molten steel temperature
is lower where the bubble is placed. The low-temperature area is diffused along the fluid
flow direction.
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Figure 9. (a) Temperature measurements position in the industrial practice; (b) temperature varies
with solution time at the temperature measurements position.

Figure 10. The temperature iso-surface under different initial bubble temperatures: (a) 25 ◦C,
(b) 400 ◦C, and (c) 800 ◦C.

Figure 11 shows the sliced contour of the temperature when the initial bubble tem-
perature is 800 ◦C and the solution time is 150 s. The results show that the temperature
in the ladle bottom is higher than those in the other slices. The temperature in the bubble
plume area is lower than those in the different regions. The temperature distribution is
asymmetric because the plugs distribution is asymmetric, which results in the flow being
asymmetric. The high-temperature area is diffused to the low-temperature area.

Figure 12a shows the streamline in the top view of the ladle. The stream in the ladle
is divided into two main circulations. Plug 1 is set at 0.67Rm and plug 2 is set at 0.6Rm.
Figure 12b shows the schematic of the circulation, and the circulation is larger in plug 1.
The circulation area is asymmetric, which results in the temperature field asymmetry. The
temperature fields are diffused in the flow direction. The circulation area of plug 1 is larger
than that of plug 2, then the molten steel temperature above plug 1 is higher, as shown in
Figure 11f.
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Figure 11. The temperature slice contour when the initial bubble temperature is 800 ◦C: (a) slice
position, (b) slice position near the bottom, (c) slice position at Y = 0.3935, (d) slice position at
Y = 0.787, (e) slice position at Y = 1.18, and (f) slice position at near the surface.

Figure 12. (a) The streamline in the top view; (b) the schematic of the streamline in the different plugs.

3.2.3. The Steel–Slag Interface Shape

Figure 13a shows the argon-stirred process in a steel plant. The ladle contains 25 t
of molten steel. There are two plugs used in the argon-stirred process, and there are two
places called ‘slag eyes’ plotted by blue dash circles. Figure 13b shows the simulation
results of the steel–slag interface shape during the argon-stirred process, and there are
two ‘peaks’ formed above the two plugs. The argon bubbles drive the fluid upward, then
push the slag away, which results in the two ‘slag eyes’ formed. Figure 13b shows that the
maximum height of the steel–slag interface is 7.95 mm, and the simulation results of the
position of the ‘slag eyes’ are similar to industrial practice.
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Figure 13. (a) The molten steel and slag surface during the argon-stirred process, and (b) the
numerical simulation results of the steel–slag interface position.

3.2.4. Alloy Melting and Alloy Species Diffusion

Figure 14 shows the sliced contour of the dimensional concentration. Figure 14a–c
show the alloy added in the ‘slag eye’ above plug 1. The results show that the alloy
melts and releases the species of the alloy, then the species is diffused along the fluid flow
direction. Figure 14d–f show that the alloy added above the ‘slag eye’ is above plug 2.

Figure 14. The contour of the slice of the dimensional concentration of the alloy species in the ladle
when the alloy is added on the ‘slag eye’ above plug 1, after (a) 10 s, (b) 65 s, and (c) 120 s; when the
alloy is added on the ‘slag eye’ above plug 2, after (d) 10 s, (e) 65 s, and (f) 120 s.

Figure 15a,b show the alloy melting position when the alloy is added in the ‘slag eye’
above plug 1 and plug 2. Figure 15a,b show that the alloy melting position is in a circle
shape, near the ‘slag eye’. Figure 15c shows the statistical results of the melting time, and
the results show that the average melting time is 12.49 s and 12.71 s when the alloy added
in the ‘slag eye’ is above plug 1 and plug 2, respectively. The melting time when the alloy is
added in the ‘slag eye’ above plug 1 is less than that of plug 2. Figures 11f and 12 show that
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the circulation area in plug 1 is higher than that of plug 2, the molten steel temperature in
the ‘slag eye’ above plug 1 is higher than that of plug 2, and the melting time is decreased
when the molten steel temperature increases. Figure 15d shows the average dimensional
concentration varying with the solution time, and the average dimensional concentration
is increased and reaches a maximum after the alloy is added after 20 s. The maximum of
the average dimensional concentration is higher when the alloy is added on the ‘slag eye’
above plug 1, because the melting time is less, and the average dimensional concentration
has fewer changes after the alloy is added after 100 s.

Figure 15. The alloy melting position when the alloy is added on the ‘slag eye’ above (a) plug 1 and
(b) plug 2; (c) the alloy melting time and (d) the average dimensional concentration under different
alloy add-in positions.

4. Conclusions

In this paper, a multi-physics numerical simulation model in an argon-stirred ladle
was established, the random walk model was used in the bubble transport model, and the
effect of CL on the fluid flow simulation was studied for the first time. In the temperature
simulation, a heat flux transfer model in molten steel and bubbles was introduced for
the first time. The effect of initial bubble temperature on the molten steel temperature
simulation was discussed. The alloy melting and alloy concentration diffusion were
simulated. The multi-physics simulation model was beneficial in the ladle design and the
modification of the parameters.

(1) The random walk model needs to be applied to the bubble transport model. The ve-
locity difference between the numerical simulation and the hydraulic model decreases
when the CL decreases from 0 to 0.3 and increases when the CL increases from 0.3
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to 0.45. The velocity difference between the numerical simulation and the hydraulic
model is minimum when the CL is 0.3.

(2) There are two circulations of fluid flow in the prototype. The velocity is higher in
the center of the plume. The velocity is smaller near the steel–slag interface. The
maximum velocity is 0.172 m·s−1.

(3) The molten steel temperature will decrease when the argon bubbles are injected into
the molten steel from the plugs. The temperature decrease rate will increase when
the initial bubble temperature decreases. The temperature decrease rate in industrial
practice is 0.0144 K/s. The numerical simulation results of the temperature decrease
rate are 0.0147 K/s when the initial bubble temperature is 800 ◦C.

(4) The steel–slag interface position is higher above the plugs. The maximum height of
the steel–slag interface is 7.95 mm.

(5) The average alloy melting time is 12.49 s or 12.71 s when the alloy is added on the
two slag eyes separately. The alloy melting time has a little difference because the
molten steel temperature has little difference in the two slag eyes. The average alloy
concentration in the ladle is increased when the alloy is added to the molten steel in
20 s, and the average alloy concentration decreases during the alloy species diffusion.
The alloy concentration has fewer changes when the alloy is added to the molten steel
after 100 s.
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Nomenclature

→
v velocity
→
u l fluid vector
→
g Gravitational acceleration
→
up particle vector
→
F source term of the bubble-driven flow
C mass concentration of alloy
Cb.i heat capacity of the bubble
CD,i coefficient of drag force
CL integral time-scale constant
Cp heat capacity of the fluid
CP,A heat capacity of the alloy
dA diameter of the alloy
db,i diameter of the bubble

DL
variance in the velocity magnitude difference between
the numerical simulation and the PIV measurements

Estep energy exchange in each timestep
ET total energy of the bubble
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Gb generation of turbulence kinetic energy due to buoyancy
Gk generation of turbulence kinetic energy due to the mean velocity gradient
h sensible enthalpy
hc coefficient of the heat transfer
I unit tensor
k turbulent kinetic energy
km fluid thermal conductivity
malloy mass of the melted alloy
mb.i bubble mass
mcell mass of the cell where the alloy melting
N bubble count in the cell
n phase count
Nper bubble injection count in 1 s
Nu Nusselt number
Q flow rate of the argon
r random Gaussian number
Rei Reynolds number of bubble
Rm the radius in the hydraulic model
Rp the radius in the prototype(ladle)
Sc source term of the alloy melting
T0 initial alloy temperature
Tb, pre.temp bubble temperature in the previous timestep
Tb.init initial bubble temperature
Tcell cell’s temperature where the bubble is injected into the fluid domain
TE eddy lifetime
TL integral time scale
TM temperature of molten steel
tmelt alloy solid crust melting time
Ts solidification temperature of molten steel
ub,i velocity of the bubble
ul velocity of the fluid
vb,init initial velocity when the bubble is injected into the fluid zone
αl volume fraction of liquid phase
αq volume fraction of qth phase in the fluid
Δt time step
ΔVcell volume of the cell
ε turbulent kinetic energy dissipation
μ molecular viscosity
ρ density of the fluid
ρA alloy density
ρb,i density of the bubble
ρf fluid density
ρp particle density
ρq density of qth phase in the fluid
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Abstract: In order to increase the typically low equilibrium CO2 conversion to methanol using
commercially proven technology, the addition of two intermediate condensation units between
reaction steps is evaluated in this work. Detailed process simulations with heat integration and
techno-economic analyses of methanol synthesis from green H2 and captured CO2 are presented here,
comparing the proposed process with condensation steps with the conventional approach. In the new
process, a CO2 single-pass conversion of 53.9% was achieved, which is significantly higher than the
conversion of the conventional process (28.5%) and its equilibrium conversion (30.4%). Consequently,
the total recycle stream flow was halved, which reduced reactant losses in the purge stream and the
compression work of the recycle streams, lowering operating costs by 4.8% (61.2 M€·a−1). In spite of
the additional number of heat exchangers and flash drums related to the intermediate condensation
units, the fixed investment costs of the improved process decreased by 22.7% (94.5 M€). This was a
consequence of the increased reaction rates and lower recycle flows, reducing the required size of the
main equipment. Therefore, intermediate condensation steps are beneficial for methanol synthesis
from H2/CO2, significantly boosting CO2 single-pass conversion, which consequently reduces both
the investment and operating costs.

Keywords: methanol synthesis; CO2 utilization; power-to-X; intermediate condensation steps;
product removal; techno-economic analysis; heat integration; plant simulation

1. Introduction

Sustainable solutions are required to reduce the greenhouse gas emissions of the
transportation and industrial sectors, shrinking the dependency on fossil fuels. With the
continuously increasing installed capacity of wind and solar power plants [1], adequate
energy storage solutions have to be implemented in order to deal with their fluctuating
nature. Therefore, the conversion of electricity into valuable chemicals and fuels, a concept
often called power-to-fuels or power-to-X, can make an important contribution to the
future energy system [2]. In this context, key process steps are hydrogen generation via
electrolysis (primary conversion) [3,4] and methanol synthesis (secondary conversion) [5].

Methanol can be used as a fuel substitute or additive, either in fuel cells or via
combustion [2], as a feedstock in the production of base chemicals (e.g., formaldehyde)
and liquid fuels (e.g., gasoline, oxymethylene ethers, jetfuel) [6–8], and also as a solvent.
Methanol fuel has recently attracted significant interest, especially in China, where the
consumption of methanol for thermal applications (e.g., boilers, kilns, cooking stoves) and
in the transportation section amounted to 5.7 Mton·a−1 (year 2019) [9].

The current global capacity of methanol production is 164 Mton·a−1 (year 2021), with
an annual increase of 10% projected for the next decade [10]. Traditionally, methanol
synthesis is fed by fossil-based syngas, which comes either from steam reforming of natural
gas or from coal gasification [11]. However, sustainable syngas production is gaining
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importance, such as from renewable electricity and captured CO2, and also from biomass.
In Figure 1, a scheme is presented showing the intermediate position of methanol in the
conversion of both fossil-based and sustainable syngas to added-value chemicals and fuels,
as well as methanol end-use applications.

Figure 1. The key position of methanol to convert syngas sources into added-value chemicals and
fuels. Icons from: Freepik, Flaticon [12].

The current world-scale technology for methanol synthesis is mostly based on the
application of Cu/ZnO/Al2O3 (CZA) catalysts in either multi-tube reactors with boiling
water as the cooling fluid, normally called isothermal reactors (e.g., the Lurgi process, the
Linde process), or adiabatic reactors with intermediate cold syngas quenching, generally
named quench reactors (e.g., ICI and the Casale process, the Haldor Topsoe process) [11,13].
Less common but also industrially applied are the adiabatic reactors with intermediate
cooling (e.g., the Kellogg process, the Toyo process) [11,14]. Normally, temperatures
between 200 and 300 ◦C and pressures between 50 and 100 bar are applied [13].

Methanol can be produced from either CO (Equation (1)) or CO2 (Equation (2)),
with the reverse water–gas shift reaction (rWGSR, Equation (3)) also occurring. If the
feed gas contains both CO and CO2, there is a prevailing opinion that direct CO hy-
drogenation (Equation (1)) on Cu/Zn-based catalysts is significantly slower than CO2
hydrogenation [15,16], and kinetic models not considering this reaction can adequately
simulate experimental data [17–19].

CO(g) + 2·H2(g) � CH3OH(g) ΔH0
25 ◦C = −90.6 kJ·mol−1 (1)

CO2(g) + 3·H2(g) � CH3OH(g) + H2O(g) ΔH0
25 ◦C = −49.4 kJ·mol−1 (2)

CO2(g) + H2(g) � CO(g) + H2O(g) ΔH0
25 ◦C = 41.2 kJ·mol−1 (3)

With regard to the general use of CO2 as a carbon source, several process simulations
and techno-economic analyses of methanol synthesis from green hydrogen and captured
CO2 have been reported, with the CO2 source being either a cleaned industrial flue gas or
concentrated atmospheric CO2 (i.e., through carbon capture units, CCUs) [20–22]. Pérez-
Fortes et al. [20] and Szima et al. [21] simulated a methanol synthesis plant with CZA,
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having a total production of 440 and 100 kton MeOH·a−1, respectively. Heat integration
was considered in both studies, with the plant being energetically self-sufficient. Cordero-
Lanzac et al. [22] simulated the production of 275 kton MeOH·a−1 with an In2O3/Co
catalyst. In all studies, it was concluded that economic viability can be achieved if reactant
prices significantly decrease or if CO2 taxation is enforced. Nonetheless, it is expected
that the costs of electrolysis and CCUs might considerably decrease in the foreseeable
future [23,24], and the first industrial-scale plants to produce e-methanol and e-gasoline
are expected to start operating in 2024–2025 [25,26].

A general argument is the thermodynamic restrictions of CO2 conversion to methanol
compared to CO conversion (see Figure 2), whereby only limited methanol yields are
achievable even at elevated pressures and lower temperatures. Consequently, a low CO2
single-pass conversion (XCO2,SP) is obtained independently of the reactor size, leading to
large recycle streams, which increase operating costs and cause higher reactant losses in
purge streams.

Figure 2. Methanol equilibrium yield as a function of temperature and pressure. Data generated with
Aspen Plus. (a) H2/CO feed in a 2:1 ratio. (b) H2/CO2 feed in a 3:1 ratio.

If the products (i.e., methanol and water) are removed from the reacting system, the
thermodynamic equilibrium is shifted towards a higher methanol yield. This strategy
has been studied using alternative reactor designs with in situ condensation [27,28] or
membrane reactors [29], but these technologies are not yet ready for commercialization.
A feasible approach using commercially proven technology is the implementation of
intermediate condensation steps between reactor units displaced in series. In the Davy
series loop methanol process, two reactors with an intermediate condensation unit are
proposed for large scale methanol production from CO-rich syngas [13,30]. Although the
implementation of intermediate condensation steps is a promising strategy to increase
methanol yield from H2/CO2 syngas, such an approach has still not received particular
attention, and plant simulations with heat integration and techno-economic analyses are
not available in the literature yet, to the best of our knowledge.

In this work, the conventional approach (named here the ‘one-step process’) is com-
pared with a new alternative approach including two condensation steps (named here the
‘three-step process’). Using our recently developed kinetic model for methanol synthesis [19],
both processes were implemented in Matlab in order to critically analyze and select key
process parameters (i.e., cooling fluid temperature, number of reactor modules, and purge
fraction). With the optimized parameters, detailed methanol synthesis plants with heat inte-
gration were implemented in Aspen Plus, and techno-economic analyses were performed.
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2. Methodology

2.1. Process Overview

In the present work, a methanol synthesis plant from H2/CO2 with a production of
145 ton·h−1 is considered. This value is based on an ongoing power-to-gasoline project
via H2/CO2 conversion to methanol [26], whose final goal is a gasoline production of
5.5·108 L·a−1, which corresponds to a methanol production of 1.16 Mton·a−1 or 145 ton·h−1

(assuming a yield of 80% in the methanol-to-gasoline process and plant operating hours
of 8000 h·a−1).

In our simulations, feed carbon dioxide comes from the cleaned flue gas of nearby
industries (e.g., a cement industry) at 25 ◦C and 1 bar, with a purity of 99.5% mol/mol (the
rest was water). Feed hydrogen comes from water electrolysis at 25 ◦C and 30 bar, with a
purity of 99.5% mol/mol (the rest was nitrogen). Although it is possible to obtain these
feedstocks in an extremely high purity (e.g., 99.99% mol/mol) [31,32], we chose a more
conservative scenario, which also allows a proper simulation of inert material accumulation
in the plant.

As pressure has a significant influence on the thermodynamic equilibrium of methanol
synthesis (see Figure 2), the reactor operating pressure was set to 70 bar. Although higher
pressures are reported to have potential in methanol synthesis [33,34], they were out
of the scope of this work, since considerable extrapolations in the kinetic model would
be necessary, and condensation inside the reactor might have to be taken into account.
Besides, higher pressures increase compression costs and might also require more expensive
materials to build the equipment.

The dimensions of the reactor modules were chosen to be close to the upper size
limits that are currently commercially available. That is, each reactor module consisted of
a shell containing 33,000 tubes with 12.5 m length and an inner diameter of 3.75 cm.
Since the heat generation in CO2 hydrogenation is lower than in CO hydrogenation
(Equations (1) and (2)), less heat transfer area is necessary. Because of that, the tube inner
diameter chosen in this work (3.75 cm) was larger than the size typically used for CO
conversion to methanol (2.5 cm). Considering 1050 kg·m−3 as the apparent catalyst bed
density [35], the total CZA catalyst loading of each reactor module was 478.13 ton. A total
pressure loss of 0.75 bar was considered for each reactor module [36].

2.1.1. One-Step Approach—Process Description

In Figure 3, a detailed flowsheet of the one-step process is presented. This is an
adapted version from a concept reported in the literature [37–39]. Feed CO2 is mixed
with a low-pressure recycle stream, and then compressed from 1 to 70 bar in a three-stage
process, including intermediate cooling (reducing compression work) and intermediate
phase separation (to remove condensed methanol and water from the recycle stream). The
resulting compressed stream is mixed with feed H2 (compressed from 30 to 70 bar in one
stage) and with a high pressure recycle stream. The mixed stream is preheated with the
product gas and enters the inner tubes of parallel reactor modules, with the temperature
being controlled by boiling water on the shell side.

The product stream is cooled down to 30 ◦C in four heat exchangers, condensing
water, methanol, and some CO2, which are separated from the light gases in a flash drum.
A fraction of the gas stream is purged, and the remaining stream is recompressed to 70 bar
and recycled. The liquid stream from the flash drum is depressurized to 1 bar and heated
to 30 ◦C, vaporizing most remaining CO2. A liquid–gas separation is performed in another
flash drum. A fraction of the gas stream from the low-pressure flash drum is purged, and
the rest is recycled by mixing with feed CO2. The liquid stream from the low-pressure
flash drum is preheated and fed to a packed column, where methanol in high purity
(>99.5% m/m) is recovered in the liquid distillate, water is recovered in the bottom, and
most of the remaining CO2 is recovered in the gas distillate.
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Figure 3. One-step process—detailed flowsheet with a total of three reactor modules. Cooling water
streams are omitted.

The purge streams are burned with 15% air excess in a fired heater [40]. The heat of
reaction of both the purge combustion and the methanol synthesis are used in a water
Rankine cycle to produce electricity. The cycle starts with liquid water at 1 bar and 99.6 ◦C
being pumped to a certain pressure, whose boiling temperature corresponds to the desired
reactor temperature. Pressurized water reaches its boiling temperature in two steps (heat
exchanger and fired heater) and vaporizes inside the reactor modules. The produced
saturated steam is further heated in the fired heater and then performs work in a turbine,
with a discharge pressure of 1.43 bar (Tboiling = 110 ◦C). The resulting low-pressure steam
condenses partially in the column reboiler, and total condensation is completed in a heat
exchanger, closing the water cycle.

2.1.2. Three-Step Approach—Process Description

In Figure 4, a detailed flowsheet of the three-step process is presented. In this approach,
the feed compression and recycling of non-converted reactants occurs similarly to the one-
step process. The mixed feed stream is preheated and enters the first reactor module. The
product gas is cooled down to 45 ◦C in three steps, and the condensed stream (mostly water,
methanol, and some CO2) is separated from the light gases in a flash drum. The gas stream
is preheated and enters the second reactor module. The second product gas is cooled down
to 30 ◦C in three steps, and the condensed stream (mostly water, methanol, and some CO2)
is separated from the gas stream in another flash drum.
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Figure 4. Three-step process—detailed flowsheet with a total of three reactor modules. Cooling water
streams are omitted.

The gas phase is preheated and enters the third reactor module. The third product
gas is cooled down, mixed with the condensed streams from the first and second reaction
stages, and further cooled down to 30 ◦C.

Similar to the one-step process, component separation of the product stream is per-
formed with one flash drum at high pressure, one flash drum at ambient pressure, and one
distillation column.

The purge stream is burned in a fired heater with preheated air. In the water cycle,
pressurized water is preheated and distributed to the reactor modules. A fraction of the
produced saturated steam is split and used to preheat the water while the remaining steam
is further heated in the fired heater. Supersaturated steam performs work in a turbine, with
a discharge pressure of 1.43 bar (Tboiling = 110 ◦C). The resulting low-pressure steam is
partially condensed in the column reboiler, and total condensation is completed in a heat
exchanger, closing the water cycle.
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2.2. Process Simulation in Matlab

Before implementing the final version of each plant in Aspen Plus, different scenarios
were investigated in Matlab. Therefore, optimal key parameters were selected, such as the
total number of reactor modules, the purge fraction, and the temperature of the cooling
fluid in the reactor.

In order to simulate the reactor, the following considerations were made: there are only
variations along the length of the reactor (1D assumption), the influence of back-mixing is
neglected (plug flow assumption), and the cooling fluid temperature (Tw, in K) is constant.
Starting from mass and energy balances, the differential equations of the total mole flow of
a single tube (

.
n, in mol·s−1), the mole fraction of each component j (yj), and the temperature

(T, in K) in the axial direction z are shown as follows:
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where mCat is the catalyst mass (kg), L is the reactor length (m), yjk is the stoichiometric
coefficient of component j in reaction k, rk is the rate of reaction k (mol·kgcat·s−1), CP, f is the
heat capacity of the fluid (J·mol·K−1), h f is the specific enthalpy of the fluid (J·mol−1), hj is
the specific enthalpy of component j, U is the global heat transfer coefficient (W·m−2·K−1),
and Di is the inner diameter of a single tube (m).

The temperature-dependent parameters (CP, f , h f , hj, U) were updated in each in-
tegration point in the axial direction. Heat capacity and enthalpy were calculated with
the thermodynamic functions provided by Goos et al. [41], which are detailed in the
Supplementary Material (Section A) along with the derivation of the differential equations.
The global heat transfer coefficient was estimated (U) by summing the heat transfer resis-
tances in the axial direction, according to the methodology described in the literature [42,43]
(see Section B of the Supplementary Material).

The methodology to calculate the reaction rates (rk) is described in Section 2.3. The
system of differential equations was solved with the Matlab function ode45, with absolute
and relative tolerances set to 10−10.

In order to simplify the simulation of the separation steps in Matlab, the following
procedure was applied. Both processes were implemented in Aspen Plus, considering a
total of six reactor modules, a purge fraction of 2%, and Tw = 235 ◦C. The values of the split
ratio of each component in the liquid and gas phase of each flash drum and the distillation
column were extracted. For example, in the column of the one-step process, the methanol
distribution in the outlet streams was: 3.80% in the gas distillate, 96.13% in the liquid
distillate, and 0.06% in the bottom. The split ratio of all the components were taken from
Aspen Plus and were considered constant for the different scenarios investigated in Matlab
(i.e., variations in the number of reactor modules, purge fraction, and Tw). These split ratios
are provided in the Supplementary Material (Section C).

Flowsheet convergence was achieved in Matlab by an iterative method, as there were
two cycles of streams due to recycling unconverted reactants. First, educated initial guesses
of the composition and total mole flow of each recycle stream were given. In each iteration,
the recycle stream mole flow and its composition were calculated and used in the next
iteration until the tolerance criterion was fulfilled:
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( .
nRe f ,k+1 − .

nRe f ,k

)2

( .
nRe f ,k+1

)2 ≤ Tolerance (7)

where
.
nRe f ,k is the total mole flow of the recycle stream at iteration k. The tolerance of the

inner cycle and the outer cycle were set to 10−9 and 10−8, respectively.

2.3. Kinetic Modeling of the Methanol Synthesis

The kinetic simulation of the methanol synthesis was performed with our previously
published six-parameter model (Model-6p) [19], whose considerations regarding the reac-
tion mechanism, the assumption of the rate determining steps, and the most abundant sur-
face species were based on our detailed microkinetic model [15]. This six-parameter model
was validated with 496 experimental points from different laboratory plants [15,18,44],
which contemplated temperatures between 210 and 260 ◦C, pressures between 20 and 60 bar,
gas hourly space velocities (GHSV) between 1.8 and 40 LS·h−1·gcat

−1, and a variety of
syngas (H2/CO/CO2/N2) feed compositions, including 126 points with only H2/CO2/N2
in feed.

In this model, two main reactions are considered: CO2 hydrogenation (Equation (2))
and the rWGSR (Equation (3)). The reaction rates (rCO2 hyd., rrWGSR) in mol·kgcat

−1·s−1 are
described as follows:

rCO2 hyd. = exp
(

A2 − EA,2

R·T
)
·φZn·θb·θc· f 1.5

H2
· fCO2 ·

(
1 − fCH3OH · fH2O

f 3
H2
· fCO2 ·K0

P,CO2 hyd.

)
(8)

rrWGSR = exp
(

A3 − EA,3

R·T
)
·φZn·θb·θc· fCO2 · fH2O·

(
1 − fCO· fH2O

fH2 · fCO2 ·K0
P,rWGSR

)
(9)

Here, A2−3 and EA,2−3 are kinetic parameters, R is the universal gas constant, φZn is
the zinc coverage on the surface, θb and θc are the free active sites b and c, f j is the fugacity
of gas component j (bar), and K0

P,k is the global equilibrium constant of reaction k.
The Peng–Robinson equation of state is used to calculate the fugacities [45], consider-

ing the binary interaction parameters reported by Meng et al. [46] and Meng and Duan [47],
and an effective hydrogen acentric factor of −0.05 proposed by Deiters et al. [48].

The zinc coverage is dependent on temperature and gas concentration [49], and its
exact quantification under reaction conditions is difficult to predict. The zinc coverage is
then considered to be constant and equal to φZn = 0.50 for a general case, while it is set to
φZn = 0.10 for CO2-rich feed (CO2/COx > 0.90). The free active sites are calculated with the
following equations:

θb =
(

K2· f 0.5
H2

· fCO2 + 1
)−1

(10)

θc =
(

K3· f−0.5
H2

· fH2O + 1
)−1

(11)

where K2−3 are adsorption parameters. In Table 1, the equilibrium constants as well as the
previously estimated kinetic and adsorption parameters are summarized [19].

The side products of methanol synthesis on Cu/Zn-based catalysts (e.g., hydrocarbons
or dimethyl ether) are typically at low concentrations [13,50]. Several studies reported that
syngas conversion to hydrocarbons or dimethyl ether on commercial CZA at moderate
temperatures (T ≤ 260 ◦C) is significantly low or even below detection range [15,18,44],
while Condero-Lanzac et al. [22] reported low methane production from H2/CO2 on CZA
at high temperatures (T ≥ 275 ◦C). Saito et al. [51] observed that side product formation is
further reduced by increasing CO2/COX feed concentration. Therefore, the generation of
side products is not considered in this work.
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Table 1. Equilibrium constants, kinetic and adsorption parameters of Model-6p [19]. Reprinted with
permission from [19]. Copyright 2021 American Chemical Society.

Parameter Value | Equation Unit

A2 14.41 ± 0.99 –
A3 29.13 ± 1.74 –

EA,2 94.73 ± 4.18 kJ·mol−1

EA,3 132.79 ± 7.46 kJ·mol−1

K2 0.1441 ± 0.0289 bar−1.5

K3 49.44 ± 11.08 bar−0.5

K0
P,CO2 hyd. T−4.481· exp

(
4755.7

T
+ 8.369

)
bar−2

K0
P,rWGSR T−1.097· exp

(−5337.4
T

+ 12.569
)

–

2.4. Process Analysis and Optimization

Considering the fixed methanol production of 145 ton·h−1 or 1257.1 mol·s−1 and the
99.5% mol/mol purity of the reactants, the minimum required feed is 1263.4 mol·s−1 of
CO2 and 3790.3 mol·s−1 of H2, totalizing

.
n f eed,min = 5053.7 mol·s−1. Since there are reactant

losses in the purge and product streams, an excess of feed is required. With a fix feed ratio
H2:CO2 of 3:1, the excess of feed (Exc) is defined here as:

Exc =

( .
n f eed − .

n f eed,min

)
.
n f eed,min

·100% (12)

It is, of course, of interest to minimize feed consumption, due to its high costs. Feed
consumption is affected by key variables, such as reactor temperature and pressure, the
number of reactor modules (which defines the total catalyst mass), and purge fraction.
Avoiding large recycle streams is also important, as compressor work is required to get
the pressure back to 70 bar, and larger equipment (i.e., heat exchangers, flash drums,
compressors) are required to process higher flows.

Simulations were performed for a different number of reactor modules (from 3 to 12)
and different purge fractions (from 0.5 to 5%). For each case, an initial guess for the feed
excess was given (Exc = 5%), and a fix feed ratio H2:CO2 of 3:1 (a stoichiometric ratio) was
applied. Then, an optimization problem was solved in Matlab with the function fminsearch
(function tolerance = 0.1 mol·s−1, step tolerance = 0.1 ◦C), whose objective was to maximize
methanol production by varying the reactor coolant temperature (Tw).

With the optimum Tw, the required excess of feed was calculated to meet the methanol
demand (1257.1 mol·s−1) with Newton’s method (function tolerance: 0.1 mol·s−1). The
steps of the temperature optimization and Exc calculations were repeated until the temper-
ature update was lower than 0.25 ◦C.

2.5. Detailed Plant Simulation in Aspen Plus

After analyzing the results of the Matlab simulations, optimum parameters were
selected for each approach (i.e., the number of reactor modules, purge fraction, cooling fluid
temperature) and a detailed plant simulation including heat integration was implemented
in Aspen Plus V10.

The Peng–Robinson property method was selected for the reactor modules. All other
equipment were simulated with the Non-Random Two-Liquid Model with a second set of
binary parameters (NRTL2) as the property method.

The methanol synthesis reactor was simulated with the rigorous plug flow reactor
model (RPLUG unit) and the kinetics described in Section 2.3 were implemented as a
Langmuir–Hinshelwood–Hougen–Watson (LHHW) reaction model. The rearrangement
of the model parameters to follow the software’s specific input format is detailed in the
Supplementary Material (Section D). Since the reactor cooling fluid is at a constant tem-
perature due to water evaporation, both co-current and counter-current operations give
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the same results. Therefore, the co-current operation was selected in order to simplify the
mathematical calculations.

The combustion of the purge streams in a fired heater was simulated with the RGIBBS
unit, which considers that chemical equilibrium is achieved when the free Gibbs energy of
the system is minimized.

The heat exchangers were simulated in counter-current flow with the HeatX unit, with
a minimum temperature approach of 25 ◦C for the heat exchangers located inside the fired
heater and a minimum temperature approach of 10 ◦C for all the other heat exchangers.

The compressors were modeled using the ASME method, assuming a mechanical
efficiency of 0.95 and an isentropic efficiency of 0.80 [22]. The pump was simulated assum-
ing an efficiency of 0.70. The turbine was simulated with the ASME method, assuming a
mechanical efficiency of 0.95 and an isentropic efficiency of 0.90 [52].

The distillation column was simulated with the rigorous RadFrac model, considering a
kettle reboiler and a partial condenser at 53 ◦C with liquid and vapor distillate. A Murphree
efficiency of 0.75 was set to all intermediate stages [53,54]. In both processes, the column
had 30 stages and a reflux ratio of 2, with the feed entering above the 24th stage.

The relative tolerance of all equipment calculations was set to 10−5. Flowsheet conver-
gence was achieved using the Broyden method, with a relative tolerance of 10−4, which
corresponds to a mass balance closure of 99.99%.

2.6. Efficiency Evaluation

The chemical conversion efficiency (ηCCE) accounts for how much fuel energy remains
in the final product in relation to the reactants. For methanol synthesis from H2/CO2, it is
calculated as follows: [55]

ηCCE =

.
mMeOH ·LHVMeOH

.
mH2 ·LHVH2

(13)

where
.

mMeOH is the methanol mass production,
.

mH2 is the hydrogen feed demand, and
LHV is the low heating value. The maximum possible efficiency (ηCCE,max) occurs at 100%
overall H2 conversion to methanol (stoichiometric conversion):

ηCCE,max =
MMeOH ·LHVMeOH

3·MH2 ·LHVH2

= 0.876 (14)

Here, Mj is the molar mass of component j. In order to also account for heat and the
work input, the exergy efficiency (ηEx) is calculated: [39]

ηEx =

.
mMeOH ·eMeOH

.
mH2 ·eH2 +

.
mCO2 ·eCO2 + Pel + EQ

(15)

where ej is the specific exergy of component j, Pel is the total required electric power, and
EQ is the total exergy input associated with heat demand.

The specific exergy of a component (ej) is divided between thermal and chemical exergy: [39]

ej(T, p) =
[
ej,therm

]
+ ej,chem =

[
Hj − Sj·T0 − H0

j + S0
j ·T0

]
+ HHVj (16)

Here, ej,therm and ej,chem are the thermal and chemical exergies, Hj is enthalpy, Sj is
entropy, H0

j and S0
j are the enthalpy and entropy at reference conditions (298.15 K and 1 bar),

T0 is the reference temperature, and HHVj is the high heating value. In the exergy efficiency
calculation, the HHV is used instead of the LHV, as water is liquid at reference conditions.

2.7. Techno-Economic Evaluation

In order to calculate the production costs, the standardized methodology from
Albrecht et al. [56] was considered, which is a further development based on the work
of Peters et al. [57].
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The main equipment costs (EC) were estimated based on reference equipment costs [57,58].
The scale up to the required capacity was performed with specific equipment scaling factors,
and price inflation was corrected to 2020 with the Chemical Engineering Plant Cost Indexes
(CEPCI). In Equation (23), the costs of equipment j (ECj) is described:

ECj = ECj,re f ·
(

Cj

Cj,re f

)M

·
(

CEPCI2020

CEPCIre f

)
(17)

Here, the subscription ref relates to the reference equipment, C is the characteristic
capacity, and M is the equipment scaling factor. The equipment is constructed with carbon
steel. When the reference price is in US dollars (USD), a conversion to euros (EUR) of
1.13 USD·EUR−1 is applied (February 2022) [59].

The dimensions of the flash drums and the packed distillation column were calculated
with the methodology reported by Towler and Sinnott [60]. The required heat transfer area of
the heat exchangers, column condenser, and reboiler were estimated by assuming the typical
global heat transfer coefficients reported by the VDI Atlas [43], according to each specific
situation. Equipment dimensioning is detailed in the Supplementary Material (Section G).

The fixed capital investment (FCI) was estimated by multiplying the total EC with the
Lang Factor (LF), which accounts for all direct and indirect costs related to the plant
construction. In this work, LF was assumed to be 4.86 (details are provided in the
Supplementary Material, Section H) [56,57]. A working capital (WC) of 10% of the total
capital expenses (CAPEX) was considered [56]. Summarizing the equations:

FCI = LF·∑ ECj (18)

CAPEX = FCI + WC (19)

WC = 0.10·CAPEX (20)

The equivalent annual capital costs (ACC) were estimated by applying the annuity
method on the FCI, assuming an annual interest rate (IR) of 10%, a plant operating life (tP)
of 20 years, and no salvage value [61]. The working capital does not depreciate in value,
and only its interest has to be taken into account [56].

ACCFCI =
FCI·IR·(1 + IR)tP

[(1 + IR)tP − 1]
(21)

ACCWC = WC·IR (22)

ACC = ACCFCI + ACCWC =
FCI·IR·(1 + IR)tP

[(1 + IR)tP − 1]
+ WC·IR (23)

The operating expenses (OPEX) were divided between direct and indirect costs. The
costs related to the direct OPEX (OPEXdir) are presented in Table 2, which include raw
materials, catalysts, process water treating, and electricity. A catalyst lifetime of three years
was considered. In the Rankine water cycle, a clean water replacement of 1% of the total
flow was considered [62].

The indirect OPEX consisted of operating labor (OL), operating supervision, mainte-
nance, operating supplies, laboratory charges, taxes on property, insurance, plant overhead,
administration, distribution, marketing, research, and development. The estimation of each
of these items was based on typical values, which are dependent on OL, FCI, and the net
production costs (NPC) (see Section H of the Supplementary Material) [56,57]. The total
indirect OPEX (OPEXind) is calculated as follows:

OPEXind = 2.2125·OL + 0.081·FCI + 0.10·NPC (24)
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Table 2. Costs of feedstock, catalyst, water treating, and electricity.

Item Costs Ref.

Hydrogen 3097.4 €·ton−1 [22]
Carbon dioxide 44.3 €·ton−1 [22]
Cooling water 0.00125 €·ton−1 [56]
Clean water 2 €·ton−1 [56]
Total organic carbon (TOC) abatement of process water 1938 €·(ton C)−1 [63]
Electricity 90 €·MWh−1 [53]
Catalyst (Cu/ZnO/Al2O3) 18,100 €·ton−1 [64]

The required number of operators in a shift (nOP) was estimated with the following
equation: [65,66]

nOP = (6.29 + 0.23·Nnp)
0.5 (25)

where Nnp is the number of non-particulate main processing units. Considering daily
working shifts, resting periods and vacations, the number of operators to fulfill each
position in a continuous operation is approximately FOP = 4.5. Therefore, the total number
of operators (NOP) is: [65,66]

NOP = FOP·nOP (26)

The total costs of operating labor (OL) is then calculated as follows:

OL = WOP · NOP (27)

where WOP is the wage rate of each operator (WOP = 72,000 €·a−1) [53].
The net production costs (NPC) are calculated in terms of average annual costs and in

terms of average costs per kg of methanol:

NPC
[

€
a

]
= ACC + OPEXdir + OPEXind (28)

NPC
[

€
kg

]
=

(ACC + OPEXdir + OPEXind)
.

mMEOH
(29)

3. Results and Discussion

In this section, process simulation and analysis are presented separately for the one-
step and the three-step approaches. Finally, the techno-economic analysis of both ap-
proaches is presented and discussed jointly.

3.1. One-Step Process
3.1.1. One-Step Process—Selecting Key Parameters

The one-step process was successfully implemented in Matlab. Different scenarios
were simulated by varying the number of reactor modules and the purge fraction, with
the optimal temperature for a fixed methanol production (145 ton·h−1) being estimated
in each case. In Figure 5, several contour plots are shown, where CO2 single-pass conver-
sion (XCO2,SP) (Figure 5a), the required feed excess (Figure 5b), the optimal temperature
(Figure 5c), and the total recycle stream (Figure 5d) are plotted against the number of reactor
modules and the purge fraction.

CO2 single-pass conversion (Figure 5a) was considerably enhanced by increasing
the number of reactor modules. This was not only because the gas hourly space velocity
(GHSV) decreased, but also because the optimal temperature had lower values (Figure 5c),
shifting the thermodynamic equilibrium towards higher methanol concentrations. In
contrast, reducing the purge fraction had little effect on XCO2,SP. This should be the result
of two competing effects: on one hand, a lower purge fraction means higher recycle
streams (Figure 5d), which increases the GHSV, reducing XCO2,SP. On the other hand, the
recycle stream has a H2:CO2 ratio greater than three due to a limited rWGSR extension.
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By increasing the recycle stream, the H2:CO2 ratio of the reactor feed stream is enhanced,
positively contributing to XCO2,SP.

Figure 5. One-step process—CO2 single-pass conversion (a), required feed excess (b), optimal
temperature (c), and total recycle stream (d) as a function of the number of reactor modules and the
purge fraction.

The required feed excess was significantly decreased both by increasing the number
of reactor modules and by reducing the purge fraction. This occurred because the former
procedure increased XCO2,SP and the latter maintained XCO2,SP roughly constant while
increasing the gas flow inside the reactor modules.

Since the reactants (H2, CO2) represent the highest costs of the plant, it is important to
minimize the required feed excess, which according to Figure 5b, occurred at 0.5% purge
fraction. However, with such a low purge fraction, the total recycle stream was considerably
high, demanding larger heat exchangers, flash drums, and compressors, as well as higher
power consumption. Therefore, an intermediate value of 2% as the purge fraction was
selected for the detailed simulation in Aspen Plus, agreeing with other studies and typical
industrial values [22,39,58].

With the purge fraction fixed at 2%, six reactor modules were used in the detailed
study, because further increasing the number of reactor modules only slightly reduced the
required excess feed, not justifying further expenses in equipment and catalyst.

The value of the global heat transfer coefficient was updated point by point within mathe-
matical integration along the reactor length. For the selected condition, Uz=0 = 160 W·m−2·K−1
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and Uz=12.5 = 150 W·m−2·K−1. Since Aspen Plus requires a constant value, the average
value was used (Uavg = 155 W·m−2·K−1).

3.1.2. One-Step Process—Detailed Plant Simulation and Process Analysis

A detailed flowsheet of the one-step process presented in Figure 3 was implemented
in Aspen Plus, considering 2% purge fraction, six reactor modules working in parallel, and
the optimized temperature of the reactor cooling fluid (Tw = 247.5 ◦C). A picture of the
flowsheet in Aspen Plus, the properties of the streams, and a detailed plant description are
provided in the Supplementary Material (Section E).

In Figure 6, the concentration of the products along the reactor length is shown. The
methanol and water feed concentrations were close to zero, and their outlet concentrations
were 7.4 and 7.2% mol/mol, respectively. The nitrogen concentration remained relatively
low (inlet: 4.95% mol/mol, outlet: 5.65% mol/mol). Due to the recycle streams, CO entered
the reactor modules at 1.50% mol/mol, although it was not a feedstock in the plant. CO was
produced through the rWGSR until the length of 1.5 m, where its concentration reached
3.3% mol/mol. Then, due to the high water concentration (4.30% mol/mol), the WGSR
became faster than its reverse reaction and started to consume CO, which exited the reactor
at 1.76% mol/mol and a marginal selectivity (0.5%). This virtually stabilized CO content in
the plant led to a high methanol selectivity (99.5%).

Figure 6. One-step process—product concentration along the reactor length. Reactor feed concentra-
tion: H2/CO/CO2/CH3OH/H2O/N2 = 71.3/1.5/21.9/0.3/0.0/5.0% mol/mol.

The CO2 single-pass conversion was 28.5%, close to the equilibrium conversion
(30.4%), while the feed excess was 6.05%, which corresponded to an overall CO2 con-
version to methanol of 94.3%. These values are in agreement with the Matlab simulations
(XCO2,SP = 29.7%, feed excess = 5.75%, overall CO2 conversion to MeOH = 94.6%).

The chemical conversion efficiency (ηCCE) of the process was 82.6%, which was close
to the maximum possible value (ηCCE,max = 87.6%). With the heat integration, the one-step
process was not only self-sufficient, but had a heat excess that could be supplied to other
processes, in agreement with the literature [21,39]. In our case, as is commonly performed
in industrial methanol synthesis plants, the heat excess was used to generate electricity via
a water Rankine cycle, reducing the electricity consumption from 47.4 to 17.6 MW.

In Figure 7, a global exergy balance and an exergy loss distribution are provided.
No distinction was made between exergy destruction and exergy losses via side output
streams (i.e., cooling water, process water, and flue gas). The exergy efficiency (ηEx) of the
process was 76.4%, with a total exergy loss of 281.9 MW. The main losses occurred due to
the exothermic chemical reactions with heat recovery at low temperatures (reactor modules:
58.1%, fired heater: 14.8%). Additionally, exergy losses in the heat exchangers (11.1%) and
in the column (9.0%) were also significant, mainly due to heat transfer to cooling water.
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Figure 7. One-step process—exergy analysis. (a) Global exergy balance. Total exergy input: 1194.5 MW.
(b) Distribution of exergy losses (total = 281.9 MW).

3.2. Three-Step Process
3.2.1. Three-Step Process—Selecting Key Parameters

The three-step process was successfully implemented in Matlab. In Figure 8, CO2
single-pass conversion (XCO2,SP) (Figure 8a), the required feed excess (Figure 8b), the
optimal temperature (Figure 8c), and the total recycle stream (Figure 8d) are described as
a function of the number of reactor modules and the purge fraction. Since this process
considers three reaction steps with intermediate cooling, the simulations were limited to
multiples of three as the total number of reactor modules.

Figure 8. Three-step process—CO2 single-pass conversion (a), required feed excess (b), optimal
temperature (c), and total recycle stream (d) as a function of the number of reactor modules and the
purge fraction.
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A significant improvement was seen in the three-step process in relation to the one-step
approach. For similar conditions (i.e., the same total number of reactor modules and purge
stream fraction), CO2 single-pass conversion had approximately doubled, the required
feed excess decreased by 60–70%, and the total recycle stream decreased by 50–70%. The
optimal values for the reactor cooling fluid remained close to the ones of the first approach
(between 230 and 260 ◦C).

Similarly to the one-step process, a purge fraction equal to 2% was chosen here, having
a good compromise between minimizing the feed requirements and minimizing the total
recycle stream. With this fixed purge fraction, a number of reactor modules equal to three
was selected, as further increasing this amount gave limited improvement in the required
feed excess and the total recycle stream, while considerably increasing equipment and
catalyst costs.

When analyzing different scenarios in Matlab, the same cooling fluid temperature
(Tw) was considered for all reactors. A further optimization was possible by allowing this
temperature to be independently operated in each reactor. This possibility was checked
for the chosen condition (2% purge fraction, three reactor modules), but only a marginal
improvement was obtained (see Table 3), probably not justifying the increase in plant
complexity. Therefore, in the detailed analysis, the cooling fluid temperature of all the
reactors was set to 258.5 ◦C.

Table 3. Three-step synthesis—Performance indicators for two process approaches: same cooling
fluid temperature in all reactors, and independent optimization of the cooling fluid temperature in
each reactor.

Approach
Tw,R1
(◦C)

Tw,R2
(◦C)

Tw,R3
(◦C)

XCO2,SP
(%)

Feed
Excess (%)

Total Recycle
Stream (kmol·h−1)

Same Tw 258.5 258.5 258.5 54.1 2.42 23,038
Varying Tw 264.6 259.9 249.4 54.6 2.35 22,464

Similarly to the one-step process, the average heat transfer coefficients were obtained
for each reactor and given to Aspen Plus: U1 = 327 W·m−2·K−1, U2 = 285 W·m−2·K−1,
U3 = 246 W·m−2·K−1. The decrease in the coefficient values is associated with a decrease
in total flow, due to intermediate product removal. Still, the heat transfer coefficients were
higher than in the one-step process (155 W·m−2·K−1), which had lower flows for each
reactor module because of parallel operation.

3.2.2. Three-Step Process—Detailed Plant Simulation and Process Analysis

A detailed flowsheet of the three-step process presented in Figure 4 was implemented
in Aspen Plus, considering a 2% purge fraction, three reactor modules working in series
with intermediate product condensation, and the previously optimized temperature of the
reactor cooling fluid (Tw = 258.5 ◦C). A detailed plant description, stream properties, and a
picture of the flowsheet in Aspen Plus are provided in the Supplementary Material (Section F).

In Figure 9, the concentration of the products along the length of the three reactors is
shown, as well as the product removal through the intermediate condensation steps. In
Reactor 1, CO entered at a low concentration (1.3% mol/mol), peaked at z = 2.5 m, and
left the reactor with a higher concentration (2.7% mol/mol). This CO production through
the rWGSR increased the water concentration (yR1,out

H2O = 5.6% mol/mol) and slowed down

methanol production (yR1,out
MeOH = 4.7% mol/mol).

In Reactors 2 and 3, the CO inlet concentration was significantly higher (3.0% mol/mol
for both cases), causing its concentration peak to come much sooner (at 1.8 m and 1.25 m,
respectively). After that, the WGSR was faster than its reverse reaction and the CO con-
centration decreased, leaving both reactors with an overall positive CO consumption.
Therefore, the water concentration in Reactors 2 and 3 was maintained at lower levels
(yR2,out

H2O = 4.7% mol/mol, yR3,out
H2O = 4.5% mol/mol), enhancing the final methanol concentra-

tion (yR2,out
MeOH = 5.6% mol/mol, yR3,out

MeOH = 5.8% mol/mol).
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Figure 9. Three-step process—methanol, water, and CO concentration along the length of each reactor,
as well as in the intermediate condensation steps (C1 and C2).

Water is known to accelerate the deactivation of Cu-based catalysts [67]. Therefore,
the lower water concentration of the three-step process in relation to the one-step process
(y1s,out

H2O = 7.2%) should not only benefit the reaction rates, but also the catalyst lifetime.
In Table 4, the operating conditions and split ratios of the intermediate condensation

steps are provided, while the reactor information is summarized in Table 5. Methanol and
water were almost fully removed from the gas phase, but at the cost of ca. 9–13% CO2 con-
densation. The split ratios of CO2 and methanol were strongly dependent on temperature,
with the chosen values (T1 = 45 ◦C, T2 = 30 ◦C) being derived from a sensitivity analysis.

Table 4. Three-step process—operating conditions and split ratios of the intermediate condensation steps.

Cond.
Step

Temp.
(◦C)

Pres.
(Bar)

Phase
Split Ratio

CO2 (%) MeOH (%) H2O (%)

Gas 90.66 5.31 1.17
#1 45 69.25 Liquid 9.34 94.69 98.83

#2 30 68.50
Gas 87.36 2.46 0.52

Liquid 12.64 97.54 99.48

Table 5. Three-step process—heat transfer, inlet mole flow, mole fractions, and methanol production
in the reactor modules.

Reactor #1 #2 #3
.

Q (MW) −18.5 −25.7 −22.7
.
nin (kmol·h−1) 40,833 33,209 26,366

yH2,in (% mol/mol) 69.1 69.0 69.5
yCO,in (% mol/mol) 1.3 3.0 3.0
yCO2,in (% mol/mol) 20.6 17.3 14.4

yMeOH,out (% mol/mol) 4.7 5.6 5.8
yH2O,out (% mol/mol) 5.6 4.7 4.5
Δ

.
nMeOH (kmol·h−1) 1616 1589 1325

The methanol production was similar in Reactors 1 and 2 (1616 and 1589 kmol·h−1,
respectively), while it was 18% lower in Reactor 3 (1325 kmol·h−1). This shows the positive
effect of a higher CO concentration in the reactor feed, despite the lower total feed flow
and CO2 inlet concentration of Reactors 2 and 3 in relation to Reactor 1.

The CO2 single-pass conversion (XCO2,SP) was 53.9%, with a selectivity to methanol
of 99.8% and a selectivity to CO of 0.2%. The feed excess was 2.35%, leading to an overall
conversion of CO2 to methanol of 97.7%. These values are in agreement with the Matlab
simulations (XCO2,SP = 54.1%, Exc = 2.42%, overall CO2 conversion to MeOH = 97.6%).

The three-step approach was significantly superior to the one-step process, even using
only half the number of reactor modules (three vs. six). This superiority is clear when
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looking at the CO2 single-pass conversion (53.9% vs. 28.5%), leading to a considerably
higher overall conversion to methanol (97.7% vs. 94.3%).

With the heat integration, the three-step process was also self-sufficient in heat, while
electricity was produced through a water Rankine cycle, reducing the total power consump-
tion from 42.7 to 21.8 MW. The chemical conversion efficiency was η3s

CCE = 85.6%, which
was higher than the value of the one-step process (η1s

CCE = 82.3%) and, therefore, even closer
to the maximum possible value (ηCCE,max = 87.6%).

In Figure 10, an exergy analysis of the process is presented. The exergy efficiency
was η3s

Ex = 78.8%, an improvement from the previous approach (η1s
Ex = 76.4%), with the

total exergy losses decreasing in 13% (245.3 vs. 281.9 MW). Although the total power
consumption decreased (42.7 vs. 47.4 MW), the net power consumption increased slightly
(21.8 vs. 17.6 MW). This occurred because power generation was significantly lower in the
three-step approach (20.8 vs. 29.8 MW) due to the much lower heat duty of the fired heater,
as less reactant was lost in the purge streams.

Figure 10. Three-step process—exergy analysis. (a) Global exergy balance (total exergy input = 1157.5 MW).
(b) Distribution of exergy losses (total = 245.3 MW).

Chemical reactions with heat recovery at low temperatures was also the main cause of
exergy losses in the three-step approach (reactor modules: 66.0%, fired heater: 6.0%). Both
processes lost approximately the same exergy in the reactor modules and the distillation
column. The main improvement in relation to the one-step process was a much lower exergy
loss in the fired heater (14.7 vs. 41.4 MW), as the total purge stream flow decreased by 59%
(455 against 1100 kmol·h−1). Despite the higher number of cooling and warming operations
and the higher total heat transfer duty in the three-step process (357.1 vs. 310.2 MW),
the exergy losses in the heat exchangers were slightly lower for the three-step process
(29.4 vs. 31.4 MW). Finally, moderate improvements were also seen in the compressors and
pump (8.2 vs. 9.1 MW) and in the valves and turbine (5.0 vs. 7.4 MW).

In Table 6, the data comparing both processes is summarized, once again emphasizing
the superior performance of the three-step approach.

Table 6. Data comparison between the one-step and the three-step approach.

Item One-Step Three-Step

Total methanol production (kmol·h−1) 4527 4525
CO2 single-pass conversion (%) 28.5 53.9

Overall CO2 conversion to methanol (%) 94.3 97.7
Feed excess (%) 6.05 2.35

Methanol selectivity (%) 99.5 99.8
Total recycle stream flow (kmol·h−1) 54,290 22,581

Maximum water concentration (% mol/mol) 7.2 5.6
Total exergy loss (MW) 281.9 245.3
Exergy efficiency (%) 76.4 78.8
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3.3. Techno-Economic Analysis

In Figure 11a, the distribution of the equipment costs (EC) is presented, with the
reactor modules and the compressors representing the majority of the costs (>75%). The
total EC was 85.5 and 66.1 M€ for the one-step and the three-step approach, respectively.
This significant improvement of the three-step process was a consequence of the inter-
mediate condensation steps, requiring a lower total reactor volume (due to an enhanced
reaction velocity), lower compressor size (due to a lower recycle flow), and lower fur-
nace, turbine, and generator size (due to a lower purge flow). The cost reduction in the
aforementioned equipment was significantly higher than the additional costs of the heat
exchangers and flash drums from the intermediate condensation units. The total fixed
capital investment (FCI) was 415.9 and 321.4 M€ for the one-step and three-step approach,
respectively. The detailed estimated capacity and price of each equipment is presented in
the Supplementary Material (Section H).

(a) (b) 

Figure 11. Distribution of the costs. (a) Equipment Costs (EC). (b) Net Production Costs (NPC).

In Figure 11b, the distribution of the net production costs (NPC) is detailed. The main
operating costs were the reactant expenses (78–80% of NPC), with ACC contributing with
only 4–5%, while the catalysts and electricity consisted of less than 3% of the NPC. Due
to the higher overall CO2 conversion to methanol, the NPC of the three-step process was
5.7% lower than the one-step approach. The detailed OPEX costs are presented in the
Supplementary Material (Section H).

In Table 7, a summary of the overall costs is presented. The NPC was 920 and 868
€·ton−1 for the one-step and the three-step process, respectively, corresponding to an
improvement of 5.7% for the new process. Besides the hydrogen and carbon dioxide costs,
the fixed capital investment (FCI) and the discount rate were the most sensitive parameters
to the methanol selling price, as shown in the tornado analysis (see Figure 12).

Table 7. Summary of the costs of the one-step and the three-step process.

Item
Costs

Decrease (%)
One-Step Three-Step

Equipment Costs (EC) 85.5 M€ 66.1 M€ 22.7
Fixed capital investment (FCI) 415.9 M€ 321.4 M€ 22.7

Working capital (WC) 46.2 M€ 35.7 M€ 22.7
Total CAPEX 462.1 M€ 357.1 M€ 22.7

Annual Capital Costs (ACC) 53.5 M€·a−1 41.3 M€·a−1 22.7
Direct OPEX 874.9 M€·a−1 839.6 M€·a−1 4.0

Indirect OPEX 143.4 M€·a−1 129.6 M€·a−1 9.6
Total OPEX 1018.3 M€·a−1 969.3 M€·a−1 4.8

Net Production Costs (NPC) 1071.8 M€·a−1 1010.6 M€·a−1 5.7
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(a) (b) 

Figure 12. Sensitivity analysis of the main cost factors in relation to the net production costs (NPC).
Variation of ± 20% in each factor. (a) One-step process. (b) Three-step process.

In Figure 13, the net production costs are plotted against the hydrogen price. Although
the methanol market price in Europe was still significantly below the values (495 €·ton−1

in February 2022), [68,69] the green methanol produced from the proposed process would
become economically competitive if the green hydrogen price reached 1468 €·ton−1.

Figure 13. Net production costs of methanol as a function of green hydrogen price.

4. Conclusions

A detailed study of a methanol synthesis plant from H2 and CO2 with intermediate con-
densation units (the three-step process) is presented and compared with the conventional
approach (the one-step process). The total production was fixed at 1.16 Mton MeOH·a−1.
The processes were first implemented in Matlab in order to critically analyze the number
of reactor modules, the purge fraction, and the reactor operating temperature. Using the
most suitable process parameters, detailed plants of both approaches were implemented
in Aspen Plus, including heat integration and a water Rankine cycle to make use of the
reaction enthalpy. Finally, techno-economic analyses were applied. Both processes offered
an excess of heat, which was used to generate electricity in our work, but could alternatively
supply other plants (e.g., CCU, OME synthesis) in a larger process integration.

It was demonstrated that CO2 single-pass conversion almost doubled when including
intermediate condensation steps (53.9 vs. 28.5%), resulting in a significantly higher overall
conversion to methanol (97.7 vs. 94.3%) and in a higher exergy efficiency (78.8 vs. 76.4%).
Because of the enhanced conversion, the new process required lower recycle and feed
streams, decreasing net production costs by 61.2 M€·a−1 (5.7%). Although additional
equipment (i.e., heat exchangers and gas–liquid separators) is necessary, the improved
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process was significantly more efficient than the conventional approach, requiring lower
sizes of the main equipment (e.g., compressors, reactors, fired heater). Consequently,
according to our analysis, the total investment costs were 94.5 M€ (22.7%) lower than for
the conventional process.

Intermediate condensation steps are therefore highly recommended for methanol
production from H2/CO2, reducing costs by improving CO2 equilibrium conversion to
methanol while using commercially proven technology. Besides, since water accelerates the
deactivation of Cu-based catalysts, product intermediate removal should increase catalyst
lifetime, as the average water concentration in the reactor is significantly lower than in the
conventional process.

With our proposed process, the methanol net production costs amounted to 868 €·ton−1,
which are still significantly higher than the current market price (495 €·ton−1) but is believed
to become economically viable with an effective reduction in the price of green hydrogen.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/pr10081535/s1, Figure S1: One-step process—Aspen Plus flowsheet;
Figure S2: Three-step process—Aspen Plus flowsheet; Table S1: Parameters for the estimation of
the specific heat capacity and specific enthalpy of selected components in the gas phase; Table S2:
Liquid and gas fractions (% mol/mol) of the phase separation via flash drums and the separation
via the distillation column in the one-step process. Values taken from Aspen Plus calculations and
used for the Matlab simulations; Table S3: Liquid and gas fractions (% mol/mol) of the phase
separation via flash drums and the separation via the distillation column in the three-step process.
Values taken from Aspen Plus calculations and used for the Matlab simulations; Table S4: Aspen
kinetic factor and Model-6p corresponding expressions; Table S5: Coefficients of the driving force
constant and the corresponding expressions from Model-6p; Table S6: Concentration exponents (υj)
of the driving force expression; Table S7: Adsorption constants and the corresponding expression of
Model-6p; Table S8: Concentration exponents and the corresponding values of Model-6p; Table S9:
Properties of the streams from the one-step process; Table S10: Molar composition (% mol/mol)
of the streams from the one-step process; Table S11: Properties of the streams from the three-step
process; Table S12: Molar composition (% mol/mol) of the streams from the three-step process;
Table S13: Dimension of the flash drums of the one-step and the three-step processes; Table S14:
Global heat transfer coefficients, heat transfer duty, and estimated surface area of the heat exchangers
of the one-step and the three-step process; Table S15: Calculation of the Capital Expenses (CAPEX)
depending on the total equipment costs (EC); Table S16: Estimation of indirect operating expenses
(OPEXind); Table S17: Equipment characteristic dimensions and equipment costs (EC) of the one-step
approach. All equipment was built with carbon steel. All equipment reference prices were taken from
Peters et al., except for the power generator, whose ref. price was taken from Henning and Haase;
Table S18: Equipment characteristic dimensions and equipment costs (EC) of the three-step approach.
All equipment was built with carbon steel, and the costs included 10% delivery costs. All equipment
reference prices were taken from Peters et al., except for the power generator, whose ref. price was
taken from Henning and Haase; Table S19: Detailed operating expenditures (OPEX) of the one-step
and the three-step approach.
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Abstract: Hydrogenation of ethylene carbonate (EC) to co-produce methanol (MeOH) and ethylene
glycol (EG) offers an atomically economic route for CO2 utilization. Herein, aided with bench and
pilot plant data, we established engineering a kinetics model and multiscale reactor models for
heterogeneous EC hydrogenation using representative industrial-type reactors. Model-based analysis
indicates that single-stage adiabatic reactors, despite a moderate temperature rise of 12 K, suffer
from a narrow operational window delimited by EC condensation at lower temperatures and intense
secondary EG hydrogenation at higher temperatures. Boiling water cooled multi-tubular reactors
feature near-isothermal operation and exhibit better operability, especially under high pressure and
low space velocity. Conduction oil-cooled reactors show U-type axial temperature profiles, rendering
even wider operational windows regarding coolant temperatures than the water-cooled reactor. The
revelation of operational characteristics of EC hydrogenation under industrial conditions will guide
further improvement in reactor design and process optimization.

Keywords: ethylene carbonate hydrogenation; methanol; ethylene glycol; multiscale reactor model;
reactor analysis; operation window

1. Introduction

Efficient chemical conversion and utilization of CO2 is envisioned as an important
vector in future carbon-neutral and carbon-negative human society [1,2]. Researchers are
in hot pursuit of disposing the energy- and industry-related CO2 emissions by renewable
electricity or discarded H2 to produce feedstock or commodity chemicals [3–5]. In particular,
thermo-/electro- chemical CO2 reduction to oxygenates, for instance, aldehydes, alcohols,
and carboxyl acids, exerts great prospects in high-atom-economy CO2-based chemical
manufacture by reducing the by-production of H2O [6–10]. Direct hydrogenation of CO2
into methanol (MeOH) has attracted intense research attention in recent years in that
MeOH serves as a commodity chemical as well as a crucial platform to various downstream
products [11–15]. However, this process is inherently limited by the kinetic inertness and
thermodynamic stability of the CO2 molecule, resulting in extremely low per-pass CO2
conversion (~10~20%), and thereby a poor atom economy [16–18].

A feasible solution to by-pass the thermodynamic limitation is to “bridge” the low-
energy CO2 reactant and the high-energy MeOH product with a CO2-derivable, medium-
energy intermediate, such as ethylene carbonate (EC), dimethyl carbonate, methyl formate,
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and so on [19–23]. Such indirect green methanol production processes are advantageous
in milder reaction conditions as well as higher per-pass CO2 conversion (over 95%) and
overall methanol yield. Amongst these processes, EC hydrogenation as illustrated in
Figure 1 is of great interest:

Figure 1. EC hydrogenation reaction.

This process co-produces methanol and ethylene glycol (EG), another value-added
bulk chemical, with theoretically 100% atom economy. In addition, EC production us-
ing CO2 and ethylene oxide has already been demonstrated [24,25], making the sub-
sequent EC hydrogenation process a promising enabler for industrially relevant green
alcohols production.

Development of catalyst systems for EC hydrogenation has gained considerable
progress. Since Han et al. [26] first proposed a Ru II PNP catalyst for homogeneous
EC hydrogenation, the catalyst system has evolved from homogeneous nobel metal com-
plex [27] to heterogenous supported copper (Cu) based catalysts [28–33], in view of difficult
separation and recovery of the former and, in contrast, convenient deployment of the
latter. As the early-version Cu-based catalysts are inferior to the homogeneous catalysts in
performance, continuous efforts are being paid to develop more active and selective candi-
dates suitable for industrial application [34–36]. Song et al. [37] prepared MoOx-promoted
Cu/SiO2 catalyst, which achieved 89% MeOH yield and 99% EG yield within 150 h time-
on-stream at a H2/EC ratio of 20 and a WLHSVEC (weight liquid hourly space velocity
of EC) of 0.64 gEC·gcat

−1·h−1. Carbon modified Cu catalyst proposed by Chen et al. [38]
displayed good activity and stability after using for 264 h, owing to improved dispersion of
Cu particles, showing EC conversion of 100%, and EG and MeOH selectivities up to 99.9%
and 85.8%, respectively. Appropriate synergy between Cu0 and Cu+ species are believed to
play an important role in the activation of H2, providing adsorption sites for the carbonyl
groups of EC, and stabilizing the surface acyl and methoxy species, leading to improved
EC conversion and alcohol yields [39,40].

Despite the progress in catalyst investigation, to date, the heterogeneous EC hiydro-
genation process has not been studied at a pilot scale. Tailoring the transport characteristics
of industrial-scale reactors in accordance with the intrinsic reaction kinetics is crucial for
commercial operation of catalytic processes [41,42]. In this respect, industrial methanol syn-
thesis serves as a reference given a similar reaction enthalpy change and the employment
of similar Cu-based catalysts. Multi-stage adiabatic fixed bed reactors and boiling water-
cooled multi-tubular reactors are the most commonly applied types of reactors in methanol
synthesis [42]. The design and operation optimization of these reactors has been well aided
by model-based analysis accounting for intrinsic reaction kinetics, internal/external mass
transfer at the scale of catalyst particles, and heat and mass transfer at the reactor-scale [43].
Recently, Samimi et al. [44] compared water cooled, gas cooled, and doubled cooled reac-
tors for direct CO2 hydrogenation to MeOH by one-dimensional reactor models focusing
on the phase stability. The gas cooled reactor exhibits the lowest possibility of methanol
condensation and the highest methanol yield. Cui et al. [45] assessed the potentials of
adiabatic, water cooled and gas cooled reactors for direct CO2 hydrogenation to MeOH
using coupled two-dimensional (2D) computational fluid dynamics (CFD) models for the
reactor and single catalyst particles. The water-cooled reactors demonstrate outstanding
temperature control at the expense of a higher capital cost. It is apparent that, to promote
the process towards commercialization, understanding of the operational behaviors of EC
hydrogenation in industrial-type reactors is urgently needed.

Herein, we investigated the operational characteristics of industrial-type adiabatic,
water-cooled and oil-cooled tubular reactors for a 3 × 104 t/a EC hydrogenation process
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by model-based comparative analysis. Two-dimensional (2D) pseudo-homogeneous CFD
models were established with engineering kinetic models developed for heterogeneous EC
hydrogenation over an industrial Cu-based catalyst, and validated by bench-scale and pilot-
scale reaction data. The operation windows of key reactor operating variables, including
reactant/coolant inlet temperature, total pressure and space velocity, were delineated for the
representative industrial-type reactors, considering both the reactor performance and the
EC phase change boundaries. The presented results will pave the way to future industrial
design and optimization of reactors and process for the green alcohols production.

2. Methods

2.1. Method Description

Figure 2 illustrates the industrial reactors for ethylene carbonate hydrogenation con-
sidered and the modeling scheme used in this study. Two types of industrial reactors
are modeled, namely, adiabatic and multi-tubular heat-exchange reactors; for the heat-
exchange reactors, two different coolants are considered: boiling water and heat conduction
oil (Figure 2a). The adiabatic reactor is 2 m in diameter and 8 m in length, whereas the heat-
exchange reactor comprises 1682 tubes of 0.05 m diameter and 8 m length, corresponding
to a total capacity of 3 × 104 t/a methanol and ethylene glycol. Key geometric parameters
and operating conditions are listed in Table 1. The 2D asymmetrical steady-state multi-scale
reactor models are built under the following assumptions:

 

Figure 2. Schematic diagram of (a) industrial adiabatic and heat-exchange reactors for ethylene
carbonate hydrogenation and (b) the multi-scale reactor model.
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Table 1. Model parameters.

Geometric Parameters Adiabatic FBR Heat-Exchange FBR

Bed/Tube diameter, D (m) 2 0.05
Developing zone length 2 m

Reaction zone length 8 m
Catalyst type Cu/SiO2 [30]

Catalyst geometry 3/5/7 mm (sphere); 3 × 3/5 × 5/7 × 7 mm (cylinder)
Catalyst loading mass (kg) 13730 kg for (5 mm sphere)

Average bed voidage 0.4 (5 mm sphere) 0.43 (5 mm sphere)
Gas distributor geometry 1 m diameter, ring /

Operating conditions
(Nominal value/range)

Temperature, Tin (K) 463/433–483
Coolant temperature, Tc (K) / 463/423–463

Pressure, Pop (MPa) 3/1–5
Space velocity, SV

(gEC·gcat
−1·h−1) 0.3/0.1–0.5

Molar ratio of H2 to EC 200/80–200
Details of the multi-scale reactor models, including governing equations, heat and mass transfer correlations,
chemical kinetics and model implementation are introduced in the following text.

1. Reactants are fed into the adiabatic reactor through inlet manifolds, which are simpli-
fied into a ring.

2. The inlet gas distributor of the heat-exchange multi-tubular reactor ensures uniform
distribution of the reactants to all reaction tubes, so that only a single reaction tube is
modeled as representative.

3. The wall temperatures of all reaction tubes of the boiling water-cooled reactor are
equal to the boiling temperature of pressurized water.

4. The coolant temperature and external heat transfer coefficient are the same for all
reaction tubes of the oil-cooled reactor.

2.2. Governing Equations

The fluid computational mass conservation equation in the bed is

∂(εbρf)

∂t
+∇·(εbρfv) = 0 (1)

The momentum Equation (2), the energy Equation (7) and the species transport equa-
tion Equation (10) for flow in the catalyst bed are listed below.

Momentum equation:

∂(εbρfv)
∂t

+∇·(εbρfvv) = −εb∇p +∇·(εbτ) + Sφ (2)

where p is the static pressure and τ is the stress tensor. Sφ is the momentum source term
for fluid flow in porous media,

Sφ = Bf −
(

εb
2μ

K
v +

εb
3C2

2
ρf|v|v

)
(3)

representing the viscous and inertial drag forces imposed on the fluid flow by the pore
walls within the porous media, in which C2 is the inertial loss coefficient.

C2 =
3.5
dv

p

(1 − εb)

εb
3 (4)
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The k-ω SST turbulence model is used with the turbulence kinetic energy k and the
specific dissipation rate ω obtained from the following equations:

∂(ρfk)
∂t

+
∂(ρfkui)

∂xi
=

∂

∂xj

(
Γk

∂k
∂xj

)
+ Gk − Yk + Sk + Gkb (5)

∂(ρfω)

∂t
+

∂(ρfωui)

∂xi
=

∂

∂xj

(
Γω

∂ω

∂xj

)
+ Gω − Yω + Sω + Gωb (6)

Energy equation:

∂
∂t (εbρfEf + (1 − εb)ρsEs) +∇·(v(ρfEf + p))

= Sh
f +∇·[ke∇T − (∑

i
hi Ji) + (τ·v)] (7)

where Ef is total fluid energy and Es is total solid medium energy. The energy source Sh
f

represents the chemical reaction heat.

Sh
f = −∑

j

h0
j

Mw,j
Rj (8)

where h0
j is the enthalpy of formation of species and Rj is the volumetric rate of creation of

species j. The effective heat conduction of bed ke is computed in Equation (9).

ke =

⎧⎪⎨
⎪⎩

ke, ax =
u0ρfcp,fdv

p
Peh,ax

ke,r =
k0

r
kf
+ kf· Pe0

h
Pe∞

h,r

(9)

Species equation:
∂

∂t
(ρfYi) +∇·(ρfvYi) = −∇·Ji + Si (10)

where Yi is mass fraction of each species, and Ji is the diffusive flux of species i arising from
gradients of species concentration and temperature.

Ji = −ρfDe

N−1

∑
j=1

∇Yj − DT,i
∇T
T

(11)

Si, the net source of species i due to chemical reactions, Si is computed as the sum of the
reaction rates:

Si = Mw,i

NR

∑
r=1

R̂i,r (12)

where Mw,i is the molecular weight of species i and R̂i,r is the molar rate of creation/destruction
of species i in reaction r. In Equation (11), the calculation of thermal diffusion coefficients
DT,i adopts the following empirically based expression [46].

DT,i = −2.59 × 10−7T 0.659

[
M 0.511

w,i Xi

∑N
i=1 M 0.511

w,i Xi
− Yi

]
·
[

∑N
i=1 M 0.511

w,i Xi

∑N
i=1 M 0.489

w,i Xi

]
(13)

where Xi is mole fraction of species i; the effective mass transfer coefficient of bed De is
computed as:

De =

⎧⎪⎨
⎪⎩

De,ax =
dv

pu0
Pem,ax

De,r =
dv

pu0
Pem,r

(14)
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2.3. Bed Voidage and Pressure Drop

When the ratio of tube diameter to the catalyst’s volume-equivalent diameter (denoted
by R in the following paper) is less than 10, the wall effect cannot be ignored [47]. In
this work, R values for the adiabatic fixed bed (2 m in diameter) and the heat-exchange
reactor (single tube 0.05 m in diameter) filled with 5 mm spherical catalyst are 400 and 10,
respectively. Therefore, without the wall effect, the bed voidage of the adiabatic reactor
is set as constant in the radial direction (Supplementary Materials Table S5). Meanwhile,
the fluctuations of bed voidage in the radial direction is considered for the heat-exchange
reactors (Table S5) [48–50].

The bed pressure drop is computed by the Ergun equation in Equation (15) [51].

|ΔP|
L

=
150
ds

p
2
(1 − εb)

2μ

εb
3 u0 +

1.75ρf
ds

p

(1 − εb)

εb
3 u0

2 (15)

2.4. Heat and Mass Transfer in the Catalyst Bed

The axial effective heat conduction is computed as [52]:

ke,ax =
u0ρfcp,fdv

p

Peh,ax
(16)

in which the Peclet number for axial heat conduction Peh,ax equals 2.
The radial effective heat conduction is computed by:

ke,r =
k0

r
kf

+ kf·
Pe0

h
Pe∞

h,r
(17)

in which the molecular Peclet number Pe0
h is [53]:

Pe0
h = RePr =

u0ρfcp,fdv
p

kf
(18)

and Pe∞
h,r is [54]:

Pe∞
h,r = 8[2 − (1 − 2

R
)

2
] (19)

The following expression for the effective thermal stagnant conductivity k0
r

kf
is obtained

by Equation (20) [55]:

k0
r

kf
=

(
1 −√

1 − εb
)
+ 2

√
1−εb

1−Bκ−1

×
[

B(1−κ−1)

(1−Bκ−1)
2 ln

(
κ
B
)− B−1

1−Bκ−1 − B+1
2

] (20)

where B = Cf

(
1−εb

εb

)1.11
; Cf = 1.25 (sphere), Cf = 2.5 (cylinder).

Under turbulent conditions (Re > 100), axial mixing of mass can be approximated as
mixing in a cascade of L/dp ideal mixers [56]. The Peclet number for axial mass dispersion
approximately equals 2.

Pem,ax =
dv

pu0

De,ax
= 2 (21)

The effective radial mass transfer coefficient of bed De,r is computed as [57]:

Pem,r =
dv

pu0

De,r
= C

(
1 +

19.4
R2

)
(22)
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where C = 8.65
dv

p
da

p
[58].

2.5. Heat and Mass Transfer of Catalyst Particles

Due to mild exothermicity of the ethylene carbonate hydrogenation reaction, the
temperature difference between the catalyst surface and the gas phase is estimated to be
less than 1 K in Equation (23). Consequently, the temperature of catalyst surface and the gas
phase is taken as identical. The gas–solid heat transfer coefficient αf is calculated as [59]:

ΔTex =
Qreaction

αf·Scat
(23)

Nu = 2 + 1.1Re0.6·Pr
1
3 (24)

Nu =
αfdv

p

kf
(25)

For heat transfer inside the catalyst particle, the temperature gradient within the cata-
lyst particle is related to the heat of reaction Qreaction and the effective thermal conductivity
of the catalyst particle λeff,cat (Equation (26)) and can be calculated by Equation (27) [60,61].

ΔTin =
Deff,EC·(CEC,s − CEC,center)·(−ΔrH)

λe f f ,cat
(26)

λeff,cat = kf

(
ks

kf

)1−εcat

(27)

Under the reaction conditions considered in this article, ΔTin is estimated to be less
than 1 K. Therefore, the catalyst particle is considered isothermal.

The mass transfer between the catalyst surface and the gas phase is described by a
mass transport coefficient kg:

kg·a·
(
CEC,gas − CEC,s

)
= REC,s (28)

where REC,s is the effective consumption rate of EC at the particle surface. kg is related to the
catalyst shape, the Reynolds number and the Schmidt number, as shown in Equations (29)–(31) [62].

Sh = 2 + 0.6Re0.5Sc
1
3 (sphere) (29)

Sh = 0.61Re0.5Sc
1
3 (cylinder) (30)

Sh =
kgdv

p

DEC,m
(31)

The effect of mass transfer inside the catalyst particles, namely, internal mass transfer,
is accounted for with the generalized Thiele modulus approach, which is applicable to a
broad range of rate equations [63]. The generalized Thiele modulus with respect to EC
consumption rate (φgen,EC) is expressed as

φgen,EC =
Vcat

Scat

√
kv

Deff,EC
·n + 1

2
·CEC,s

n−1 (32)

The effectiveness factor for internal mass transfer is then computed as:

ηEC =
tanh

(
φgen,EC

)
φgen,EC

(33)
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Note that Equations (28)–(31) must be solved simultaneously in an iterative manner
because the two sides in Equation (28) are related by the EC concentration at catalyst
particle surface, which is unknown in advance.

2.6. Coolant Heat Transfer

For the heat exchange by pressurized boiling water, a large heat transfer coefficient
(4000–6000 W·m−2·K−1) and a constant wall temperature (Tw) are considered:

Tw = Tb (34)

where Tb is the boiling point of pressurized water.
In contrast, the heat conduction oil has a low specific heat capacity, and thus is heated

up easily. The oil temperature is therefore considered as a function of the transferred heat.
The oil-to-tube heat transfer coefficient is set as a function of the space in between adjacent
baffle plates t and the coolant mass flow rate

.
moil.

αoil = αoil
(
t,

.
moil

)
(35)

The detailed expressions are given in the Supporting Information. The heat transferred
between the oil and the tube wall is

Qoil = αoil·(Toil − Tw)·Swall (36)

As the oil temperature Toil varies with the axial position, the steady-state coolant
temperature profile is determined by iteration. The single reaction tube is divided into
10 segments (each 0.8 m long) in the flow direction with the oil temperature in each segment
calculated as

Toil,i+1 =

⎧⎨
⎩

Toil,in, i = −1

Toil,i +
Qoil,i

3600cp,oil·
.
moil

, 0 ≤ i ≤ 9
(37)

when the iteration converges, the oil temperature as a continuous function of the the axial
position is calculated by linear interpolation of the above discrete temperatures.

Toil(x) = Toil,i−1 +
Toil,i − Toil,i−1

xi − xi−1
·(x − xi−1), (xi−1 < x < xi) (38)

2.7. Chemical Reactions

The global reaction of ethylene carbonate hydrogenation to ethylene glycol and
methanol is described by three separate reactions as shown in (R1)–(R3), respectively.
This scheme allows for investigation of the effect of operating variables on the reactant
conversion and product selectivity. The intrinsic kinetics of these reactions are modeled
by power-law equations. The kinetic parameters were fitted to bench-scale experimen-
tal data covering a wide range of reaction conditions of T = 175–220 ◦C, Pop = 3.0 MPa,
H2/EC = 120–200 and SV = 0.5–2.2 h−1. Details regarding the kinetic equations and pa-
rameters are given in the Supporting Information (Section S1).
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Since the two EC hydrogenation reactions ((R1) and (R3)) are dependent on the gas phase
EC concentration only, their effective reaction rates over the catalyst particle surface are:

robs = ηEC·rchem(CEC,s, Ts) (39)

The EG hydrogenation reaction (R3) is zeroth order; therefore, its effective reaction
rate is equal to the intrinsic reaction rate:

robs = rchem(CEG,s, Ts) (40)

The performance metrics of the reaction, EC conversion XEC, EG selectivity SEG,
MeOH selectivity SMeOH and total alcohols selectivity SAlcohol, are defined by the
following definitions:

XEC =

.
mEC,in − .

mEC,out
.

mEC,in
(41)

SEG =

.
mEG,out/MEG

(
.

mEC,in − .
mEC,out)/MEC

(42)

SMeOH =

.
mMeOH,out/MMeOH( .

mEC,in − .
mEC,out

)
/MEC

(43)

SAlcohol =
SEG + SMeOH

2
(44)

2.8. Model Implementation

The multi-scale reactor models were implemented in the FLUENT software. The
computational domains were discretized using rectangular meshes refined in the inlet
regions and adjacent to the walls. Spatial discretization was conducted by the second-order
upwind differencing scheme. The pressure–velocity coupling was performed with the
SIMPLEC algorithm. User defined function (UDF) of FLUENT was used to couple the heat
and mass transport models and chemical kinetics to the reactor-level models. The inlet
boundary was set as uniform velocity. The outlet boundary was set as constant pressure
(operating pressure) and zero normal gradients of velocity, temperature and species mass
fractions. A no-slip, adiabatic or thermally coupled boundary was imposed on the reactor
walls depending on the reactor type. Axisymmetric boundaries were imposed on the
centerline of the reactor. The convergence criteria were set as all residuals below 10−3.
Simulations were performed on PC with Intel i9-9900X processors (Intel Corporation, Santa
Clara, CA, USA) and 64 GB RAM (G.skill International Enterprise Co., Ltd., Taipei, China).
The typical computation time under each operating condition is between 0.5 and 2 h.

3. Results and Discussion

3.1. Model Validation

Table 2 shows results of the grid independence study using EC conversion as the
most sensitive key variable. When the grid size exceeds 10,000, the EC conversions remain
unchanged for both adiabatic and heat-exchange reactor models with sphere/cylinder
catalysts. Therefore, the following work was carried out with a grid size of 10,000.

To validate the established multi-scale reactor and chemical kinetics model, we com-
pared the model predictions with pilot plant data. The EC hydrogenation pilot reactor was
operated at a production capacity of 1000 talcohol/a and had steadily run for over 72 h to
allow collection of all reaction products. The structure and working conditions of the pilot
reactor are shown in Table 3. Simulations were conducted with the same parameter set-
tings as the pilot reactor, including the reactor geometry, operating conditions and catalyst
properties. Figure 3 shows the mass flow rates of the converted EC and the produced EG,
MeOH and by-products measured in pilot plant run and those predicted by our model.
The model predictions are in quantitative agreement with the pilot plant data with relative
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errors for both the converted EC and the produced EG < 5%. The amount of produced
MeOH is underestimated by ~20%, which is accompanied by an overestimated amount of
by-products. The reason is suspected to be incomplete measurement of the volatile MeOH
in bench-scale experiments used for deriving the kinetics parameters. Nonetheless, the
multi-scale reactor model is reliable in predicting the generic reaction performance of EC
hydrogenation in industrial reactors and will be used to explore the operational behaviors
of different types of tubular reactors.

Table 2. Dependence of EC conversion on grid sizes in simulation.

Adiabatic Reactor Model
Mesh Size 1250 10,000 20,000

EC conversions (%)

20% length (sphere) 37.6 39.0 39.1
outlet (sphere) 94.1 94.0 94.0

20% length (cylinder) 29.7 30.2 30.1
outlet (cylinder) 86.0 85.1 84.8

Heat-Exchange Reactor Model
Mesh Size 2500 10,000 40,000

EC conversions (%)

20% length (sphere) 36.8 38.0 38.3
outlet (sphere) 93.2 93.2 93.2

20% length (cylinder) 33.7 34.8 35.1
outlet (cylinder) 89.4 89.4 89.4

Table 3. Structure and working conditions of the pilot reactor for EC hydrogenation.

Pilot Reactor Configuration

Tube Inner Diameter (m) 0.034
Tube length (m) 4

Tube number 95

Operating Conditions

EC mass flow (kg·h−1) 107.3
Feed EC to H2 molar ratio 170

Feed temperature (K) 458.2
Coolant type Conduction oil

Coolant mass flow rate (kg·h−1) 20,000
Coolant temperature (K) 453.2

Catalyst Information
Catalyst composition Cu/SiO2

Size and shape 3 × 5 mm cylinder

Figure 3. Comparison between pilot plant and simulation data for EC hydrogenation in the conduc-
tion oil-cooled multi-tubular reactor.
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3.2. Reactor Profiles
3.2.1. Adiabatic

As the simplest form of fixed bed reactors, adiabatic reactors are often designed with
multi-stage feeding in order to control the temperature rise of the catalytic bed by inter-
stage cooling. For the EC hydrogenation reaction, however, the adiabatic temperature
rise is estimated as only 10~20 K under typical operating conditions because of the high
H2/EC ratio, despite a considerable reaction enthalpy change (−87.3 kJ/mol). Therefore, a
one-stage adiabatic reactor is considered herein in view of a facile temperature control that
could be envisioned.

For the adiabatic reactor loaded with sphere catalysts (5 mm), Figure 4 shows the
contours of bed temperature and partial pressures of EC and EG under three different inlet
temperatures. The adiabatic reactor exhibits a plug-flow behavior with minimal radial
gradients of velocity, temperature and species concentrations. In the axial (flow) direction,
a mild adiabatic temperature rise of c.a. 12 K is observed, which is scarcely affected by the
variation of inlet temperatures from 443 to 483 K (Figure 4a−c). With the increase of the inlet
temperature, the average bed temperature increases, thus accelerating EC transformation
as reflected by the decrease of average PEC inside the catalyst bed. Consistently, in the front
part of the catalyst bed, PEG, is found to increase with the inlet temperature. PEG near the
reactor outlet, however, is lower for higher inlet temperatures as a result of the intensified
secondary EG hydrogenation reaction (R3). This side reaction has a high activation energy
of 114 kJ/mol (Table S1) and is sensitive to temperature rise than the main reaction (R1).
The consumption of EG in the rear part of the catalyst bed is remarkable when the local bed
temperature rises to above 473 K (Figure S3), corresponding to inlet temperatures above
463 K. Therefore, maintaining a moderate bed temperature is necessary to maximize the
selectivity to desired alcohol products.

Figure 4. Contours of T, PEC and PEG in the adiabatic reactor with different reactant inlet temperatures of
(a) 443 K, (b) 463 K and (c) 483 K under the conditions of 3 MPa, 0.3 gEC·gcat−1·h−1 and H2/EC = 200.

Another necessary practical consideration for reactor operation is that EC is a high
boiling-point organic liquid with a dew-point temperature of c.a. 450 K under the inlet
condition (Figure S2), which overlaps with the range of operating temperatures. If EC
liquefies within the catalyst bed, liquid film would cover the catalyst particle, not only
blocking the active sites but also causing coking in the longer term. At the inlet temperature
of 443 K, EC condensation is predicted to occur in the first c.a. 20% of the catalyst bed from
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the inlet (marked by a vertical line in Figure 4a) as judged by the local partial pressure
of EC. From the condensation boundary downstream to the reactor outlet, EC remains in
the gas phase as a consequence of both the increasing temperature profile of the adiabatic
reactor and the decreasing EC partial pressure with the reaction proceeding.

3.2.2. Boiling Water Cooling

Boiling water-cooled fixed-bed reactors often adopt a shell-and-tube structure in
which multiple parallel reaction tubes are immersed in flowing boiling water in a shell.
To enhance heat transfer from the tube to the coolant, a small tube diameter is chosen.
Figure 5 shows the contours of bed temperature and partial pressures of EC and EG within
a single reaction tube of the boiling-water cooled reactor under three different coolant
temperatures. Within the first 10% of the catalyst bed, the bed temperature approaches the
coolant temperature with the temperature gradients in the radial direction reducing from
20 K to zero (Figures 5a–c and S7a,c). No exotherm is observed within the entire catalyst
bed in the axial direction for the three coolant temperatures. Because of the relatively low
heat release from the reaction and the high convective heat transfer coefficient of boiling
water, the coolant temperature rather than the reactant inlet temperature is the determining
factor for the bed temperature (Figure S6a). When the coolant temperature increases, the
average PEC decreases with the accelerated EC hydrogenation reaction. Different from the
adiabatic reactor, an upward trend is observed in PEG with an increasing coolant temperature
from 423 K to 463 K because EC conversion to EG is promoted whilst the EG hydrogenation
side-reaction remains negligible in the temperature range. For the inlet temperature of 463 K, it
is remarkable that the boiling water-cooled reactor gives rise to an EG yield ~10% higher than
the adiabatic reactor, with only 12 K difference in the bed temperature.

Figure 5. Contours of T, PEC and PEG in boiling water-cooled reactor with different coolant tem-
peratures of (a) 423 K, (b) 443 K and (c) 463 K under the conditions of 3 MPa, 0.3 gEC·gcat−1·h−1,
H2/EC = 200 and reactant inlet temperature of 463 K.

The lower bed temperatures relative to the adiabatic reactor increase the risk of EC
condensation. Figure 5a,b illustrate that the condensation zones are more extended in the
near-wall region than around the reactor centerline. Due to an oscillatorily increasing bed
porosity towards the reactor wall (Table S5), the EC flowrate increase towards the wall
(Figures S4 and S5), contributing to higher local partial pressures of EC. Such a behavior is
prominent for the multi-tubular heat-exchange reactors with high tube-to-particle diameter
ratios and thus considerable channeling flows near the wall.
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3.2.3. Conduction Oil Cooling

In the pilot plant reactor, conduction oil is selected as the coolant in consideration
of easiness of control and its satisfactory performance of heat removal. The heat transfer
coefficients of conduction oils are significantly lower than the boiling water and depend on
geometrical and operational parameters such as the oil flow rates, the distance between
adjacent baffle plates, the type of baffle, etc. The specific relationships are given in the
Supporting Information (Section S3.2). In general, conduction oil is not as effective as
boiling water in controlling the reactor temperature, especially under low oil flow rates.
Taking 25% open baffle, 1 m distance between adjacent baffle plates and the 200,000 kg·h−1

mass flow rate as the reference case, the resulting heat transfer coefficient is calculated to
be 619 W·m−2·K−1. These values will be used in the following study.

Figure 6 shows that the bed temperature drops quickly close to the inlet of the oil-
cooled reactor as a consequence of the low inlet temperature of the conduction oil. Then,
with the oil being heated up continuously by the exothermic reaction, the bed temperature
gradually rises towards the reactor outlet (Figure 6a−c and Figure S7a). The radial tem-
perature gradient in the catalyst bed reduces from 9 K at the inlet to zero after 10% of the
catalyst bed. Distinct from that of the boiling water-cooled reactor, the bed temperature of
the oil-cooled reactor is also affected by the inlet temperature of reactants: both the increase
of reactant inlet temperature and the coolant inlet temperature decrease the EG selectivity
(Figure S6b). Different also from both the adiabatic and the boiling water-cooled reactors is
that PEG increases slightly with the bed temperature for oil inlet temperatures below 463 K,
but decreases slightly with the bed temperature when the oil inlet temperature exceeds
463 K. The outlet flow rates of EG are the highest among the studied reactor types for
reactant inlet temperatures between 423 and 463 K thanks to the moderate temperature
profile, which balances between promoting EC conversion and preventing secondary EG
hydrogenation. Meanwhile, the predicted condensation region of EC is significantly smaller
than that of the boiling-water cooled reactor, and the condensation only appears under the
lowest coolant temperature of 423 K.

Figure 6. Contours of T, PEC and PEG in oil-cooled reactor with different coolant temperatures of
(a) 423 K, (b) 443 K and (c) 463 K under the conditions of 3 MPa, 0.3 gEC·gcat−1·h−1, H2/EC = 200
and reactant inlet temperature of 463 K.

3.3. Effects of Key Operating Variables

To elaborate the reactor’s operation behaviors, the effects of major operation variables
on the reactor performance are further depicted. Five operation variables are studied, in-
cluding the inlet temperature Tin, the coolant temperature Tc, the operating pressure Pop, the
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space velocity SV, and the inlet H2/EC. The chosen performance metrics are EC conversion
XEC, EG selectivity SEG, MeOH selectivity SMeOH and total alcohols selectivity SAlcohol.

3.3.1. Temperature

For all reactor types, Figure 7 shows that XEC and SMeOH increase while SEG and
SAlcohol decrease with the increase of inlet temperature. At higher temperatures, the faster
reaction results in a greater amount of EC being converted (XEC rises). Given that the
activation energies of Reaction 1, 2 and 3 (R1)–(R3) are 30.1, 28.1 and 113.8 kJ·mol−1,
respectively (Table S1), higher temperatures promote hydrogenation of EG to by-products
(SEG decreases) but inhibits EC conversion to CO instead of MeOH (SMeOH increases).
Comparison among different reactor types (Figure 7a–d) show slight differences in the EC
conversion. XEC of the adiabatic reactor is higher than that of the other two types of reactor
owing to its high average temperature of the catalyst bed. XEC of the boiling water-cooled
reactor is the lowest among the three types of reactor, but the difference from that of the
oil-cooled reactor diminishes as the coolant temperature is raised above 453 K. Since the
reactant inlet temperature also affects the performance of the oil-cooled reactor, Figure 7d
additionally illustrates the effect of reactant inlet temperature on XEC, SEG, SMeOH and
SAlcohol. The variations in the reactant inlet temperature and the oil temperature exhibit
similar influences on the reactor performance.

Figure 7. Reactor performance under different reactant/coolant inlet temperatures: (a) adiabatic reactor
with Tin = 433–483 K, (b) boiling water-cooled reactor with Tin = 463 K and Tc = 423–463 K, (c) conduction
oil-cooled reactor with Tin = 463 K and Tc = 423–463 K, (d) conduction oil-cooled reactor with Tc = 463 K
and Tin = 433–483 K. Operating conditions: 3 MPa, 0.3 gEC·gcat−1·h−1, H2/EC = 200.
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EC condensation occurs in the boiling water-cooled reactor when the boiling water tem-
perature is 448 K (Figure 7b). This critical temperature is consistent with the reactant inlet
temperature leading to condensation in the adiabatic and oil-cooled reactors (Figure 7a,d)
because their inlet regions are the most prone to condensation. For the oil-cooled reactor,
moderate heat removal by the conduction oil combined with its relatively low heat capacity
yields a bed temperature higher than the initial oil temperature. Therefore, condensation
with a fixed reactant inlet temperature of 463 K does not occur until the oil temperature is
lowered to 428 K (Figure 7c).

3.3.2. H2/EC

In this work, a higher H2/EC means lower EC partial pressures under almost the same
H2 partial pressure (the variation in the H2 partial pressure is negligible for H2/EC > 80). As
shown in Figure 8a–c, higher H2/EC inhibits EC conversion because the EC consumption
reactions (R1 and R2) are positive-order with respect to EC. For the adiabatic reactor, the MeOH
selectivity increases slightly with H2/EC (Figure 8a). The reason is that SMeOH is related to
parallel reactions R1 and R2, which are 0.65-order and 1-order with respect to EC, respectively.
The lower the EC partial pressure, the lower the relative rate of Reaction 1 to Reaction 2, and
therefore the higher the MeOH selectivity. The EG selectivity increases more significantly with
H2/EC, because enhanced axial convective heat transfer by the gas mixture under high H2/EC
alleviates the adiabatic rise of bed temperature, which favors EG selectivity. For the boiling
water-cooled reactor, the variation of SMeOH with H2/EC in Figure 8b resembles that for the
adiabatic reactor. However, SEG and SAlcohol of the water-cooled reactor only increase by 1%
and 3%, respectively, for H2/EC from 80 to 200, because the catalyst bed is close to isothermal.
In Figure 8c, almost identical behavior is observed for the oil-cooled reactor as the boiling
water-cooled reactor, except that XEC of the latter is slightly higher for H2/EC > 160, and that
SEG and SAlcohol of the latter is slightly lower for H2/EC < 120. EC condensation happens when
inlet H2/EC is smaller than 120 regardless of the type of the reactor, provided that EC most
likely liquefies at the reactor inlet when its partial pressure is the highest.

Figure 8. Cont.
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Figure 8. Reactor performance under different H2/EC: (a) adiabatic reactor, (b) boiling water-
cooled reactor, (c) conduction oil-cooled reactor. Operating conditions: reactant and coolant inlet
temperatures 463 K, 3 MPa, 0.3 gEC·gcat−1·h−1, 80–200 H2/EC.

3.3.3. Pressure and Space Velocity

Pressure and space velocity have a great impact on the catalytic reaction but a minor
influence on the transport characteristics. The influence of pressure and space velocity on
the reactor performance is exemplified by the case of the boiling water-cooled reactor in
view of the consistent behaviors among the different types of reactors. Figure 9a shows that
the increase of operating pressures accelerates EC hydrogenation as the partial pressure of
EC is increased (R1) and (R3). Meanwhile, since R1 and R2 are boosted at higher pressure
while remaining unaffected, an increase in EG selectivity is observed. The MeOH selectivity
is determined by the relative rates between R1 and R2. With a higher total pressure and
EC partial pressure, the rate of R1 increases less than that of R2 (EC orders 0.65 and 1),
resulting in lower MeOH selectivity. Although a higher operating pressure favors both EC
conversion and the selectivity of EG—the more value-added product—it may also lead
to EC condensation when exceeding 4.8 MPa. The optimal operating pressure is around
3 MPa when all performance metrics achieves a reasonable trade-off.

Figure 9. Reactor performance of the boiling water-cooled reactor under the conditions of (a) 1–5 MPa,
0.3 gEC·gcat−1·h−1, (b) 3 MPa, 0.1–0.5 gEC·gcat−1·h−1 (Tin = 463 K, Tc = 463 K and H2/EC = 200).

Figure 9b depicts the influence of space velocity on the reactor performance. Lower
space velocity is beneficial for both XEC and SMeOH. To ensure a conversion over 90%,
the space velocity should be maintained below 0.3 gEC·gcat−1·h−1. The slightly higher
MeOH selectivity at low SV and high XEC originates from the fact that the main reaction
R1 has a smaller reaction order of EC than the parallel side-reaction R2 (i.e., R1 decays
slower at high EC conversion than R2). In contrast to MeOH, the EG selectivity is boosted
at high SV when the secondary EG hydrogenation reaction proceeds inadequately. Since

116



Processes 2022, 10, 688

high space velocity results in too large bed pressure drop (Figure S5b), a space veloc-
ity of around 0.3 gEC·gcat−1·h−1 is deemed feasible with balanced operational cost and
reaction performance.

The specific effects of key operating variables T, Pop, SV and H2/EC on the reactor
performance are summarized in the Table S7.

3.4. Operation Windows

Informed by the preceding illustrations, the different types of reactors response dif-
ferently to variations of operating parameters. The major variables that affect the reactor
performance and could be frequently changed in industrial practice include the inlet tem-
perature of reactants and coolant (T), the operating pressure (Pop), and space velocity
(SV). Therefore, the T, Pop and SV values required to reach certain XEC, SEG and SAlcohol
are further calculated for the different types of reactors to shed light on their respective
operating windows.

Figure 10 shows the demanded temperature and operating pressure for XEC, SEG
and SAlcohol to reach 90/95/98%, respectively. In brief, the contour lines for XEC = 90%
and 98% indicate that higher temperatures are required should the EC conversion be kept
constant at decreasing operating pressures. The contour lines for SEG = 90% and 95%
indicate that the operating pressure has negligible effects on SEG, which only decreases
with the increase of temperature. The 85% SAlcohol contour line shows a downward trend
with temperature for Pop > 3.5 MPa. This is because higher pressures decrease SMeOH with
SEG unaffected; thus, lower temperatures are demanded to compensate for the decrease
in SAlcohol. Additionally, EC condensation restrains the allowable scope of the operation
variables; the condensation regimes for the different types of reactors are marked in cyan
in Figure 10. As Pop increases, the dewpoint temperature of EC rises, thus enlarging the
condensation regime. In Figure 10b,c, EC condensation is unavoidable regardless of the
coolant temperature for Pop > 4.9 MPa because the reactants condensate at the reactor inlet
with the given inlet temperature of 463 K.

For all types of reactors under investigation, the contour lines divide the reactor’s
operating window (T and Pop) into different regimes with distinct reactor performance.
For instance, the red, triangular zone in Figure 10a denotes the Tin and Pop window for the
adiabatic reactor to achieve XEC > 90% and SEG > 95% under the SV of 0.3 gEC·gcat−1·h−1

and inlet H2/EC of 200. Figure 10a also indicates that the adiabatic reactor is not operable if
XEC > 98% and SEG > 95% are desired, as the corresponding regimes would overlap inside
the EC condensation regime with pressures over 5 MPa and inlet temperature below 450 K.
It can be concluded that the adiabatic reactor is difficult to operate under pressures >4 MPa
owing to a very narrow range of feasible inlet temperatures for adequate product yields.
In contrast to the adiabatic reactor, Figure 10b−d demonstrate that the boiling water
and conduction oil-cooled reactors exhibit wider operating windows of the inlet/coolant
temperatures under higher pressures. The reason is twofold: First, heat removal uplifts
the contour lines of SEG in the case of boiling water cooling and in the case of oil cooling
with varying inlet temperatures (Figure 10b,d). Second, the ascending temperature profile
along the oil-cooled reactor drastically lowers the EC condensation line on the oil inlet
temperature-reactor pressure diagram (Figure 10c). The reactors with heat exchange would
allow XEC > 98% and SEG > 95% with the demanded Tc and Pop being 463–465 K and
4.8–4.9 MPa for the boiling water-cooled reactor (green zone, Figure 10b), and 458–461 K
and 4.8–4.9 MPa for Tin = 463 K, or 466–474 K and 4.8–5.0 MPa for Tc = 453 K, respectively,
for the conduction oil-cooled reactor (Figure 10c,d). In all, the conduction oil-cooled reactor
demonstrates the best operability in terms of allowable reactant/coolant inlet temperatures,
especially under lower pressures.

117



Processes 2022, 10, 688

Figure 10. Operation windows of reactors for demanded Tin/Tc -Pop parameters on outlet EC conversion,
EG selectivity and total alcohol selectivity under SV = 0.3 gEC·gcat

−1·h−1 and H2/EC = 200. Reactor type:
(a) adiabatic, (b) boiling water-cooled, (c) oil-cooled, Tin = 463 K, (d) oil-cooled, Tc = 453 K.

As the production capacity of reactors might be varied during industrial operation,
we further investigated the reactors’ operating windows with respect to various Tin/Tc
and SV in with Pop and H2/EC set to 3 MPa and 200, respectively. Figure 11 shows that
increasing temperature with the space velocity is required in order to maintain certain EC
conversions, and in contrast, the maximum temperature limits to keep the EG selectivity
and total alcohols selectivity above thresholds are uplifted under a higher SV. An exception
is found for the oil-cooled reactor with varying inlet temperatures, where the maximum
inlet temperature allowable for 85% total alcohols selectivity decreases again with the
increase of space velocity at above c.a. 0.4 gEC·gcat

−1·h−1. The EC condensation regime
remains invariant with the space velocity for the adiabatic and boiling water-cooled reactor,
as well as for the oil-cooled reactor with varying reactant inlet temperatures. In these cases,
whether EC condensates in the catalyst bed is determined by the inlet conditions. For the
oil-cooled reactor with varying oil inlet temperatures, the EC condensation regime shifts to
lower temperatures with increasing space velocity, under which conditions the initial sink
of bed temperature due to cooling is less prominent.
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Figure 11. Operation windows of reactors for demanded Tin/Tc -SV parameters on outlet EC
conversion, EG selectivity and total alcohol selectivity under 3 MPa and 200 H2/EC. Reactor type:
(a) adiabatic, (b) boiling water-cooled, (c) oil-cooled, Tin = 463 K, (d) oil-cooled, Tc = 453 K.

A very small operation window for XEC > 98% and SEG > 95% (green zone; Tin of
448–449 K, SV of 0.19–0.20 gEC·gcat

−1·h−1) is shown for the adiabatic reactor in Figure 11a.
However, common fluctuations in industry makes it difficult to keep Tin and SV static in the
range. For the boiling water-cooled reactor, the corresponding ranges of Tc and SV are c.a.
448–463 K and 0.10–0.22 gEC·gcat

−1·h−1, respectively, while for the conduction oil-cooled
reactor with varying oil inlet temperatures, the ranges of Tc and SV are c.a. 432–454 K and
0.10–0.21 gEC·gcat

−1·h−1. As in Figure 11b–d, the larger Tc-SV window of the boiling water-
cooled reactor benefits from an isothermal temperature profile that avoids deteriorating SEG
at higher water temperatures, while that of the conduction oil-cooled reactor from a wide
non-condensable regime. To sum up, the conduction oil-cooled reactor has the greatest
allowable scope of space velocity for a wide range of reactant/coolant inlet temperatures.
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4. Conclusions

In this work, multiscale reactor models for heterogenous EC hydrogenation to co-
produce MeOH and EG in industrial-type adiabatic, water-cooled and oil-cooled tubular
fixed-bed reactors are established and validated with bench-scale and pilot plant data.
The main and side reactions occurring during the heterogeneous EC hydrogenation over
Cu-based catalysts are described by a power-law engineering kinetics model involving
three independent reactions.

EC hydrogenation under typical operating conditions in the adiabatic reactor renders
a mild temperature rise of c.a. 12 K. However, bed temperatures above 473 K would signifi-
cantly reduce the selectivity to the primary product EG due to its secondary hydrogenation,
which is more temperature-sensitive than the main EC hydrogenation reaction. If the inlet
temperature is lower than 453 K, however, EC condensation might happen and deactivate
the catalyst, especially under low H2/EC and high operating pressures. The boiling water-
cooled reactor behaves close to isothermally regardless of the reactant inlet temperature,
with temperature gradients only existing in the first 10% of the catalyst bed, which is
beneficial for the improving the yield of EG. The conduction oil-cooled reactor shows a
minimum bed temperature near the bed entrance as the cold oil gets constantly heated
up towards the bed outlet. Such a U-shape temperature profile allows a relatively wide
scope of both the reactant inlet temperature and the oil inlet temperature with adequate
reactor performance.

Model-based operational analysis of the three different types of reactors further sug-
gests that the application of the adiabatic reactor in EC hydrogenation is restrained by a
very narrow operating window of the inlet temperature, especially under higher pressures
and space velocities, if practical EC conversion and alcohols selectivity are to be acquired
within the non-condensable regime of EC. The boiling water-cooled reactor exhibits no
restraint on the reactant inlet temperature and a relatively wide window of the coolant
temperature under different pressures and space velocities. The conduction oil-cooled
reactor has a sufficiently wide window of the reactant inlet temperature and a larger op-
erating window of the coolant temperature than the water-cooled reactor. This enables
reactor operation under higher pressures and space velocities, thus providing a greater
production flexibility. Understanding of these operational characteristics of representative
industrial-type reactors for EC hydrogenation not only reveals the key in reactor design,
but will also pave the way to further process optimization.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/pr10040688/s1, Figure S1: Model and experiment values de-
viation of EC hydrogenation reaction; Figure S2: EC condensation zone under the condition of
T = 410–530 K, Pop = 1–5 MPa and H2/EC = 40–200; Figure S3: Contours of PEG in different heat-
exchange-type reactors: (a) (d) (g) adiabatic, (b) (e) (h) boiling water-cooled, (c) (f) (i) oil-cooled, under
the conditions of 3 MPa, 0.3 gEC·gcat

–1·h–1, 200 H2/EC and inlet/coolant temperatures of (a) (d) (g)
inlet temperatures 443, 463, 483 K, (b)/(c) (e)/(f) (h)/(i) inlet temperature 463 K, coolant temperatures
423, 443, 463 K; Figure S4: Contours of u0 in different heat exchange type reactor: (a) adiabatic
(b) boiling water-cooled (c) oil-cooled under the conditions of 3 MPa, 0.3 gEC·gcat

–1·h–1, 200 H2/EC,
463 K inlet temperature and 463 K coolant temperature; Figure S5: The influence of SV on (a) superfi-
cial velocity and (b) bed pressure drop, in boiling water-cooled reactor under the conditions of 3 MPa,
0.3 gEC·gcat

–1·h–1 and 200 H2/EC; Figure S6: The influence of reactant/coolant inlet temperatures
on SEG under the conditions of 3 MPa, 0.3 gEC·gcat

–1·h–1 and 200 H2/EC: (a) boiling water-cooled,
(b) conduction oil-cooled reactor; Figure S7: Under the conditions of 3 MPa, 0.3 gEC·gcat

–1·h–1 and
200 H2/EC, (a) bed and coolant temperatures in the axial direction; bed temperatures in the radial di-
rection: (b) adiabatic, Tin = 443 K, (c) boiling water-cooled, Tin = 463 K and Tc = 443 K (d) conduction
oil-cooled reactors, Tin = 463 K and Tc = 423 K; Table S1: Intrinsic kinetic parameters; Table S2: Specific
heat capacity; Table S3: Thermal conductivity; Table S4: Viscosity; Table S5: Bed voidage; Table S6:
Influence of catalyst sizes and shapes on reactor performance; Table S7: Effect of key operating
variables on XEC, SEG, SMeOH. Refs. [62,64,65] are cited in supplementary materials.
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Notations

a Surface area of particles per unit volume (m−1)
cp,f Specific heat capacity of fluid (J·kg−1·K−1)
cp,oil Specific heat capacity of conduction oil (J·kg−1·K−1)
C2 Inertial loss coefficient (m−1)
CEC,center Concentration of EC in the center of catalyst (kmol·m−3)
CEC,gas Concentration of EC in the gas phase (kmol·m−3)
CEC,s Concentration of EC on the surface of catalyst (kmol·m−3)
dp Diameter of sphere (m)
da

p Diameter of sphere with equal specific surface area (m)
ds

p Diameter of sphere with equal surface area (m)
dv

p Diameter of sphere with equal volume (m)
D Bed or tube diameter (m)
De,ax Effective axis diffusion coefficient (m2·s−1)
De,r Effective radial diffusion coefficient (m2·s−1)
Deff, EC Effective diffusion coefficient of EC in the catalyst particle (m2·s−1)
DEC,m Molecular diffusivity of EC (m2·s−1)
DT,i Thermal diffusion coefficient (kg·m−1·s−1)
Ef Total fluid energy (m2·s−2)
Es Total solid energy (m2·s−2)
h0

j Enthalpy of formation of species j (J·kmol−1)
H2/EC Molar ratio of EC to H2
Ji Diffusion flux of species i vector (kg·m−2·s−1)
k Turbulence kinetic energy
ke,ax Effective axial thermal conductivity (W·m−1·K−1)
ke,r Effective radial thermal conductivity (W·m−1·K−1)
kf Thermal conductivity of fluid (W·m−1·K−1)
kg Gas-solid mass transfer coefficient (m·s−1)
ks Thermal conductivity of catalyst particle (W·m−1·K−1)
kv Pre-exponential factor
L Bed length (m)
.

mEC,in EC inlet mass flow (kg·h−1)
.

mEC,out EC outlet mass flow (kg·h−1)
.

mEG,out EG outlet mass flow (kg·h−1)
.

mMeOH,out MeOH outlet mass flow (kg·h−1)
.

moil Conduction oil mass flow (kg·h−1)
Mw Molecular weight (kg·kmol−1)
n Reaction order
Nu Nusselt number
p Static pressure (Pa)
PEC EC partial pressure (Pa)
PEG EG partial pressure (Pa)
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Pop Operating pressure (MPa)
Pe0

h Fluid Peclet number for heat transfer
Peh,ax Peclet number for axial heat conduction
Pe∞

h,r Peclet radial heat transfer for fully developed turbulence flow
Pem,ax Peclet number for axial mass dispersion
Pem,r Peclet number for radial mass dispersion
Pr Prandtl number
Qoil Heat flux to oil (W)
Qreaction Reaction heat (W)
rchem Intrinsic reaction rate (kmol·m−3·s−1)
robs Effective reaction rate (kmol·m−3·s−1)
R Ratio of tube diameter to catalyst’s volume-equivalent diameter
REC,s Effective consumption rate of EC at the particle surface (kmol·m−3·s−1)
Rj Volumetric rate of creation of species j (kmol·m−3·s−1)
Re Reynolds number based on particle diameter
SAlcohol Total alcohol selectivity
Scat Surface area of catalyst particle (m2)
SEG EG selectivity
Sh

f Energy source term (W·m−3)
Si Mass source term (kg·m−3·s−1)
SMeOH MeOH selectivity
Swall Surface area of wall (m2)
Sφ Momentum source term (kg·m−2·s−2)
Sc Schmidt number
Sh Sherwood number
SV Space velocity (gEC·gcat

−1·h−1)
t Time (s) or adjacent baffle plate space (m)
T Temperature (K)
Tb Boiling point of pressurized water (K)
Tc Coolant temperature (K)
Tin Reactant inlet temperature (K)
Toil Conduction oil temperature (K)
Ts Catalyst surface temperature (K)
Tw Wall temperature (K)
u0 Superficial velocity (m·s−1)
v Fluid flow velocity vector (m·s−1)
vcat Volume of catalyst particle (m3)
x X position along the bed axial direction (m)
XEC EC conversion
Xi Mass fraction of species i
Yi Mole fraction of species i
Greek letters
αf Gas-solid heat transfer coefficient (W·m−2·K−1)
ΔrH Enthalpy of reaction (J·kmol−1)
ΔP Bed pressure drop (Pa)
ΔTex Temperature difference between catalyst surface and gas phase (K)
ΔTin Temperature difference between catalyst surface and center (K)
εb Bed voidage
εcat Internal porosity of catalyst particle
ηEC Effectiveness factor for EC internal mass transfer
λeff,cat Effective thermal conductivity of catalyst particle (W·m−1·K−1)
μ Fluid viscosity (Pa·s)
ρf Fluid density (kg·m−3)
τ Stress tensor (Pa)
φgen,EC Generalized Thiele modulus of EC
ω Specific dissipation rate
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Abstract: The enhancement of mass transfer is very important in CO2 absorption, and a rotating
zigzag bed (RZB) is a promising device to intensify the gas–liquid mass transfer efficiency. In this
study, the mass transfer characteristics in an RZB in relation to the overall gas-phase volumetric
mass-transfer coefficient (KGa) were investigated with a CO2–NaOH system. A mathematical model
was established to illustrate the mechanism of the gas–liquid mass transfer with irreversible pseudo-
first-order reaction in the RZB. The effects of various operating conditions on KGa were examined.
Experimental results show that a rise in the liquid flow rate, inlet gas flow rate, rotational speed,
absorbent temperature, and absorbent concentration was conducive to the mass transfer between gas
and liquid in the RZB. It was found that the rotational speed had the largest impact on KGa in the RZB.
The KGa predicted by the model agreed well with that by the experiments, with deviations generally
within 10%. Therefore, this model can be employed to depict the mass transfer process between gas
and liquid in an RZB and provide guidance for the application of RZBs in CO2 absorption.

Keywords: rotating zigzag bed; modeling; gas–liquid mass transfer; carbon dioxide; absorption

1. Introduction

The rotating zigzag bed (RZB) is an emerging high-gravity device with an innova-
tive zigzag passage structure to enhance fluid turbulence and mass transfer [1,2]. Liquid
disperses and coalesces repeatedly by colliding with the rotating and static baffles continu-
ously in the zigzag passage, leading to a high surface renewal frequency of the liquid [3].
Correspondingly, a significant increase in the gas–liquid contact time and liquid holdup is
achieved in the RZB, which is in favor of mass transfer [4]. Compared to the conventional
rotating packed bed (RPB), the RZB also exhibits the advantages of no demand for the liquid
distributor and static seal, easy realization of the intermediate feed, and configuration of
the multi-stage rotor in one casing [5,6]. Therefore, RZBs have been applied to stripping [7],
distillation [5], extraction [8], and gas–liquid reaction [9,10].

Li et al. [10] studied the mass transfer characteristics of CO2 absorption into NaOH
solution in an RZB and found that the efficiency of liquid-side mass transfer in the RZB was
significantly superior to that in the conventional RPB. Other research has demonstrated
that the effective interfacial area and the efficiency of gas-side mass transfer were on par
with those in RPBs with stainless wire mess packing. In consideration of the rotor structure
with zigzag channel, pressure drop and power requirement in RZB are higher than those
in RPB [1,11]. However, in terms of the study of Liu et al. [12] on the features of CO2
absorption and mass transfer with diethylenetriamine-based absorbents in an RZB, the
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RZB exhibited a better performance on CO2 absorption and mass transfer with decreased
device size and absorbent usage in comparison with an RPB, which could make up for the
above disadvantages of RZB and reduce the operating cost. Moreover, a smaller volume of
RZB with higher gas–liquid mass transfer efficiency makes it more suitable for application
in confined spaces, such as vessels and offshore platforms, relative to conventional columns
and RPBs [12], suggesting that the RZB is a promising apparatus for intensifying the
gas–liquid contact processes.

The overall volumetric mass transfer coefficient is a crucial index to assess the mass
transfer performance of a gas–liquid contact device. Extensive studies on the modelling of
the overall volumetric mass transfer coefficient between gas and liquid in RPBs or other
high-gravity devices have been conducted [13–17]. Additionally, the modelling of local
mass transfer in RPBs has also been proposed [18,19]. However, there are only a few reports
on the performance of mass transfer in the RZB, such as experimental investigations on the
effective interfacial area and local mass transfer coefficient [10] and qualitative analysis of
the mass transfer characteristics [2]. To the best of our knowledge, there is no report on the
modelling of overall volumetric mass transfer coefficient in the RZB. Therefore, modelling
the gas–liquid mass transfer behavior described by the overall volumetric mass transfer
coefficient in the RZB can provide a theoretical basis for process intensification in the RZB.

Herein, based on fluid flow in different regions of the rotor in an RZB, a mechanism
model has been proposed for the first time to describe the reactive mass transfer process
in the CO2–NaOH system and predict the mass transfer performance in the RZB. The
effects of various operating conditions on the overall gas-phase volumetric mass-transfer
coefficient (KGa) were studied. The model was validated by the agreement of the predicted
values with the experimental results.

2. Materials and Methods

2.1. Materials

Granulated sodium hydroxide (purity 98.0%) was provided by Shanghai Macklin
Biochemical Co., Ltd., Shanghai, China. A carbon dioxide cylinder (purity 99.0%) was
supplied by Beijing Shunanqite Gas Co., Ltd., Beijing, China. Deionized water was used
through the experiments.

2.2. Experimental Apparatuses and Procedure

The RZB used in this work is schematically shown in Figure 1 [12], and the specifica-
tions of the RZB are given in Table 1 [12].

 

Figure 1. Structure of the rotating zigzag bed (RZB): (1) liquid outlet; (2) rotating disk; (3) rotat-
ing baffles; (4) static baffles; (5) liquid inlet; (6) insulation materials; (7) gas outlet; (8) static disk;
(9) perforations; (10) shell; (11) gas inlet; (12) shaft. (Blue and red lines indicate liquid and gas
streams, respectively).
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Table 1. Specifications of the rotating zigzag bed (RZB).

Item Value

Inner diameter of the rotor (cm) 5.7
Outer diameter of the rotor (cm) 18.3
Inner diameter of the shell (cm) 23.1

Diameter of the static baffles (cm) 5.7, 8.1, 9.9, 11.4, 12.7, 14.0, 15.2, 16.3, 17.3, 18.3
Diameter of the rotating baffles (cm) 7.2, 9.0, 10.7, 12.2, 13.5, 14.7, 15.8, 16.8, 17.8

Volume of the rotor (cm3) 665
Axial depth of the rotor (cm) 2.8

Axial depth of the static baffles (cm) 2.5
Axial depth of the rotating baffles (cm) 2.4

Diameter of perforation in the rotating baffles (mm) 2.1

The rotor is the main component of the RZB. Static and rotating baffles are mounted
alternately in the radial direction on the static and rotating disks, respectively, in the rotor.
The upper section of the rotating baffles is perforated. The annular space between the static
and rotating baffles forms the zigzag passage for fluid streams.

The shell of the RZB was covered with insulation materials to keep the reaction tem-
perature in the RZB at a certain level, and an infrared thermometer (F-380, Shenzhen Flank
Electronic Co., Ltd.) was employed to measure the temperature of the insulation materials.

The experimental setup is illustrated in Figure 2 [12]. The RZB was preheated by
using a NaOH solution until a designated temperature was reached. A mixed gas stream
containing air and CO2 was then directed into the RZB via the gas inlet. When CO2
concentration at the gas inlet reached 4%, the NaOH solution with a preset temperature
was pumped into the RZB through the liquid inlet. The gas stream flowed inwards from the
periphery of the rotor and made contact in a countercurrent with the liquid stream flowing
outwards in the rotor to realize the absorption of CO2 by the NaOH solution. Finally, the
liquid and gas flows left the RZB via the liquid and gas outlets, respectively.

 

Figure 2. Experimental setup: (1) absorbent container; (2) thermostatic bath; (3) liquid pump;
(4) liquid rotameter; (5) effluent tank; (6) RZB; (7) motor; (8) dryer; (9) CO2 analyzer; (10) gas
rotameter; (11) gas mixing tank; (12) air compressor; (13) CO2 cylinder.

The experiments were performed at ambient pressure, and the experimental data were
collected when a stable state of CO2 absorption process was achieved. The concentration
of CO2 in gas streams entering and leaving the RZB was measured by an infrared CO2
analyzer (GXH-3010F, Beijing Huayun Analytical Instrument Institution Co., Ltd., Beijing,
China). All the experiments were repeated to validate the reproducibility of the results.
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3. Theory

3.1. Reactions of CO2 in Sodium Hydroxide Solution

When CO2 is absorbed into the NaOH solution, the reactions between CO2 with NaOH
take place. These reactions can be expressed as follows [20]:

CO2 + NaOH ↔ NaHCO3 (1)

NaHCO3 + NaOH ↔ Na2CO3 + H2O (2)

The rate of the above reactions can be calculated by the following second-order reaction
rate equation [21]:

rCO2 = k2CNaOHCCO2 (3)

The reaction can be regarded as a pseudo-first-order one when in Equation (4) is
satisfied [20,22]. √

1 +
DCO2 k2CNaOH

k2
L

− 1 � CNaOH

2C0
(4)

where DCO2 is the diffusion coefficient of CO2 in NaOH solution.
In this study, in Equation (4) held because the left-side of in Equation (4) was over

100 times smaller than the right-side. Therefore, the rate constant of the pseudo-first-order
reaction can be written as:

kapp = k2CNaOH (5)

3.2. Gas and Liquid Flow in the RZB Rotor

Gas and liquid flows in the RZB rotor are presented in Figure 3. Gas flows inwards
from the periphery to the center of the RZB rotor, and the gas velocity can be divided into
tangential component (vθ), radial component (vr), and axial component (vz) in this process.
The ratio of the tangential velocity to the total velocity is 81.6% to 99.3% [23], suggesting
that gas mainly moves in a spiral between the rotating and static baffles.

 

vv
v

vv
vv v

v

Figure 3. Side view of gas and liquid flow in RZB rotor: (1) static disk; (2) liquid inlet; (3) static
baffle; (4) stagnant filmy liquid; (5) perforations; (6) gas stream; (7) shaft; (8) rotating disk; (9) flying
filmy liquid; (10) turbulent filmy liquid; (11) flying fine droplets; (12) rotating baffle; (13) filmy liquid
climbing up on the internal surface of rotating baffle; (14) filmy liquid on the rotating disk. (Red and
blue symbols represent gas and liquid flows, respectively.).

The liquid flow moves outwards through the zigzag passage in the rotor. At the center
of the rotating disk, liquid flows tangentially outwards under the action of centrifugal force
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until it reaches the internal surface of the rotating baffle and then climbs up to the perforated
area. The liquid is dispersed into fine droplets when passing through the perforations in
the upper section of the rotating baffle and flies along a tangential direction to the static
baffle. The fine droplets are captured by the static baffle to form a filmy liquid, which flows
spirally downwards on the internal surface of the static baffle due to gravity and tangential
movement of the liquid. The filmy liquid departs tangentially from the static baffle as a
sheet and reaches the next rotating baffle without falling onto the rotating disk because the
tangential liquid velocity is much larger than the axial liquid velocity caused by gravity.
The liquid is then captured by the next rotating baffle and repeats the above process in the
zigzag passage until leaving the RZB rotor [10].

In terms of the above gas and liquid flow characteristics in the RZB rotor, the gas–
liquid contact area can be divided into three different zones, as shown in Figure 3, as
zones I, II, and III, and all of them make contributions to the mass transfer [3]. In zone I,
fine droplets contact with gas in a spiral movement in the space formed by the rotating
and static baffles, contributing to the gas–liquid mass transfer. In zone II, mass transfer is
scarcely attributed to contact between gas and the stagnant filmy liquid formed by droplets
on the upper section of the static baffle, but mainly results from the surface renewal caused
by droplets continually impinging on the turbulent filmy liquid on the lower section of
the static baffle [2]. In zone III, the liquid exists as an intact sheet when there is no gas
flow, but some fine droplets may result from rupture of the sheet when gas flows through
the passage. The contact of the flying liquid and gas in zone III also contributes to mass
transfer. Hence, the rotor of the RZB can be regarded as a series of wetted-wall columns
with the centrifugal field [3].

It has been reported that mass transfer in zone II contributes most to the overall mass
transfer because the continued horizontal impingement by liquid jets on the turbulent filmy
liquid on the static baffles brings about a great surface renewal rate. Mass transfer in zones
I and III is at least one order of magnitude less than that in zone II because the renewal
time of the liquid surface in zones I and III is longer than that in zone II according to the
penetration theory [2].

3.3. Model Development

According to the flow characteristics of gas and liquid in the RZB rotor, model assump-
tions for CO2 absorption into the NaOH solution in the RZB were made as follows:

(1) Velocity of droplets leaving the rotating baffle along the tangential direction in zone I
was equal to the circumferential velocity of the rotating baffle [11].

(2) Only the tangential velocity of gas phase in the RZB rotor was considered, and the
radial and axial velocities of gas were ignored because the tangential velocity was the
main component of the gas velocity [23].

(3) It should be noted that the tangential gas velocity is smaller than the circumferential
velocity of rotating baffles when the gas flow rate is low [23]. Because the gas flow
rate was less than 1200 L/h in this study, the tangential gas velocity was much lower
than the tangential liquid velocity in the space between the static baffle and rotating
baffle. Thus, it was assumed that the effect of gas flow on the liquid form could be
ignored in zone III, where the flying liquid remained in the form of an intact sheet [11].
Meanwhile, the liquid form in zones I and II was not affected by gas flow either.

(4) Liquid existed as droplets in zone I and filmy liquid in zone II [10]. Hence, the overall
gas–liquid effective interfacial area was the sum of the surface area of droplets in zone
I, turbulent filmy liquid on the static baffle in zone II, and the flying intact liquid sheet
in zone III [2,11].

(5) Liquid left the rotating baffle only through the lowest circle of perforations in the
rotating baffles because the perforations were closely spaced [24]. Droplets formed by
every perforation had the same amount, lifetime, velocity, and diameter.
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(6) Liquid film is a thin surface layer in the filmy liquid. The liquid film in the turbulent
filmy liquid in zone II was renewed by impingement of fine droplets from zone I, and
the liquid film in the filmy liquid in every zone of the RZB had the same lifetime [2].

(7) The reaction between CO2 and NaOH was considered to be a pseudo-first-order
reaction. The concentration of OH− in the liquid film was assumed to be constant
during the CO2 absorption process, and thus kapp was regarded as a constant in the
liquid element.

For the chemical absorption of CO2 into NaOH solution, CO2 is absorbed from the
gas phase to the liquid phase via a gas–liquid interface. During this process, the gas–liquid
mass transfer depends both on the liquid-phase and gas-phase mass transfer. Therefore,
the gas–liquid effective interfacial area (a), liquid-side mass-transfer coefficient (kL), and
gas-side mass-transfer coefficient (kG) should be considered for calculating KGa.

The space in the rotor of the RZB was divided into certain annular regions for model
development (Figure 4). Nine rotating baffles (1, 2, . . . , ia, ia + 1, . . . , 9) and ten static
baffles (0′, 1′, . . . , ib, ib + 1, . . . , 9′) were radially alternately arranged. Region i was the
annular region between the rotating baffle ia of radius ra,i and static baffle ib of radius rb,i,
and region i’ was the annular region between the static baffle ib of radius rb,i and rotating
baffle ia + 1 of radius ra,i+1. Mass transfer zones I and II were located in region i, while zone
III was in region i’.
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Figure 4. Top view of liquid and gas flows in the rotor of RZB.

In zone I of region i, droplets left the rotating baffle ia of radius ra,i with a tangential
velocity ua,i along the tangential direction to the static baffle ib. The lifetime of droplets in
zone I tI,i is written as:

tI,i =

√
r2

b,i − r2
a,i

ua,i
(6)

ua,i = ωra,i (7)

where ω represents the angular velocity of the RZB rotor.
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The liquid holdup of droplets εI,i in this area can be calculated by the following equation:

εI,i =
QLtI,i

π
(

r2
b,i − r2

a,i

)
z
=

QL

πωzra,i

√
r2

b,i − r2
a,i

(8)

where QL is the liquid volumetric flow rate in the RZB rotor and z is the axial depth of
the rotor.

The correlation of the effective mass transfer area of droplets AI,i in zone I of region i
is as follows [16]:

AI,i = aI,iπ
(

r2
b,i − r2

a,i

)
z =

6εI,i

di
π
(

r2
b,i − r2

a,i

)
z (9)

where di is the average diameter of droplets in zone I of region i.
In zone II of region i, the surface area of the turbulent filmy liquid is equal to the

effective mass transfer area in this zone, which can be obtained by the following equation:

AII,i = 2πrb,i A2hII (10)

where A2 is a turbulent coefficient used to correct the variation of surface area of the filmy
liquid caused by the impingement of droplets (with a value of 2.19) [25] and hII represents
the axial length of the turbulent filmy liquid.

In zone III of region i’, the liquid remained in the form of an intact sheet between the
static and rotating baffles according to assumption (4). The filmy liquid tangentially left the
static baffle of radius rb,i with a tangential velocity of ub,i, and thus the lifetime of the flying
filmy liquid in zone III of region i’ tIII,i’ is expressed as follows:

tIII,i′ =

√
r2

a,i+1 − r2
b,i

ub,i
=

√
r2

a,i+1 − r2
b,i

ua,i
ra,i
rb,i

(11)

Thus, the surface area of the flying filmy liquid equals the gas–liquid effective mass
transfer area in this zone:

AIII,i′ = (2πrb,i + 2πra,i+1)

√
(ra,i+1 − rb,i)

2 +

(
ug,itIII,i′ +

1
2

gt2
III,i′

)2
(12)

where ug,i is the axial component of the turbulent filmy liquid velocity in zone II.
Therefore, the gas–liquid effective interfacial area in the RZB rotor can be obtained

as follows:

a = aI + aII + aIII =
∑9

i=1 AI,i + ∑9
i=1 AII,i + ∑8

i′=1 AIII,i′

π
(
r2

o − r2
i
)
z

(13)

The mass transfer in the liquid phase consists of that in the droplets and filmy liquid.
Because the droplets were treated as rigid balls without inside circulation during the flight
due to a small distance in zone I of region i [26], the following mass partial differential
equation can be used to present the CO2 diffusion process from gas bulk to droplets based
on the pseudo-first-order irreversible chemical reaction:

∂CCO2

∂tI,i
= DCO2

∂2CCO2

∂R2 +
2DCO2

R
∂CCO2

∂R
− kapp

(
CCO2 − C∗

CO2

)
(14)

I.C. tI,i = 0, R ≥ 0 : CCO2 = C∗
CO2

;

B.C. R = 0, tI,i ≥ 0 : CCO2 = C∗
CO2

;

R =
di
2

, tI,i ≥ 0 : CCO2 = C0; (15)
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where C0 (=PCO2,0/H) and CCO2
* are the molar concentration of CO2 at the gas–liquid

interface and the equilibrium molar concentration of CO2 in the liquid bulk, respectively.
Letting CA = CCO2 − CCO2*, the following expressions can be obtained:

∂CA

∂tI,i
= DCO2

∂2CA

∂R2 +
2DCO2

R
∂CA

∂R
− kappCA (16)

I.C. tI,i = 0, R ≥ 0 : CA = 0;

B.C. R = 0, tI,i ≥ 0 : CA = 0;

R =
di
2

, tI,i ≥ 0 : CA = C0 − C∗
CO2

; (17)

After Laplace transform, the following ordinary differential equation is derived:

d2u
dR2 +

2
R

du
dR

− kapp + s
DCO2

u = 0 (18)

Letting β = u × R, Equation (22) can be obtained by Equations (19)–(21).

dβ

dR
=

du
dR

R + u (19)

d2β

dR2 =
d2u
dR2 R + 2

du
dR

(20)

1
R

d2β

dR2 =
d2u
dR2 +

2
R

du
dR

(21)

d2β

dR2 =
kapp + s

DCO2

β (22)

The general solution of β can be calculated by Equation (23):

β = u × R = C1e
−R

√
kapp+s
DCO2 + C2e

R
√

kapp+s
DCO2 (23)

Then, the following equation is obtained by Laplace inverse transform:

CA = C1
2R exp

(
R
√

kapp
DCO2

)
er f c

(
− R

2
√

DCO2 tI,i
−√

kapptI,i

)

+ C1
2R exp

(
−R

√
kapp

DCO2

)
er f c

(
− R

2
√

DCO2 tI,i
+
√

kapptI,i

)

+ C2
2R exp

(
−R

√
kapp

DCO2

)
er f c

(
R

2
√

DCO2 tI,i
−√

kapptI,i

)

+ C2
2R exp

(
R
√

kapp
DCO2

)
er f c

(
R

2
√

DCO2 tI,i
+
√

kapptI,i

)
(24)

where erfc(x) is the excess error function.
To simplify Equation (24), B is defined as follows:

B = exp

(
di
2

√
kapp

DCO2

)
er f

(
di
2

2
√

DCO2 tI,i
+
√

kapptI,i

)
+ exp

(
−di

2

√
kapp

DCO2

)
er f

(
di
2

2
√

DCO2 tI,i
−
√

kapptI,i

)
(25)

where erf (x) is the error function.
Letting C1 = −C2 and substituting Equation (17) into Equation (24), C1 and C2 can be

expressed as follows:

C1 =
C0 − C∗

CO2

2B
di (26)
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C2 = −C1 = −C0 − C∗
CO2

2B
di (27)

Therefore, Equation (28) can be obtained by combining Equations (24), (26) and (27):

CA =

(
C0−C∗

CO2

)
di

2RB exp
(

R
√

kapp
DCO2

)
er f

(
R

2
√

DCO2 tI,i
+
√

kapptI,i

)

+

(
C0−C∗

CO2

)
di

2RB exp
(
−R

√
kapp

DCO2

)
er f

(
R

2
√

DCO2 tI,i

−√
kapptI,i

)
(28)

In terms of Fick’s first law, the rate equation describing mass transfer at the gas–liquid
interface can be written as:

kL−I,i

(
CCO2 − C∗

CO2

)
= DCO2

∂CA

∂R
|
R= di

2
(29)

It was assumed that CO2 was completely consumed by chemical reaction of CO2 and
NaOH in the liquid bulk. Thus, CCO2

* can be ignored, and kL−I,i in zone I is given by
Equation (30):

kL−I,i =
√

kappDCO2 −
2DCO2

di
(30)

In regard to liquid film in the turbulent filmy liquid in zone II of region i, CO2 diffusion
into the liquid film with a pseudo-first-order reaction can be expressed as:

∂CCO2

∂tII,i
= DCO2

∂2CCO2

∂x2 − kapp

(
CCO2 − C∗

CO2

)
(31)

I.C. tII,i = 0, x ≥ 0 : CCO2 = C∗
CO2

;

B.C. x = 0, tII,i ≥ 0 : CCO2 = C0;

x = δ(→ ∞), tII,i ≥ 0 : CCO2 = C∗
CO2

; (32)

where δ is the average thickness of the liquid film in zone II and tII,i is the lifetime of the
liquid film, which is the average time consumed for renewing the liquid film once.

The following equation can be obtained from Equations (31) and (32):

∂CA

∂tII,i
= DCO2

∂2CA

∂x2 − kappCA (33)

I.C. tII,i = 0, x ≥ 0 : CA = 0;

B.C. x = 0, tII,i ≥ 0 : CA = C0 − C∗
CO2

;

x = δ(→ ∞), tII,i ≥ 0 : CA = 0; (34)

By Laplace transform, the following equation is derived:

d2u
dx2 − kapp + s

DCO2

u = 0 (35)

B.C. x = 0, s ≥ 0 : u =
C0 − C∗

CO2

s
;

x = δ(→ ∞), s ≥ 0 : u = 0; (36)
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Substituting the boundary conditions in Equation (36) into Equation (35), the general
solution of u can be obtained by Equation (37):

u =
C0 − C∗

CO2

s
exp

(
−x

√
kapp + s

DCO2

)
(37)

By the Laplace inverse transform, the relationship of the CO2 concentration distribu-
tion, lifetime, and liquid film thickness can be described by the following equation:

CA =

(
C0−C∗

CO2

)
2 exp

(
x
√

kapp
DCO2

)
er f c

(
x

2
√

DCO2 tII,i
+
√

kapptII,i

)

+

(
C0−C∗

CO2

)
2 exp

(
−x

√
kapp

DCO2

)
er f c

(
x

2
√

DCO2 tII,i

−√
kapptII,i

)
(38)

Hence, the mass transfer rate at the gas–liquid interface in zone II can be obtained
based on Fick’s first law.

RCO2−II,i = DCO2

∂CA

∂x
|x=0 =

(
C0 − C∗

CO2

)(√
kappDCO2 er f

√
kapptII,i +

√
DCO2

πtII,i
exp

(−kapptII,i
))

(39)

According to assumptions (5) and (6), the renewal of the liquid film in zone II was
caused by the impingement of droplets, which came from the lowest circle of the perforated
area in the rotating baffle. It was assumed that the droplets formed by every perforation
had the same amount, lifetime, velocity, and diameter. Therefore, the renewal frequency, Si,
defined as the number of droplets leaving the rotating baffles per unit time, in zone II of
region i is expressed as:

Si =
36QL

πna,idi
3 (40)

where na,i is the number of perforations in the rotating baffle ia.
Then the lifetime of the liquid film in the turbulent filmy liquid can be calculated by

Equation (41) [18]:

tII,i =
1
Si

(41)

It was assumed that tII,i caused by every droplet was the same. Thus, Equation (42)
can be used to express the Higbie distribution function of the lifetime of the liquid film [16]:

ψ(tII,i) =
1

tII,i
(42)

Hence, the relationship between the liquid-side mass-transfer coefficient in zone II
(kL−II,i) and the mass transfer rate of liquid film at the gas–liquid interface can be written as:

∫ tII,i

0
RCO2−II,iψ(tII,i)dt = kL−II.i

(
C0 − C∗

CO2

)
(43)

Based on the same assumption for droplets, CCO2
* can be ignored. Therefore, kL−II,i

related to kapp, DCO2, and tII,i can be deduced as follows:

kL−II.i =

√
kappDCO2

tII,i

[
tII,ier f

(√
kapptII,i

)
+

√
tII,i

πkapp
exp

(−kapptII,i
)
+

1
2kapp

er f
(√

kapptII,i

)]
(44)

As for the liquid film in the flying filmy liquid in zone III of region i’, the model
development process of kL−III,i’ was the same as that of kL−II,I, and thus the expression of
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kL−III,i’ was similar to that of kL−II,i, except for the lifetime of the liquid film in the flying
filmy liquid, which was calculated by Equation (11).

Hence, kLa in the RZB rotor is written as follows:

kLa = kL−IaI + kL−IIaII + kL−IIIaIII =
∑9

i=1 kL−I,i AI,i + ∑9
i=1 kL−II,i AII,i + ∑8

i′=1 kL−III,i′ AIII,i′

π
(
r2

o − r2
i
)
z

(45)

To date, there is no available expression to calculate kG in the RZB rotor. Thus, a
surface renewal model reported by Guo et al. [27] was employed to calculate kG in the RZB
rotor as follows:

kG =
√

DGksv2
θ (46)

where DG is the diffusion coefficient of CO2 in gas phase, ks is the proportionality coefficient,
and vθ is the average tangential gas velocity in the RZB rotor.

The KGa of the RZB can be calculated by [15]:

1
KGa

=
1

kGa
+

H
kLa

(47)

The experimental KGa can be determined by Equation (48), which was obtained in the
previous study on CO2 absorption [12]:

KGa = G′
πPz(r2

o−r2
i )

[
ln

yCO2−in(1−yCO2−out)
yCO2−out(1−yCO2−in)

+
( yCO2−in

1−yCO2−in
− yCO2−out

1−yCO2−out

)] (48)

where G’ is the inlet gas flow rate of inert gas (without reaction or dissolution), P is the
total pressure, and yCO2−in and yCO2−out denote the molar fraction of CO2 in the inlet and
outlet gas streams, respectively.

By substituting the experimental KGa from Equation (48) and the calculated kLa and a
from Equations (45) and (13), respectively, into Equation (47), kG can be obtained. Conse-
quently, ks can be obtained, which is necessary for the establishment of the mass transfer
model. Thus, the calculated kG, kL, a, and KGa for the RZB were obtained from this mass
transfer model.

The density and viscosity values were obtained from reference [28], while the surface
tension value was from reference [29]. The equilibrium, kinetics, and transport parameters
used for modeling are tabulated in Table 2.

Table 2. Parameters for model development.

Parameter Expression

H [30] log H
HW

= ∑ hI
HW [30] HW = 101.3 ∗ (23.9 + 0.757(T/◦C − 18))

DCO2 [31] DCO2 μL = DWμW
DW [31] log DW = −8.1764 + 712.5

T − 2.591×105

T2

DG [32] DG = 2.189 × 10−5 − 0.393 × 10−5[OH−]
k2 [31] log k2

k∞
OH−

= 0.221I − 0.016I2

k∞
OH− [31] log k∞

OH− = 11.895 − 2382
T

di [27] di = 0.7284
(

σ
ω2ra,iρL

)0.5

vθ [23] vθ
vin

= 101.9987Re−0.7004
G

(
rm
ra

)−1.6356(
ω2ra

g

)−0.4384

ug,i [25] ug,i =

(
ρLgQ2

L

3π2μL(2rb,i)
2

) 1
3
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4. Results and Discussion

4.1. Model Validation

The RZB had an average value for ks of 6.17 × 10−8 kmol2 s/kPa2 m8 under the
experimental conditions. By using kL, kG, and a obtained from the above model and the
average value of ks, the calculated KGa of the RZB was obtained according to Equation (47).
The comparison of kL, kG, and a between this work and reference [10] can be found in
Table S1 in the Supplementary Materials file.

Figure 5 is the diagonal diagram of the predicted and experimental values of KGa.
It is shown that this model provided good predictions on KGa of CO2 absorption in the
RZB, with deviations generally less than 10% in comparison with the experimental results.
Additionally, in the Figures shown in Sections 4.2–4.6, the curves for the predicted values
were consistent with those for the experimental results. In addition, the values of individual
and overall mass transfer parameters have been presented in Table S2 in the Supplementary
Materials file.

K
a

K a

Figure 5. Diagonal diagram of experimental and predicted KGa.

4.2. Effect of Liquid Flow Rate

Figure 6 presents the effect of the liquid flow rate on KGa in the RZB. It can be seen
that KGa in NaOH solution obviously increased, with a rise in the liquid flow rate from 25
to 40 L/h.

With a rising liquid flow rate, more fine droplets from the rotating baffles are produced.
The falling velocity of the filmy liquid on the static baffles also increases in terms of the
expression of ug,i in Table 2, causing an increasing area of the flying liquid sheet between
the static and rotating baffles according to Equation (12). These factors enhance the liquid
holdup in the RZB, thereby causing a rising gas–liquid contact area based on Equation (8).
Meanwhile, with the increase of the liquid flow rate, the circumferential distribution of
droplets in zone I is improved [10], and more droplets continually impinge on the filmy
liquid on the lower section of the static baffles, leading to an enhancement of liquid
turbulence and a higher surface renewal rate of liquid film in the turbulent filmy liquid in
zone II, as suggested by Equation (40), which are conducive to the liquid-side mass transfer.
Therefore, a higher liquid flow rate brought about a larger KGa in this study because a and
kL contributed notably to KGa for CO2 absorption into NaOH solution.

138



Processes 2022, 10, 614

, N
N

, N
N

K
a

Figure 6. Effect of liquid flow rate on KGa in the RZB (G = 1000 L/h, T = 298.15 K, Tgas = 298.15 K,
yCO2-in = 4%, CNaOH = 0.15 kmol/m3).

4.3. Effect of Inlet Gas Flow Rate

The influence of the inlet gas flow rate on KGa in the RZB is given in Figure 7, which
shows that KGa in the NaOH solution rose from 6.13 × 10−5 to 8.26 × 10−5 kmol/kPa m3 s
and from 6.67 × 10−5 to 9.65 × 10−5 kmol/kPa m3 s, with the inlet gas flow rate increasing
from 200 to 1200 L/h at the rotational speed of 600 rpm and 1200 rpm, respectively.

N
N

N
N

K
a

Figure 7. Effect of inlet gas flow rate on KGa in the RZB (L = 25 L/h, T = 298.15 K, Tgas = 298.15 K,
yCO2-in = 4%, CNaOH = 0.15 kmol/m3).

Because KGa in the NaOH solution is affected by kGa, a rising inlet gas flow rate in
the RZB increases the tangential gas velocity in the annular space between the rotating
and static baffles, which leads to the increase of gas turbulence and a decrease of gas
film thickness [16]. Therefore, the mass transfer resistance in the gas side reduces and
consequently kGa increases, thereby enhancing KGa in the RZB. Hence, an increasing inlet
gas flow rate brought about a rise in KGa in the experimental range.

4.4. Effect of Rotational Speed

The variation of KGa with the rotational speed is shown in Figure 8. KGa augmented
with a rise in the rotational speed from 400 to 1200 rpm.
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Figure 8. Effect of rotational speed on KGa in the RZB (L = 25 L/h, T = 298.15 K, Tgas = 298.15 K,
yCO2-in = 4%, CNaOH = 0.15 kmol/m3).

When the rotational speed rises, a larger centrifugal force is created by the rotating
baffles, leading to an enhanced liquid turbulence and higher tangential velocity of droplets
departing from the rotating baffles according to Equation (7), which reduces the size of
droplets in the space between the rotating and static baffles based on the expression of
droplet diameter in Table 2. Therefore, a in zone I increase.

At the same time, rising rotational speed causes an increase in the number of droplets
impinging on the turbulent filmy liquid as a result of the reduction in droplet size and a
larger circumferential velocity of the turbulent filmy liquid in zone II, which is equal to
the tangential velocity of the flying liquid sheet leaving the static baffles in zone III [11],
resulting in a rise in the surface renewal frequency of the liquid film in the turbulent
filmy liquid on the static baffles in terms of Equation (40) and a decrease in the lifetime of
the flying liquid sheet in zone III according to Equation (11). The former factor brought
about an increase in kL−II in zone II, and the latter factor was conducive to kL-III in zone III
according to Equation (44).

The above analysis indicates that a higher rotational speed led to higher a and kL,
which markedly an enhanced KGa of the CO2-NaOH system in the RZB.

4.5. Effect of Absorbent Temperature

The effect of the absorbent temperature on KGa is presented in Figure 9. The fig-
ure indicates that a higher temperature of NaOH solution is favorable for KGa, which
increased from 7.95 × 10−5 to 8.80 × 10−5 kmol/kPa m3 s and from 9.35 × 10−5 to
1.02 × 10−4 kmol/kPa m3 s with an increase in temperature from 293.15 to 313.15 K at the
liquid flow rate of 25 L/h and 35 L/h, respectively.

In accordance with the Arrhenius equation for the reaction rate constant in Table 2, a
higher temperature of NaOH solution increases the second-order rate constant k2, thereby
leading to a larger pseudo-first-order reaction rate constant kapp, which is favorable for
the liquid-side mass transfer performance. Moreover, the resistance in liquid-side mass
transfer reduces and the diffusion of CO2 in the liquid phase is improved with increasing
temperature [12]. These factors promoted mass transfer and caused a higher kL, thereby
leading to an increasing KGa.
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Figure 9. Effect of absorbent temperature on KGa in the RZB (G = 1000 L/h, N = 800 rpm,
Tgas = 298.15 K, yCO2-in = 4%, CNaOH = 0.15 kmol/m3).

4.6. Effect of Absorbent Concentration

Figure 10 illustrates the effect of NaOH absorbent concentration on KGa in the RZB. It is
noted that KGa increased from 7.43 × 10−5 to 9.25 × 10−5 kmol/kPa m3 s with an increase
in the absorbent concentration from 0.1 to 0.2 mol/L at the liquid flow rate of 25 L/h,
while KGa increased from 8.62 × 10−5 to 1.07 × 10−4 kmol/kPa m3 s as the absorbent
concentration rose from 0.1 to 0.2 kmol/m3 at the liquid flow rate of 35 L/h.

L
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L 
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Figure 10. Effect of absorbent concentration on KGa in the RZB (G = 1000 L/h, N = 800 rpm,
T = 298.15 K, Tgas = 298.15 K, yCO2-in = 4%).

When the concentration of NaOH solution increases, the second-order reaction rate
constant between CO2 and the absorbent rises according to the expression of k2 shown in
Table 2. Meanwhile, a higher k2 and CNaOH can concurrently enhance the pseudo-first-order
reaction rate constant kapp, causing a higher kL in every mass transfer zone of the RZB.
Hence, KGa increased with an increasing NaOH concentration.

4.7. Comparison between Spray Column and RZB

Table 3 reveals comparative results of mass transfer efficiency between a spray column
and the RZB. It was found that the experimental KGa in the spray column was less than
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that in the RZB on the basis of a similar gas–liquid volume ratio. Additionally, the RZB
possessed a greater mass transfer efficiency accompanied by a much lower NaOH solution
concentration compared to the spray column, suggesting that an obvious enhancement of
mass transfer in CO2 absorption can be realized by the RZB.

Table 3. Comparison between spray column and RZB.

Javed et al. [33] This Work

Reactor Spray column RZB
Mass transfer zone volume (cm3) 9813 665

Liquid flow rate (L/h) 120–300 25–40
Gas–liquid volume ratio 32–42 25–40
Rotational speed (rpm) / 400–1200

Absorbent 1.25 kmol/m3 NaOH 0.10–0.20 kmol/m3 NaOH
Inlet CO2 concentration (%) 2.5 4
Absorbent temperature (K) ca. 298 K 298 K
KGa (105 × kmol/kPa m3 s) 2.65–4.56 6.81–11.28

Considering an enhanced dispersion and coalescence of the liquid phase in the annular
regions between the static and rotating baffles, a shorter lifetime of the liquid element in
the RZB is gained compared to the spray column, and the intensification of mass transfer is
thus expected in the RZB, conducing to the CO2 absorption process.

5. Conclusions

In this study, by obtaining the analytical expressions of the gas–liquid effective interfa-
cial area, liquid-side and gas-side mass-transfer coefficients in an RZB, a mathematic model
of CO2 absorption into NaOH solution with irreversible pseudo-first-order reaction in the
RZB was established to quantitatively describe the gas–liquid mass transfer process and
predict KGa.

The KGa calculated by the model was consistent with the experimental data under
different operating conditions. The calculated KGa exhibited deviations generally less
than 10% in comparison with the experimental data, which demonstrated the excellent
predictability of this model for CO2 absorption in an RZB. Meanwhile, the influences
of various operating conditions on KGa in the RZB were predicted reasonably by this
model. Experimental results indicate that higher liquid flow rate, inlet gas flow rate,
rotational speed, absorbent temperature, and absorbent concentration favored gas–liquid
mass transfer in the RZB. It was found that the rotational speed had the largest impact on
KGa in the RZB. This study provides the theoretical basis for potential application of RZBs
in CO2 absorption.

Supplementary Materials: The following supporting information can be downloaded at: https://
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Nomenclature

a gas–liquid effective interfacial area, m2/m3

aI, aII, aIII gas–liquid effective interfacial area in zone I, II, and III, respectively, m2/m3

aI,i gas–liquid effective interfacial area in zone I of region i, m2/m3

AI,i, AII,i effective mass transfer area in zone I and II of region i, respectively, m2

AIII,i’ effective mass transfer area in zone III of region i’, m2

A2 turbulent coefficient
CA difference between actual and equilibrium CO2 concentration in liquid phase,
kmol/m3, CA = CCO2–CCO2

*

CCO2 concentration of CO2 in liquid phase, kmol/m3

CCO2
* equilibrium concentration of CO2 in liquid bulk, kmol/m3

C0 concentration of CO2 at gas–liquid interface, kmol/m3

CNaOH concentration of NaOH solution, kmol/m3

di average droplet diameter in zone I of region i, m
DCO2 diffusion coefficient of CO2 in NaOH solution, m2/s
DG diffusion coefficient of CO2 in gas phase, m2/s
DW diffusion coefficient of CO2 in water, m2/s
g acceleration of gravity, m/s2

G inlet gas flow rate, L/h
G’ inlet flow rate of inert gas (without reaction and dissolution), kmol/s
h constant related to h+, h−, hg, m3/kmol
h+, h−, hg constant of cation, anion, and gas, respectively, m3/kmol
hII axial length of turbulent filmy liquid, m
H Henry’s constant of NaOH solution, kPa m3/kmol
HW Henry’s constant of water, kPa m3/kmol
I ionic strength, kmol/m3

k2 second-order reaction rate constant, m3/kmol s
kapp pseudo-first-order rate constant, 1/s
kG gas-side mass-transfer coefficient, kmol/kPa m2 s
KGa overall gas-phase volumetric mass-transfer coefficient, kmol/kPa m3 s
kL liquid-side mass-transfer coefficient, m/s
kL−I, kL−II, kL−III liquid-side mass-transfer coefficient in zone I, II, and III, respectively, m/s
kL−I,i, kL−II,i liquid-side mass-transfer coefficient in zone I and II of region i, respectively, m/s
kL−III,i’ liquid-side mass-transfer coefficient in zone III of region i’, m/s
kLa liquid-side volumetric mass-transfer coefficient, 1/s
k∞

OH− reaction rate constant in infinitely dilute NaOH solution, m3/kmol s
ks proportionality coefficient, kmol2 s/kPa2 m8

L liquid flow rate, L/h
na,i number of perforations in rotating baffle ia
P gas phase pressure, kPa
PCO2,0 partial pressure of CO2 in gas phase at gas–liquid interface, kPa
QG gas volumetric flow rate, m3/s
QL liquid volumetric flow rate, m3/s
ra,i radius of rotating baffle ia, m
rb,i radius of static baffle ib, m
rh hydraulic radius of annular region between rotating and static baffles, m
ri inner radius of rotor, m
ro outer radius of rotor, m
rm radius of logarithmic mean, m
rCO2 reaction rate of CO2 with NaOH solution, kmol/m3 s
R radial coordinate of a droplet, m
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RCO2-II,i mass transfer rate of liquid film at the gas–liquid interface in zone II of region
i, mol/m2 s
ReG gas Reynolds number, ReG =

4rhvGρG
μG

s complex variable
Si renewal frequency of liquid film in zone II of region i, 1/s
tI,i lifetime of droplets in zone I of region i, s
tII,i lifetime of liquid film in turbulent filmy liquid in zone II of region i, s
tIII,i lifetime of liquid film in flying filmy liquid in zone III of region i’, s
T absorbent temperature, K
Tgas gas temperature at gas inlet of RZB, K
ua,i tangential velocity of droplets leaving rotating baffle ia, m/s
ub,i tangential velocity of flying filmy liquid leaving static baffle ib, m/s
ur,i radial component of ua,i, m/s
ug,i axial component of turbulent filmy liquid velocity on static baffle ib, m/s
vG gas velocity in annular region between rotating and static baffles, m/s
vθ average tangential component of gas velocity, m/s
vr radial component of gas velocity, m/s
vz axial component of gas velocity, m/s
vin gas velocity at gas inlet of RZB, m/s
x liquid film thickness of filmy liquid from gas–liquid interface, m
yCO2-in molar fraction of CO2 in gas inlet of RZB, %
yCO2-out molar fraction of CO2 in gas outlet of RZB, %
z axial depth of rotor, m
α angle between ua,i and tangent to static baffle ib, ◦
ω angular velocity, rad/s
εI,i liquid holdup of droplets in zone Iof, region i
δ average thickness of liquid film in zone II, m
ρG density of gas phase, kg/m3

ρL density of NaOH solution, kg/m3

μG viscosity of gas phase, pa s
μL viscosity of NaOH solution, pa s
μW viscosity of water, pa s
σ surface tension of NaOH solution, N/m
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Abstract: Catalytic processing of organochlorine wastes is considered an eco-friendly technology.
Moreover, it allows us to obtain a value-added product—nanostructured carbon materials. However,
the realization of this process is complicated by the aggressiveness of the reaction medium due to
the presence of active chlorine species. The present research is focused on the characteristics of the
carbon product obtained over the Ni-Pd catalyst containing 5 wt% of palladium in various quartz
reactors: from a lab-scale reactor equipped with McBain balance to scaled-up reactors producing
hundreds of grams. 1,2-dichloroethane was used as a model chlorine-substituted organic compound.
The characterization of the materials was performed using scanning and transmission electron
microscopies, Raman spectroscopy, and low-temperature nitrogen adsorption. Depending on the
reactor type, the carbon yield varied from 14.0 to 24.2 g/g(cat). The resulting carbon nanofibers
possess a segmented structure with disordered packaging of the graphene layers. It is shown that the
carbon deposits are also different in density, structure, and morphology, depending on the type of
reactor. Thus, the specific surface area changed from 405 to 262 and 286 m2/g for the products from
reactor #1, #2, and #3, correspondingly. The main condition providing the growth of a fluffy carbon
product is found to be its ability to grow in any direction. If the reactor walls limit the carbon growing
process, the carbon product is represented by very dense fibers that can finally crack the reactor.

Keywords: catalytic chemical vapor deposition; 1,2-dichloroethane; Ni-Pd alloy; metal dusting;
carbon nanofibers; characterization

1. Introduction

Due to a growing world production volume of such chlorine-substituted hydrocarbons
as dichloroethane, vinylidene chloride, vinyl chloride, etc., the utilization of harmful
organochlorine wastes is of great importance [1]. Most of these wastes come from the
production of vinyl chloride [2], which is a starting monomer for the manufacturing of
polyvinyl chloride—a highly demanded material in the modern polymer industry. Thus, the
production of one ton of vinyl chloride is accompanied by the appearance of nearly 50 kg
of organochlorine wastes, represented by a complex mixture of chlorinated derivatives of
ethane and ethylene. All these substances are xenobiotics, i.e., they are foreign to the body
or to an ecological system and therefore exert highly toxic effects on living forms, including
humans [3–5].

Most conventional utilization approaches are not applicable for chlorine-containing
wastes. For instance, the open burning of chlorinated substances leads to the formation of
even more hazardous compounds [6,7]. The landfill of such wastes also causes ecological
disasters [8]. Therefore, the catalytic processing of chlorine-substituted organics seems
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to be the most prospective. In this case, two scenarios can be considered: hydrogen-
assisted dechlorination with the formation of corresponding unsubstituted hydrocarbons
and complete decomposition with the formation of a solid carbon product [9]. The present
research deals with the second scenario. As is known, the catalytic decomposition of
hydrocarbons, including chlorine-substituted ones, proceeds over iron subgroup metals via
the so-called carbide cycle mechanism [10]. Among these metals, nickel possesses higher
resistance to chlorination, since the formation of metal chlorides completely deactivates
the catalyst. The addition of odd hydrogen into the reaction mixture allows cleaning the
nickel surface from the chemisorbed chlorine species, thus stipulating the pulse regime
of the catalytic process. The solid carbon product of this process is represented by carbon
nanofibers (CNF) with a unique segmented structure [11,12]. It should be noted that the
potential of the practical application of CNFs intensively grows every year [13,14]. In recent
years, such materials have been notably attractive for application in various electrochemical
processes [15–20].

Despite the high resistance of Ni to the chlorine action, pure nickel catalysts undergo
deactivation caused by the formation of amorphous carbon blocking the active surface of
nickel particles. Doping nickel with other metals (Cr, Co, Cu, Mo, W, Pd, Pt) results in
the enhanced activity and elongated stability of Ni-based catalysts [11,21,22]. It should be
emphasized that both bulk alloys and specially prepared porous alloy systems can serve as
precursors of self-organizing catalysts [11,23]. In this case, the initial alloy samples undergo
rapid disintegration under the action of an aggressive chlorine-containing medium. This
phenomenon is well-known in the literature under the name of metal dusting (MD) [24,25].
In industry, the MD process is negatively associated with the destruction of metal reactors
and pipelines [26–29]. However, in recent decades, this phenomenon has been more often
considered an alternative method of catalyst preparation for CNF production [30,31]. At the
same time, the chemical aggressiveness of the reaction gas mixture restricts the application
of metal reactors for the target decomposition of organochlorine wastes. Therefore, all
heated elements of the installations used for this purpose are usually made of quartz.

Until now, the pilot-scale utilization of chlorine-containing compounds deals with their
incineration or catalytic oxidation [32–36]. At the same time, their gas-phase conversion into
nanostructured carbon is mainly utilized at the fundamental level. Therefore, the present
work aims to scale up the process of catalytic decomposition of chlorinated hydrocarbons
with the formation of the nanostructured carbon product. In general, the upscaling of any
process proceeds through several stages, including the detailed analysis of kinetics and
thermodynamics [37–39]. In materials science, when the target product is obtained using
the chemical vapor deposition technique, the main challenge to be solved in upscaling is to
maintain the uniformity and quality of the material [40].

In the present work, 1,2-dichloroethane (DCE) was used as a representative of the
mentioned class of organochlorine compounds. The Ni-Pd alloy with palladium content of
5 wt% was chosen as a catalyst providing high enough efficiency [23,41]. Three different
reactor types were examined. Attention was mainly paid to the characteristics of the
solid carbon product being produced. The carbon deposits were studied by scanning
and transmission electron microscopies, low-temperature adsorption of nitrogen, and
Raman spectroscopy.

2. Materials and Methods

2.1. Synthesis of the Ni-Pd Catalyst

An Ni-Pd alloy containing 5 wt% of palladium was synthesized by a co-precipitation
technique as described elsewhere [42]. Precursor salts (K2PdCl4 and Ni(NO3)2·6H2O)
were taken in a certain ratio and dissolved in deionized water (100 mL). The obtained
joint solution was mixed dropwise with an aqueous solution of NaHCO3 (0.1 M) at a
temperature of 70 ◦C and was vigorously stirred. The pH was kept within a range of
7.0–9.0 by adding the precipitator (NaHCO3). The sediment was centrifuged, washed with
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distilled water, and dried at 105 ◦C for 12 h. After the drying, the sample was treated in a
hydrogen flow at 800 ◦C for 30 min and cooled down in a helium flow.

2.2. Scaling up the Catalytic Decomposition Process

The catalytic experiments were performed using 1,2-dichloroethane (DCE) as a model
organochlorine compound. Three reactor types were used to study the scaling up of the
DCE decomposition process. The principal schemes of the experimental installations are
shown in Figure 1. In all three cases, the temperature of the process was 600 ◦C, and
the duration was 2 h. The inlet gas flows (argon and hydrogen) were regulated using
digital flow mass controllers (Figure 1, position 2). The outlet reaction mixture containing
aggressive HCl vapors was passed through an alkali trap (Figure 1, position 14).

Figure 1. Principal schemes of the experimental installations equipped with reactor #1 (a), reactor
#2 (b), and reactor #3 (c) and used for scaling up the process of catalytic decomposition of chlorinated
hydrocarbons: 1—gas cylinders; 2—flow mass controllers; 3—saturator with DCE; 4—quartz reactor
with McBain balance; 5—heating zone; 6—catalyst’s sample; 7—foamed quartz basket; 8—lab flow-
through quartz reactor; 9—scaled-up quartz reactor; 10—evaporator; 11—carbon collector; 12—vessel
with DCE; 13—pump; 14—alkali trap.

The first reactor type was a tubular quartz reactor equipped with McBain balance
(Figure 1a). This lab-scale reactor allowed us to measure the weight of the sample during
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the experiment, thus following the kinetics of the carbon deposition process. In this case,
the specimen (2 mg) of NiPd alloy was placed inside a basket made of foamed quartz
(Figure 1, position 7). The basket with the sample was fixed inside the reactor within the
heating zone using quartz spring and quartz thread. The coefficient of a stretch of the
spring was 12.68 mm/g. The stretching of the spring was monitored using a cathetometer
with an accuracy of 0.01 mm. Before the experiment, the reactor was heated to 600 ◦C with
a ramping rate of 10 ◦C/min in a flow of pure argon (9 L/h). Then, the reactor was fed with
hydrogen (6 L/h) to reduce the surface oxide layer. After these pretreatment procedures,
an argon flow (9 L/h) was passed through the saturator with DCE (Figure 1, position 3),
mixed with a hydrogen flow (6 L/h), and directed to the reactor. The obtained composition
of the reaction mixture was 7.5 vol% DCE, 37.5 vol% H2, and 55 vol% Ar. Note that the
reaction flow direction was downward. The sample weight was controlled every 2 min,
and the time dependence of the weight gain was plotted. After 2 h, the experiment was
stopped, and the reactor was cooled down to room temperature in an argon flow.

The second reactor type was a quartz tube with a quartz filter (Figure 1b). The tube
was inserted into a quartz vessel with external heating elements. A specimen (100 mg) of
NiPd alloy was located on the quartz filter of the reactor. All the pretreatment procedures
and reaction conditions were similar to those in the previous case. In this case, the reaction
flow direction was upward.

The third reactor type was an enlarged quartz tubular reactor (Figure 1c). The specimen
(1 g) of NiPd alloy was placed on the quartz plate located below the evaporator. All the
pretreatment procedures and reaction conditions were similar to those in the first case. The
only exception was that DCE was fed into the reactor in a liquid state by the pump (Figure 1,
position 13). Passing the evaporator (Figure 1, position 10), DCE vapors were mixed with
argon and hydrogen flows, providing a reaction mixture composition of 7.5 vol% DCE,
37.5 vol% H2, and 55 vol% Ar. In this case, the reaction flow direction was downward. The
accumulated carbon product was unloaded via a collector (Figure 1, position 11) installed
at the bottom of the reactor. The unloading of the carbon product from the plate occurred
spontaneously when the plate was overfilled with the deposited carbon.

In all cases, the unloaded carbon product was weighted. The carbon yield (YC) was
calculated as:

YC =
mC − mcat

mcat
(1)

where mC is the carbon product weight (g), and mcat is the catalyst’s specimen (g). The bulk
density was estimated as:

� =
VC
mC

(2)

where VC is the carbon product volume (cm3).

2.3. Characterization of the Carbon Product

The secondary structure of the carbon product was investigated by scanning electron
microscopy (SEM) using a JSM-6460 microscope (JEOL Ltd., Tokyo, Japan). The microscope
gives magnifications in a range from ×8 to ×300,000.

The studies of the primary structure and morphology of the carbon nanomaterials
were performed by transmission electron microscopy using a JEM-2010 microscope (JEOL
Ltd., Tokyo, Japan), working at an accelerating voltage of 200 kV and possessing a lattice
resolution of 0.14 nm. The samples were ultrasonically dispersed and deposited on the
carbon support over the copper grids.

The pore volume (Vpore) and specific surface area (SSA) of the carbon product were
measured by means of low-temperature nitrogen adsorption. The adsorption/desorption
isotherms were obtained at 77 K using an ASAP-2400 instrument (Micromeritics, Norcross,
GA, USA).

The Raman spectra were recorded using a Horiba Jobin Yvon HR800 spectrometer
(Horiba Ltd., Kyoto, Japan). An Nd:YAG laser line at 532 nm was used for excitation.
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3. Results and Discussion

1,2-dichloroethane (also known as ethylene dichloride) is a colorless liquid with a
boiling point of 84 ◦C. Therefore, in order to feed the reactor with DCE, the saturation of
carrier gas with DCE vapors or direct feeding with subsequent evaporation of liquid DCE
can be used.

It should also be noted that all catalytic experiments were performed at a tempera-
ture of 600 ◦C. Generally speaking, the reaction conditions, including the temperature,
significantly affect the efficiency of the process [9,43]. At temperatures below 450 ◦C, the
process is prevented due to the formation of nickel chloride phase on the surface of nickel
particles [9]. On the contrary, at relatively high temperatures, the catalyst’s surface can be
blocked by the deposition of amorphous carbon. The optimal reaction temperature was
found to be 600 ◦C, which corresponds to the highest yield of carbon product [42].

The first reaction scheme (Figure 1a) is suitable for fundamental studies of the DCE
decomposition process. The use of McBain balances installed inside the reactor allows one
to monitor the sample weight during the process, thus following the kinetics of carbon
deposition. In this case, DCE was fed into the reactor through the saturation route. This
scheme was utilized in a number of recently published papers [9,11,21–23]. The main
disadvantages of this scheme should be noted. First of all, only a limited amount of the
catalyst (a few mg) that can be loaded inside the basket. Secondly, the experiment has a
limited duration since the carbon product overfills the basket at higher carbon yield values.
Finally, the efficiency of the reaction gas contact with the catalyst is estimated not to exceed
10–15%. The other part of the reaction gas flows along the reactor walls without contact
with the sample inside the basket.

Figure 2 demonstrates the carbon accumulation curve recorded using reactor #1 with
McBain balance. Typically, the process is characterized by the presence of an induction
period when no noticeable changes in the sample weight are seen. During this period,
the carbon corrosion of the metal surface, the formation of microsized domains, and the
appearance of the active particles catalyzing the growth of carbon fibers take place [23,44].
In the case of chlorine-containing medium, the induction period is significantly shortened if
compared with other carburizing atmospheres [24,31] and does not exceed tens of minutes.
After the induction period, the stage of intensive carbon deposition goes on (Figure 2). As
one can notice from the graph, the experiment was stopped after 2 h from the beginning.
The quartz basket with the accumulated carbon product is shown in Figure 3a. The basket
is almost overfilled with the product. The unloaded carbon sample was weighted, and
the carbon yield was estimated to be 19.3 g/g (cat) (see Table 1). The bulk density of this
sample was found to be 0.038 cm3/g.

Figure 2. Kinetics of the carbon deposition over Ni-Pd catalyst at 600 ◦C for 2 h (reactor #1).
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Figure 3. Photographs of the carbon products accumulated using various reactors: (a) reactor #1;
(b) reactor #2; (c) reactor #3.

Table 1. Characteristics of the carbon products accumulated over Ni-Pd catalyst at 600 ◦C for 2 h.

Reactor Carbon Yield, g/g (Cat) Density, g/cm3 SSA, m2/g Vpore, cm3/g ID/IG La, Å

#1 19.3 0.038 405 0.87 1.79 15.9
#2 14.0 0.057 262 0.54 2.27 17.9
#3 24.2 0.036 286 0.67 2.34 18.2

In the second reactor scheme (Figure 1b), the quartz tube reactor with a quartz filter
was used. The DCE-containing reaction mixture was also formed via the saturation route.
The reaction gas flow goes upward through the filter and interacts with the uploaded
sample. The efficiency of gas contact with the alloy particles was close to 100%, which is
one of the advantages of this scheme. The second advantage is the more efficient preheating
of the reaction mixture before its entrance into the reaction zone. Moreover, a large amount
of the catalyst can be uploaded into the reactor, which is also a positive feature. On the
other hand, the reaction volume is limited by the reactor walls. As is known, the growth of
filamentous carbon proceeds in all directions. Therefore, at low gas flow rates, the carbon
product growing in both the axial and radial directions halts the reactor near the filter. The
gas flow rates used in the presented experiments were optimized in order to achieve the
fluidized bed regime. In this case, each catalytic particle with growing carbon filaments is
in motion. Such process parameters allow filling about 80% of the reactor volume. Herein,
the process duration was also 2 h. Figure 3b demonstrates the reactor with the accumulated
product. Despite the more efficient contact of the gas phase with the catalyst, the carbon
yield was just 14.0 g/g(cat). Another feature of the obtained material is the highest bulk
density—0.057 cm3/g (Table 1). Such a low carbon yield can be explained by the observed
compaction of the carbon product due to the realization of the fluidized bed regime. The
formation of the dense carbon agglomerates complicates the diffusion of the reaction gas to
the active metal particles.

The third reactor scheme is the next step in scaling up the process. Herein, DCE in
a liquid state was fed into the evaporator installed directly inside the reactor above the
main reaction zone. Note that the close location of the evaporator to the plate with the
catalyst also provides nearly 100% efficiency of their contact. The reaction mixture flows
in the downward direction. The use of the quartz plate to hold the sample eliminates the
limitation effects of the reactor walls. The carbon product overfilling the plate falls down to
the collector at the bottom of the reactor. The collector with the carbon product is shown in
Figure 3c. The carbon yield after 2 h of the experiment reaches the highest value of 24.2 g/g
(cat), whereas the density is lowest (Table 1).

Table 1 also presents the low-temperature nitrogen adsorption data for all the accu-
mulated carbon products. The product from reactor #1 possesses the highest values of
SSA and pore volume. In the case of reactor #2, the SSA value diminishes by more than
1.5 times, from 405 to 262 m2/g. The pore volume also decreases by 1.6 times. These
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measurements correlate well with the observed changes in the bulk density. The carbon
product accumulated in reactor #3 stands in the middle position between these samples,
despite having the lowest density. As one can note, the textural characteristics of the
nanostructured carbon product are affected by the reactor type. At the same time, Figure 4
indicates that the low-temperature nitrogen adsorption/desorption isotherms for all three
carbon products are very similar to each other. In accordance with the International Union
of Pure and Applied Chemistry (IUPAC) classification [45], all isotherms belong to Type IV
with the H3 hysteresis loop.

Figure 4. Low-temperature nitrogen adsorption/desorption isotherms of the carbon product obtained
in different reactors: (a) reactor #1; (b) reactor #2; (c) reactor #3.

The precise characterization of the three obtained carbon samples was performed
by means of electron microscopy and Raman spectrometry. SEM images of the carbon
products from different reactors are shown in Figure 5. In general, all the samples are
represented by bunches of carbon filaments. However, at a close examination, the secondary
structures of the samples are different. The CNF#1 sample (from reactor #1) looks very
fluffy and is composed of thin carbon filaments (Figure 5a). The metal particles catalyzing
their growth can be seen. As shown in Figure 5b, the fibers have a regular segmented
structure. One active metal particle can catalyze the simultaneous growth of a few fibers in
various directions. On the contrary, the CNF#2 sample consists of dense lumps composed
of carbon filaments (Figure 5c). The fibers are compact and well-shaped (Figure 5d). No
segmented structuring is observed in this case. The third carbon product (sample CNF#3)
is represented by the thinned bundles of carbon fibers (Figure 5e). Each filament possesses
a segmented structure, which is not as regular as in the case of sample CNF#1 (Figure 5f).
Such irregularity in the structure can be connected to a pulse character of DCE evaporation.
It is important to note that, in all cases, the diameters of the representative filaments are
very close to each other—about 0.8 μm.

The primary structure of the carbon filaments was examined by TEM. The correspond-
ing images are shown in Figure 6. For sample CNF#1 (Figure 6(a1–a4)), the feather-like
morphology of the filaments is easily seen. The fibers can be different in size, but they are
similar in the primary structure. In the case of sample CNF#2, dense and highly ordered
filaments along with areas of amorphous carbon are observed (Figure 6(b1,b2)). At the same
time, some non-uniformity in the density of filaments can be supposed (Figure 6(b3,b4)).
The filaments of the CNF#3 sample belong to two types (Figure 6(c1–c4)). The first type is
relatively large fibers with an irregular defected structure. They partly echo the fibers of
the sample CNF#1. The second type is much thinner fibers with a discrete structure. Their
presence explains the lower SSA value for this sample if compared with the sample CNF#1
(Table 1).
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Figure 5. SEM images of the carbon nanostructures produced in different reactors: (a,b) reactor #1;
(c,d) reactor #2; (e,f) reactor #3.

As opposed to microscopy techniques, Raman spectrometry gives average information
regarding the bulk structure of carbon materials [46]. The Raman spectra for the accumu-
lated carbon products are compared in Figure 7a–c. All the spectra exhibit the D band at
~1340 cm−1 and the G band at ~1590 cm−1. The first band is connected with a breathing
mode A1g [47,48], whereas the second band corresponds to the allowed vibrations E2g of
the hexagonal lattice of graphite [49].

154



Processes 2022, 10, 506

 

Figure 6. TEM images of the carbon nanostructures produced in different reactors: (a1–a4) reactor #1;
(b1–b4) reactor #2; (c1–c4) reactor #3.

 

 

− −

−

Figure 7. Raman spectra of the carbon nanostructures produced in different reactors: (a) reactor #1;
(b) reactor #2; (c) reactor #3. Comparison of the D/G and D3/G ratios for the studied samples (d).
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The D2 bands at ~1614 cm−1 are close to the bands at 1620 cm−1, corresponding to
the disordered graphitic lattice (surface graphene layers, E2g symmetry) [50]. The bands
D3 at ~1520 cm−1 and D4 at ~1200 cm−1 are observed for all samples. These bands can be
assigned to amorphous carbon and disordered graphitic lattice (A1g symmetry) or polyenes,
which are typical for soot and related carbonaceous materials [51]. Their average relative
intensities are ID3/G ~ 0.3 and ID4/G ~ 0.2. For the curve fitting of the second-order bands,
the standard set of the bands 2D, D + D2, 2D2, and G* ~ D4+D was used. Along with
this, two sets of the bands 2D and D + D2 with significantly different half-width were
used for the approximation of the experimental spectra. All this can correlate with the
inhomogeneity of the carbon fibers or characterize the process of their growth. The typical
sizes of the cluster diameter (in-plane correlation length) La calculated in accordance with
the equation ID/IG = C’ (λ)·La

2 proposed by Ferrari and Robertson [48] lie in a range
of 16–18 Å. The intensity ratios ID/IG and La parameters for the samples are presented
in Table 1. Although the changes in this parameter are not so crucial, the samples can
be ranked in the following order with regard to the defectiveness of the bulk structure:
CNF#3 < CNF#2 < CNF#1. As one can see in Figure 7d, along with the changes in the ID/IG
ratio, the portion of amorphous carbon in the samples (ID3/IG) is influenced by the reactor
type as well.

The main process parameters are summarized in Table 2. In order to obtain the
numerical data, the Reynolds numbers and the residence time values were calculated. The
Reynolds number is the main parameter defining the fluid dynamic properties of the gas
flow. It was calculated using the following equation:

Re =
u·d
v

(3)

where u is a linear velocity (m·s−1), d is a linear dimension defining the flow changes in the
system (m), and v is a kinematic viscosity (m2·s−1). The value of the kinematic viscosity of
argon at 600 ◦C of 8.7 × 10−5 m2·s−1 was used for the calculations. The tube diameter was
used as the linear dimension d.

Table 2. Process parameters for the considered reactor types.

Parameter Reactor #1 Reactor #2 Reactor #3

Flow direction downward upward downward
Specimen, mg 2 100 1000

Residence time, s 0.0003 0.016 0.16
Reynolds number 2.9 6.9 4.0

Flow regime laminar laminar laminar

As is known, the flow regime is laminar when the Reynolds number is below the
critical value. For the case of a gas flow in a cylindrical tube, the critical value is equal to
2000 [52]. Therefore, for all three cases, the flow regime is laminar.

The residence time was calculated as a ratio of the catalyst volume to the volume
flow rate. The volume of the used Ni-Pd catalyst was estimated for the catalyst density
ρ = 1.5 g·cm−3. The upscaling of the process increases this parameter by 50 and 500 times
for reactor #2 and reactor #3, correspondingly.

4. Conclusions

Chlorinated plastics are the third-most widely produced polymer materials. Besides
their direct impact on the environment, the huge amounts of organochlorine wastes from
their production are accumulated in depositories without appropriate processing. The
use of conventional industrial equipment for the utilization of such wastes is restricted
due to their high aggressiveness. The present research aimed to make a step forward in
solving this problem by scaling up the process of catalytic decomposition of chlorinated
organic compounds from the current fundamental level to the semi-pilot scale. All parts of
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the used reactor installations were made of quartz. 1,2-dichloroethane, used as a model
chlorine-containing compound, was converted into nanostructured carbon materials, which
are considered a value-added product. It was demonstrated that scaling up the process
noticeably affects the characteristics of the deposited carbon. An increase in the bulk density
of the filamentous carbon is accompanied by a drop in the specific surface area and pore
volume of the materials. The variation of the reactor scheme with the reaction volume
limited by the reactor walls gives the product with worst characteristics. Contrastingly, the
scheme with a quartz plate used to hold the catalyst along with the liquid feeding of DCE
into the reaction zone through the evaporator gives the product close in characteristics to
the carbon nanostructures produced in a lab-scale reactor. It is important to note that the
pump feeding of the liquid organochlorine substrate has an additional advantage. The real
organochlorine wastes are represented by a complex mixture of various chlorine-substituted
compounds. The use of the saturation approach is restricted due to the difference in
boiling points of these chemicals. Therefore, the gas flow will be enriched with lighter
components, and the gas phase composition will vary in time. In the case of pump feeding,
all the components come to the reactor simultaneously at a constant concentration. The
performed research has demonstrated that the process of DCE decomposition can be
scaled up, thus producing a 500-times higher amount of carbon product with appropriate
structural properties.
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Abstract: The paper investigates the stability and bifurcation phenomena that can occur in membrane
reactors for the production of hydrogen by ammonia decomposition. A simplified mixed model of
the membrane reactor is studied and two expressions of hydrogen permeation are investigated. The
effect of the model design and operating parameters on the existence of steady state multiplicity is
discussed. In this regard, it is shown that the adsorption-inhibition effect caused by the competitive
adsorption of ammonia can lead to the occurrence of multiple steady states in the model. The steady
state multiplicity exists for a wide range of feed ammonia concentration and reactor residence time.
The effect of the adsorption constant, the membrane surface area and its permeability on the steady
state multiplicity is delineated. The analysis also shows that no Hopf bifurcation can occur in the
studied model.

Keywords: membrane reactor; hydrogen; ammonia; permeation; multiple steady states

1. Introduction

Research in the use of renewable energy is being actively pursued in order to mitigate
global climate challenges and preserve sustainability. In this regard, hydrogen is a promis-
ing clean energy that can be utilized in many applications in the chemical industry [1] and
in the production of such systems as membrane fuel cells that can be used in electronic
devices and transportation [2,3]. However, the use of hydrogen either in gaseous or liquid
form is known to be hampered by difficulties in storage and transportation [4]. In order to
overcome these logistic problems, active research is being carried out in the use of other
energy carriers that can provide on site hydrogen production. Methanol and ammonia
are two candidates for this purpose due to their high energy densities and limited storage
problems. However, methanol reforming is known to produce greenhouse gases in the
form of carbon oxides. Ammonia, on the other hand, is carbon free and can produce
via catalytic or thermal cracking only hydrogen and nitrogen. Moreover, ammonia has a
well-established storage and distribution infrastructure making it an economically feasible
large scale energy carrier [4–6].

There has been active research in recent years in the use of catalytic membrane reactors
for cracking ammonia to produce pure hydrogen [7–15]. de Nooijer et al. [10], for instance,
studied the thermal stability and performance of Pd-Ag films used in membrane reactors
for hydrogen production via the reforming of different feedstocks. Petriev et al. [11] carried
out experimental modification of the surface of Pd-Ag films and showed that hydrogen
permeability rate depends not only on the surface area but also on the structure of the
membrane modifying layer. Lytkina et al. [12] carried out a comparative study of methanol
steam reforming in conventional and membrane reactors. It was found that the use of a
membrane reactor allowed the production of ultra pure hydrogen (i.e., CO-free) that can
be directly fed to a polymer electrolyte membrane fuel cell. Barba et al. [13] investigated
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the merits of a Reformer and Membrane Module configuration which allowed to alter-
nate between steam reforming (SR) reactions and hydrogen separation in the membrane
module in order to overcome the thermodynamic limitations of the conventional (SR).
Cechetto et al. [14] carried out an experimental decomposition of ammonia in a Pd-based
membrane reactor over a Ru-based catalyst and compared its results with those of a con-
ventional packed bed reactor. Membrane reactors were found to enjoy clear advantages
over traditional reactors since the reaction and separation tasks are carried out in one single
unit which results in a compact device that is more economical over conventional reactors.
The use of membrane reactors offers an additional advantage in the case of ammonia
decomposition to hydrogen. Compared to steam reforming of hydrocarbons, the ammonia
decomposition achieve almost complete equilibrium conversion at temperatures close to
400 ◦C. However, at low temperatures the rate of hydrogen production is inhibited by
hydrogen itself [14]. Using a membrane reactor could overcome both thermodynamic
and kinetic limitations because the removal of hydrogen as it is produced would shift the
equilibrium towards higher conversions. Operating at lower temperatures represents also
an advantage in terms of energy requirements of the process.

While remarkable achievements have been accomplished to improve catalysts for
ammonia decomposition, theoretical studies on using ammonia as feedstock for the produc-
tion of hydrogen are limited [15,16]. Murmura et al. [17] carried out recently a numerical
analysis of a model of membrane reactor for the production of pure hydrogen from am-
monia. The authors concluded that a membrane reactor allowed the operation at low
temperature, the selective removal of hydrogen and the enhancement of the reaction rate.

One area that deserves theoretical investigation is the stability behavior of such
reactors. Unlike stirred tank reactors [18] or bioreactors [19], the theoretical analysis of
stability of catalytic membrane reactors in general and the production of hydrogen in
particular did not receive much attention in the literature. Reactors, including membrane
ones, can present operational problems that can manifest themselves in form of steady
state input, output multiplicities and undesired oscillations. Input multiplicities occur
when different values of an input variable produce the same value of the output variable.
Output multiplicities occur when the same value of an input variable produces different
values of the output variable. The hysteresis phenomenon is the most common form of
output multiplicity and is associated with the existence of a region of unstable behavior.
Besides steady state multiplicity (input and output multiplicities), a nonlinear model
can exhibit periodic or non-periodic oscillations [18,19]. Solutions that form a closed
curve for some model parameters’ values are called limit cycle (or periodic orbit). This is
associated with bifurcation from equilibria to limit cycles. This bifurcation is commonly
called a Hopf bifurcation [18]. All such nonlinear phenomena (steady state multiplicity or
oscillations) are generally detrimental to the operation of the reactor. An early detection
of such operating regions in reactors would be useful since this would allow the removal
or at least the reduction of these operational problems in the early stage of process design
and would allow the selection of operating parameters that avoid such behavior. Recently,
Murmura et al. [20] investigated the bistability in membrane reactors for the ammonia
cracking to hydrogen. The authors studied both mixed reactor model and fixed bed reactor
model and concluded that bistability is possible in such models.

Inspired by these results, the aim of the present work is to study in more detail the
stability of a model of membrane reactor for the production of hydrogen from ammonia
for two different expressions of hydrogen permeation rate, and to examine the effect of
operating and design parameters on the existence of such behavior. The rest of the paper
is structured as follows: We present the model in Section 2. In Section 3 we analyze the
boundedness of the model solutions. In Section 4 we investigate the stability of the model
and in Section 5 we present numerical simulations for the different expressions of hydrogen
permeation rate.

162



Processes 2021, 9, 2275

2. Process Model

Ammonia NH3 catalytic decomposition is assumed to follow the reaction

2NH3 ⇐⇒ 3H2 + N2. (1)

We consider an isothermal membrane reactor with pure ammonia feed. The membrane
reactor is represented by the following set of ordinary differential equations resulting from
mass balances on ammonia (denoted A) and hydrogen (denoted H).

dCA
dt

= −2r +
CA0 − CA

θ
, (2)

dCH
dt

= −CH
θ

+ 3r − Jam

Fθ
, (3)

t is time, CA and CH are the concentrations of ammonia and hydrogen respectively, F the
volumetric flow rate, θ the reactor residence time (volume over volumetric flow rate), r
the rate of reaction, am the membrane area and J the hydrogen flux through the selective
membrane. For the reaction rate (r), studies have shown that at high temperatures, above
500 ◦C, the reaction rate depends only on the partial pressure of ammonia [21], whereas at
temperatures lower than 500 ◦C and high hydrogen partial pressures, the reaction rate is
inhibited by hydrogen and can be described by the following relation [21,22]:

r = k

(
PA

2

PH
3

)0.25

. (4)

where PA and PH are partial pressures of ammonia and hydrogen respectively and k is the
reaction rate constant.

As to hydrogen permeation, assumed to be through dense palladium membranes, it is
commonly described by Sieverts’ law [23]:

J = φ(
√

pr
H −

√
pp

H), (5)

where pr
H and pp

H are partial pressures of hydrogen in the retentate and permeate sides,
respectively, and φ is the permeance of the membrane whose value depends on the mem-
brane characteristics and on the operating temperature. Sieverts Law is widely applied in
analyzing the steady state hydrogen permeation through Pd-based membranes. Alraeesi
and Gardner [24], for instance, have assessed the validity of this law and modelled the
effects of pressure and temperature on the accuracy of this power law.

Neglecting hydrogen partial pressure in the permeate side, and assuming an ideal gas
law, J becomes:

J = φ
√

RT
√

CH , (6)

where T is the temperature and R is the ideal gas constant. Hydrogen permeation is also
known to be inhibited by the adsorption of ammonia on the membrane. A number of
expressions were proposed in literature [25,26] to account for this inhibition. We will
consider in this paper the following expression

J = φ

√
RT

√
CH

1 + KadCA
, (7)

where Kad is the adsorption constant of ammonia.
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3. Model Analysis

Before we analyze the stability of the model, we first need to see whether the proposed
model is mathematically correct and that it can represent real situations. This means that we
need to check whether the solutions (CA, CH) of the model remain bounded. We consider
in the analysis that follows a general dependence of rate (r) and flux (J) on CA and CH . To
facilitate our analysis we reformulate the model by defining

(CA, CH) := (x1, x2) = x ∈ Ω, (8)

and

f (x1, x2) = ( f1(x1, x2), f2(x1, x2)), (9)

where

f1(x1, x2) = −2 r(x1, x2)− (x1 − CA0)

θ
, (10)

and

f2(x1, x2) = − am

Fθ
J(x1, x2) + 3 r(x1, x2)− x2

θ
. (11)

Ω is the domain of interest for the model and is defined as follow:

Ω := {x ∈ (0, ∞)× (0, ∞)}. (12)

Then the system of differential equations can be written as

ẋ = f (x), x(0) = x0 > 0. (13)

Theorem 1. The nonlinear autonomous model (13) has a bounded unique solution over Ω if
x(0) ∈ Ω.

Proof. Here both functions f1 and f2 are continuous and Lipchitz over Ω which guarantee
the uniqueness of solutions. f is also a differentiable function over Ω, and we have:

| f1| ≤ c1 + c2‖x‖ ≤ c1 + c2‖x‖, (14)

and

| f2| ≤ c3|x2| ≤ c3‖x‖. (15)

Therefore

‖ f ‖∞ ≤ c1 + c‖x‖, (16)

where ci, (i = 1, 3) depend on the parameters and c = max{c2, c3}. The above inequality
shows a linear growth of the nonlinearity f which guarantees the uniqueness of solutions
of (13) which is bounded [27,28].

4. Local Stability

In this section the stability of the steady state solutions are studied. We consider a
general dependence of flux J on CA and CH but we consider the rate equation as defined
by Equation (4), and written as function of concentrations,

r(CA, CH) = k

(
CA

2

k1CH
3

)0.25

with k1 = RT. (17)
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The Jacobian matrix of the system is

J =

[
j11 j12

j21 j22

]
, (18)

where,

j11 =− θ−1 − 0.50
2kCA

k1 CH
3

(
CA

2

k1 CH
3

)−0.75

, (19)

j12 = 0.75
2kCA

2

k1 CH
4

(
CA

2

k1 CH
3

)−0.75

, (20)

j21 = 0.50
3 kCA

k1 CH
3

(
CA

2

k1 CH
3

)−0.75

−
(

∂
∂CA

J(CA, CH)
)

am

Fθ
, (21)

j22 =− θ−1 − 0.75
3 kCA

2

k1 CH
4

(
CA

2

k1 CH
3

)−0.75

−
(

∂
∂CH

J(CA, CH)
)

am

Fθ
. (22)

The trace and determinant of the matrix are:

Trace(J) =− (T1 + T2), (23)

T1 =
2 +

(
∂

∂CH
J(CA,CH)

)
am

F
θ

, (24)

T2 =
(0.5 × 2CH + 0.75 × 3 CA)kCA

k1 CH
4

(
CA

2

k1 CH
3

)−3/4

, (25)

and

Det(J) =

⎡
⎣( CA

2

k1 CH
3

)−3/4
⎤
⎦A,

A = 0.75
2kCA

2am
∂

∂CA
J(CA, CH)

θ k1 CH
4F

+ 0.5

(
∂

∂CH
J(CA, CH)

)
am

k1 CH
3θ2F

⎛
⎝2.0

(
CA

2

k1 CH
3

)3/4

k1 CH
3 + 1.0 × 2kCA θ

⎞
⎠

+
1

k1 CH
4θ2

⎛
⎝(

CA
2

k1 CH
3

)3/4

k1 CH
4 + 0.75 × 3 kCA

2θ + 0.5 × 2kCA θ CH

⎞
⎠. (26)

Case 1

For first case when J is given by

J =φ
√

RT
√

CH, (27)

we have,

dJ
dCH

=
φ
√

RT
2
√

CH
, (28)

dJ
dCA

=0. (29)
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In this case the trace is negative and the determinant is positive. Thus the steady state
solution is always stable.

Case 2

For the second case when J is given by

J =
φ
√

RT
√

CH
1 + Kad CA

, (30)

we have,

dJ
dCH

=
φ
√

RT
2
√

CH(Kad CA + 1)
, (31)

dJ
dCA

=− φ
√

RT
√

CHKad

(Kad CA + 1)2 . (32)

In this case the trace is always negative but the determinant can be either positive or
negative. Thus the equilibria can be either stable or unstable. However, a Hopf point can
not exist in the model for both expressions of J since the trace is always strictly negative.
We conclude therefore that adsorption inhibition is necessary for the occurrence of static
multiplicity but oscillatory behavior is ruled out for the chosen expressions of permeation.

5. Numerical Simulations

The nominal values of the model parameters are shown in Table 1. There are two de-
sign parameters for the model: The permeance (φ) whose value depends on the membrane
characteristics and on the operating temperature, and the membrane area am. The values
of the design parameters were taken from experimentally validated studies [8,19]. As to
the operating parameters, the pressure was selected to be 5 × 105 Pa in accordance with
the work in [8,29].

Table 1. Nominal Values of Model parameters.

Parameter Value Source

CA0 89.36 (mol/m3)
k 50 (kgH2· Pa/m3· s) [19]
P 5 ×105 (Pa) [8,29]
T 400 ◦C [8,29]
φ 2.5 × 10−5 (kgH2/s·m2·Pa0.5) [19]
am 25 × 10−4 (m2) [8]
θ 1.46 (s) [8]

For the operating temperature of 400 ◦C, it was selected in accordance with considera-
tions mentioned earlier in model description, that operating at low temperatures lower
than 500 ◦C will shift the equilibrium through the selective removal of hydrogen as well as
favoring the reaction kinetics by removing the inhibiting component.

The nominal value of feed concentration shown in Table 1 was calculated from the
given pressure and temperature conditions i.e., CA0 = P

RT . Since in practice the ammonia
decomposition reaction is generally carried out at pressures between 105 Pa and 5 × 105 Pa
and in the 300–500 ◦C temperature range, we considered in the simulations a range of
feed concentration from 15 mol/m3 to 105 mol/m3. The simulations and the plots were
extended sometimes above this range in order to show the range outside the multiplicity
region. The nominal value of residence time (i.e., ratio of volume to volumetric flow rate)
was taken to be 1.46 s which corresponded to a flow rate of 5.0 × 10−6 m3/s given that
the volume of the reactor adopted from [8] is 7.3 × 10−6 m3. The residence time was
changed by varying the feed flow rate in line with the experimental values in [8]. The
maximum value of residence time was 42.9 s and corresponded to a small value of flow rate
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1.7 × 10−7 m3/s. The smallest value of residence time was, on the other hand, 0.55 s and
corresponded to a flow rate of 1.33 × 10−5 m3/s. While large values of residence times are
not practical from a productivity point of view, the graphs nevertheless were extended to
make sure that the model does not predict any other nonlinear phenomena at these values.

The numerical analysis was carried out using elementary continuation techniques
with the help of the software AUTO [30]. The AUTO continuation package can trace out
the entire steady state branches, locate the static limit points and continue these points in
two parameters. Compared to dynamic simulation (i.e., time traces), continuation methods
have the advantage of locating both stable and unstable solutions.

Figure 1 shows the continuity diagram for the first expression of the permeation
rate (Equation (6)). As it can be seen the diagram features a single stable branch as the
concentration of ammonia decreases with the residence time, while the concentration of
hydrogen exhibits a maximum of CH = 41.96 mol/m3 at θ = 13.3 s before decreasing.
Figure 2 shows the continuity diagram when the feed concentration of ammonia is chosen
as the bifurcation parameter. Again one stable branch characterizes the behavior of the
model. As expected, the concentration of ammonia increases with its feed concentration
while the same can be said about the hydrogen concentration which increases almost
linearly. Figure 3 shows the bifurcation diagram for the second expression of the permeation
rate (Equation (7)). A multiplicity in the form of hysteresis can be seen in the digram. The
region of instability extends from θ = 155.2 s to θ = 187.9 s. The hydrogen concentration
can be seen to go through a maximum of CH = 117.42 mol/m3 at θ = 98.10 s that occurs
outside the hysteresis region. Within the multiplicity region, abrupt changes in the feed
conditions can push the operation of the membrane reactor from high conversion to low
conversion conditions. The same multiplicity can be seen to occur when the ammonia
concentration CA0 is varied (Figure 4). As CA0 increases, both ammonia and hydrogen
concentrations increase but a region of hysteresis can be seen to exist between CA0 =
89.4 mol/m3 (P = 5 × 105 Pa) and CA0 = 108.1 mol/m3 (P = 6.05 × 105 Pa). This region can
limit the performance of the reactor as the safe operation of the reactor dictates (barring
the use of any feedback control) the operation away from the hysteresis region, that is
to operate at the lower residence time (i.e., larger flow rates) since operating at larger
residence times (lower flow rates) will decrease the productivity.

Next we examine the effect of some operating and design parameters of the membrane
reactor on the existence of such multiplicity. Figure 5 shows the loci of the static limit
points in the parameter space (θ, CA0). Each curve represents the locus of the static limit
point of Figures 3 and 4. It can be seen that steady state multiplicity does not exist when
CA0 and θ are below the cusp point (A, θ = 50.1 s and CA0 = 31.2 mol/m3). However, if
either θ or CA0 is increased, the range of steady state multiplicity increases. The effect of the
adsorption constant on the multiplicity is shown in Figure 6a,b. It can be seen that for the
nominal value of feed concentration CA0, the instability exists only when the adsorption
constant is below the cusp (kad = 192.2 m3/mol) that occurs at θ = 83.7 s. This means that,
notwithstanding issues affecting productivity, the region of multiplicity can be avoided by
operating the reactor at residence times lower than the cusp point. The range of multiplicity
(in term of residence time) increases as the value of kad decreases. On the other hand, for
a given residence time, the region of multiplicity can be seen to exist for any value of
feed concentration and can be seen to increase (in term of feed concentration) with the
increase in the adsorption constant. Figure 6a,b showed therefore a conflicting effect of the
adsorption constant. The selection of values of operating parameters (residence time θ)
and feed concentration (CA0) is to be made judiciously in order avoid or at least minimize
the instability introduced by the adsorption constant.

The effect of the surface area of the membrane is shown in Figure 7a,b. The multiplicity
in term of residence time occurs only when the surface area is larger than a critical value,
am = 0.00167 m2, and the region increases as the surface area is increased. In term of
CA0, Figure 6b shows that the multiplicity also exists only for values of am larger than
certain value, and increases in range as the surface area is increased. Finally, Figure 8
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shows the effect of membrane permeance. The diagram is similar to Figure 7 and similar
conclusions can be drawn concerning the range of hysteresis in term of θ and CA0. An
important question to ask is whether the range of parameters in which the multiplicity
exists can be found in practice. We have seen that when the feed concentration was the
bifurcation parameter, the multiplicity region seemed to occur within practical values such
as the ones reported in [8]. The values, on the other hand, of residence time at which
instability occurred are larger than what would be met in practical operations. However,
a note should be made about the ammonia adsorption constant. It is the only parameter
for which reliable data are still not available [20], therefore the diagrams could change as
more accurate values are obtained. Figure 6a has effectively shown the important effect
of the adsorption constant. In any case, experimental investigation of these instability
phenomena is still needed to confirm our results as well as those reported in similar
previous studies [20,31].
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Figure 1. Continuity diagram for the expression of permeation rate given by Equation (6): (a) Variations of ammonia
concentration with residence time; (b) Variations of hydrogen concentration with residence time. Solid line (-) stable branch.
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Figure 2. Continuity diagram for the expression of permeation rate given by Equation (6): (a) Variations of ammonia
concentration with feed ammonia concentration; (b) Variations of hydrogen concentration with feed ammonia concentration.
Solid line (-) stable branch.
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Figure 3. Continuity diagram for the expression of permeation rate given by Equation (7): (a) Variations of ammonia
concentration with residence time; (b) Variations of hydrogen concentration with residence time. Solid line (-) stable branch;
dashed line (–) unstable branch; circle (o) static limit point.
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Figure 4. Continuity diagram for the expression of permeation rate given by Equation (7): (a) Variations of ammonia
concentration with feed ammonia concentration; (b) Variations of hydrogen concentration with feed ammonia concentration.
Solid line (-) stable branch; dashed line (–) unstable branch; circle (o) static limit point.
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Figure 5. Two-parameter continuation showing the loci of static limit points of Figures 3 and 4 in the parameter space
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Figure 6. Effect of adsorption constant on the locus of the static limit points of Figures 3 and 4: (a) parameter space (θ, Kad);
(b) parameter space (CA0, Kad).

0 50 100 150 200

 (s)

0

0.025

0.05

am
 (

m
2
)

(a)

50 100 150 200

C
A0

 (mol/m3)

0

0.025

0.05

am
 (

m
2
)

(b)

Figure 7. Effect of area of membrane on the locus of the static limit points of Figures 3 and 4: (a) parameter space (θ, am); (b)
parameter space (CA0, am).
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Figure 8. Effect of membrane permeance on the locus of the static limit points of Figures 3 and 4: (a) parameter space (θ, φ);
(b) parameter space (CA0, φ).

6. Conclusions

The paper investigated the occurrence of steady state multiplicity in a membrane
reactor for the cracking of ammonia into hydrogen. Using a simple mixed model for the
reactor the analysis was carried out for two expressions of hydrogen permeation rates.
An adsorption-inhibition form was found to be necessary for the occurrence of static
multiplicity but no oscillatory behavior i.e., Hopf bifurcations was found in the studied
expressions of hydrogen flux.

Instability in the form of hysteresis was found to exist for a wide range of operating
conditions (residence time and feed ammonia concentration). From a practical point of
view, the region of hysteresis is detrimental to the operation of the reactor and should be
avoided. In this regard, for given residence time (feed flow rate) lowering feed ammonia
concentration decreases the range of instability. On the other hand, for given feed ammonia
concentration, operating at smaller residence time (high flow rate) decreases this multiplic-
ity region. Larger values of membrane areas or its permeance were found to accentuate the
region of multiplicity.

For given value of feed ammonia concentration, static multiplicity is expected only
when the value of adsorption constant is smaller than a critical value. On the contrary, for
given flow rate the range of static multiplicity, in term of feed ammonia concentration is
expected to accentuate when the value of adsorption constant is large. A careful choice
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should be made for the residence time (i.e., flow rate) and feed concentration (i.e., pressure)
in order to avoid the instability region while maintaining a reasonably high level of reactor
productivity.

It could be well argued that the mixed model studied in this paper is too simple to
represent the actual operation of the membrane reactor which should be modeled as a
distributed parameter system (represented by partial differential equations). A rigorous
modeling could include a heterogeneous fixed bed membrane reactor such as the one
developed in [15] for the production of ultra-pure hydrogen where different reactor
configurations were compared. Gomez-Garci et al. [32] also proposed valuable systematic
design guidelines for the design and analysis of the membrane reactor for ammonia
decomposition. Recently, Murmura et al. [33] also provided a review and critical analysis of
the modeling of fixed bed membrane reactors for hydrogen from steam reforming reactions.
Nevertheless, the merit of this study is that it is one of few studies, along with [20], that
have tackled the instability that could be found in the operation of membrane reactors for
ammonia decomposition to hydrogen. We think that the trends obtained using the simple
mixed model can be useful to shed light at least qualitatively on the complex stability
behavior expected in such reactors.
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Abstract: Starting from bioethanol it is possible, by using an appropriate catalyst, to produce ethyl
acetate in a single reaction step and pure hydrogen as a by-product. Two molecules of hydrogen can be
obtained for each molecule of ethyl acetate produced. The mentioned reaction is reversible, therefore,
it is possible to hydrogenate ethyl acetate to reobtain ethanol, so closing the chemical cycle of a
Liquid Organic Hydrogen Carrier (LOHC) process. In other words, bioethanol can be conveniently
used as a hydrogen carrier. Many papers have been published in the literature dealing with both
the ethanol dehydrogenation and the ethyl acetate hydrogenation to ethanol so demonstrating the
feasibility of this process. In this review all the aspects of the entire LOHC cycle are considered and
discussed. We examined in particular: the most convenient catalysts for the two main reactions, the
best operative conditions, the kinetics of all the reactions involved in the process, the scaling up of
both ethanol dehydrogenation and ethyl acetate hydrogenation from the laboratory to industrial
plant, the techno-economic aspects of the process and the perspective for improvements. In particular,
the use of bioethanol in a LOHC process has three main advantages: (1) the hydrogen carrier is
a renewable resource; (2) ethanol and ethyl acetate are both green products benign for both the
environment and human safety; (3) the processes of hydrogenation and dehydrogenation occur in
relatively mild operative conditions of temperature and pressure and with high energetic efficiency.
The main disadvantage with respect to other more conventional LOHC systems is the relatively low
hydrogen storage density.

Keywords: ethanol; ethyl acetate; hydrogen; LOHC

1. Introduction

Bioethanol is a renewable, biodegradable, non-toxic raw material nowadays produced
in an ever-larger amount as the base for a possible green transition to energy production.
Its global production is expected to grow up to 41.4 billion liters by 2025, with a progressive
reduction in price [1]. It is well known that bioethanol can selectively be dehydrogenated
to ethyl acetate under mild conditions, using copper-based catalysts [2–11].

2C2H5OH � CH3COOC2H5 + 2H2 (1)

Pure hydrogen exempt from CO and directly usable in fuel cells can be obtained from
ethanol through this route. Moreover, the reaction is reversible and ethyl acetate can then
be hydrogenated to ethanol closing the chemical cycle. On this basis, in the present work
we suggest the possibility to use ethanol or derivatives as hydrogen vectors (LOHC, Liquid
Organic Hydrogen Carrier) operating in a new original way. As known, hydrogen is a
powerful vector of energy, but it is difficult to transport [12]. In fact, its volumetric energy
density is very low due to its very scarce density under standard temperature and pressure
conditions (0.0824 kg/m3 under ideal gas conditions). This low density causes a very low
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volumetric energy content of hydrogen, i.e., 0.01 MJ/L H2 for the gas at ambient conditions
and 8.5 MJ/L H2 for liquefied H2. One possible solution is to store hydrogen inside a liquid
molecule that can easily be transported and that can release it when needed. In this regard,
many different LOHCs have been proposed in the literature such as methylcyclohexane,
decaline, dodecahydro-N-ethyl carbazole, and other molecules containing aromatic rings.
A more detailed list of possible LOHC molecules is reported in some recently published
reviews [13–15]. All these LOHCs have the advantage of a high hydrogen density but also
many disadvantages such as: (i) aromatic molecules are harmful, not renewable, and not
biodegradable; (ii) their dehydrogenation occurs at relatively high temperatures with high
consumption of heat; (iii) catalysts promoting the reaction are normally based on precious
noble metals (Pt, Pd) susceptible to deactivation or poisoning. Another proposed approach
is the use of methanol, ethanol, and hydrocarbons to produce hydrogen by steam reforming
but in this case, CO and CO2 are obtained as by-products. CO2 must be separated, and CO
contaminates the produced hydrogen. Moreover, the process is irreversible and consumes
the reactants causing CO2 emissions [16]. On the other hand, several researchers have
described the ethanol dehydrogenation to ethyl acetate by using different catalysts [2–11]
and some patents have also been published on this reaction describing the employment of
different catalysts and related operative conditions [17–19]. Moreover, an industrial process
has been developed and patented by Davy Process Technology, a Johnson and Matthey
company [20–22]. More recently, Eurochem Engineering developed and patented in 2011
an industrial process for ethanol dehydrogenation to ethyl acetate carried out in a packed
bed tubular reactor containing a more efficient copper-copper chromite commercial cata-
lyst [23]. Under the best conditions, an ethanol conversion of 50–60 mol% and selectivity to
ethyl acetate higher than 97% were obtained. The reaction was conducted in a tempera-
ture range of 473–493 K and 20–25 atm of pressure with an ethanol contact time of about
90–100 g·h/mol. In that process, 1 mole of pure hydrogen was obtained as a co-product for
each mole of converted ethanol. The obtained hydrogen can easily be separated by condens-
ing ethanol and ethyl acetate. All the aspects of this process have been studied in a detailed
way and the results have been already reported in some different publications [24–27]. The
kinetics of the reaction has been accurately studied by performing many experimental
runs in different operative conditions, in the perspective of a suitable scale-up towards
the industrial plant and a dedicated paper has been published [28]. The dehydrogenation
reaction is reversible, and this is the reason for the limited ethanol conversion obtainable in
a single step. The reverse reaction is therefore feasible and different works have studied the
hydrogenation of ethyl acetate to ethanol by using different copper-based catalysts [29–33].
All these works, respectively devoted to ethanol dehydrogenation and ethyl acetate hy-
drogenation, demonstrate the feasibility of the use of ethanol as a LOHC because it is
possible to close the chemical cycle of dehydrogenation of ethanol and hydrogenation of
ethyl acetate. However, until now no-one has suggested the use of ethanol as a LOHC
except for the proposal reported in a work recently published by Tran et al. [34] and in the
more recent one by Mevawala et al. [35]. Tran et al. proposed the use of ethanol as a LOHC
considering the cycle dehydrogenation-hydrogenation promoted by a ruthenium complex
in homogeneous phase. Although the homogeneous catalytic approach is not convenient
with respect to the heterogeneous one, the work is important because it is a further demon-
stration of the feasibility of the idea to use ethanol as a hydrogen carrier. On the other
hand, the paper of Mevawala et al. [35] studied the thermodynamic and environmental
aspects of the ethanol–ethyl acetate cycle for hydrogen storage applications, without an
in-depth analysis of the catalytic systems. Their modeling of the overall cycle determined
an energy efficiency up to 88%, a significantly high value with respect to those of other
LOHCs, mainly addressed to the very low endothermicity of the reaction. Moreover, a
preliminary eco-balance evidenced that the use of ethanol was more sustainable from a
carbon emission perspective when compared with fossil LOHCs. Therefore, starting from
the existing literature and considering, as a reference, the performance of the already well-
known copper-copper chromite catalyst in promoting ethanol dehydrogenation we would
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like to define the best operative conditions for both ethanol dehydrogenation and ethyl
acetate hydrogenation, also with the aim to find alternative catalysts exempt of chromium
with similar or superior performances. In the perspective of the scale-up, the kinetics of
both the dehydrogenation and hydrogenation reactions in conventional reactors will be
defined for a preliminary determination of the techno-economic aspects of a structured
process with the aim to optimize the characteristics of three different application areas:
energy-storage, energy-transport, and mobility application.

2. Methodology of Ethanol Dehydrogenation

2.1. Thermodynamics of the Occurring Reactions

The conversion of ethanol to ethyl acetate occurs according to the following stoichiometry:

2C2H5OH � CH3COOC2H5 + 2H2 (2)

ΔH◦
500 K = 33.64 kJ/mol; ΔG◦

500 K = −6.44 kJ/mol
From experimental observation, this reaction is the addition of two consecutive reac-

tions that are:
(1) C2H5OH � CH3CHO + H2 (3)

ΔH◦
500 K = 71.30 kJ/mol; ΔG◦

500 K = 10.59 kJ/mol

(2) CH3CHO + CH3CH2OH � CH3COOCH2CH3 + H2 (4)

ΔH◦
500 K = −37.66 kJ/mol; ΔG◦

500 K = −17.03 kJ/mol
It is opportune to observe that the overall reaction (2) is moderately endothermic, while

reaction (3) is endothermic, and the successive reaction (4) is on the contrary exothermic.
The equilibrium constants of the three reactions, at 500 K, are respectively:

Kp2-500 K = 4.69; Kp3-500 K = 0.080; Kp4-500 K = 58.94

The equilibrium of reaction (3) is shifted to the left but as acetaldehyde is consumed by
reaction (4) it proceeds to the right and the equilibrium of the overall reaction is moderately
shifted to the right at 500 K. The overall reaction (2) is more favored at 600 K with the
equilibrium constant being about 17. Thermodynamic calculations have been made on data
reported by Stull et al. [36]. The choice of 500 K, as reference temperature, is a compromise
between the thermodynamic and kinetic properties of the involved reactions, because
higher temperatures favor the occurrence of undesired side reactions.

2.2. Catalysts Normally Employed for Promoting the Ethanol Dehydrogenation

Many different catalysts have been used for promoting ethanol
dehydrogenation [2–11,17–28]. It is possible to distinguish two different classes of copper
catalysts respectively containing copper/copper chromite, and copper metal supported
and/or promoted by different oxides such as Al2O3, Cr2O3, ZnO, ZrO2, and SiO2. The
presence of oxide compounds has the scope to improve the dispersion of Cu thus, as con-
sequence, slowing down the catalyst deactivation due to the metal sintering. Some other
catalysts containing Ni or Pd have also been tested with lower performances. Interesting is
the use of ruthenium complexes acting in a homogeneous phase, at very low temperatures,
and promoting both ethanol dehydrogenation and ethyl acetate hydrogenation. Many
papers and reviews have been published on the subject and nowadays some conclusions
can be drawn [37–39]. According to Finger et al. [37], the dehydrogenation of ethanol to
acetaldehyde occurs on the Cu surface, while the coupling of acetaldehyde with ethanol
occurs mainly at the interface Cu-metal oxide (ZnO, ZrO2) where ethanol is adsorbed
as alkoxide. According to Pang et al. [38], acetaldehyde is generated preferably on an
unreduced Cu+ site while H2 is liberated on Cu0. The ratio Cu+/Cu0 would be therefore
important for the selectivity, and a high presence of Cu+ favors the formation of acetalde-
hyde, while the contrary favors the formation of ethyl acetate. As previously reported, the
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Cu dispersion is of paramount importance, the activity being normally proportional to the
specific surface area of Cu. In this regard, the support has a great influence on catalyst
activity, selectivity and stability. For example, a high acidity of the support is detrimental,
favoring the dehydration path instead of the dehydrogenation one; thus, the oxides, being
weak acids or basic, favor dehydrogenation. Oxides trapping the Cu particles favor sta-
bility, hindering the deactivation due to sintering. It seems that stability can be induced
also by alloying Cu with a moderate quantity of Ni. The operative conditions are also
very important, considering that the formation of acetaldehyde is favored by low pressure
(<1 atm) and high temperature (>573 K), whilst the selectivity to ethyl acetate increases at
a relatively high pressure (10–30 atm) and low temperature (<523 K). The optimal opera-
tive conditions will be chosen through a compromise that allows the achievement of the
maximum ethyl acetate yield. Phung [12] recently published a review on copper-based
catalysts for ethanol dehydrogenation examining, on the basis of the previous literature,
the respective roles of: Cu loading, Cu dispersion, the particle size, the Cu support and
related acidity or basicity and contact time.

2.3. A Reference Catalyst, Reaction Mechanism and Related Kinetic Model

In this work, the behavior of a copper-copper chromite catalyst could be used as a
reference starting point for comparing kinetic data obtained by employing other catalysts
because the kinetics of that catalyst are well known from different sources [28,40]. Different
kinetic models have been proposed in the literature. For example, Tu et al. [40] considered
the main overall reaction to be of the pseudo-first order; thus, the model suggested by
these authors was oversimplified. Moreover, the tested copper chromium catalysts were
deactivated with time and a deactivation kinetic law was proposed by the same authors.
More recently, a kinetic model based on reliable reaction mechanisms has been published
by Carotenuto et al. [28]. The model proposed by these authors considered the following
reaction scheme:

CH3CH2OH � CH3CHO + H2 (5)

CH3CHO + CH3CH2OH � CH3COOCH2CH3 + H2 (6)

2CH3CHO → Other products (7)

Probably occurring according to the following reaction mechanisms:

C2H5OH + σ0 � σEtOH (8)

σEtOH + σ0 → σAcH + σH2 rate determining step (9)

σAcH � σ0 + CH3CHO (10)

σH2 → σ0 + H2 (11)

σ0 is the fraction of free active sites on the catalytic surface, while σi is the fraction of
active sites occupied by adsorbed “i” molecules. The “rate determining step” should be the
surface reaction between chemisorbed ethanol and a catalyst void site to form adsorbed
acetaldehyde. For the second reaction the following mechanism was suggested:

C2H5OH + σ0 � σEtOH (12)

CH3CHO + σ0 � σAcH (13)

σEtOH + σAcH � σEA + σH2 rate determining step (14)

σEA � σ0 + CH3COOCH2CH3 (15)

σH2 � σ0 + H2 (16)
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In this case, the rate determining step would be the reaction between adsorbed ethanol
and adsorbed acetaldehyde. Based on the postulated reaction mechanisms, it is possible to
write the following kinetic law expressions:

r1 =
k1PEtOH

(
1 − 1

Ke1

PAcH PH2
PEtOH

)
(1 + bEtOH PEtOH + bAcH PAcH + bH PH + bEAPEA)

2 (17)

r2 =
k2PEtOH PAcH

(
1 − 1

Ke2

PEAPH2
PEtOH PAcH

)
(1 + bEtOH PEtOH + bAcH PAcH + bH PH + bEAPEA)

2 (18)

r3 = k3P2
AcH (19)

The reactions of acetaldehyde to other undesired products are normally reactions of
acetaldehyde condensation as deeply investigated by Inui et al. [7] and Colley et al. [8];
many different undesired products could be obtained in the worst operative conditions as
in the following scheme (Scheme 1):

 
Scheme 1. Pathways of by-products formation from acetaldehyde condensation.

To avoid the formation of acetaldehyde condensation by-products it is clearly impera-
tive to keep the acetaldehyde concentration in the system low and to achieve this result the
catalyst selectivity becomes of paramount importance. In contrasty, no-one observed an
acetaldehyde decomposition reaction to CO by using copper-copper chromite catalysts.

In the kinetic approach followed by Carotenuto et al. [28], the reaction of acetaldehyde
to other undesired side products was simplified to a pseudo-second-order reaction because
it was characterized by a very low conversion. The best fitting parameters obtained
by interpreting all the experimental runs performed are summarized in Table 1. The
kinetic parameters reported in Table 1 seem reliable because the activation energies and
the adsorption constants are reasonable values compatible with the postulated reaction
mechanism. The very low value of k3 and the negligible value of the corresponding
activation energy is justified by: (i) the approximation introduced by arbitrarily assuming a
pseudo-second order rate law; (ii) the fact that reaction (7) is not a single reaction but is
an assembly of different reactions exclusively consuming acetaldehyde; (iii) the very low
amount of by-products that determines high analytical errors.
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Table 1. Optimized kinetic parameters obtained for a commercial copper-copper chromite catalyst,
from [28], reported with the permission of Elsevier.

Kinetic Constants Activation Energy (kJ/mol)

k1-493K 97.1 ± 6.8(mol/(gcat·h·atm)) 151.67 ± 18.20
k2-493K 0.089 ± 9.8 × 10−3 (mol/(gcat·h·atm2)) 54.18 ± 2.72
k3-493K 0.0011 ± 7.8 × 10−4 (mol/(gcat·h·atm2)) 6.69 × 10−4 ± 7.53 × 10−5

Adsorption parameters (atm−1) Adsorption Enthalpy (kJ/mol)

bEtOH-493K 10.4 ± 0.83 −106.82 ± 10.67
bAcH-493K 98.4 ± 12.79 −29.37 ± 1.46
bEA-493K 41.2 ± 4.94 −58.20 ± 0.59
bH-493K 2.5 × 10−4 ± 3.5 × 10−5 −55.81 ± 6.15

This reaction system is singular because, looking at the reaction scheme, we can
observe that ethanol transformation to ethyl acetate passes through the formation of
acetaldehyde, an endothermic reaction (ΔH ≈ 71 kJ/mol), while the successive reaction
is moderately exothermic (ΔH ≈ −40 kJ/mol). This means that using a tubular reactor it
is opportune to separate it in different stages (at least 2) differently heated if the system
should be maintained approximately isotherm. In the first part it is necessary to furnish
heat, whilst in the second one the cooling of the reactor is required. On the other hand,
if a unique adiabatic reactor is adopted and a hot reagents stream (e.g., 508 K) is fed, it
is possible to observe initially a decrease in the temperature followed by a progressive
moderate increase. For an isothermal tubular reactor, the following system of differential
equations must be simultaneously solved:

dFEtOH
dZ

= −Wcat(r1 + r2) (20)

dFAcH
dZ

= Wcat(r1 − r2 − 2r3) (21)

dFAcOEt
dZ

= Wcatr2 (22)

dFH2

dZ
= Wcat(r1 + r2) (23)

where Fi is the molar flow rate of component i, Z = L/Lbed is the dimensionless reactor
length, Wcat is the loaded catalyst weight and rj are the rates of the j-reactions referred to
the unit of catalyst weight. Figure 1 shows the conversion of ethanol and selectivities to
respectively ethyl acetate and acetaldehyde as a function of the contact time W/F (g·h/mol),
at 493 K and 20 atm, calculated with the described kinetic model and related parameters.

A similar kinetic approach has been published by Men’shchikov et al. [41], who
interpreted runs performed on a catalyst composed of copper-zinc-chromium supported
on alumina (CuO-ZnO-Cr2O3-Al2O3) in the temperature range 503–563 K and pressure of
10–20 atm. The runs were carried out in a continuous fixed-bed reactor and interpreted with
a Langmuir–Hinshelwood kinetic model. The conversion to ethyl acetate changed with the
temperature from 10 to 47%, acetaldehyde was produced in a small amount from 0.7 to 3%,
while increasing the temperature greatly increased the presence of other by-products from
0.3% to 7%. Optimal kinetic parameters of the model were determined and interpreted for
all the kinetic runs showing an error of ±20%. Starting from similar results, it would be
possible to do a scale-up and formulate the best arrangement of the plant equipped with a
conventional reactor for producing hydrogen and ethyl acetate.
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Figure 1. Kinetic behavior of copper-copper-chromite catalyst. Ethanol conversion and selectivities
to respectively ethyl acetate and acetaldehyde, for different contact times at 493 K and 20 atm. Curves
have been obtained by solving the system of differential Equations (10)–(13) with the parameters of
Table 1.

2.4. Laboratory and Pilot Chemical Plants

The ethanol dehydrogenation kinetic data, related to the previous section, have been
collected in a laboratory chemical plant, as schematized in Figure 2 [42].

Figure 2. A1—Ethanol tank; A2—HPLC pump; A3, A5—Check valves; A4—relief valve; A6—Flow
mass controller, A7—Cylinder containing a mixture of hydrogen 5% and nitrogen; A8—pre-heater
to vaporize ethanol; A9—Stainless steel packed bed tubular reactor. A10—Back pressure regulator;
A11—Heat exchanger; A13, A14—Product tanks raising; A12/A15—Liquid nitrogen dewars;
S1/S2/S5—Temperature probes; S3/S4—Pressure transducers. The reactor A9 was heated by two
independently thermoregulated heaters.

Recently, Semenov et al. [10] published a work describing the performance of a pilot
plant working with a Cu-ZnO catalyst. A scheme of the employed pilot plant, containing
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0.5 L of catalyst, is shown in Figure 3. The authors worked in a temperature range of
503–573 K and 1–20 atm. The best obtained results were 63% of ethanol conversion per pass
and 94% of selectivity to ethyl acetate, together with very small amounts of side products
such as butyl alcohol, butyl acetate, and ethyl butyrate. Moreover, the catalyst remained
stable during all the time investigated in a long-term test (1250 h on stream).

Figure 3. Scheme of a pilot plant, containing 0.5 L of catalyst, used by Semenov et al. to ver-
ify catalyst stability in runs prolonged for 1250 h. (1) Raw material container; (2) Dosing pump;
(3) Tubular fixed bed reactor; (4) Heating furnace; (5) Pressure gauge; (6) Movable thermocouple;
(7) Temperature reading; (8) and (9) Temperature regulation system; (10) Ethyl acetate, ethanol
condenser; (11)–(13) Hydrogen flow measurement; (15) Container to collect liquid produced;
(16) Hydrogen bottle; (17) Pressure reducer; (18) valve.

However, considering the change of enthalpy passing from the dehydrogenation of ac-
etaldehyde (endothermic) to the successive reaction of ethyl acetate formation (exothermic)
it would be opportune, as before mentioned, to consider the reactor subdivided into two or
three zones differently heated, as in the scheme of Figure 4.

2.5. Scale-Up: Scheme of the Industrial Plant and Most Opportune Operative Conditions

As mentioned before, an industrial process has been realized and commercialized by
Davy Company in South Africa some years ago. The catalyst used by Davy for the ethanol
dehydrogenation was a commercial copper chromite catalyst. A simplified scheme of their
proposed plant is the one reported in Figure 5 taken from their private communication [43].

The step of selective hydrogenation is related to the hydrogenation of by-products of
acetaldehyde condensation such as methyl ethyl ketone and butyraldehyde to obtain the
corresponding alcohols that are easier to separate from ethyl acetate. Catalysts employed
for this hydrogenation step were supported ruthenium or nickel. The molar conversion-per-
passage of ethanol dehydrogenation was kept at 30–40% and selectivity to ethyl acetate was
90–96%. The relatively low selectivity to ethyl acetate justified the necessity of a supplemen-
tary hydrogenation step for an easier separation of the by-products. The dehydrogenation
catalyst was pre-activated at 473–493 K in a stream containing 5% of hydrogen in nitrogen.
The activated catalyst was then used at about 14 atm of pressure and 493–518 K of the
temperature range. More recently, Eurochem Engineering has studied the same reaction
and proposed the following simplified scheme for an industrial plant [24,42] (see Figure 6).
An ethanol conversion per passage of 50–60% can normally be adopted and 5% of hydrogen
is recycled acting as carrier gas and catalyst stabilizer. At least two distillation columns
are needed to break the ethanol-ethyl acetate azeotrope and the purge is opportune to
avoid side-products accumulation. The process scheme is simplified with respect to the one
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proposed by Davy because the copper-copper chromite catalyst employed by Eurochem
Engineering was more selective and the amount of produced by-products was lower, thus
not requiring their following hydrogenation and separation from the recycle stream. As
before mentioned, this reaction system is singular because, looking at the reaction scheme,
we can observe that ethanol transformation to ethyl acetate passes through the formation of
acetaldehyde and this is an endothermic reaction (ΔH ≈ 71 kJ/mol), while the succeeding
reaction is moderately exothermic (ΔH ≈ −40 kJ/mol). This means that the operation on
both laboratory or pilot scale can be conducted in two ways: by using an approximately
isotherm jacketed tubular reactor or by dividing the tubular reactor into two/three stages
differently heated if the system should be maintained approximately isotherm.

Figure 4. An example of the pilot plant suggested by the authors.

Figure 5. Simplified scheme of the DAVY process for ethanol dehydrogenation [43].

At the industrial scale level, it is opportune to operate with three or four adiabatic
reactors in sequence with a heat exchanger between a reactor and the successive stages
to repristinate the desired reaction temperature. A preliminary estimation [42], based on
the previously described copper chromite catalyst and related kinetic model, has been
made using ChemCad software by simulating a complete industrial plant producing
21 tons/h of ethyl acetate and 1 ton/h of hydrogen. The overall process was divided into
four different sections:

Section (1) was devoted to fresh ethanol purification and recycling. In this section,
ethanol was dehydrated because water is dangerous for the catalyst. Dehydration was
realized by distillation in the presence of ethylene glycol as an entrainer.
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Section (2) Catalytic reactors. Dehydrated ethanol is heated, vaporized, and pressur-
ized before entering the reactors. Four adiabatic reactors, each of 10 m3, were considered in
sequence with inter-bed heating to compensate for the endothermicity of the reaction. The
inlet temperature was 493 K for the first two reactors and 503 K for the other two.

Section (3) Hydrogen separation through two flash units. 5% of hydrogen is recycled
acting as carrier gas and catalyst stabilizer.

Section (4) Separation of ethyl acetate from unreacted ethanol + by-products. To
break the azeotrope ethanol-ethyl acetate a pressure swing distillation system has been
considered by varying the pressure from 20 atm (the reaction pressure) to 1 atm. The
separation scheme consists of a first distillation column working at 20 atm in which on the
overhead the azeotrope ethyl acetate-ethanol was separated from pure ethyl acetate. The
azeotropic mixture was then depressurized to 1 atm and fed to a second distillation column
for further separation. Alternatively, the separation can be made by azeotropic distillation
by using an effective agent such as ethyl ether, methyl formate, or cyclohexane [44] or some
ionic liquids as entrainers [45].

Figure 6. Simplified scheme of the Eurochem process for ethanol dehydrogenation. Employed
catalyst CuCrO4/CuO/Cu/BaCrO4/Al2O3 [42].

2.6. Techno-Economic Analysis of the Process

A techno-economic analysis of this dehydrogenation process has recently been made
by Khanhaeng et al. [16] with the scope of determining the cost of hydrogen produced
through the steam reforming of ethanol and the ethanol dehydrogenation to acetaldehyde.
The comparison has been performed by using Aspen PLUS V10. The hydrogen produced
would be used for the synthesis of methanol by reacting hydrogen with CO2. This com-
parison is not useful for our purpose, but the cost estimation for ethanol dehydrogenation
could be a useful reference for this study. The scheme of the industrial process considered
by the authors is shown in Figure 7.

The kinetics published by Carotenuto et al. [28] have been used by Khanhaeng et al.
for the calculations related to ethanol dehydrogenation. As reported in Figure 7, ethanol
preheated at 493 K was pumped to 20 atm (E-200) by using high-pressure steam before
entering in the fixed bed reactor (R-200). The conditions inside the reactor were maintained
at 20 atm and 513 K. The reaction mixture (unreacted ethanol, ethyl acetate, and hydrogen)
was cooled (E-202) at 308 K by cooling water. Unreacted ethanol and ethyl acetate were
separated from hydrogen in a flash vessel (V-200). The hydrogen collected had a purity of
98.87%. The mixture of unreacted ethanol-ethyl acetate collected from the bottom stage
was separated by extractive distillation using dimethylsulfoxide (DMSO) as suggested
by Zhang et al. [46]. The extractive distillation occurred in a distillation column with
48 theoretical trays (T-200). 99.64% of ethyl acetate was separated with a purity of 99.5%.
Then, the mixture of ethanol–DMSO was separated in a simple distillation column with
10 theoretical trays and the unreacted ethanol was then recycled. The authors evalu-
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ated the overall cost of the process consisting of Fixed Capital Investment + Cost of
Manufacturing. The Fixed Capital Investment for a plant producing 1665 tons/year of
hydrogen was estimated to be 4,784,141 USD, while the Cost of Manufacturing was cal-
culated to be 6,919,315 USD/year. This cost also includes the value of the employed
raw materials (ethanol 3,192,398 USD/year and DMSO 1924 USD/year) that must be
calculated just for undergoing the first LOHC cycle, while, after the successive LOHC
cycles the same ethanol is reused. Hence the effective cost of manufacturing would be:
6,919,315 − 3,192,398 − 1924 = 3,724,993 USD/year corresponding to a cost of 2237 USD/ton
of hydrogen produced. The cost must be increased by considering the Fixed Capital Invest-
ment + Cost of Raw Materials for the start-up: 4,784,141 + 3,192,398 +1924 = 7,978,463 USD.
If these expenses are amortized in 10 years we have a charge of 794,846 USD/year which
is 479 USD/ton of hydrogen produced. Therefore, the estimation of the hydrogen cost
will be 2237 + 479 = 2716 USD/ton of hydrogen produced. This means a cost of energy of
about 0.0684 USD/kWh. However, we must point out that some energy must be supplied
to the system for sustaining: (i) ethanol heating from room temperature to the reaction
temperature, including the ethanol vaporization heat; (ii) the heat necessary for supplying
the heat of the endothermic reaction; (iii) the energy necessary for the separations; (iv) the
energy for ethanol recycle. This energy can be supplied by burning the purge that mainly
contains ethanol with small amounts of acetaldehyde and very small amounts of other
organic by-products. In this case, a moderate excess of ethanol must be employed in the
process. An alternative could be the use of waste heat where available.

 
Figure 7. Scheme of an industrial plant of ethanol dehydrogenation to ethyl acetate. Plant capacity
was calibrated for producing 1665 tons/year of hydrogen with an ethanol feed of 38,700 tons/year.
Re-elaborated from [16] and reported with the permission of Elsevier.

The different described behaviors suggest that there is a large margin for improvement
in defining the best operative modality either increasing the catalyst activity or improving
the operative conduct. We can now summarize some of the advantages of this process:

• Only ethanol is required as feedstock. Then, if ethanol derives from a biological source
the process is based on a renewable resource.

• No problems of corrosion are envisaged during the plant operation. This allows
using lower grades of material in the equipment fabrication and the plant costs are
therefore reduced.

• Pure hydrogen is obtained exempt from CO and CO2 and is therefore directly usable
in fuel cells.

• High purity of the product ethyl acetate (>99%), which can be directly sent to the
second hydrogen reloading step without significant action.

In conclusion, starting from the described kinetic models, adapted to any newly
developed catalyst, a more detailed process design can be obtained using ChemCAD or
ASPEN. By imposing the desired productivity, a process optimization study can be realized
with the aim of reducing the cost of plant realization and the cost of hydrogen production.
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2.7. Process Intensification and Adoption of Membrane Reactors

An attempt to introduce process intensification has recently been made by the Startup
Co. Greenyung [47–52], which published different patents proposing an innovative ethanol
dehydrogenation process performed in a reactive distillation column, according to the
following scheme (Figure 8).

Figure 8. Simplified scheme of the Greenyung Process.

In this case, ethanol is fed in a reactive distillation column, in which a dehydrogenation
zone is present where the main reactions occur together with the associated side reactions.
The employed catalyst was a physical mixture of CuO/Al2O3 and ZnO/Al2O3. Two
streams exit from the reactor: (i) the produced hydrogen, which exits from the top of the
column; (ii) the by-products, which are then hydrogenated because some side products are
hard to separate from ethyl acetate. This means that the catalyst employed by Greenyung
was not selective enough, but more details about this process and some data on costs
are reported in a report of the Pennsylvania University available online [53] and on the
published patents [47–52]. However, the idea of process intensification combining the
dehydrogenation reaction with the hydrogen separation can be considered as a profitable
opportunity. Another very promising possibility is the adoption of a membrane reactor
as can be argued from the published literature [54–59]. The introduction of a membrane
reactor allows the shifting of the equilibria of reactions (3) and (4) to the right by subtracting
hydrogen from the chemical environment, so increasing the ethanol conversion at lower
temperatures, without any loss in selectivity. Moreover, the use of a membrane reactor
greatly simplifies the subsequent separation process that in this case occurs contemporar-
ily with the reaction [13]. The dehydrogenation reaction of ethanol to acetaldehyde in
membrane reactors has been studied by many authors [54–57] using particularly Pd and
Pd-Ag membranes. More specifically the technology has been applied also to the ethanol
dehydrogenation to ethyl acetate [58,59] using Pd, Pd-Ag and Pd-Zn membranes. As the
dehydrogenation of ethanol to acetaldehyde is much faster than the ethanol-acetaldehyde
coupling reaction, the residence time must be opportunely regulated to obtain the desired
product. Moreover, in the presence of an opportune membrane, generated hydrogen can
be selectively separated in situ from the reaction mixture and the reaction can be driven
to completion. Moreover, reaction and hydrogen separation steps occur inside the same
reactor, thus avoiding a further separation unit.
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3. Ethyl Acetate Hydrogenation

3.1. Thermodynamics of the Occurring Reactions

Ethyl acetate hydrogenation is the reverse reaction of ethanol dehydrogenation. There-
fore, we can write for the overall reaction:

CH3COOC2H5 + 2H2 � 2C2H5OH (24)

ΔH◦
500 K = −33.64 kJ/mol; ΔG◦

500 K = 6.44 kJ/mol Kp-500 = 0.21
This reaction very probably occurs in two steps that are:

(1) CH3COOCH2CH3 + H2 � CH3CHO + CH3CH2OH (25)

ΔH◦
500 K = 37.66 kJ/mol; ΔG◦

500 K = 17.03 kJ/mol

(2) CH3CHO + H2 � CH3CH2OH (26)

ΔH◦
500 K = −71.30 kJ/mol; ΔG◦

500 K = −10.59 kJ/mol
We have then Kp1-500 = 0.0166 and Kp2-500 = 12.76.
Calculations have been made on thermodynamic data reported by Stull et al. [36].

3.2. Catalysts Normally Employed for Promoting the Ethyl Acetate Hydrogenation Reaction

The interest in ethyl acetate hydrogenation to ethanol is due to the possibility to use
ethanol as an alternative fuel and many papers have been published on the subject. Ad-
kins and Folker [60] firstly described the reaction of esters hydrogenation promoted by a
copper-chromium catalyst, being copper with chromium additive often used for fatty esters
hydrogenation [61]. In fact, copper catalysts are highly active for C=O bond hydrogenation
but much less active for C-C bond cleavage and this explains the choice of copper-based
catalysts for ester hydrogenation. More recently, as chromium poses environmental prob-
lems, research is focused on the development of chromium-free catalysts. For this purpose,
the addition to copper of other metal oxides, such as ZrO2, Fe2O3, or ZnO, has been investi-
gated with the aim of promoting the activity of copper in the hydrogenation of esters to
alcohols [62–66]. These works are of great interest for the LOHC process because very active
catalysts in the hydrogenation of esters are probably also active in the reverse reaction
of alcohol dehydrogenation. However, the hydrogenation of ethyl acetate to ethanol has
received poor attention in the past and according to the few published works before 2014 a
conversion of 40% of ethyl acetate with an ethanol selectivity of 80% has been reported [32].
In this article, a bimetallic Cu-Zn/SiO2 catalyst has been employed. The catalyst was ob-
tained by calcination of the synthesized compound CuZn(OH)4(H2SiO3).2.4H2O at 473 K in
air followed by a reduction step with hydrogen at 573 K. The Cu/Zn molar ratio of 1:1 was
the optimal one leading to ethyl acetate conversion of 82% and ethanol selectivity of 94%.
In another work [31], a Zn-promoted Cu-Al2O3 catalyst has been positively tested in a fixed
bed reactor carried out at 523 K and 20 atm. The catalyst was prepared by impregnating
alumina with a mixture of copper nitrate and zinc nitrate in a solution by incipient wetness.
By opportunely regulating calcination and reduction conditions the best results were ethyl
acetate conversion of 71.5% and ethanol selectivity of 95%. An activity test was prolonged
for 90 h without any apparent catalyst deactivation. Interesting results have been obtained
also by Di et al. [30] by using two different synthesized Cu/SiO2 catalysts. In the first case,
an acidic copper nitrate solution was added to a basic sodium silicate solution obtaining
a precipitate that was then calcined and reduced, thus providing the Cu/SiO2 catalyst.
The other one was prepared by using the urea hydrolysis deposition-precipitation method.
Catalytic runs were performed in a fixed bed reactor operating in the temperature range of
483–553 K at 30 atm using 1 g of catalyst and a LHSV = 1.24 h−1. The reactor was fed with
a molar ratio H2/EA = 29. The best data obtained were 99.7% of ethyl acetate conversion
and 99.07% of selectivity to ethanol. These data seem to be optimistic, probably because
of the high H2/EA ratio. Good results have been obtained by Huang et al. [67] by using a
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Cu/SiO2 catalyst for hydrogenating methyl acetate to methanol + ethanol, obtaining a con-
version of 94% and a selectivity of 94%. The catalyst was prepared by the precipitation-gel
method by reacting copper nitrate with NaOH and then supporting the gel on silica. On
the other hand, Lu et al. [33] prepared by coprecipitation and tested three different catalysts
of the type Cu/ZnO/MOx, where MOx could be the supports SiO2, Al2O3, and ZrO2. The
best catalyst results were from Cu/ZnO/Al2O3 that, in a fixed bed reactor (filled with 3 g
of catalyst) kept at 553 K and 20 atm, gave a conversion of 80% with a selectivity of 95%.
A value of the activation energy equal to 115 kJ/mol was estimated for this catalyst. This
work can be reinterpreted for a kinetic approach to this reaction. A confirmation of the
good performances of the CuZn-SiO2 catalyst has been furnished by Zhao et al. [68] who
studied the hydrogenation of methyl acetate on the same catalyst. In conclusion, a catalyst
active in the hydrogenation of ethyl acetate and probably also in the reverse reaction of
ethanol dehydrogenation is a copper-based catalyst with copper extremely dispersed and
hindered from sintering by the presence of other oxides. In this regard, the role of zinc as a
promoter seems very important, while the support cannot be acidic to avoid the formation
of by-products from the reactions of acetaldehyde condensation.

3.3. Ethyl Acetate Hydrogenation, Kinetic Methodology in Conventional Reactors

Very few papers have considered the kinetics of the ethyl acetate hydrogenation to
ethanol on copper-based catalysts [69,70]. The first one determined the intrinsic kinet-
ics of ethyl acetate hydrogenolysis to ethanol over a Cu-Zn/Al2O3 catalyst operating
in a tubular reactor in the temperature range of 453–503 K, pressure 10–15 atm, LHSV
0.7–1.9 h−1 and molar ratio H2/EA = 20–50. A power law kinetic model was applied for
interpreting the experimental data and the optimal kinetic parameters were determined
by mathematical regression. The second paper studied the kinetic behavior in the ethyl
acetate hydrogenation promoted by a Cu/ZrO2 catalyst prepared by coprecipitation from
copper nitrate and zirconium oxynitrate with NaOH as precipitating agent. The kinetics of
hydrogenation were studied at atmospheric pressure in the temperature range 293–513 K.
The hydrogenation reaction was followed by gradually increasing the temperature from
293 to 513 K, stopping the temperature level for a determined time for evaluating conver-
sion and yield at intermediate temperatures. The conversion varied therefore from 8 to
45%. The first ethyl acetate hydrogenation reaction was always far from the equilibrium,
while acetaldehyde quickly reached the thermodynamic equilibrium. As a matter of fact,
acetaldehyde hydrogenation is 6000 times more active than ethyl acetate hydrogenation.
Data was collected on conversion as a function of the residence time, and hydrogenation
rates as a function of the ratio H2/ester at different temperatures. The authors assumed
the reaction mechanism suggested by Natal Santiago et al. [71], which is characterized by
dissociative adsorption of ethyl acetate yielding acyl and alkoxy species:

CH3COOCH2CH3 + 2∗ → CH3CO ∗+CH3CH2O∗ (27)

The alkoxy fragment is rapidly hydrogenated to ethanol, whilst the acyl fragment
is less reactive and, more slowly, can be partially hydrogenated to acetaldehyde or fully
hydrogenated to ethanol. A moderate deactivation was observed due to coke deposition
occurring at higher temperatures. This phenomenon is hindered by operating in the
presence of an excess of hydrogen. A kinetic model is mentioned in the work by using, for
the overall reaction, a power law kinetic expression. Reaction order results were 0.1–0.3 for
hydrogen and −0.4 to 0.1 for ethyl acetate; the apparent activation energy was 74 kJ/mol.

An example of a laboratory-scale plant (Figure 9) is reported by the already cited
Zhu et al. [31].
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Figure 9. Fixed-bed reaction system. 1—H2; 2—N2; 3—Reducing valve; 4—Valve; 5—Mass
flow meter; 6—Three way valve; 7—Pressure gauge; 8—Reactor; 9—Heater; 10—Thermocouple;
11—Temperature controller; 12—Condenser; 13—Gas-liquid separator; 14—Back pressure valve;
15—Gas washing bottle; 16—Micro syringe pump; 17—Raw materials. See ref. [31]. Reported with
the permission of Elsevier.

Another example is the one reported by Jiang et al. (see Figure 10) [69].

Figure 10. 1—Ethyl acetate reservoir; 2—Hydrogen bottle; 3—Pump; 4—Pressure gauge;
5—Valves; 6—Pressure reducer; 7—Non-return valve; 8—Tubular reactor; 9—Heating furnace;
10–11—Thermocouples and thermoregulators; 12—Liquid condenser; 13—Liquid product container;
14—Valve; 15,16—Valves; 17—Gas Chromatograph;18—Hydrogen to the vent. See Ref. [69].

Based on these data, it could be possible to elaborate a simplified scheme for the
corresponding industrial plant.

3.4. The Industrial Ethanol-Ethylacetate LOHC Process

A work published very recently by Mevawala et al. [35] has specifically been devoted
to the possibility of using the ethanol-ethyl acetate system as a LOHC by examining three
different aspects: the thermodynamics of the chemical reaction, the energy balance of
the process and the assessment of greenhouse gas emission. This work confirmed that
the energy demand for dehydrogenation is small, and the authors calculated an energy
efficiency of the system equal to 88%. The results obtained by the authors show that the
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ethanol-ethyl acetate system is very promising as a LOHC and is worth further study.
In particular, the same authors furnished a complete Block Flow Diagram developed in
Aspen Plus 10 of the ethanol-ethyl acetate LOHC process for a production of 500 kg/h
of hydrogen.

4. Ethanol as a Possible LOHC in Comparison with Other Candidate Molecules

“Green” electricity provided by renewable sources of energy such as photovoltaic
plants, wind turbines, hydroelectric plants, geothermal energy plants, and energy from
biomass can be used within an electrolysis process to produce gaseous hydrogen from
water. However, when the renewable sources of energy are in places where the energy
demand is low, it is opportune to store the excess of produced energy. This can be done by
producing hydrogen and storing it inside a LOHC through a hydrogenation reaction. The
hydrogenated molecule must allow long-term storage, must be suitable for long-distance
transport and must be ready, at the time of need, to unload hydrogen after the transport
and storage in a place where the energy demand is high. Many different LOHC substances
have been proposed until now such as: methylcyclohexane, 12H-N-ethylcarbazole, 18H
dibenzyl toluene, naphthalene and others. The use of a LOHC is based on a two steps
cycle: (i) loading hydrogen into the LOHC molecule through hydrogenation; (ii) recovering
hydrogen through dehydrogenation. Normally, hydrogenation is an exothermic process,
and the reaction heat can be used to keep the reaction pressure and temperature at the
desired level. In contrast, dehydrogenation is an endothermic process occurring at low
pressure and high temperatures. The hydrogen released by dehydrogenation requires,
therefore, heat from an appropriate heat source to drive the dehydrogenation process. This
occurs when LOHCs are molecules containing aromatic rings. The heat necessary during
dehydrogenation can be furnished by burning part of the hydrogen produced, so reducing
the efficiency of the overall process, or alternatively by building the plant near a waste heat
source. Let us consider, for this purpose, the LOHC system methylcyclohexane-toluene as
a reference for comparison [72]. The use of bioethanol as LOHC allows storing of 4.3% by
weight of hydrogen, which means storage of 34 kg of H2/m3 of ethanol or, alternatively,
1.35 kWh/L of ethanol. Bioethanol is a free-flowing liquid that has the advantage of being
non-toxic, renewable, biodegradable, and largely available as raw material at a lower and
lower cost. Bioethanol is, therefore, a good LOHC candidate for the application of green
energy storage according to the cycle of Figure 11.

Figure 11. Overview of coupling ethanol dehydrogenation and ethyl acetate hydrogenation of ethyl
acetate to ethanol with the scope of storing hydrogen inside the ethanol molecule and transporting it
to a place of final use.
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Ethyl acetate can also be considered a green product and, like ethanol, benign for both
the environment and human safety. To compare the cost of using ethanol as LOHC with
respect to other compounds, we can neglect the cost of transportation, this being similar for
all the liquid organic compounds; therefore, the comparison will be made on the cost of the
dehydrogenation-hydrogenation cyclic operations. Let us consider, for this purpose, one of
the most studied LOHCs, namely, methylcyclohexane (MCH). The MCH-toluene reaction
is promoted by catalysts of platinum or nickel supported on alumina, at 623–723 K, with a
yield between 50 and 92%. The highest hydrogen yield (95% at 593 K) was obtained on a
K-Pt/Al2O3 catalyst [15]. MCH has a hydrogen storage capacity of 6.11% by weight, which
means density storage of 47.5 kg of H2/m3.

Despite the advantage in the storage capacity of MCH with respect to ethanol, the
energy that must be consumed in the MCH dehydrogenation favors the use of ethanol. The
overall reaction enthalpy for the reaction has already been seen:

2C2H5OH � CH3COOC2H5 + 2H2 (28)

ΔH◦
500 K = 33.64 kJ/mol.

This value is much lower than that of MCH and the reaction temperature range,
between 493–543 K, is lower, too:

Methylcyclohexane � Toluene + 3H2 (29)

ΔH◦
500 K = 213.22 kJ/mol.

Moreover, the drawback of the higher endothermicity of the dehydrogenation of
MCH respect to that of ethanol is more evident considering the enthalpies calculated per
moles of produced hydrogen. In fact, although the dehydrogenation of ethanol leads
to the formation of two moles of hydrogen whilst three moles are produced from the
dehydrogenation of MCH, the enthalpy per mole of produced hydrogen is markedly lower
in the first case, being 16.82 kJ/mol instead of 71.11 kJ/mol, thus confirming that the
dehydrogenation reaction of MCH requires a higher amount of heat than that of ethanol.
The heat can be provided in several ways, e.g., from the combustion of compounds external
to the process or, more advantageously, from the combustion of a part of the produced
hydrogen. In fact, the enthalpy of hydrogen combustion is about 243 kJ/mol thus, being
comparable with the enthalpy of the MCH-toluene reaction (213.22 kJ/mol), about one
mole of hydrogen produced could be used to sustain the dehydrogenation reaction of MCH.
However, this strategy lowers the effective hydrogen storage to about 5%, which becomes
comparable with the level for ethanol. Hydrogen release from ethanol is achieved at lower
temperatures and with significantly less energy consumption. Moreover, hydrogenation,
in this case, is just moderately exothermic, while, for MCH we have a highly exothermic
reaction with problems of heat transfer. Besides, MCH dehydrogenation, considering its
high endothermicity, requires a more sophisticated reactor characterized by very high
heat exchange efficiency. An opposite situation characterizes the hydrogenation reaction
that being very exothermic requires a very efficient heat exchange system. This means
additional costs for the plant realization.

The mentioned advantages of ethanol as LOHC can be further implemented by in-
creasing the dehydrogenation reaction rate and the overall reaction yield. This can be done
by improving the catalyst performance and by employing membrane reactors. The catalyst
activity is strongly related to the specific surface area of dispersed copper while selectivity
and stability depend on the copper chemical environment. The improvement of catalyst
performance in terms of activity and selectivity is therefore of paramount importance for
the overall efficiency of the process.

As previously mentioned, the introduction of a membrane reactor allows the shifting
of the equilibrium to the right by subtracting hydrogen from the chemical environment, so
increasing the ethanol conversion at lower temperatures, without any loss in selectivity. The
introduction of a suitable membrane reactor requires a study oriented to the specific case
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to evaluate the best membrane to be used and the most opportune operative conditions.
On the other hand, many studies have been published on hydrogen separation for similar
purposes such as, for example, in the case of ethanol and methanol steam reforming [73,74].

5. Conclusions

The potential impact of the employment of ethanol as a hydrogen carrier through the
chemical cycle dehydrogenation-hydrogenation can be summarized in the following points:

(a) The realization of an innovative and simple system for hydrogen storage
and transportation.

(b) The use of inexpensive raw materials (bio-ethanol, ethyl acetate), which are abundant,
renewable, biodegradable, non-toxic, and not dangerous for the environment.

(c) The synthesis of more active and selective dehydrogenation-hydrogenation catalysts
and the development of techniques for their characterization and kinetic testing.

(d) The realization and modeling of membrane reactors for process intensification.
(e) Modeling of the overall cyclic system for different operative scales.

Significant progress in each of the mentioned points would render feasible and conve-
nient the process by overcoming all the disadvantages in the use of the system ethanol-ethyl
acetate as LOHC with respect to the more conventional systems.
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Abstract: Simulated moving bed (SMB) chromatography is a highly efficient adsorption-based
separation technology with various industrial applications. At present, its application has been
successfully extended to the biochemical and pharmaceutical industrial sectors. SMB possesses
the advantages of high product purity and yield, large feed treatment capacity, and simple process
control due to the continuous operation mode and the efficient separation mechanism, particularly
for difficult separation. Moreover, SMB performs well, particularly for multi-component separation
or complicated systems’ purification processes in which each component exhibits similar properties
and low resolution. With the development of the economy and technology, SMB technology needs
to be improved and optimized to enhance its performance and deal with more complex separation
tasks. This paper summarizes the typical variants or modifications of the SMB process through
three aspects: zone variant, gradient variant, and feed or operation variant. The corresponding
modification principles, operating modes, advantages, limitations, and practical application areas of
each variant were comprehensively investigated. Finally, the application prospect and development
direction were summarized, which could provide valuable recommendations and guidance for future
research in the SMB area.

Keywords: simulated moving bed; chromatographic separation; variants; three-zone SMB;
operation mode

1. Introduction

The simulated moving bed (SMB) concept was proposed by Broughton et al. of UOP in
1961 for the separation of xylene isomers in the petrochemical field. It was then gradually
applied to the sugar industry and chiral drug resolution areas [1–4]. The typical SMB
system is developed based on the True Moving Bed (TMB), which involves several fixed-
bed chromatographic columns. It divides into four zones by four inlet and outlet ports
(feed, raffinate, desorbent, and extract). Different from the TMB process, the counter-current
movement of the solid phase towards the fluid phase (as shown in Figure 1) is achieved
by the simultaneous synchronous switch of four streams [5–14]. Therefore, the problems
associated with the movement of the solid phase can be solved, such as particle attrition,
bed voidage variation, unstable flow rate, and bed expansion.

An illustration of the SMB process is shown in Figure 2. The feed stream containing
both strongly adsorbed (heavy) and weakly adsorbed (light) components enters the system
between zones II and III. With the column switching, the heavy component moves backward
into zone II with the solid phase, while the light component is desorbed by the eluent
and moves forward into zone III with the liquid phase, thus achieving the separation
purpose. Therefore, the II and III zones are normally called the separation zone, where the
operating conditions are set such that the two components move counter currently. After
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that, the heavy component is desorbed from the solid phase in zone I, which makes the
solid phase regenerate, so zone I is also called the solid phase regeneration zone, while the
light component is adsorbed in zone IV, which regenerates the liquid phase, so zone IV
is the liquid phase regeneration zone [15–17]. For efficient operation, the solid and liquid
phase regeneration zones are typically operated in co-current mode by setting the operating
parameters appropriately.

Figure 1. Schematic diagram of counter-current movement.

Figure 2. Schematic diagram of Simulated Moving Bed.

SMB technology has its specific advantages for binary systems and complicated sys-
tems whose components have similar properties and as such are difficult to separate by
traditional methods. In recent years, with the development of the economy and the progress
of science and technology, the industrial requirements for energy consumption, solvent
consumption, separation efficiency, product specifications, and flexibility of process con-
trol become higher and more stringent. As a result, some new SMB modes have been
successively proposed. For example, the Varicol system based on the non-synchronous
switching of inlet/outlet ports proposed by Ludemann-Hombourger improves the per-
formance of SMB within a cycle, making the operation more flexible and the requirement
for the number of columns significantly reduced [18,19]. The SMB process with internal
flow rate changes realizes the redistribution of each component through the change of
flow rate. This technology can save solvent consumption, but the process control becomes
complicated [20]. Gradient SMB systems include the introduction of concentration, tem-
perature, and pressure gradient. The introduction of a gradient condition can realize the
reallocation of each composition, improve the efficiency of separation, and reduce the
solvent consumption; however, the implementation process is complicated, with a need
to ensure the synchronicity of the switch and the gradient change [21–23]. In addition,
the sequential simulated moving bed (SSMB) developed in recent years [24] divides a
switching of the traditional SMB process into three steps, and each step presents a different
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operation mode. SSMB has shown excellent performance and great potential in terms of
separation effect, process control, energy consumption and solvent consumption.

After years of research and development, diverse SMB-based variants have emerged
with different operating modes and application areas [25,26]. This paper mainly focuses
on an investigation of SMB variants and divides these into zone variant, gradient variant
and feed or operation variant. The framework structure of this review is shown in Figure 3.
According to the literature review and analysis, a detailed introduction and comparison
were completed, and the separation mechanism, switching modes, advantages and dis-
advantages and applications of each SMB variant were summarized. Finally, this work
can provide practical suggestions and references for SMB research works and industrial
applications (intended for both the expert and novice), meanwhile putting forward the
application prospect and future development direction.

Figure 3. The framework structure of review.

2. Zone Variant

As the conventional four-zone SMB technology is relatively mature, researchers at-
tempted to change the zone partition or structure to make the equipment simpler, mean-
while improving the separation performance (purity, productivity, etc.) or reducing operat-
ing costs [27–29]. The so-called zone variant is to reduce non-essential functional zones to
combine or delete one or several areas of the four-zone SMB. Usually, the separation zones
(zone II and zone III) are retained, and zone I (solid phase regeneration zone) or zone IV
(liquid phase regeneration zone) are modified. However, the reduction of the regeneration
zone means that the solid and liquid phases cannot be adequately regenerated and recycled,
leading to problems such as increased desorbent consumption [30–33]. In the following
sections, zone variant will be investigated from four aspects: one-column SMB, two-zone
SMB, three-zone SMB and bypass SMB; furthermore, their advantages, disadvantages, and
applications are analyzed, respectively.

2.1. One-Column SMB

One-column SMB was firstly developed by Wankat et al. [34,35] as a one-column
chromatography with multiple tanks like a four-zone SMB cycle. As shown in Figure 4,
the main principle is a four-step cycle. In the first step, the feed stream and the solution
in tank 2 are fed into the column, the less retained component (raffinate) is collected at
the output port, and meanwhile tank 1 is filled. In the second step, tank 1 is fed into the
column and tank 4 is filled. Then, in the third step, fresh desorbent and the solution of
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tank 4 enter into the column, while the more retained component (extract) is collected and
tank 3 is filled. In the final step, tank 3 and tank 2 work in the same way.

Figure 4. Schematic diagram of one-column SMB.

At present, there are few studies on this kind of SMB variant, and the one-column
system exhibits obvious advantages and disadvantages. Specifically, it is cheap and flexible,
and has the advantage if frequent desorbent changes are required. However, there is also a
clear disadvantage that, due to the use of storage tanks, there is a mixing process during
the whole operation and switching processes, which reduces the separation efficiency.

2.2. Two-Zone SMB

Two-zone SMB is proposed by Lee et al. [36]; its structure is shown in Figure 5. In this
system, only the separation zones (zones II and III of the conventional SMB) are reserved,
implying that the eluent will directly enter zone II, and the feed mixture will enter zone III.
In the nth switching, the second half of the light component will move towards the end of
zone III with the liquid phase and finally leave the column, while the heavy component
moves backward with the solid phase and remains in zone II. At the n + 1st switching, the
first column of the original zone II moves to the end of the zone III and becomes the last
column of the zone III, so that the heavy component previously retained in zone II enters
into zone III and leaves the column, while the first half of the adsorbed light component will
immediately flow out from the exit, so that the two components can be collected separately.

Figure 5. Schematic diagram of Two-zone SMB: (a) The end of the previous switch. (b) The beginning
of the next switch.

200



Processes 2023, 11, 508

Wankat et al. [37] designed another two-zone SMB using a two-step process, combining
zones I and II of the conventional SMB into a new zone I, and zones III and IV into a new
zone II. At first, the feed stream is introduced between zone I and zone II, while some
desorbent circulates from zone I to zone II, and the remaining desorbent is sent to the tank.
In the second step (no feed), the fresh desorbent and the desorbent in the tank are used
to produce the product. The raffinate and extract products are collected from zone I and
zone II, respectively. At the end of the second step, all the ports are switched and the whole
operation process is repeated.

In conclusion, the two-zone SMB has the advantage of low cost and is more economical
due to the isolation of two regeneration zones. In addition, relatively high purity can be
achieved from this simplified equipment. For example, in Lee’s work [36], compared
to the conventional SMB, the two-zone SMB improved the purity and recovery of the
fructose-rich product from 0.78% and 4.11% to 15.67% and 15.87%, respectively. As a
result, the separation cost was reduced due to the low material consumption and simple
column arrangement. Moreover, there still exist obvious disadvantages: (1) Although the
port switch of two-zone SMB is similar to that of conventional four-zone SMB, it cannot
achieve the countercurrent movement of the solid and liquid phases, so it is not available
for continuous operation. (2) The purity and recovery of the two-zone SMB is lower than
that of the four zone SMB, owing to the simplification. (3) The final purity cannot be easily
increased by increasing the number of columns in each zone.

2.3. Three-Zone SMB

The three-zone SMB is the most studied mode among these variants; the schematic
diagram is shown in Figure 6. In the typical three-step process, there is no desorbent cycle
loop so the liquid phase regeneration zone is isolated. The desorbent enters from the end
of zone III, and the binary mixture is fed between zones I and II. Finally, the heavy fraction
(extract) exits between zones II and III, and the light fraction (raffinate) exits from the front
end of zone I [38–41].

Figure 6. Standard three-zone SMB with three-step.

2.3.1. Three-Zone SMB without Zone IV

Wang et al. [42] designed an open-loop three-zone SMB in which zone IV is isolated.
Then, this system is applied for the separation of Eicosapentaenoic acid (EPA) and docosa-
hexaenoic acid (DHA) using a 1-1-2 column configuration, as shown in Figure 7. Zone I is
completely independent and is used for elution. Zone II and zone III work as purification
and adsorption sections, respectively. The mixture is separated in zone III, and the raffinate
product EPA is obtained at the outlet (R port). The fluid phase is withdrawn in zone II to
improve the separation of the components adsorbed in zone III. The eluent is withdrawn
in zone I, and the extract product DHA is collected at the outlet (E port) to realize the
regeneration of the column. Under the control of the automatic system, zones I to III move
continuously along the fluid phase direction for one column length at each switching time.
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The results showed that, in the 2-2-2 mode, the purity of both DHA and EPA reached 99%
and the recovery was close to or at 100%. The solvent consumption was 1.11 L/g, which
was significantly lower compared with 1.46 L/g in the 1-1-2 mode [42]. In consequence,
this kind of variant could improve both the separation performance and the economical
efficiency of SMB.

Figure 7. Schematic diagram of three-zone SMB (with 1-1-2 column distribution).

2.3.2. Three-Zone SMB without Zone I

Wei et al. [43] developed a three-zone SMB without zone I, which can simultaneously
achieve the high purity and low desorbent consumption. For instance, zone I is isolated,
and the desorbent directly enters zone II. During the switching time, due to the column
switching, the part of the solution that retains more components partially enters zone IV
and continues to move forward as the extract. The other part is at the first column in zone
II, as the raffinate, and is converted from a discontinuous to continuous liquid stream under
the action of the desorbent. The extractive residue and extractables were collected from
zone III and zone IV, respectively.

2.3.3. Port Variant

Lee et al. [44] proposed a new three-zone SMB system called three-port SMB (TT-SMB).
Actually, it is a combination of the above two three-zone operations. In the first step, the
extract port is closed, then the desorbent and feed solution are injected into the inlet of
zones I–IV and the feed node between zones II and III, respectively. When the extract port
is closed, the solution from zone III is the raffinate. In the second step, the raffinate port
is closed and the desorbent is supplied to the inlet of zone II. Since there is no raffinate
port, the stream from zones I to IV is the extract solution. The results showed that the
product purity was generally improved by 1–4%, the recovery was generally improved by
0.8–4.8%, and the productivity was increased by up to 13.8 g/L/h using TT-SMB compared
to conventional SMB.

2.3.4. Other Variants

Wankat et al. [39] put forward two ways to improve the operation of the three-zone
SMB, namely “partial withdrawal” and “partial feeding”. The “partial withdrawal” mode
is shown in Figure 8. In the first step, the obtained raffinate is recovered. In the second
step, the desorbent is recycled during the switching time. In the third step, the raffinate is
recovered and the cycle repeats. The “partial feed” mode is shown in Figure 9. Compared
to the other three-zone SMB, this system only has a pulse feed in the second step during
the switching time and no feed is introduced in the first and third steps. With the same
feeding method, the three-zone SMB improved the recovery by up to 8.87% and the purity
by up to 7.82% compared to the four-zone SMB.
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Figure 8. Schematic diagram of the three-zone SMB (“partial withdrawal” operation).

Figure 9. Schematic diagram of the three-zone SMB (“partial feed” operation).

In summary, compared to the conventional four-zone SMB, the separation perfor-
mance in areas such as purity, recovery and eluent consumption of the three-zone SMB
is inferior due to the open-loop structure and the diluted raffinate stream. However, this
zone modification has several advantages: (1) Adsorbent consumption and the required
equipment units such as valves and pumps are reduced. The productivity of the three-zone
SMB becomes higher due to the saved amount of adsorbent. (2) The operation of three-zone
SMB is relatively simple. (3) The productivity, desorbent efficiency, product purity and
recovery can be improved by introducing the partial feed or partial withdrawal operation,
which effectively overcome the drawbacks of the three-zone SMB.

2.3.5. Applications for Three-Zone SMB

The application of three-zone SMB in biological separation was investigated by
Keβler et al. [45] and Kim et al. [46,47]. Keβler et al. studied the separation of IgG/lysozyme
mixtures and the purification of dimeric BMP-2 from multicomponent mixtures by us-
ing the three-zone SMB with a concentration gradient. The results showed that solvent
consumption was significantly reduced, and productivity was improved compared to the
conventional SMB. In Kim’s work, guanine and cytosine were successfully isolated from
nucleotides with the three-zone SMB method. The final product purity of cytosine and
guanine were achieved at 95% and 90%, respectively. Another work of Kim et al. used
three-zone SMB to isolate immunoglobulin Y (IgY) from eggs, and the final IgY purity of
98% was obtained. The above research results show the excellent separation performance
and development potential of three-zone SMB for bio-separation.

The application of three-zone SMB in enantiomeric drug separation was investigated
by Cunha et al. [48] Two enantiomers (L-PZQ and D-PZQ) of praziquantel (PZQ) were
successfully isolated using three-zone SMB. At least one enantiomer with high purity and
productivity could be obtained. However, there are few research works focusing on the
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enantiomeric drug separation by using the three-zone SMB, indicating that the variant still
has a great research potential in this area.

Yao et al. [49], Pangpromphan et al. [50,51] and Nam et al. [52] investigated the appli-
cation of three-zone SMB in the food separation process. Yao et al. constructed the first
asynchronous three-zone SMB for the separation of vanillin and syringaldehyde. They
finally obtained relatively high product purity and effectively improved the feed flow rate.
Pangpromphan et al. successfully separated Alpha-Tocopherol and Gamma-Oryzanol in
rice bran oil using three-zone SMB. A mathematical model of adsorption kinetics was con-
structed and the corresponding operating conditions were optimized. Optimization results
showed that the final purity of both products was quite high. The above examples reveal
that three-zone SMB is a very effective technology for the separation of food ingredients,
and meanwhile possesses high product purity and great modification potential.

2.4. Bypass SMB

Rajendran et al. [53] reported a new operation mode based on conventional four-zone
SMB, as shown in Figure 10. The feed solution enters the system between zones II and III,
and the extract and raffinate are recovered between zones I and II and between zones III
and IV, respectively. After the separation and purification, the feed streams of the binary
mixture are bypassed to the extract and raffinate streams with a certain volume. In this
way, the desired product purity can be obtained by conjunctively purifying and mixing.

 
Figure 10. Schematic diagram of bypass SMB.

The advantages of bypass in SMB are high operating flexibility and good selectivity,
which makes it suitable for cases where the purity of the target product is not strictly
required. However, since this SMB mode is currently only targeted at producing spe-
cific products, its application range is narrow and the productivity is not significantly
improved compared to the conventional SMB. Therefore, there are few research works and
applications at present.

2.5. SMBs with More Than Four Zones

Generally, conventional four-zone SMBs only can handle the binary mixtures’ separa-
tion task. To separate multi-mixtures, more zones need to be added to break through the
limitations in terms of zone variants. The following is a brief description of the five-zone
SMB and the nine-zone SMB.

A five-zone SMB is a closed loop with multiple chromatographic columns in series,
generally equipped with two inlets (feed and desorbent ports) and three outlets (extrac-
tant 1, extractant 2, and extractive residue). The three inlets are assigned to low-affinity
substance A, medium-affinity substance B and high-affinity substance C. Usually, the inlet
is between zone III and zone IV, and low-affinity substance A is collected from the raffinate
port (between zone IV and zone V), while high-affinity substance C and medium-affinity
substance B are collected at the extract 1 port (between zone I and zone II) and extract 2 port
(between zone II and zone III), respectively. For example, Mun [54] and Xie et al. [55] have
successfully separated multiple components by designing and using a five-zone SMB with
high yields and purity. The nine-zone SMB can be regarded as a five-zone SMB in parallel
with the conventional four-zone SMB, and the whole system forms two closed loops with
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bypass stream. In Wooley et al.’s work [56], a nine-zone SMB was applied to extract two
sugars from the biohydrolysis product with a purity close to 100% and a recovery of 88%.

3. Gradient Variant

The performance of the conventional four-zone SMB could be optimized by adjusting
the adsorption behavior of each zone, which can be achieved by introducing a gradient
parameter to change the operating conditions, such as temperature or solvent composition.
Three kinds of gradient variants are frequently used: concentration gradient (or solvent
gradient), temperature gradient and pressure gradient. Among them, the concentration
gradient is most widely used and its operating conditions are relatively easier to achieve
and fewer restrictions exist. The latter two variants are applicable to specific fluid phases
and operating conditions.

3.1. Concentration Gradient

The separation in a conventional four-zone SMB is largely influenced by the adsorption
affinity (or isotherm parameters) of the two components. To improve the performance of
the SMB, the idea of distributing different isotherm parameters in different zones is applied
by introducing different solvent intensities in the desorbent and feed, which resulted in
different solvent intensities along the bed. Specifically, a concentration gradient is formed,
and the elution ability of zones I–IV is gradually decreased. The elution intensity in zone II
(between the extract port and the feed port) is greater than that in zone III (between the
feed port and the raffinate port). The solute can, therefore, move forward in zone II and
backward in zone III; thus, separation is achieved in these two zones. The solvent strength
is commonly controlled by the concentration of the organic modifier in the fluid phase.
The higher the concentration of the modifier, the lower the adsorption affinity (or isotherm
parameter). Therefore, the concentration of the modifier in the desorbent should usually be
set higher than the concentration in the feed material [57–60].

Wang et al. [60] used a concentration gradient SMB to separate paclitaxel and cephalos-
porin. The solvent composition, zone flow rate and switching time in the feed and desor-
bent were optimized using a non-dominated sequencing genetic algorithm with elite and
jump genes (NSGA-II-JG) and rate model simulations. Compared to conventional SMB,
optimal solvent gradient SMBs have substantially higher productivity and lower solvent
consumption. Meanwhile, gradient SMBs can further improve productivity by eliminating
limitations of flow rates in each zone.

Mun [61] applied the solvent gradient mode for the separation of phenylalanine and
tryptophan. The amino acid separation process of SG-SMB was optimized to maximize
the production efficiency under the constraints of pump capacity and purity. The inlet and
outlet flow rates, switching times and local distribution of liquid phase along the chromato-
graphic bed were optimized using genetic algorithms and rate model simulations. The
results showed that the yield was increased, the desorbent consumption was reduced and
the product concentration was increased compared to the conventional SMB. Specifically,
in this case, the productivity of amino acid was increased up to 110%, and meanwhile the
desorbent consumption was reduced up to 53%.

Compared to the conventional four-zone SMB, the concentration gradient SMB has
higher productivity and lower desorbent consumption and, meanwhile, relatively high
separation purity and efficiency could be obtained. Most operating designs employ an
open-loop structure; the eluent flows out from the end of zone IV and is no longer circulated
into zone I. However, in the concentration gradient mode, the mobile phase composition is
not constant, which leads to cyclic steady-state characteristics when the inlet and outlet
ports are switched periodically. Similarly, the internal adsorption equilibrium relationship
of the solute also shows cyclic steady-state variations, which will reduce the stability of the
system and thus make the process design more difficult.
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3.2. Temperature Gradient

Conventional SMB units are operated under isothermal and isobaric conditions with
constant adsorption intensities in all zones. Low adsorption intensities are favorable
for zones I and II, while high adsorption intensities are favorable for zones III and IV.
Therefore, it is desirable to introduce a gradient of adsorption intensity to improve the unit
productivity and solvent consumption performance of the SMB. For the liquid fluid phase,
the adsorption intensity can be effectively adjusted by changing the temperature [62–64].

Wankat et al. [62] combined the principles of SMB and thermal swing adsorption
(TSA) and developed a traveling wave mode thermally assisted moving bed. A heat
exchanger was used to control the fluid temperature, which resulted in a thermal wave
passing through the column. As shown in Figure 11, the fluid is heated or cooled before it
enters each adiabatic column, and the temperature within the column varies in each zone,
thereby affecting the solute adsorption capacity and optimizing the performance of the
SMB. Thermally assisted SMBs can be used to separate mixtures that are thermally stable
and where the isotherm significantly shifts with temperature.

 

Figure 11. Schematic diagram of temperature gradient.

Yu et al. [65] investigated the feasibility of internal temperature gradient SMB for the
enantiomeric binary separation process by introducing the temperature difference between
feed and desorbent. The result demonstrated that a temperature gradient with a 20 K dif-
ference could significantly improve the productivity of the SMB device by 20%. In addition,
increasing the flow rate ratio in zone IV could effectively reduce the solvent consumption.

In conclusion, the advantages of temperature gradient SMB are: (1) There are no
restrictions on heat exchange rate, and the SMB and simulation system can be easily scaled
up. (2) The adsorption intensity of each zone can be adjusted by changing the temperature
to enhance the separation performance of the SMB. Nevertheless, some disadvantages are:
(1) Although the traveling wave mode solves the serious heat transfer limitation problem,
the external dead volume is increased by heat exchanger, and thus the hysteresis time is
increased. (2) As the isotherm of separation mixture is certainly affected by temperature,
its application scope is limited.

3.3. Pressure Gradient

The pressure gradient mode is, currently, mainly applied to supercritical fluid sim-
ulated moving beds (SF-SMB). Morbidelli et al. [66] designed a pressure gradient SMB,
in which different pressure levels were applied in the four zones. Pressure control valves
were, respectively, installed after each column and between the outlet and inlet valves,
which could adjust different pressure values in the two adjacent zones. As a result, the
Henry’s constant of the components and their retention times were increased due to the
decreased density of the supercritical fluid phase with decreasing pressure. Thus, the
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separation process could be optimized by introducing a decreased pressure gradient from
zone I to zone IV to form a decreased gradient in the elution intensity of the fluid phase.
When a pressure gradient is used, the product purity is increased by up to 2.3% and the
productivity is increased by 0.29 g/kg compared to the isobaric mode.

Since the fluid phase of this variant uses supercritical fluids instead of conventional
organic solvents, it has the obvious advantage of being green and environmentally friendly;
meanwhile, the desorbent cost is lower than conventional SMB. However, it is not widely
applicable due to the special fluid phase.

4. Feed or Operation Variant

Another modification method is to improve the performance of the conventional SMB
by only changing the feed or operation mode, without altering the SMB configuration. Ten
different variants are investigated below, which can be used either alone or in combination
of two or more to improve the separation performance of SMBs in applications.

4.1. ModiCon

“ModiCon” feed mode, also called varying concentration feed model. Schramm et al. [67]
proposed adjusting the feed concentration with a certain rule within the transition cycle
appropriately. Then, the concentration spectral band changes its movement rate as it
flows through the feed port and is usually applicable to nonlinear adsorption. Compared
to conventional SMB, the ModiCon could regulate the feed concentration and increase
productivity by about 50% and reduce solvent consumption by about 25% [64]. In the
Langmuir adsorption model, the higher the concentration, the faster the concentration
point moves. For the more retained component, when it passes through the inlet, its flow
rate can be reduced by reducing the feed concentration, so that the less retained component
with higher purity can be obtained [68,69].

When the ModiCon mode is used exclusively, the improvement of SMB performance
is not obvious. Therefore, it usually needs to be combined with VariCol or other pro-
cesses to improve the separation performance. After this combination, the separation
efficiency can be improved and the solvent consumption can be reduced compared to the
conventional SMB.

4.2. VariCol

VariCol, the asynchronous switching mode, is shown in Figure 12. In VariCol mode,
only one inlet or outlet is switched within each switching time and each port is switched
independently. This makes the length of the zone different for each stage; that is, the
length of each zone is not fixed, and changes over time. According to the characteristics
of the mixture and the spectral band distribution of the separation process, the column
length can be adjusted timely to make the distribution reasonable and the separation more
efficient [70–75].

Figure 12. Schematic diagram of VariCol.
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Supelano et al. [76] compared the separation performance of three SMB modes, Mod-
iCon, VariCol, and ModiCon + VariCol, in terms of maximum throughput for a given
product purity by using the resolution of guaiacol glycerol ether as an example. It was
found that the separation performance was not significantly improved when only the
ModiCon feed mode was applied, while when both ModiCon + VariCol feed modes were
used in combination the throughput, number of columns, and the separation efficiency
were obviously improved compared to the conventional SMB, due to the larger zone I and
zone II.

Zhang et al. [72] conducted a systematic multi-objective optimization study of the SMB
and VariCol processes for the chiral resolution of racemic pindolol using the NSGA-II-JG
algorithm. The result showed that, under the condition of higher feed concentration and
lower feed flow rate, a relatively high product purity can be obtained without consuming
more desorption agent and, meanwhile, a better performance can be obtained by increasing
the number of columns. When the VariCol process was used, the product recovery was
generally improved by 0.15–0.56% and the product purity was generally improved by
0.1–0.52% compared to the conventional SMB [72]. It was finally proven that the VariCol
process outperforms conventional SMB in terms of desorbent consumption with the same
separation requirements.

Lin et al. [77] designed and optimized the operating conditions for the enantiomeric
separation of aminoglutamine by SMB and VariCol methods using a mass transfer-diffusion
model, while considering the intraparticle mass transfer resistance and axial dispersion
effects. It was also verified that the separation performance of VariCol process was superior
to the conventional SMB.

In summary, the VariCol process allows more flexibility in the chromatographic col-
umn use and breaks the limitations of constant zone length and constant solids flow rate.
Compared to the conventional SMB, the VariCol mode can obtain higher productivity and
lower desorbent consumption.

4.3. PowerFeed

PowerFeed is the separation process with variable feed flow rate. When the mixture
solution flows through the feed port position, the feed flow rate is changed in each switching
interval, which affects the components’ movement rate in each zone by changing the
concentration spectrum band. In this way, different components in a mixture are gradually
separated [78–80].

The PowerFeed mode is similar to the ModiCon mode mentioned above, in which
both methods achieve the separation purpose by changing the concentration of the spectral
band. The ModiCon changes the feed concentration directly, whereas PowerFeed changes
the concentration by adjusting the flow rate [81–83]. Similarly, PowerFeed generally needs
to be used in conjunction with other modes to improve the separation performance.

The three feed variant modes mentioned above, ModiCon, VariCol and PowerFeed,
have one thing in common; all of them improve the performance of SMB by increasing
the degrees of freedom. All three types of feed modes can lead to improved separation
efficiency and performance, and the performance can be further improved by effectively
combining these three variants.

4.4. Intermittent Simulated Moving Bed (ISMB)

ISMB is fully known as intermittent SMB. In the ISMB process, as shown in Figure 13,
each switching time ts is divided into two sub steps with durations αts and (1−α)ts,
respectively. In step 1, the ISMB also contains two inlets and two outlets, while zone IV is
isolated. In step 2, all inlets and outlets are closed, and the liquid phase circulates along
the column with the same flow rate in all four zones, thus redistributing the concentration
profiles and adjusting the position of each component [84,85].
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Figure 13. Schematic diagram of the ISMB process with port switching occurring at the end of Step 2
and the beginning of Step 1.

Mazzotti et al. [86–88] proposed a three-column ISMB as a new semi-continuous
chromatographic process. Higher throughput can be achieved while using fewer columns
due to the timely recycling of less retained components. The experiments were conducted
for the binary separation process, and the ternary separation by using the three-column
ISMB cascade chromatography was studied and designed. The final product purity of
up to 97.8% was obtained with a productivity of 2.10 g/L/h and a solvent consumption
of 12 g/L, which proved better than that of the conventional SMB process. The cascade
operation could provide greater flexibility, better simulation accuracy, and improved purity
and performance of the ISMB.

In conclusion, better concentration distribution could be obtained by reasonably
designing the time interval in the ISMB process. In addition, complex separation tasks such
as ternary separation can be conducted, which indicates the great application potential of
ISMB. In summary, the main advantages of ISMB are: (1) High separation efficiency and
performance can be obtained with a simple operation mode. (2) High operating flexibility.
(3) The feasibility in multiple mixtures’ separation process.

4.5. Sequential Simulated Moving Bed (SSMB)

SSMB is called sequential simulated moving bed, and its process is shown in Figure 14.
SSMB divides the conventional SMB into three phases: “feeding”, “circulation” and “elu-
tion”. In the feeding phase, the feed solution and eluent, respectively, enter zones III and
I simultaneously, while zones II and IV are isolated. In the second phase, all inlets and
outlets are closed, and all the columns are connected into a closed loop. The liquid phase is
circulated in this system and redistributes the concentration profiles. In the third “elution”
phase, the eluent is passed into zones I to III, while zones IV is isolated. The extract products
are collected in both the feed and elution phases, and the raffinate products are collected
only in the feed phase [26,89].

For example, Li et al. [26,90] applied SSMB to the separation of glucose and fructose
and compared the separation performance to the conventional SMB. The results revealed
that the solvent consumption of SSMB was significantly less than that of SMB for the
same purity and recovery requirements, which further proved the technical and economic
superiority of the SSMB process [90]. In addition, the feasibility of SSMB for the separation
and purification of xylo-oligosaccharides (XOS) under different constraints and objectives
with multi-objective optimization was also investigated.

SSMB is not only an improvement of the conventional SMB, but also a modification
of the ISMB. The main advantages are: (1) High utilization of the mobile phase and low
water consumption can effectively reduce the cost, so the SSMB is suitable for industrial
production. (2) When separating some specific mixtures, the separation performance of
SSMB is significantly higher than that of SMB. (3) The back mixing problem existing in the
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separation process of SMB can be effectively solved by SSMB. (4) Ternary separation can
be achieved by adding the inlet and outlet ports. In addition, SSMB also possesses some
disadvantages: (1) The operation is more complicated and increases the control difficulty.
(2) The utilization rate of the stationary phase is lower. (3) The flow rate ratio (m value) is
influenced by various factors and is not constant during the switching time, which indicates
that the SSMB cannot be directly designed by using the m value.

Figure 14. Schematic diagram of the SSMB process.

4.6. Pseudo-SMB

Pseudo-SMB is a new SMB technology mainly used to separate ternary mixtures. The
process can be seen as a combination of the true moving bed and simulated moving bed.
There are two main steps. The first step is similar to the TMB process, where the ternary
mixture (A, B and C) is injected into the inlet and the desorbent (D1) is also injected, with
the aim of separating component B, which has an intermediate affinity for the desorbent.
The second step is similar to the SMB process, and closes the device with only the desorbent
(D2) injected from the inlet in order to collect the components A and C, respectively. In the
process of separating ternary mixtures, the pseudo-SMB is relatively easy to operate and
has advantages for small-scale ternary separation [26,56,91–93].

4.7. Outlet Swing Stream (OSS) SMB

Gomes et al. [94] proposed an unusual SMB in which the flow rates of zones II and
III were kept constant based on the conventional SMB, and the flow rates of each outlet
(extract, raffinate and desorbent) were artificially manipulated to dynamically adjust the
flow rates of zones I and IV for the separation operation. It can effectively improve the
product purity and reduce the desorbent consumption [26].

4.8. Backfill-SMB (BF-SMB)

To improve the separation and chromatography performance of conventional SMB,
Kim et al. [95] proposed a strategy called backfill-simulated moving bed (BF-SMB). A
part of the product is refilled into the SMB from the feed node or intermediate node as
a feed to simulate a TMB-like effect, enriching the main components near the product
extraction node, thereby improving the separation of the SMB performance. This strategy
can effectively improve product purity without compromising recovery and desorbent
consumption [17,95].

4.9. SMB Cascades

Complex separation tasks such as the separation of ternary or more multiple mixtures
can be handled by properly connecting multiple SMBs working in succession. This process
is called SMB cascades, also known as tandem SMB. It is generally operated using two
(or more) consecutive SMB units. A ternary (or multiple) mixture is fed from the inlet
into the first SMB unit, and after separating a single material the remaining mixture is
introduced into the second SMB unit for further separation. If the initial feed has only
three mixtures, two SMB cascades will separate them all; if there are more than three, a
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third SMB unit will need to be passed through, and so on. Since each unit is independent
of the others, it is possible to set independent parameters without unit interfering. After
the cascade operation, the separation performance is greatly improved compared to the
conventional SMB. However, it is important to note that the more SMBs are cascaded, the
more diluted the sample becomes, and thus the productivity is reduced. Therefore, the
idea of bypass SMB, as mentioned before, can be used for proper priming to ensure sample
purity [26,96,97].

4.10. SimCon

Song et al. [98] proposed a novel SMB strategy called SimCon. Under the constraints
of the maximum allowable pressure or flow rate, the feed flow and product flow are
simultaneously controlled. This operation can make the flow and pressure fluctuations
in the column as small as possible to improve the performance of the SMB. The SimCon
operation consists of three steps. In the first step, when the desorbent is injected, only the
raffinate port is opened. In the second step, all inlet and outlet ports are opened, which is
consistent with the conventional SMB process and is called an intermediate step. In the final
step, only the raffinate port is closed, and the other ports are opened [17]. Experimental data
have confirmed that, compared with conventional SMB, SimCon operation can increase the
product purity by 3.2%, the recovery rate by 3.1%, the productivity by 0.9 g/L/h, and the
desorbent consumption by 0.04 L/g [98]. The separation performance and process cost can
be effectively optimized by the SimCon strategy.

In conclusion, changing the different feeding or operating modes can effectively
improve the separation efficiency, reduce the solvent consumption, or increase the product
purity; a brief description of three main variants is listed in Table 1. Through these changes,
while improving the performance of the equipment, SMB can also handle more challenging
separation tasks, improve flexibility, or make the operation simple.

Table 1. A summary and comparison of three SMB variants.

Modification
Mechanism

Switching Mode Advantage Disadvantage Classification

Zone variant

Non-essential
functional zones
are reduced by

combing or
deleting one or

several columns.

Three-zone SMB
possesses a unique

three-step switching
mode; the others’ is

similar to the
conventional SMB.

The economical
efficiency is

improved due to
the simplified
device and the

better separation
performance.

The solid and
liquid phases

cannot be
adequately
regenerated

and recycled.

One-column SMB,
two-zone SMB,

three-zone SMB,
bypass SMB, and
SMBs with more
than four zones.

Gradient variant

The adsorption
behavior of each

zone is adjusted by
introducing a

gradient
parameter.

Similar to
conventional SMB
switching mode,

basically.

Higher
productivity,

purity, and lower
desorbent

consumption can
be achieved.

Poor stability, high
design difficulty,

may only be used
under limited

conditions.

Concentration
gradient,

temperature
gradient and

pressure gradient.

Feed or
operation variant

The feed or
operation mode is
changed without
altering the SMB

configuration.

For VariCol mode,
only one inlet or

outlet is switched
within each

switching time, and
each port is switched

independently.
SSMB has unique

three step switching
mode. Others’ are
similar to that of

conventional SMB.

High utilization of
mobile phase and

low water
consumption.

Complicated and
multiple systems
can by separated
by this variant.

The operation and
optimization

works become
more complex due

to the internal
instability.

ModiCon, VariCol,
PowerFeed, ISMB,

SSMB,
Pseudo-SMB, OSS,

BF-SMB, SMB
cascades, SimCon.
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5. Conclusions

In this paper, three significant types of SMB variants were introduced and analyzed.
First, modifications of the conventional SMB process based on zone structure changes were
reviewed. In most zone variants, the separation performance and process economy could be
improved by simplifying the operating zone construction. Secondly, gradient variants of the
SMB process were investigated, in which SMB’s performance was effectively enhanced by
introducing concentration, temperature, or pressure gradients with a result of altering the
adsorption behavior of each zone. Finally, the SMB variants with different feed or operation
modes were researched. This revealed that the separation performance could be adjusted
by using ModiCon, VariCol and PowerFeed modes, alone or in combination, or choosing
new SMB technologies such as ISMB, SSMB, Pseudo-SMB, OSS, BF-SMB, SMB cascades,
and SimCon. According to the literature review and analysis results, it can be concluded
that: (1) The use of new SMB technology or the combination of ModiCon, VariCol, and Pow-
erFeed modes have a promising application in the future. (2) Multi-component separation
by using new SMB technology will also be an important and challenging research direction.
(3) The combination of the new SMB methods and multi-objective optimization (MOO)
strategy can effectively improve the separation performance of SMB, which will simplify
the process design and provide valuable guidance for practical industrial applications.
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